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The effect of different indium doping concentrations on the room temperature hydrogen sensitivity
of nano-SnO2 is investigated. The role of calcination temperature on the surface morphology, phase
transformation, and subsequent impact on the gas sensing behavior of nanocrystalline doped SnO2
is presented. Differences in grain growth with varying doping amount give an explanation for
enhanced sensing that is not always so obvious. Variation in the charge carrier density for indium
doped nanocrystalline SnO2 is calculated as a function of indium concentration in the tin oxide
lattice structure. The charge carrier density is correlated to the involved surface species of doped
nanocrystalline SnO2 upon hydrogen gas exposure using Fourier transform infrared spectroscopy.
© 2007 American Institute of Physics. DOI: 10.1063/1.2732498
I. INTRODUCTION
Nanomaterials have been spotlighted for gas sensor ap-
plications due to their enhanced abilities over conventional
engineering materials. Their high surface to volume ratio
greatly enhances the number of sites for gas species to inter-
act with the material. Space charge layer variations in nano-
structures make them particularly interesting since adsorp-
tion of different gases can control conduction.1,2 In spite of
these observations, many of the mechanisms responsible for
conduction at the nanolevel are still poorly understood.
Doping of the SnO2 system has been a point of interest
due to the ability to tailor electrical and microstructural
properties.3–8 In order to understand the role of doping in
nano-oxides, how the particles form, surface chemistry, and
material defects will give insight to the material properties,
which allow for enhanced gas sensing. Understanding how
these material properties affect gas sensing will lead to better
engineering of sensor materials and is the focus of this paper.
In order to better understand the role of doping on gas
sensor behavior, a technique is needed that will both monitor
the surface reaction as well as any changes in electrical prop-
erties of the material in question. Fourier transform infrared
FTIR spectroscopy is such a tool often used to investigate
optical properties, mainly absorbance and transmission in the
infrared region. Use of the diffuse reflectance mode of the
FTIR DR-FTIR spectrometer is rare in this type of study.
DR-FTIR can be successfully used for studying the surface
chemistry variation of materials. However, it can also be
used to monitor changes in the free carrier densities of many
semiconductors. Harrick has shown that the use of infrared
absorption to measure free carrier densities.9 It has been
shown that in semiconducting materials, there is an increase
in free carriers in the space charge region due to interaction
with the reacting gases.10 This is because upon reaction with
the material surface, the gas depending on whether it is
oxidizing or reducing will either take from or donate elec-
trons to the material. This subsequently leads to variations in
DR-FTIR absorbance spectra from semiconductors in the in-
frared region. Thus, FTIR can be used as an important tool
for nano-oxide gas sensing applications.
Previous studies from Shukla et al.2 have shown an in-
crease in hydrogen detection sensitivity of nanocrystalline
SnO2 when doped with indium In3+. Indium doping creates
even more of the desired oxygen vacancies by substitution
on a tin lattice site, which in equilibrium expects a 4+ charge
to occupy the lattice site. This happens because a 3+ on a 4+
site makes the tin site feel a negative charge. To compensate,
an oxygen vacancy will form which causes the previous oxy-
gen site to experience a positive charge. This charge com-
pensation can drastically enhance SnO2’s gas sensing abili-







00 + 2e , 1
2In3+ + 2SnSn
x + OO
x → 2InSn + VO00 + Snsurface. 2
Thus, successful doping of the indium atoms results when it
replaces tin into the SnO2 matrix and this enhances the sur-
face reactivity of the nanoparticles toward gas sensing. In
this study, effect of calcination temperature on the particleaElectronic mail: sseal@mail.ucf.edu
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size evolution, doping of the indium in the SnO2 matrix,
corresponding change in free carrier concentration, and
variations in the space charge layer of the nanocrystalline
SnO2 were investigated using in situ FTIR Spectroscopy.
II. EXPERIMENT
A. Material preparation
Doped SnO2 was prepared using sol-gel method.
2 A sol
of tin isopropoxide in isopropanol 72 vol %  and toluene
18 vol %  and indium isopropoxide was prepared. A poly-
mer, hydroxypropyl cellulose HPC, was added to control
grain size during the gelling reaction. The sol is left exposed
to air, stirring, until gelling is completed. The gel is then
dried at 150 °C for 1 h. Powders were then calcined at 500,
600, 800, and 1000 °C for 1 h in air. The subsequent drying
and pyrolysis treatments of the coated polymer nanostruc-
tures then result in the decomposition of the polymer struc-
ture leaving behind In–SnO2 nanocrystallites. In the follow-




2 SnOH4→SnO2 amorphous+2H2O at 150 °C.
3 SnO2 amorphous→SnO2 crystalline at 400 °C.
B. Material characterization
1. X-ray diffraction
Phase transformation and particle size variation of the
doped SnO2 particles were studied using x-ray diffraction
Rigaku model with a Cu K1 radiation and the optimized
operating conditions of 30 mA and 35 kV. The scan rate was
set at 2.5 deg/min with a step size of 0.05°.
2. High resolution transmission electron microscopy
The microstructure of the nanoparticles was determined
by high resolution transmission electron microscopy HR-
TEM Philips Tecnai series operated at 300 kV accelerat-
ing voltage. Figure 1a shows the HRTEM image of In
doped SnO2 particles calcinated at 500 °C. Comparison be-
tween the particle size observed by TEM and calculated us-
ing x-ray diffraction XRD, it was observed that each indi-
vidual grain was a single crystal, helping to reduce the
barriers for conduction of the free carriers. Due to this very
reason, the space charge variations can be considered the
dominating conduction mechanism. The selected area elec-
tron diffraction SAED pattern shown in Fig. 1a confirms
the growth of the In–SnO2 particles in the 110 plane of the
cassiterite structure.
3. Fourier transform infrared spectroscopy
Doping effects on the space charge layer variation of
nanomaterials, as well as how doping effects the surface spe-
cies present on the material, can both be monitored with the
use of FTIR spectroscopy. In this study, indium at various
doping amounts 1%, 3%, 6.5%, and 9% is being investi-
gated. Upon exposure to a reducing gas such as hydrogen,
which can donate electrons to the material, the oxygen va-
cancies are available for transport of the charge, reducing the
resistivity. Fourier transform infrared spectrometer Perkin
Elmer using a Harrick Praying Mantis accessory used in
diffuse reflectance measurements was used to determine the
gas sensing ability of the doped particles as well as calculate
the free carrier concentrations. The sample powders 2%
were dispersed in KBr 98% and tested for hydrogen sensi-
tivity at 30 °C. The spectral resolution was 4 cm−1. All
samples were cleaned at 200 °C under vacuum for 15 min
and allowed to cool to room temperature before commencing
hydrogen gas tests.
III. RESULTS AND DISCUSSION
A. Structure of In doped SnO2 nanocrystallites
The average crystallite sizes at different calcining tem-
peratures were determined using the SnO2 110 diffraction
peak and the Scherrer equation:
D = K/ cos  , 3
where  is the wavelength Cu K1 radiation,  is the dif-
fraction angle, K is a constant, and  is the full width at half
maximum. All of the indium doped SnO2 samples were
nanocrystalline in nature after calcination, Table I. Dominant
peaks at 110, 101, and 211 confirm the cassiterite struc-
ture of nanocrystalline SnO2 that is preferred for gas sensing
applications. The rutile crystal structure of tin oxide has a
tetragonal unit cell with a space group symmetry of
FIG. 1. a HRTEM of doped SnO2
and selected area electron diffraction,
b lattice constant a of SnO2 and
6.5% In–SnO2, c lattice constant c
of SnO2 and 6.5% In–SnO2.
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P42/mnm. The lattice constants are a=b=4.731 Å and c
=3.189 Å. In the tin oxide matrix, Sn atoms are sixfold co-
ordinated to threefold coordinated oxygen atoms. A few extra
peaks not associated with the cassiterite structure appear to
be beginnings of a not fully formed In2O3 bixbyite struc-
ture at calcination temperatures above 800 °C, Fig. 2. These
peaks do not appear for the undoped SnO2 particles, Fig. 2.
This would indicate an amorphous In2O3 structure on the
surface of the SnO2 particles that segregates at higher calcin-
ing temperatures. At lower calcining temperatures, complete
doping of the indium into the structure seems likely. A simi-
lar effect has been reported by Carreño et al.12 for rare earth
Ce, Y, and La doped SnO2 nanoparticles. The rare earth
dopants are segregated to the particle surface at temperatures
above 900 °C.
B. Variation in SnO2 lattice parameter
HRTEM was used to analyze the effective grain size,
Figs. 1b and 1c. The lattice constants a and c were ana-
lyzed from the selected area electron diffraction to gain un-
derstanding of doping on the microstructure evolution. The
normal lattice constants are a=b=4.731 Å and c=3.189 Å.
It can be observed that for the undoped SnO2, the lattice
parameter a remains fairly constant. For the 6.5% In doped
SnO2, the lattice constant a decreases with increasing calci-
nation temperature. For undoped SnO2, the lattice constant c
again remains fairly constant. The values of a and c are low
compared to published values for SnO2 and may be due to an
oxygen deficient structure. The difference in the trends be-
tween a and c may have occurred because the lattice strain
that was induced from charge compensation was more pro-
nounced in one of these directions in order to minimize the
energy of the system. It can be observed that the largest
lattice constants belong to the 6.5% In–SnO2 samples cal-
cined at 600 °C. This seems to indicate that the enlarged cell
structure is due to a maximum accommodation of indium
atoms into the SnO2 lattice. The decreasing lattice constants
with increasing calcination temperature suggest that a lower
amount of indium is doped into the structure at these calci-
nation temperatures.
C. In–SnO2 grain growth
A plot of lnD where D is the average crystallite size
versus inverse temperature was used to determine the activa-
tion energy for particle growth. For plain sol-gel derived
SnO2, an activation energy of 28 kJ/mol was determined,
Fig. 3a. For samples doped with 1% and 3% indium, the
activation energies dropped to 19.3 and 20 kJ/mol, respec-
tively Figs. 3b and 3c. This drop in energy may be
associated with an increase in oxygen vacancies created upon
indium doping into the SnO2 lattice. Starting materials pre-
calcination for nanocrystalline materials tend to be ex-
tremely structurally disordered and have been attributed13 to
oxygen vacancies as well as disordered interfaces. It has
been suggested14 that the low activation energy of nanocrys-
talline materials may be due to the large percent of highly
disordered interfaces. Doping likely increases this disorder,
as well as creating more oxygen vacancies for material trans-
port during material synthesis. Though solute drag is usually
expected at low doping concentrations which in turn in-
creases the activation energy for growth, high disorder and
oxygen vacancy concentrations likely outweigh this effect at
very small grain sizes. This would explain the lower activa-
tion energies experienced by samples doped at 1% and 3%.
For SnO2 samples doped at 6.5% and 9%, two different
activation energies appear to be present, Figs. 3d and 3e.
For the 6.5% doped samples, an activation energy of
15.9 kJ/mol occurs for the lower calcining temperatures,
while at higher temperatures, the activation energy increases




1% In 3% In 6.5% In 9% In
500 4 4 3 3
600 5 5 4 4
800 8 8 6 10
1000 13 14 19 23
FIG. 3. Plot of ln D vs 1000/T for a SnO2, b 1% In doped SnO2, c 3%
In doped SnO2, d 6.5% In doped SnO2, and e 9% In doped SnO2.
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to 39.2 kJ/mol. This appears again with the 9% doped
samples, with a lower activation energy of 17.5 kJ/mol at
the lower calcination temperatures and a higher activation
energy of 39.5 kJ/mol at higher calcination temperatures.
This is likely due to the segregation of indium out of the
SnO2 lattice structure around a calcining temperature of
800 °C and into the grain boundaries. XRD plots are in
agreement Fig. 3 and give evidence of this phenomenon
with increasing doping concentration as well as calcination
temperature. The lower initial energies may be attributed to
the structural disorder caused by the indium doping into the
SnO2 lattice as previously stated. At higher calcination tem-
peratures, higher diffusion rates coupled with desorption of
surface species H2O, OH−, and CO2 may lead to segrega-
tion of indium to the grain boundaries and particle surface,
consequently leading to the formation of amorphous In2O3.
This would account for the higher activation energies at the
higher calcination temperatures due to a grain boundary bar-
rier inhibiting mass transport, and therefore, increasing the
energy required for material movement during particle
growth.
It has been documented that the mass transport mecha-
nism at temperatures below 1000 °C for the SnO2 system is
due to surface diffusion during particle growth.14,15 Because
this mass transport mechanism is sensitive to surface con-
tamination, formation of In2O3 at the surface of grains would
account for this change to higher activation energies at
higher calcination temperatures. Leite et al.15 attributed
higher growth exponents to surface contamination, or chemi-
cal species bonded to the powder surface.
To give more insight to the mass transport mechanism of
the In–SnO2, samples doped at 6.5% were calcined at
30 min, and 1, 3, 5, and 7 h to obtain grain growth kinetics.
Generally, grain growth follows
Gn = Go
n + Kt , 4
where Go is the initial average grain size, G is the average
grain size at time t, and K is a constant. The constant K is
temperature dependent and is associated with an activation
energy component. The grain growth exponent n describes
the mechanism for grain growth. Generally, n lies in the
range of 2–4, and in many ceramics, n equal to 3 have been
observed.16 In nanocrystalline materials, many different val-
ues of n have been reported. Large grain growth exponents
and low activation energies are commonly reported for nano-
crystalline ceramic materials.
A plot of lnG vs lnt was analyzed to solve for the
growth exponent n, Fig. 4. It can be seen that with increasing
calcination temperature, the curves shift up, with the 500 °C
samples at the bottom and the 1000 °C samples on the top of
the figure. The samples calcined at 600, 800, and 1000 °C
have similar slopes while the 500 °C samples had a slightly
different slope. The calculated values of the growth exponent
were n=2.6 for the 500 °C samples, n=4.2 for the 600 °C
samples, n=4.7 for the 800 °C samples, and n=4.4 for the
samples calcined at 1000 °C. Growth exponents in nano-
crystalline systems are often reported at 4 or higher, espe-
cially in the SnO2 system.
14,15 The 600, 800, and 1000 °C
samples seem to follow this trend and grow by the same
mechanism. For the samples calcined at 500 °C, the value of
n=2.6 seems to indicate a mixed mechanism. For n=2, nor-
mal grain growth occurs in a pure, single phase system. For
n=3, grain growth occurs in the presence of solutes.14 This
could be the case for the samples calcined at 500 °C, solutes
hindering growth in a single phase system. For the other
three calcination temperatures, the growth mechanism can be
attributed to growth in the presence of solutes.17 This would
explain, from peak evolution in XRD, the changes in activa-
tion energy with increasing calcination temperature. As cal-
cination temperature was increased at the higher doping
amounts of 6.5% and 9%, the activation energy for growth
was increased, indicating impediment to atomic movement.
This would align with indium segregating to the surface/
grain boundaries by a surface diffusing mechanism. Com-
bined, the different activation energies and growth exponents
lead to explanations of the different gas sensing behaviors
between the different dopings and different calcination tem-
peratures. The variation in gas sensing will be impacted by
the surface structure of the SnO2 grains based on synthesis of
the material. By changing the amount of doping in the SnO2
system, changes in the way the grains form and subsequently
grow will affect the type of final surface structure achieved.
This allows for engineering of the surface more precisely to
specific applications.
D. Hydrogen sensing behavior of In–SnO2
The surface reactions in gas sensor applications play a
vital role in tuning a material to a target gas. FTIR is a useful
tool to monitor both the surface reactions upon introduction
of a target gas, as well as monitor changes in the electrical
properties of the material being tested. FTIR absorbance data
were used in this study to calculate both the electrical con-
ductivity and the major free carrier concentrations for
In–SnO2 samples. Beer’s Law, which shows that absorbance
is directly related to the absorption coefficient, is used to
calculate the absorption coefficient, Eq. 5.
I = Io exp− Kx . 5
In the above equation, x is the thickness of the measured
sample and K represents the absorption coefficient. Drude-
FIG. 4. Plot of ln G vs ln t for 6.5% In–SnO2 samples calcined at a
1000 °C, b 800 °C, c 600 °C, and d 500 °C.
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Zener theory was used to calculate the conductivity as well














The K here is the absorption coefficient taken from Beer-
Lambert’s law. For Eq. 6, N is the free carrier concentration
m−3,  is the electrical conductivity S/m,  is the angular
frequency, m is the carrier effective mass kg,  is the car-
rier mobility m2/ V s, n is the index of refraction, and o
is the wavelength in free space 1/n= /o. Equation 6 is
valid when t
1, and o, which holds true in the
infrared region for most semiconducting materials. Drude-
Zener theory assumes classical statistics, but quantum effects
are important below a critical wavelength at a given tempera-
ture. Spitzer et al.18 have shown that the right hand side of





 2	kT . 7
Multiplication by this factor is used in order for quantum
effects to be accounted for. This is an important consequence
for nanomaterials as they approach smaller and smaller sizes.
For low temperatures in the infrared region, this relationship
is required. This leads to a 3/2 variation with wavelength for
the conductivity of oxides in the infrared region.
All indium doped SnO2 samples were tested for sensi-
tivity to H2 gas at room temperature 30 °C using the Pray-
ing Mantis accessory and the diffuse reflectance mode of the
FTIR. It can be observed that there is an upward shift in the
absorbance spectra after exposure to H2 if the material is able
to detect the gas. When exposed to air, oxygen molecules are
physisorbed onto the surface of nanocrystalline SnO2−x and
take free electrons from SnO2−x. A change then occurs to
O2 ads
− or Oads
− species on the surface. When a reducing gas
such as hydrogen comes into contact with these nanopar-
ticles, it is oxidized via reaction with the O2 ads
− or Oads
− sur-
face species. Subsequently, electrons are reintroduced into
the electron depletion layer. The following equations show
the surface reactions upon introduction of hydrogen to the
SnO2−x surface
1:
H2 → 2Hads+ + 2e−, 8
Oads + e
− → Oads− , 9
H2 + Oads
− → H2Oads + e−. 10
Electrons added to the space charge region of an n-type
semiconductor surface will lead to an increase in
absorption,19 affecting the broad background of its FTIR
spectra. These excess electrons from hydrogen are able to
absorb more energy from the infrared for conduction, in-
creasing the amount of absorption. The changes in oxygen
vacancy concentration with doping concentration are shown
in Fig. 5.
All of the In–SnO2 samples at different dopings were
tested for hydrogen sensitivity. Only three of the samples
showed any appreciable response to H2 gas exposure at room
temperature without the help of a catalyst. These were the
6.5% In–SnO2 samples calcined at 500 and 600 °C, as well
as the 3% In–SnO2 sample calcined at 500 °C. The greatest
response to hydrogen was from the 3% and 6.5% In–SnO2
samples calcined at 500 °C, but by what appears to be
slightly different surface mechanisms, Figs. 6a and 6b.
For both samples, an increase in free carriers, and therefore
conductivity, can be seen by the increase in absorbance for
the broad background. These are areas where surface vibra-
tions are not affected even after introduction of a detectable
gas. Only shifts up and down will be seen for the broad
background. For the 3% In–SnO2, the broad peak around
3450 cm−1 due to physisorbed water bending or surface
hydration3 is altered after H2 exposure, where on the 6.5%
sample surface, water groups are little impacted. Surface
CO2 2300 cm−1 Ref. 20 on the 3% In–SnO2 samples
also appear affected after hydrogen exposure while the same
surface group on the 6.5% sample goes unaltered. So even
though both samples responded to the hydrogen gas with an
FIG. 5. Variation in oxygen vacancy concentration as a function of percent-
age doping and calcining temperature. Reported for nano-In–SnO2 samples
tested at 30 °C.
FIG. 6. FTIR absorbance spectra in vacuum and after exposure to hydrogen
gas at room temperature for a 3% In doped SnO2 calcined at 500 °C and
b 6.5% In doped SnO2 calcined at 500 °C.
104307-5 Drake et al. J. Appl. Phys. 101, 104307 2007
increase in absorption, it appears that the 3% In–SnO2
sample uses surface CO2 and water groups to dissociate, or
participate in the dissociation of, adsorbed hydrogen gas.
Note that both samples possess the surface groups, but the
3% sample appears to have a slightly greater percentage of
surface coverage by these species after exposure to hydro-
gen. The approximate area under the curve for these peaks is
higher for the 3% sample than for the 6.5% sample. The
sensing mechanism for the 6.5% In–SnO2 samples may be
due to surface species which are difficult to distinguish using
DR-FTIR.
It may be deduced that due to the lower surface coverage
of CO2 and adsorbed water, surface oxygens and vacant oxy-
gen positions may be the mechanisms behind the sensing
ability of the 6.5% sample calcined at 500 °C. Both the 3%
and 6.5% samples appear to have been fully doped with in-
dium. It is likely that the substituted tin atoms made their
way to the surface of the particles, but without full bonding
to the oxygen species. This would have left behind surface
oxygen vacancies. The vibrations associated with these sur-
face species occur at very low wave numbers of the FTIR
and are associated with an appreciable amount of noise, mak-
ing it difficult to correctly analyze changes in absorbance.
This surface information is useful in the engineering of sen-
sor materials to specific applications and environments
which may desorb certain surface species required for sens-
ing of a particular gas.
It has been previously reported that the maximum dop-
ing of indium into the SnO2 system is around 3%.
21 In this
study, a change in growth activation energy is also observed
when comparing 3% and 6.5% indium doped SnO2 samples.
A comparison of the free carrier density in the space charge
region versus indium doping at a calcination temperature of
500 °C is shown in Fig. 7. The 6.5% doped sample calcined
at 500 °C has the highest free carrier density with the small-
est crystallite/grain size. Though this free carrier density is
for the space charge region of the material, due to its very
small size, it can be assumed that this space charge region
occupies most of the grain. Even though, thermodynamically,
3% is the solid solution limit of indium into the SnO2 sys-
tem, it is possible that at higher doping amounts, certain over
dopings can be achieved at relatively short calcination times.
This may be due to the high degree of disorder already
present in the nanomaterial prior to high temperature calci-
nation. This initial disorder in starting materials for nano-
crystalline SnO2 when synthesizing using a bottom-up ap-
proach may allow for higher doping amounts than a more
atomically ordered crystal lattice would. At short calcination
times, since the growth mechanism is reportedly dominated
by surface diffusion, the structural disorder within the grains
remains, allowing for overdopings from the thermodynami-
cally predicted amounts in this nanosystem.
These overdoping amounts may have the greatest impact
on the space charge region for gas sensing applications
where the grains are comparable to the Debye length of the
material. This is due to the creation of and ability to retain
defects above what would be expected for thermodynami-
cally predicted maximum doping amounts for a system in
equilibrium. Creation of a larger amount of oxygen vacan-
cies, the charge carriers in the case of nanocrystalline SnO2,
will impact two things. One, the number of surface oxygen
vacancies may increase, creating more opportunities for the
target gas in this case hydrogen to interact with the mate-
rial. Second, it creates more charge carriers within the mate-
rial. This gives injected electrons from the surface reaction
with hydrogen more opportunities to move about the mate-
rial. In the case of hydrogen sensing at room temperature,
maximizing the number of free carriers in the space charge
region leads to better sensing of hydrogen gas upon dissocia-
tion on the surface.
IV. CONCLUSION
Two optimal indium doping amounts and calcination
temperature for room temperature sensing of hydrogen were
brought to light for the nanocrystalline SnO2 system. Both
3% and 6.5% samples calcined at 500 °C were able to detect
hydrogen at room temperature without a catalyst. The
samples with 6.5% doping have higher free carrier densities
in the space charge region and appear not to rely heavily on
surface adsorbed species, such as water and CO2, for room
temperature sensing of hydrogen gas. On the other hand, the
3% doped sample with a lower free carrier density relied
greatly on these surface species during dissociation of hydro-
gen gas on its surface. Thus the mechanism of room tem-
perature hydrogen sensing varies greatly as a function of
dopant concentration and alteration in free carrier density in
nanocrystalline SnO2.
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