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ABSTRACT 
Let G be the group PSL(n, F), where F is a field and n > 3. If C is a con- 
jugacy class of G, denote C-’ = {c-‘lc E C}. The following is proved: (1) If C,, C,, 
C, are cyclic conjugacy classes of G, then C,C,C, 2 G - (1,). (2) If F is alge- 
braically closed and C,, C, are cyclic conjugacy classes of G, then C,C, = G if and 
only if C, = CL’. Generalizations of these results, concerning factorizations of a given 
nonscalar invertible matrix as a product of two or three cyclic matrices, each lying in a 
prescribed conjugacy class of Gun, F) [or SL(n, F)], are discussed. 
I. INTRODUCTION 
Let GL, = GL(n, F) be th e rou o a invertible n X n matrices over a g p f 11 
field F, let SL, = Sun, F) be th e subgroup of all matrices in GL(n, F) 
whose determinant equals 1, and let PSL, = PSL(n, F) be the factor group 
SL(n, F)/Z, where Z is the subgroup of all scalar matrices in SL(n, F). An 
n X n matrix T is cyclic if there is a vector x such that the vectors 
x, TX,. . ,T”l-lx are linearly independent. A matrix A E GL(n, F) will be 
called simple if there is S E GL(n, F) such that S-‘AS is diagonal. We till 
say that the matrices A, B E GL(n, F) are SL,-conjugate if they are similar 
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under a matrix in Sun, F). We will extend some definitions used for 
matrices to conjugacy classes of PSL(n, F) as follows. A conjugacy class C of 
PSL(n, F) will be called y 2 c c ic if an element of C is the image of a cyclic 
matrix in SL(n, F). Similarly we will say that C is simple, or that C has an 
eigenvalue in F of multiplicity k, if an element of C is the image of a simple 
matrix or of a matrix which has an eigenvalue in F of multiplicity k (as a root 
of the characteristic polynomial), respectively. Given subsets A, B of a group 
G, denote the product of A and B by AB = {abla E A, b E B}. We extend 
this definition to a product of any finite number of subsets of G in the 
natural way. Given an integer m, denote A”’ = AA -** A (m times), and 
denote A-’ = {a-ila E A}. 
The following matrix factorization theorem was proved by A. R. Sourour 
in [ll]: 
THEOREM 1. Let A be a nonscalar invertible n x n matrix over afield F, 
and let pj and yj (1 < j < n) be elements of F such that II;= 1 pj y, = det A. 
Then there exist n x n matrices B and C with eigenvalues P1,. . , /3, 
and yl,. , 7, respectively such that A = BC. Furthermore B and C can be 
chosen so that B is lower triangularizable and C is simultaneously upper 
triangulartzable. 
We shall use Theorem 1 in the proofs of our results. 
In this paper we deal with factorizations of a nonscalar invertible matrix 
A into a product of two or three matrices which have prescribed sets of 
eigenvalues. In these factorizations, the eigenvalues of the matrices in the 
factorization need not be in F. We also impose the following restrictions on 
these matrices: 
(1) The matrices are cyclic. 
(2) Each of the matrices lies in a prescribed similarity class or in a 
prescribed SL,-conjugacy class. 
The above factorizations are related to the problem of determining the 
covering numbers of cyclic conjugacy classes in the group PSL(n, F). We 
shall review this problem briefly. Given a conjugacy class C of a group G, we 
say that the covering number of C is m if C” = G and Cm- i f G. Note 
that such m does not necessarily exist for an arbitrary group. It was shown in 
[6] that if G is a finite nonabelian simple group, such m exists for any 
nontrivial conjugacy class of G. The problem of determining conjugacy 
classes of low covering number in the group A, (the group of even permuta- 
tions on a set of n elements) was discussed in many articles by J. L. Brenner 
et al. and by others. A survey of this problem may be found in 1.51. In 
particular, many conjugacy classes whose covering number equals two are 
known. 
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The above problem for the groups PSL(n, F) seems to be harder to 
handle. The cases where n = 2 were treated in [l] and [4]. It was shown that 
for any nontrivial conjugacy class C of PSL(2, F), C3 = G if F is a finite 
field containing at least four elements, and that C2 = G if F is algebraically 
closed. Note that in this case, all nontrivial conjugacy classes are cyclic. The 
following theorem was proved by J. L. Brenner in [3]: 
THEOREM 2. Zf n = 2 or 3 and (n, 1 FI) # (2,2), (2,3), then the group 
G = PSL(n, F) has a class C such that C2 = G. Zf n > 3, the same 
conclusion holds whenever 1 F 1 is odd and I Fl > n + 1, or I Fl is even and 
IFI > n. 
For n > 3 and JFI > n, the proof of Theorem 2 is obtained by showing 
that C2 = G for simple cyclic conjugacy classes for which C = C ‘. Since all 
the matrices in SL(n, F) with eigenvalues Pr, &, . . , P,, E F such that 
pi # pj for i #j form a conjugacy class in SL(n, F), Theorem 1 implies 
Theorem 2 for (n, IFI) z (3,2), (3,3). 
In this paper we consider the products of any cyclic conjugacy classes 
of PSL(n, F) (n > 3) and related matrix factorizations. The results for an 
arbitrary field F are the following: 
THEOREM 3. Let M be a nonscalar invertible n x n matrix over a field 
F, n > 3, and let A,, A,, A, be cyclic n X n matrices over F such that 
rIf= ,det Ai = det M. Then there are matrices A;, A;, Aj with Ai similar to 
Ai under a matrix of determinant 1 over F (i = 1,2,3), such that M = 
A; A; A;. 
THEOREM 4. Let G = PSL(n, F), where n > 3 and F is a field, and let 
C,, C,, C, be cyclic conjugacy classes of G. Then C,C,C, 2 G ~ {l,}. Zf 
one of these classes is not simple and has an eigenvalue in F which is not of 
multiplicity n, then C,C,C3 = G. 
A necessary condition for C,C, = G, where C,, C, are conjugacy classes 
of a group G, is C, = C,‘. The following theorem shows that this condition 
is also sufficient if F is algebraically closed and C,, C, are cyclic conjugacy 
classes of PSL(n, F). 
THEOREM 5. Let G = PSL(n, F), where n > 2 and F is an alge- 
braically closed field, and let C,, C, b e c c ic y 1 conjugacy classes of G. Then 
C,C, = G if and only if C, = C,‘. 
In Section II we give the notation used in this paper, and prove some 
preliminary propositions. The results for an arbitrary field (Theorems 3, 4) 
are proved in Section III, and the case where F is algebraically closed 
(Theorem 5) is treated in Section IV. 
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II. PRELIMINARIES 
First, we review the notation and terminology used in this paper. Denote 
by M,(F) the set of all n x n matrices over a field F. Given A E M,(F), 
Ai1 denotes the (i, j) entry of A (1 < i, j < n). The determinant of a matrix 
A will be denoted by det A, and tr A denotes the trace of A. The identity 
matrix in M,(F) will be denoted by I, (or by I, if no confusion may occur). A 
matrix is called scalar if it is of the form arZ for some nonzero (Y E F. We 
say that h is an eigenvalue of A E M,(F) if A is an eigenvalue of A over the 
algebraic closure of F (i.e., h need not be in F). The eigenvalues of a matrix 
A E M,(F) are always repeated according to algebraic multiplicity, i.e. 
multiplicity as zeros of the characteristic polynomial. A matrix A E M,(F) 
acts on the left on V = V(n, F), the vector space of dimension n over F, in 
the usual way. It is well known (see [lo, Chapter 71) that A E M,(F) is cyclic 
if and only if its Jordan canonical form contains only one Jordan block for 
every eigenvalue (over the algebraic closure of F). If p(h) = a, + a,h 
+ ... +un_i h”- ’ + A” is the characteristic polynomial of A, then A is 
cyclic if and only if A is similar to the companion matrix of p(h): 
cc P(4) = 
0 1 0 ... 0 
0 0 1 ... 0 
0 0 0 ... 1 
-a,, -u, -u2 **. --a N - 1 
We will use the following terminology from group theory. For a group 6, 
H < G means H is a subgroup of G, and H a G means H is a normal 
subgroup of G. For g, h E G, denote .gh = hm’gh. The center of G consists 
of all the elements of G which commute with every element of G, and is 
denoted by Z(G). A n action of a group G on a set X will be written on the 
left. For x E X, denote by St,(x) the stubiker C$ x in G, the set of all 
g E G that fix x. The action of a group G on a set X is said to be transitive 
if for every x, y E X there is g E G such that gx = y. The action is doubly 
transitive if for each x, y, x,, yi E X with x # y, xi # yi, there is g E G 
such that gx = xi and gy = yi. Note that in the definitions above, it is 
possible that the action of G on X is not faithful. 
The groups GL,, SL,, and PSL, act on X = PG(n - 1, F), the projec- 
tive space of dimension n - 1 over F. Note that PSL,, acts faithfully on X, 
while the action of CL, and SL, on X is faithful only if their center is trivial. 
The actions of these groups on X are doubly transitive. 
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In the sequel, all the matrices will be over a fixed field F. 
The following definition extends the notion of a conjugacy 
group. 
DEFINITION. Let G be a group, and let H be a subgroup 
g E G define the H-conjugacy class of g by 
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class of a 
of G. For 
[& = {h-‘ghlh E H}. 
Note that every conjugacy class of G is the disjoint union of H-conjugacy 
classes, and if G = H then [glH is a conjugacy class of G. 
We will say that a conjugacy class (SL,-conjugacy class) C of GL, is of 
determinant /3 if the elements of C have determinant p. 
We will now give some general propositions that will be used in the 
sequel. 
PROPOSITION 1. Let A, B be square matrices of orders r, s, respectively, 
and let C be the matrix 
C = diag{ A, B}. 
Denote n = r + s, and suppose that A, B have no eigenvalue in common. 
Then for any r X s matrix M, C is SL,-conjugate to the ~mutrix 
Proof. Let T be the matrix 
Then we have 
T-‘CT = A Ax-XB 
0 B 
Since A, B have no eigenvalue in common, the matrix equation AX - XB = 
M has a (unique) solution in X for every r X s matrix M (see [8, p. 225]), 
and the result follows. n 
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PROPOSITION 2. Let A be an n X n matrix 
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whereO#aEF,aisarowvectoroflengthn-1,andREGL,_I.Zktx 
be any row vector of length n - 1, and define 
b = a + x(R - aI,_,). 
Then A is SL,-conjugate to the matrix 
(Note that if CK is not an eigenvalue of A, then Proposition 2 is a special 
case of Proposition 1.) 
Proof. Let T be the matrix 
1 
T = 0 zLX1 ’ ( i 
where x is any row vector of length n - 1. Then one easily checks that 
T-‘AT = B. n 
PROPOSITION 3. Let A be a cyclic matrix with the characteristic polyno- 
mial p(A) = a, + a,h + **a +an_lh”-l + h”, andfix 1 < i < n. Then there 
is 0 # /3 E F and a; E F (1 < j < n - 1) such that A is SL,-conjugate to 
the matrices 
0 fi 0 ... 0 
0 0 f3 *** 0 
B,= : : : ‘. : 
0 ;, 0 ..: jn 
\ -aof -a; -ah a** -aL_l 
wherefor i < n, fj = 1 ifj # i, i + 1, fi = p, fi+ 1 = l/p; and if i = n then 
fi = l/P> _fn = P> and fj = 1 otherwise. 
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Proof. There is Z’i E GL, such that 2’; ‘AT, is the companion matrix of 
p(h). Denote l/P = det Ti, and for 1 Q i < n let T2 be the diagonal rr X 72 
matrix with (T,)ji = p, 
and Bi = T-‘AT. 
and(T,)ji = 1 forj # i. Let T = TIT,. Then T E SL, 
1 
PROPOSITION 4. Let H be a normal subgroup of a group G. Then G acts 
on the H-conjugacy classes of G. 
Proof. Let C be an H-conjugacy class of G. We must show that C 6 
is an H-conjugacy class of G for every g E G. For x E C, C = {r *lh E H); 
hence Cg = {xhglh E H}. For h E H, there is h, E H such that hg = gh, 
(since H 4 G), and vice versa. Hence C B = {(xg)hllh, E H), i.e., C” is an 
H-conjugacy class of G, as required. n 
The following is an immediate result of Proposition 4 
PROPOSITION 5. Let S be a normal subset of a group G (i.e., Sg = S for 
every g E G), and let H u G. Let C,, . . , C, be H-conjugacy classes of G. 
Then for each g E G, Cf, . . , C,” are H-conjugacy classes, and obviously 
II:=, Ci 2 S zfand only iffor all g E G, II:=, CF 2 S. 
PROPOSITION 6. Let F be an algebraically closedfield, and let A E GL,. 
Then the similarity class and the SL,-conjugacy class of A coincide. 
Proof. If T-‘AT = B, with /3 = det T, let D = yZ, where y” = l/p. 
Then det( DT) = 1 and CDT)-lA( DT) = B. n 
We introduce some notation which will be used in the following proposi- 
tion. Given an integer s and (Y E F, denote by Js(cu> the s X s Jordan block 
Js(ff) = 
ff 1 
ff 1 0 
0 . CY’ 1 
ff 
Let A be a cyclic matrix, and all the eigenvalues of A lie in F. Then A is 
similar to its Jordan canonical form /A = diag{Ji (a,), . . . , Ji$cy,)}, where 
oi,. f , a, are the eigenvalues of A, with multiplicities i,, . . , i,, respec- 
0 . Pn-.I En-1 
P* 
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tively. Note that since A is cyclic, cq f (Ye for i Z j. We may write 
where pi = cyj if i, + *** +ij_l < i < i, + .** +ij (1 < i < n>, l i = 0 if 
. . z = z1 + --- +il for some 1 <j < s, and E, = 1 otherwise. 
PROPOSITION 7. Let A, ]A be the matrices defined above, and let B be 
any upper trianguZar matrix with Bii = /Ii and Bi,i+ 1 # 0 if ei Z 0 (1 < i < 
n - 1). Then A is similar to B. 
Proqf. Assume first that A has only one eigenvalue of multiplicity n. 
Then we may assume 
A= 
Conjugating by a diagonal matrix, A is similar to 
A, = 
‘a 1 
a 1 
0 
\ 
0 
CY 
\ 
1 
CYI 
ff k 
a! P2 0 
0 (Y k-1 
CY 
where pi = Bi i+ I for 1 < i < n - 1. The result for this case now follows by 
induction on n, using Proposition 2. 
The result of the lemma will follow by Proposition 1 and the above 
considerations. n 
We will now add a note concerning Theorem 1. Theorem 1 will be used 
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in the sequel in the following form: 
Let A be a nonscalar invertible n X n matrix over a field F, and let pj 
and yj (1 < j < n) be elements of F such that lJj’= 1 Qyj = det A. Then 
there exist a lower triangular matrix B with Bjj = pj (1 <j < n> and an 
upper triangular matrix C with Cjj = yj (1 < j < n) such that BC is similar 
to A. 
The above means that the eigenvalues of the triangular matrices B and C 
in the theorem can be taken in a prescribed order. This result is easily 
checked for n = 2. For n > 2 the result is clear from the induction step of 
the proof in [ 111. 
III. PRODUCTS OVER AN ARBITRARY FIELD 
We will prove first Theorem 3. The proof will use the following sequence 
of lemmas. 
LEMMA 1. Let G be a group acting on a set X, and let K be a subgroup 
of G which acts doubly transitively on X. Let x E X, and denote H = St,(x). 
Let N be the subgroup of G that fixes all elements of X, and let C be a 
K-conjugacy class of G such that C c G - N. Then for every g E G - H, 
the coset gH contains an element of C. 
Proof. We will show first that for every x1, xs E X, xi z x2, there is 
g’ E C such that g’xi = x2. Let k E C. Since C c G - N, k does not fu X 
elementwise. Hence there is yi E X such that ky, = yz and yi # yz. Since 
the action of K on X is doubly transitive and since yi z ys, there is 1 E K 
such that lyl = x1, lyz = x,. Denote g ’ = lkl- ‘. Then we have 
g’xl = (lkl-‘)x, = (lk) y1 = lyz =x2. 
Since g ’ E C, the result follows. 
The lemma will be now proved. We have 
gH = (g’ E GI g’x = gx}. 
Since g @ H, we have gx f x, and since C c G - N, we have by the 
previous observations that there is g ’ E C such that g ‘x = gx. Hence 
g ’ E gH f~ C, as required. n 
Throughout the remainder of this section we fuc the following notation: 
G = GL,, G, = SL,, and X = PG(n - 1, F). Let x E X be the image of 
the vector (1, 0, . . , OjT . m X. Denote H = St,(x), H, = St,l(x). Then h is 
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an element of H if and only if h is of the form 
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where 0 # (Y E F, z is a row vector of length rr - 1, and R E GL(n - 1, F). 
Similarly, h is an element of H, if and only if h is as above and det R = l/cy. 
Since the center of G consists of all the scalar matrices, and since the 
scalar matrices are the only elements of G which fix X elementwise, we have 
the following result: 
COROLLARY 1. Let g E G - H. Then the coset gH contains at least one 
element from each nonscalar SL,-conjugacy class of G. 
Let p be the following n X n matrix: 
i 0  0 1 0 1 **- .‘. 0 
p= 1 : : : ‘. : 
(j 0 (j ..: ; 
1 0 0 -*- 0 I 
\ 
Note that det p = 1 if n is odd and det p = - 1 otherwise. Since p E G - H, 
we have that the coset pH contains an element from each nonscalar SL,- 
conjugacy class of G. For this special coset, the result of Corollary 1 will be 
strengthened in Lemma 2. 
DEFINITION. Given 0 # (Y E F, denote by &a the set of all matrices in 
G of the form 
where x is a row vector of length n - 1 and R E CL,_ r is a nondiagonal 
matrix which has at least two different eigenvalues. For 0 # P E F denote by 
AZ(~ the set of all matrices in &a whose determinant equals P. 
LEMMA 2. Let n > 3. Then for every 0 # CY E F, da contains an 
element from every nonscalar SL,-conjugacy dass of G. 
Proof. By Corollary 1, the coset pH contains an element from each 
nonscalar SL,-conjugacy class of G. Hence it suffices to show that every 
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element of pH is SL,-conjugate to an element of da. Let 
be an element of PH. Let I E SL, be the diagonal matrix 
Z=diag 
and let k, = 1-l kl. Then k, is of the form 
We will show now that k, is SL,-conjugate to a matrix of the form 
ff Y; p 0 s; ’ i I 
where S; has at least two different eigenvalues. Suppose that S, has only one 
eigenvalue. For x2,. . . , ZX”_~ E F define t E Sl, by 
1 t = 0 zn:, ’ ( i 
where x = (x2.. . . , x,_~,O). We have 
10 0 
t-‘p=p l 0 1 x’ I ) 
0 0 I,_, 
where x’ = (-x2,. . . , -x,_~). Let k, = t-‘k,t. Then k, is of the form 
Denote S, = (sij), i, j = 1,. . , n - 1, and choose x2,. . . , x,_ 1 such that 
sl, fl _ 1 z 0. As before, we may assume that S, has only one eigenvalue. 
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Given any y E F, let t, E SL, be the matrix 
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I 
t, = 
n-1 0 
i i x” 1 ’ 
where x” = (0, y, 0,. . , 0). We have 
1 ” 
t;b=p 0 I,-, . 
i I 
Hence the matrix k, = t,‘k,t, is of the form 
where tr S, = tr S, + ysln. Choose y E F such that tr S, + ysln # 0 if 
char F divides rz - 1, and tr S, f y.sln = 0 otherwise. Since for all T E 
GL,- 1 which have only one eigenvalue, tr T = 0 if char F divides n - 1 and 
tr T # 0 otherwise, we conclude that S, has at least two different eigenval- 
ues. 
Since k, is SL,-conjugate to K, the proof of the lemma is complete if S, 
is not a diagonal matrix. Hence we may assume that S, is diagonal. Conjugat- 
ing by the matrix t E SL, defined above, with x2 # 0, we have 
where y4 is some row vector of length n - 1, 
1 ’ 
s4 = 0 z;_, s3, ( i 
and x’ = (--x2,. . , -x._~). Since x2 # 0 and since S, is diagonal, S, is 
not diagonal and has at least two different eigenvalues. n 
An immediate consequence of Lemma 2 is the following corollary: 
COROLLARY 2. Let n 2 3 and 0 # (Y E F. Then for eve y 0 # j3 E F, 
&j contains an elementfrom every nonscalar SL,-conjugacy class of detemi- 
nant p in G. 
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LEMMA 3. Let A be an n X n matrix where n > 3. Denote B = pA, 
ai=Aii (l<i<n). Leta,f,,.. . , f,, be nonzero elements of F such that 
rIr= 1 fi = 1. Denote 
t = a”f~-‘f~-” ... fflClfn. 
Fix j, 1 <j < n. Zf 1 <j Q n - 1, denote gj = t-l&, gj+l = tfj+,, and 
gi =f, ifi +j,j + 1. Forj = n denote g, = t-If,,, g, = tfi, and gi =fi if 
i # 1, n. Then B is SL,-conjugate to a matrix B’ = pA’ where Aii = giai for 
l~i~n,andA~k=O~andonly$Ai,=O(l~i,k~n,i~k). 
Proof. Let D be the diagonal matrix 
D = diag{y,,y2,...,y,,), 
where 0 # yi E F, 1 < i Q n. Since D-‘p = p C+$y~‘~ r;‘> Yi17 ” 1 r,--‘l}> 
we have 
D-‘BD = pA’, 
where the diagonal entries of A’ are 
A;, = >a,, AL2 = %a,, AL3 = >a3,..., AL, 
Y72 =-a 
Y,, Yl Yz Yn-1 n’ 
and nonzero entries in A’ correspond to nonzero entries in 
if j = 1, and let a’ = a otherwise. The yi will be chosen 
way: 
A. Let a’ = a/t 
in the following 
y1 = a’, yz = a’g,, y3 = a’g,g,, . > 
Yn- 1 = a’g,g, *** g,-,, xy,, = a’g2.g3 *-- g,. 
Using the equality n:= 1 f; = 1, one can see that AIj = g,ai for 1 Q i Q n. 
To complete the proof, it must be shown that det D = 1. We have 
= ( a’)“g;P’g:-” ... g,“_ 1 g,. 
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By the choice of the gi we have 
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det D = t-‘~“f,“-~f~-~ +.. fi_If, = 1, 
as required. W 
Let A be a cyclic matrix with characteristic polynomial p(h) = aa + 
a,h + 0.. +a,_, h”-’ + A”, n >/ 3. Then A is similar to the companion 
matrix of p(A). Hence, by Proposition 3, there is 0 # P E F and 
u;, . . , u: _ 1 E F, such that A is SL,-conjugate to the matrix 
P 
2 
1 0 
0 
Using the notation of Lemma 3, given nonzero elements a, fi, fi, , fn of 
F with ny=, fi = 1, A is SL,-conjugate to the matrix 
-g,k b, b, ... b,p, 
M = pM, = p 
g2p 
g3 0 
0 
gn 
where b,, b,, . , b,_ 1 are some elements of F. 
LEMMA 4. Let A be a cyclic n X n matrix which is SL,-conjugate to the 
matrix M above. Let B,, B, be upper triangular matrices of order r, n - r, 
respectizjely, 1 < r < n - 1, where the diagonal entries of B, are the first r 
diagonal entries of M, and the diagonal entries of B, are the last n - r 
diagonal entries of M,. Then there is an r X (n - r-1 matrix C such that A is 
SL,-conjugate to the matrix 
Proof. For 2<i<r and xl,...,~i-~EF define the matrix Tj = 
Ti(x;, . . . , xi_ I) in the following way: the diagonal entries of Ti equal 1, the 
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first i - 1 entries of the ith column of Ti are x:, . . . , xi-,, and all other 
entries of Tj equal 0. Let Bk be the (n - r) X (n - r) diagonal matrix with 
(B&)ii = (Bz)ii, and let T = T2T3 *a. T,. Using the equality 
[Ti(~,,...,~i_,)]~‘p=p?j.+l(O, -xl>...> -ri+r), 
one can see that there are xi, ~6,. ., xi-l, 2 < i < r, such that 
where B, is as required, and C’ is some r X (n - r) matrix. 
Denote M’ = T-lMT. For r < i < n - 2 and x,!+r, . . , xi E F define 
the matrix Si = Si(xi+r,. . . , xi) as follows: The diagonal entries of Sj are 1, 
the (i,j) entry of Si is xj for T + 1 <j < n, and all other entries of Si are 0. 
Define S = S,_, *** S,, r S,. Using the identity 
[Si(Xi+~,...,x~_~,o)]-lp=Psi+~(-xi+~,”’,-x,-l), 
one can choose xi,,, . , XI_ 1 (T < i < n - 2) and XL = 0 such that 
where B, is as required and C is some r X n - r matrix. This completes the 
proof of the lemma. n 
LEMMA 5. For n > 3 and 0 + (Y E F, let N be the following matrix: 
where R E CL n _ r and y is a row vector of length n - 1. Assume CY is not 
the only eigenvalue of N. Assume further that if (Y, P are the only eigenval- 
ues of N, then N is not a simple matrix. Let A, B be n X n cyclic matrices 
such that det Adet B = det N. Then there are matrices A’, B’, which are 
SL,-conjugate to A, B respectively, such that A’B ’ = N. 
Proof. Without loss of generality we may assume that N is of the 
following form: 
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where N,, Ns are r X r, (n - t-1 X (n - r) respectively, 1 < r < n - 1, a 
is the only eigenvalue of N,, N, is upper triangular, and (Y is not an 
eigenvalue of Ns. We may further assume that r < n - 1 and that N2 is not 
a scalar matrix. For if r = n - 1 or Ns is scalar with T # 1, one can see that 
there is a matrix 
which is SL,-conjugate to N, and where N;, Ni are similar to N,, N,, 
respectively. Using the conditions imposed on N, and exchanging the roles of 
(Y and of the eigenvalue LY ’ of N,, one can see that N’ fulfills the above 
requirements (imposed in N), and we may take N’ instead of N. Note that if 
r e 1, then r < n - 1 and N, is not scalar. 
By Lemma 3, there are nonzero e,, r, . . 
conjugate to the matrix 
e, E F such that B is SL,- 
Y* 
0 
forsome ys,...,y” E F, and there are nonzero h,+l,. . . , h, E F such that 
A is SL,-conjugate to the matrix 
I 
1 22 
1 
P 
\ 
1 0 
h r+ 1 
hn 
for some z2,. . . , z,, E F. 
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Given an integer m, denote by J,,, the m X m matrix 
I 
1’ 
0 1 
Jn= : 0 3 
\ 1 I 
and let J = diag(],, Jn_,}. Define Jr:+,, . . , h: by hj = hj (r + 1 <j < n> 
if det pdet] = 1, and hj = hj (r + 1 <j <n - 21, hk_, = -h,_l, hh = 
-h,, if det p det J = - 1. By Theorem 1 (see also the note at the end of 
Section II), there are (n - t-) x (n - r) matrices A,, B,, with eigenvalues 
h:, hi-,,.. ., h:,, and e,,,, . . ., e, respectively, and with A, lower triangu- 
lar and B, upper triangular, such that the matrix A, B, is similar to N,, i.e., 
there is S, E GL, _r with s = det S, such that S,‘A, I?, S, = N,. Denote by 
S, the r X r matrix diag(l/s, 1,. . . , l}, and let B, = S, N,S[‘. There is an 
upper triangular (n - r) x (n - r) matrix A, with eigenvalues hi,,, . . . , h: 
such that J;Ar AS]n_r = A,. 
By Lemma 4 there 
conjugate to the matrix 
is &a r X (n - r) matrix C, such that B is SL,- 
andthereisa rX(n - r) matrix C, such that A is conjugate to the matrix 
by a matrix whose determinant equals det p det J. (Note that the latter 
observation is clear if det p det / = 1. If det p det J = - 1, conjugate first by 
diag{l, . . . , 1, - 1, l} and then use Lemma 4 to get the required result.) Since 
J-‘pJ = p-i and ],=‘r A3Jn_r = A,, A”’ is conjugate by the matrix 1 to 
I, C; 
P 
-1 
i 1 0 A, ’ 
where C; = JrCIJn_,.. Conjugating the later matrix by p-i, we have that A 
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Then we have 
for some r X (n - T) matrix, C,. By Proposition 1, the later matrix is 
SL,-conjugate to N” = diag{S,N,S;‘, S,N,S,‘). Denote S = diag{S,, S,}. 
Since S E SL,, and since S- ‘A” B” S = N, the proof of the lemma is 
complete. n 
LEMMA 6. Let R be an n X n invertible simple matrix over F (n > 3) 
which has exactly two diferent eigenvalues, (Y, R E F. Denote by % the set 
of all n X n unipotent upper triangular matrices. Then there is U E % such 
that one of the following holds for the matrix C = UR: 
(1) (Y is not the only eigenvalue of C, and C is not a simple matrix, 
(2) C has at least two distinct eigenvalues (not necessarily in F), which 
are diflerent from (Y. 
Proof. The matrix R has the following representation: R = U, H, P,,UA, 
where U,, Vi are upper triangular unipotent matrices, H, is diagonal, and P, 
is a permutation matrix. Let U E ?Y. Then Ui(UR)(U$’ = (U;UU,)H,,P,. 
Since UiUU,, E 9, it is enough to show that there is U’ E ?Y such that the 
result of the lemma holds for the matrix C’ = U’H,P,. 
Suppose first that P, = I,. Then R is upper triangular. Hence HOP, is a 
diagonal matrix whose eigenvalues are the two distinct eigenvalues of R. 
Since n 2 3, at least one of these eigenvalues has multiplicity greater than 1. 
Hence, there is U’ E ?Y such that condition (1) holds for the matrix U’H, P,, 
as required. 
By the above considerations we may assume P, # I,. Denote by 
Ie,, . . , e,,} the standard basis of F”. There are distinct indices 1 < i,, . , i 
I < n, s > 2, with i,> > ii for 1 <j < s - 1, such that H,P,e, = h. ej for 
1 <j <s - land H,,P,,e, = h. e. where h. = H. Let U’ ‘L’ I, +“aF! 
where Ei,, i is the n X n ‘mathx ‘Ghose (i,:‘i,> e&k) is 1, and all its o&2; 
entries equal 0. Denote C ’ = U’H, P,, . Then C ’ 
“I,+ I 
= hjleii for 1 <j < s - 
1, and C,lzl = hi(aei, + ei ). Permute {e,, . , e,} to get an ordered basis for 
F” whose first s elements are ei,, . . , eis. Representing C ’ with respect to 
CYCLIC CONJUGACY CLASSES 77 
this basis, we have that C’ is similar to a matrix of the form diag{B,(a), B,), 
where B, is an (n - s) X (n - s) matrix, and 
B,(a) = 
ahi7 hi, 
0 hip 0 
0 . . . . 
O’ hi _I 
hi* 0 ... o ;, 
There are 0 # y, 6 E F such that for every a E F, the characteristic polyno- 
mial of B,(a) is 9(h, a) = A” + ayAsP1 + 8. There is a’ E F such that 
9(cy, a’) z 0. Since B,(a’) is a cyclic matrix, the result of the lemma holds for 
B,(a’), and consequently the lemma holds for C’. n 
COROLLARY 3. Let R be a 2 X 2 nondiagonal matrix which has two 
distinct eigenvalues CY, R E F. Then there is a 2 X 2 triangular unipotent 
matrix U such that one of the following holds for the matrix C = UR: 
(1) (Y is not an eigenvalue of C, and C is not simple. 
(2) C has two distinct eigenvalues which are diferent from LY. 
Proof. Using the considerations used in the proof of Lemma 6, we may 
assume that R is upper triangular with R,, z 0, and choosing an appropriate 
lower triangular unipotent matrix U, the result easily follows. W 
THEOREM 3. Let M be a nonscalar invertible n X n matrix over a field 
F, n > 3, and let A,, A,, A, be cychc n X n matrices over F such that 
IIf= ,det A, = det M. Then there are matrices A;, A;, Aj with A{ similar to 
Ai under a matrix of determinant 1 over F (i = 1,2,3), such that M = 
A; A; A;. 
Proof. Given 0 # y E F, we have by Corollary 2 that there is a matrix 
M, which is SL,-conjugate to M such that M, ES!:, where 6 = det M. 
Hence there is a nondiagonal R E GL,_ r which has at least two different 
eigenvalues, such that 
for some row vector z of length n - 1. 
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Denote by A; the companion matrix of the characteristic polynomial of 
A,. Then there is a row vector x: of length n - 1 and 0 # (Y E F such that 
and there is a matrix T E GL(n, 8’) such that T-‘A,T = A;‘. Denote by S 
the set of all nonscalar matrices in GL(n, F) whose determinant equals 
det M, and denote by C,, C,, C, the SL,-conjugacy classes of A,, A,, A,, 
respectively. Since T -‘ST = S, we have by Proposition 4 and Proposition 5 
that T-‘C,T are SL,,-conjugacy classes (i = 1,2,3), and n”= ,(T-‘C,T) 2 S 
if and only if n”= i Ci 2 S. Hence, without loss of generality, we may assume 
that A, is SL,-conjugate to A’;. Let /3 = y/a. 
Assume first that there is an upper triangular unipotent (n - 1) X (n - 1) 
matrix u such that for every row vector y’ of length n - 1, one of the 
following conditions hold for the matrix 
(1) N’ has at least three distinct eigenvalues, 
(2) N’ has exactly two eigenvalues and N is not a simple matrix. 
By Lemma 4, A’; (and hence A,) is SL,-conjugate to the matrix 
for some row vector x’ of length n - 1. Let y = (l/a)[z - x’(U-‘R)]. By 
Lemma 5, there are matrices A;, Aj which are SL,-conjugate to A,, A,, 
respectively, such that 
A;&= (; &). 
Hence A; AL AL = M,, and the result holds in this case. 
Assume now that the above conditions (1) and (2) do not hold for any 
(n - 1) X (n - 1) upper triangular unipotent matrix U. Hence, using Lemma 
6 and Corollary 3, we conclude that n = 3 and that there is a lower triangular 
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unipotent 2 X 2 matrix U, such that conditions (1) and (2) hold for the matrix 
N; = 
for every vector y ’ of length 2. Conjugating A’; by the matrix 
1 0 0 
%dl,UJ = ( 0 i 0 I , 
0 w 1 
where w = (Ur)sr, we have that there is a row vector xi of length 2 such that 
A, is SL,-conjugate to the matrix 
By Lemma 5, there are matrices A;, Aj which are SL,-conjugate to A,, A,, 
respectively, such that 
A;Aj = 
where y = (l/a)[z - x;(U;~R)], and A; A; Aj = M,. n 
THEOREM 4. Let G = PSL(n, F), where n > 3 and F is afield, and let 
C,, C,, C, be cyclic conjugacy classes of G. Then C,C2C, 2 G - 11,). Zf 
one of these classes is not simple and has an eigenvalue in F which is not of 
multiplicity n, then CIC,C, = G. 
Proof. The first assertion is a direct consequence of Theorem 3. Assume 
now that one of the conjugacy classes is not simple and has an eigenvalue in 
F which is not of multiplicity n. Since the product of conjugacy classes is 
commutative, we may assume that the above class is C,. Since C, is cyclic, 
CT’ is a cyclic conjugacy class. Hence, by Lemma 5, CT’ c C,C,, and the 
second assertion of the theorem holds. n 
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IV. PRODUCTS OVER AN ALGEBRAICALLY CLOSED FIELD 
In this section we deal with products of cyclic SL,-conjugacy classes over 
an algebraically closed field (Th eorem 5). In this case, some of the preceding 
results may be strengthened. Since the similarity classes and SL,-conjugacy 
classes coincide when F is algebraically closed (Proposition 6), we will derive 
the following lemmas for similarity classes over an arbitrary field F. 
LEMMA 3’. Let A be an n X n matrix, n >/ 3. Denote B = pA, a, = Aji 
(1 d i < n>. Letf,, . . , f, be nonzero elements of F such that n:= I fi = 1. 
Then B is similar to a matrix B ’ = PA’, where Aii = fiai for 1 < i < n, and 
AEj = 0 if and only $Aij = 0 (1 < i, j < n, i # j). 
Proof. If one takes t = 1 in Lemma 3, one has in the proof of that 
lemma g, = fi (1 < i < n), and the result follows. n 
LEMMA 4’. Let A be a cyclic n X n matrix, n > 3. Let B,,B, be upper 
triangular matrices of orders r, n - r respectively, 1 < r < n - 1, and 
assume that det p det B, det B, = det A. Then there is an r X (n - r> 
matrix C such that A is similar to the matrix 
Proof. Using the notation of Lemma 4, denote M = pM, (where M is 
the matrix defined before Lemma 4). By Lemma 3’, we can choose the 
g1,. ” ) gn such that (M,Iji = (Bljii, 1 < i < r, (MIIjj = (BPjji, r + 1 <j 
< n, and such that A is similar to M. Hence, the proof of Lemma 4 yields 
the required result. n 
LEMMA 5’. For n > 3, let N be the n X n matrix 
where 0 f a! E F, R E GL n _ 1 has at least one eigenvalue different from (Y, 
and x is a row vector of length n - 1. Let A, B be cyclic n X n matrices such 
that det Adet B = det N. Then there are matrices A’, B’ which are similar 
to A, B respectively, and such that A’B’ = N. 
Proof. By Lemma 5, we may assume that N is a simple matrix which 
has exactly two different eigenvalues, (Y, p E F, with multiplicities r, n - r 
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respectively. Since A is similar to the companion matrix of its characteristic 
polynomial, we have by Lemma 3’ and Lemma 4’ that there is an r X (n - r) 
matrix C, such that A is similar to 
, 
where A, = diag{ (Y ‘, I,_ lJ, (Y ’ det p = det A. By Lemma 3’ and Lemma 
4’, there is an r X (n - r) matrix C, such that B is similar to 
where B, = diag{h,, . . . , h,}, B, = diag{h,+ 1,. . . , h,}, h,cx’ = (Y, hi = (Y 
for 1 < i < r - 1, and hi = /3 for r + 1 <j < n. Let J = diag{j,,J,_.J, 
where J is the matrix defined in the proof of Lemma 4, and let A” = 
(Jpwl)-‘A”‘Jp- ‘. Since J- bJ = p- ‘, A” B” is similar to N by Proposition 
1, and the proof is complete. n 
LEMMA 7. Let N E GL(n,,F), where IFI B 3 and n 2 2. Let C,, C, be 
cyclic similarity classes of GL(n, F) such that C, = cr CT’. Assume further 
that N has only one eigenvalue 0 # cr E F and that all the eigenvalues of Cl, 
C, lie in F. Then N E C,C,. 
Proof. We may assume N is in Jordan canonical form, i.e., 
N= 
0 LY C-1 
CY 
where l j E (0, 1) for 1 < i < n - 1. The class Cl contains a matrix Jc, in 
Jordan canonical form. Denote 
Jc, = 
0 R-1 h-1 
Pn 
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where pi E (0, l} for 1 < i f n - 1. Since C, = aC,‘, the matrix 
Jc, = 
0 
0 
- t-%-I 
R-1 
lies in c,. Using the fact that I FI > 3, one can check that there are upper 
triangular matrices A, B, where A,, = &, Bji = cx/& (1 < i f n), and 
Ai,!+,, B,,i+, # 0 for 1 < i < n - 1, such that AB = N. But A E C,, 
B E C,, by Proposition 7, and the result follows. n 
THEOREM 5. Let G = PSL(n, F), where n >, 2 and F is an alge- 
braically closed field, and let C,, C, be cyclic conjugacy classes of G. Then 
C,C, = G ifand only iffc, = CL’. 
Proof. The proof for n = 2 is in [l, p. 2411. If n z 3, the result follows 
by Lemma 5’ and Lemma 7. n 
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