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Necessary conditions for Ho¨lder regularity gain of ∂
equation in C3
Young Hwan You ∗
Abstract
Suppose that a smooth holomorphic curve V has order of contact η at a point w0 in
the boundary of a pseudoconvex domain Ω in C3. We show that the maximal gain
in Ho¨lder regularity for solutions of the ∂¯-equation is at most 1η .
1 Introduction
Let Ω be a given domain in Cn and α be a ∂¯-closed form of type (0, 1) in Ω. The
∂¯-problem consists of finding a solution u of ∂¯u = α that satisfies certain boundary
regularity estimates as measured by either L2 or Lp norms or in Ho¨lder norms.
When Ω is strongly pseudoconvex, in the L2-sense, Kohn [5, 7, 8] showed that for any
s ≥ 0, there is a canonical solution of ∂¯u = α such that
|||u|||s+ǫ ≤ C ‖α‖s and u ⊥ A(Ω) ∩ L
2(Ω), (1.1)
with ǫ = 1
2
. (We say u is the canonical solution if u ⊥ A(Ω) ∩ L2(Ω).) Here, ‖·‖2s is the
L2-Sobolev norm of order s and the norm ||| · |||s+ǫ measures tangential derivatives near
the boundary of order s+ ǫ in the tangential directions. Kohn showed that if U satisfies
U = (∂¯∂¯∗+ ∂¯∗∂¯)U = α, and if ∂¯α = 0, then u = ∂¯∗U is the canonical solution of ∂¯u = α.
To prove regularity for this solution, Kohn proved the a priori estimate
|||φ|||2ǫ ≤ C(
∥∥∂¯φ∥∥2 + ∥∥∂¯∗φ∥∥2 + ‖φ‖2) (1.2)
with ǫ = 1
2
. Here, φ ∈ C∞(0,1)(W ) ∩ Dom(∂¯) ∩ Dom(∂¯
∗) is compactly supported in the
neighborhoodW of the boundary point w0. Using this estimate and a bootstrap argument,
Kohn proved (1.1). Stein and Greiner [6] later extended (1.1) to similar estimates in Lp
and Ho¨lder spaces. For example, if ‖·‖Λs(Ω) is the Ho¨lder norm of degree s, then Stein
and Greiner proved that u satisfies
‖u‖Λs+ǫ(Ω) ≤ C ‖α‖Λs(Ω) , (1.3)
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with ǫ = 1
2
.
Kohn extended his L2 results to when Ω is a regular finite 1-type pseudoconvex domain
in C2. To define a regular finite 1-type, we measure the order of contact of a given
holomorphic curve at w0 ∈ bΩ. Let V be a one-dimensional smooth variety parametrized
by ζ → γ(ζ) = (γ1(ζ), · · · , γn(ζ)), where γ(0) = w0 and γ
′(0) 6= 0. We define the order
of contact of the curve by νo(R ◦ γ), where R is a defining function of Ω and νo(g) is
just the order of vanishing (an integer at least equal to 2) of g at 0. We then define the
type, T regΩ (w0) = sup{νo(R ◦ γ); all γ with γ(0) = w0, γ
′(0) 6= 0}. Further, we can define
the regular type of Ω by T reg(Ω) = sup{T regΩ (w0);w0 ∈ bΩ}. Kohn [9] proved that if Ω
is a regular finite 1-type pseudoconvex domain in C2, then (1.1) holds for ǫ = 1
T reg(Ω)
.
Similarly, Nagel-Rosay-Stein-Wainger [13] showed that (1.3) also holds for the same ǫ.
In order to discuss similar estimates in Cn, it is important to consider the order of con-
tact of singular curves. We define the order of contact of a holomorphic curve parametrized
by ζ → γ(ζ), with γ(0) = w0, by CΩ(γ, w0) =
νo(R◦γ)
νo(γ)
, where νo(γ) = min{νo(γk); k =
1, · · · , n}. Define the type of point w0 by TΩ(w0) = sup{CΩ(γ, w0); all γ with γ(0) = w0}
and finally, the type of Ω is TΩ = sup{TΩ(w0);w0 ∈ bΩ}. In the case of the L
2-norm,
Catlin [2] showed that if there is a curve V parametrized by γ through w0 ∈ bΩ, where
Ω ⊂ Cn and (1.2) holds, then ǫ ≤ 1
CΩ(γ,w0)
. In Ho¨lder norms, McNeal [12] proved that if,
with an additional assumption, Ω admits a holomorphic support function at w0 ∈ bΩ and
(1.3) holds, then ǫ ≤ 1
CΩ(γ,w0)
.
There is the third notion of type, the “Bloom-Graham” type, TBG(w0). It turns out
that TBG(w0) is the maximal order of contact of smooth (n−1)-dimensional complex sub-
manifold. Thus, it follows that for any w0 ∈ bΩ, TBG(w0) ≤ T
reg
Ω (w0) ≤ TΩ(w0). Krantz
[11] showed that if TBG(w0) = m, then ǫ ≤
1
m
.
In this paper we present geometric conditions that must hold if Ho¨lder estimate of
order ǫ is valid in a neighborhood of w0 ∈ bΩ in C
3. The main result is the following
theorem:
Theorem 1.1. Let Ω = {R(w) < 0} be a smoothly bounded pseudoconvex domain in C3.
Suppose that there is a 1-dimensional smooth analytic variety V passing through w0 such
that for all w ∈ V , w sufficiently close to w0,
|R(w)| ≤ C|w − w0|
η,
where η > 0. If there exists neighborhood W of w0 so that for all α ∈ L
0,1
∞ (Ω) with ∂¯α = 0,
there is a u ∈ Λǫ(W ∩ Ω) and C > 0 such that ∂¯u = α and
‖u‖Λǫ(W∩Ω) ≤ C‖α‖L∞(Ω),
then ǫ ≤ 1
η
.
Corollary 1.2. ǫ ≤ 1
T regΩ (w0)
.
Remark 1.3.
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i) If TBG(w0) = +∞, Krantz’s result [11] holds for any m > 0 and we conclude
ǫ ≤ 1
m
≤ 1
η
for large m. Thus we can assume TBG(w0) = m <∞. Furthermore, since
ǫ ≤ 1
m
, we can assume m < η in the rest of this paper.
ii) Theorem 1.1 improves the results by Krantz [11] and McNeal [12] in the sense that
we obtain sharp result since η > m and do not assume the existence of a holomorphic
support function. Note that the existence of holomorphic support function is satisfied
for restricted domains (see the Kohn-Nirenberg Domain[10]).
To prove Theroem 1.1, the key components are the complete analysis of the local ge-
ometry near w0 ∈ bΩ (Section 2) and the construction of a bounded holomorphic function
with large nontangential derivative near the boundary point (Section 3). In Section 2, we
construct special holomorphic coordinates about w0 which are adapted to both Bloom-
Graham type and the order of contact of V . Then, we use the truncation technique
developed in [3] to deal with two dimensional slices of the domain. In Section 3, by using
the holomorphic function constructed by Catlin [4] on two dimensional slice, we construct
a bounded holomorphic function f with a large nontangential derivative defined locally
up to the boundary in C3. Finally, in Section 4, we prove Theorem 1.1 by using the
constructed holomorphic function.
2 Special coordinates
Let Ω be a smoothly bounded pseudoconvex domain in C3 with a smooth defining function
R and let w0 ∈ bΩ. Since dR(w0) 6= 0, clearly we can assume that
∂R
∂w3
(w) 6= 0 for all w
in a small neighborhood W about w0. Furthermore, we may assume that w0 = 0. In
Theorem 2.1, we construct a special coordinate near w0 which changes the given smooth
holomorphic curve into the z1 axis and have a nonzero term along the z2 axis when z1 = 0.
Theorem 2.1. Let Ω = {w;R(w) < 0} be a smoothly bounded pseudoconvex domain in
C3 and let TBG(0) = m, where 0 ∈ bΩ. Suppose that there is a smooth 1-dimensional
complex analytic variety V passing through 0 such that for all w ∈ V, w sufficiently close
to 0,
|R(w)| ≤ C|w|η, (2.1)
where η > 0. Then there is a holomorphic coordinate system (z1, z2, z3) about 0 with
w = Ψ(z) such that
(i) r(z) = R ◦Ψ(z) = Rez3 +
η∑
|α|+|β|=m
|α|>0,|β|>0
aα,βz
′αz¯′β +O(|z3||z|+ |z
′|η+1),
(ii) |r(t, 0, 0)| . |t|η
(iii) a0,α2,0,β2 6= 0 with α2 + β2 = m for some α2 > 0, β2 > 0,
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where z′ = (z1, z2), and z = (z1, z2, z3).
Note that η is a positive integer since V is a smooth 1-dimensional complex analytic
variety. To construct the special coordinate in Theorem 2.1, we start with a similar
coordinate about 0 in C3 as in Proposition 1.1 in [4].
Proposition 2.2. Let TBG(0) = m and Ω = {w ∈ C
3;R(w) < 0}. Then there is a
holomorphic coordinate system u = (u1, u2, u3) with w = Ψ˜(u) such that the function R˜,
given by R˜(u) = R ◦ Ψ˜(u), satisfies
R˜(u) = Reu3 +
η∑
|α|+|β|=m
|α|>0,|β|>0
bα,βu
′αu¯′β +O(|u3||u|+ |u
′|η+1), (2.2)
where u′ = (u1, u2), and where bα,β 6= 0 for some α, β with |α|+ |β| = m.
Proof. Bloom and Graham [1] showed that TBG(w0) = m if and only if there exists
coordinate with w0 equal to the origin in C
3 and bα,β 6= 0 for some α, β with |α|+ |β| = m
such that
R(w) = Rew3 +
∑
|α|+|β|=m
|α|>0,|β|>0
bα,βw
′αw¯′β +O(|w3||w|+ |w
′|m+1),
where α = (α1, α2), β = (β1, β2) and w
′ = (w1, w2).
Now assume that we have defined φl : C3 → C3 so that there exist numbers bα,β for
|α|, |β| > 0 and |α|+ |β| < l + 1 with l > m so that Rl = R ◦ φ
l satisfies
Rl(v) = Rev3 +
l∑
|α|+|β|=m
|α|>0,|β|>0
bα,βv
′αv¯′β +O(|v3||v|+ |v
′|l+1), (2.3)
where v′ = (v1, v2) and v = (v1, v2, v3).
If we define
φl+1(u) =
(
u1, u2, u3 −
∑
|α|=l+1
2
α!
∂l+1Rl
∂v′α
(0)u′
α
)
,
then Rl+1 = Rl ◦ φ
l+1 = R ◦ φl ◦ φl+1 satisfies the similar form of (2.3) with l replaced by
l + 1. Therefore, if we take Ψ˜ = φl ◦ · · · ◦ φη, then R˜ = R ◦ Ψ˜ satisfies
R˜(u) = Reu3 +
η∑
|α|+|β|=m
|α|>0,|β|>0
bα,βu
′αu¯′β +O(|u3||u|+ |u
′|η+1).
From now on, without loss of generality, we may assume that R˜ is R by Proposition
2.2.
4
Lemma 2.3. Let γ = (γ1, γ2, γ3) : C→ V be a local parametrization of a one-dimensional
smooth complex analytic variety V . If |R(w)| . |w|η for w ∈ V , then we can assume
γ = (γ1, γ2, 0) (i.e., γ3 vanishes to order at least η).
Proof. We show γ3 vanishes to order at least η. Since γ(0) = 0, we know γ3 vanishes to
some order l. If we suppose l < η, then γ3(t) = alt
l +O(tl+1), where al 6= 0. Then
R(γ(t)) = Reγ3 +
η∑
|α|+|β|=m
|α|>0,|β|>0
bα,βγ
α1
1 γ¯
β1
1 γ
α2
2 γ¯
β2
2 +O(|γ3||γ|+ |γ|
η+1)
=
(
al
2
tl +
a¯l
2
t¯l
)
+
( η∑
j+k=m
j>0,k>0
cjkt
j t¯k
)
+O(|t|l+1).
Note that the first parenthesis consists of order l pure terms and the summation part
consists of the mixed terms. The first one is essentially |t|l with l < η, so if we want
to improve on the order of contact, then some terms of the summation part must cancel
it. However, it is impossible because the summation part has all mixed terms. This
contradicts our assumption |r ◦ γ(t)| . |t|η. Therefore, γ3 vanishes to order at least η.
Let A(u1, u2) =
∑
|α|+|β|=m
|α|>0,|β|>0
bα,βu
′αu¯′β be the homogeneous polynomial part of order m in
the summation part of (2.2). In the following lemma, we show that there is some nonzero
mixed term along some direction in C2.
Lemma 2.4. Consider A(hz, z) for all h, z ∈ C. Then there is some h ∈ C such that
∂mA
∂zj∂z¯k
(0, 0) 6= 0, for j, k > 0.
Proof. Suppose that for all h, A(hz, z) = P (h)zm+P (h)zm. Since A(hz, z) is a polynomial
in z, z¯, h and h¯ and ∂
mA
∂zm
= m!P (h), P (h) is a polynomial. Let P (h) =
∑
aj,kh
j h¯k. Now,
we have A(hz, z) =
∑
aj,kh
j h¯kzm +
∑
a¯j,kh¯
jhkz¯m. Since u1 = hz and u2 = z, we have
h = u1
u2
and z = u2. Therefore, A(u1, u2) =
∑
aj,k(
u1
u2
)j( u¯1
u¯2
)kum2 +
∑
a¯j,k(
u¯1
u¯2
)j(u1
u2
)ku¯m2 . This
forces j and k to be 0 because A(u1, u2) is a polynomial. Therefore, we have A(hz, z) =
a0,0z
m+a¯0,0z¯
m. This means A(u1, u2) = a0,0u2
m+a¯0,0u¯
m
2 . However, this contradicts bα,β 6= 0
for some α, β with |α|, |β| > 0 and |α|+ |β| = m in (2.2).
Now, we prove Theorem 2.1
Proof of Theorem 2.1. We may assume γ1
′(0) 6= 0, and hence, after reparametrization,
we can write γ(t) = (t, γ2(t), 0). Now, define
u = Ψ1(v) = (v1, v2 + γ2(v1), v3).
Since γ2(t) = O(|t|) is holomorphic, (2.2) means
r1(v) = R ◦Ψ1(v) = Rev3 +
η∑
|α|+|β|=m
|α|>0,|β|>0
bα,βv
α1
1 v¯
β1
1 (v2 + γ2(v1))
α2(v2 + γ2(v1))
β2
+ E1(v)
= Rev3 +
η∑
|α|+|β|=m
|α|>0,|β|>0
cα,βv
α1
1 v¯
β1
1 v
α2
2 v¯
β2
2 + E1(v), where E1(v) = O(|v3||v|+ |v
′|η+1).
Note that TBG = m means cα,β 6= 0 for some α, β > 0 with |α|+ |β| = m. Now, we fix h
in lemma 2.4 and define
v = Ψ2(z) = (z1 + hz2, z2, z3).
Then, we have
r(z) = r1 ◦Ψ2(z) = R ◦Ψ1 ◦Ψ2(z)
= Rez3 +
η∑
|α|+|β|=m
|α|>0,|β|>0
cα,β(z1 + hz2)
α1(z1 + hz2)
β1
zα22 z¯
β2
2 + E1(z), (2.4)
= Rez3 +
η∑
|α|+|β|=m
|α|>0,|β|>0
aα,βz
α1
1 z¯
β1
1 z
α2
2 z¯
β2
2 + E1(z), (2.5)
where aα,β is a polynomial of h and h¯, and where E1(z) = O(|z3||z| + |z
′|η+1). Let Ψ =
Ψ1 ◦ Ψ2. Then we have r(z) = R ◦ Ψ and (2.5) shows (i) of Theorem 2.1. Furthermore,
since |r(t, 0, 0)| = |R ◦ Ψ(t, 0, 0)| = |R(γ(t))| . |t|η, this proves part (ii). For (iii), if we
consider r(0, z2, 0) and (2.4), we have
r(0, z2, 0) = A(hz2, z2) +
η∑
|α|+|β|=m+1
|α|>0,|β|>0
cα,β(hz2)
α1(hz2)
β1
zα22 z¯
β2
2 +O(|z2|
η+1).
Then Lemma 2.4 means
∂mr
∂z2α2∂z¯2
β2
(0) =
∂mA
∂z2α2∂z¯2
β2
(0, 0) 6= 0
for some α2, β2 > 0 with α2 + β2 = m. Since
∂mr
∂z2α2∂z¯2
β2
(0) = α2!β2!a0,α2,0,β2 in (2.5), this
completes the proof.
Catlin [4] constructed a bounded holomorphic funtion with a large derivative near a
finite type point in the boundary of pseudoconvex domain in C2. To construct a similar
function in C3, we will use the function constructed by Catlin. In order to achieve this
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goal, as a first step, we need to consider two dimensional slice with respect to the z2 and
z3 variables when z1 is fixed at some point. For this, we consider the representative terms
in the summation part of (i) of Theorem 2.1.
Let
Γ = {(α, β); aα,β 6= 0, m ≤ |α|+ |β| ≤ η and |α|, |β| > 0}
S = {(p, q);α1 + β1 = p, α2 + β2 = q for some (α, β) ∈ Γ} ∪ {(η, 0)}.
Then there is an positive integer N such that (pν , qν) ∈ S for ν = 0, · · · , N and ην , λν > 0
for ν = 1, · · · , N satisfying
(1) (p0, q0) = (η, 0), (pN , qN) = (0, m), λN = m, η1 = η,
(2) p0 > p1 > · · · > pN and q0 < q1 < · · · < qN ,
(3) λ1 < λ2 < · · · < λN and η1 > η2 > · · · > ηN ,
(4) pν−1
ην
+ qν−1
λν
= 1 and pν
ην
+ qν
λν
= 1 and
(5) aα,β = 0 if
α1+β1
ην
+ α2+β2
λν
< 1 for each ν = 1, · · · , N.
Note that if 1 ≤ l ≤ m, then qν−1 < l ≤ qν for some ν = 1, · · · , N. Let Lν be the line
segment from (pν−1, qν−1) to (pν , qν) for each ν = 1, · · · , N and set L = L1∪L2∪· · ·∪LN .
Define
• ΓL = {(α, β) ∈ Γ;α+ β ∈ L}.
• tl =


η if l = 0
ην
(
1− l
λν
)
if qν−1 < l ≤ qν for some ν.
Note that (pν−1, qν−1), (tl, l) and (pν , qν) are collinear points in the first quadrant of the
plane and ην and λν are the x, y-intercepts of the line.
Now, we want to show that for each element (pν , qν) with ν = 1, · · · , N , there is some
(α, β) allowing a mixed term in the z2 variable. To show this, we need to use a variant
of the notations and the results from Lemma 4.1 and Proposition 4.4 in [3]. For t with
0 < t < 1 and each ν = 1, · · · , N , define a family of a truncation map Hνt : C
3 → C3 by
Hνt (z1, z2, z3) = (t
(1/ην )z1, t
(1/λν )z2, tz3).
Set rνt = t
−1(Hνt
∗r) and r˜ν = limt→0 r
ν
t . Note that
r˜ν(z) = Rez3 +
∑
α1+β1
ην
+
α2+β2
λν
=1
(α,β)∈ΓL
aα1,α2,β1,β2z
α1
1 z¯1
β1zα22 z¯2
β2.
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Let r and r˜ν be a defining function of Ω and Ω˜ν near 0. Observe that if Ω is pseudo-
convex, then Ω˜ν must also be pseudoconvex, for r˜
ν equals the limit in the C∞-topology of
rνt , which for each t is the defining function of a pseudoconvex domain. For a fixed (z1, z2),
choose z3 so that r˜
ν(z1, z2, z3) = 0. Let that point z. Since the Hessian of r˜
ν is nonneg-
ative in the tangential directions at z, it follows that the Hessian of r˜ν is nonnegative at
z. This means r˜ν is plurisubharmonic.
Lemma 2.5. Consider r in (i) of Theorem 2.1. Then for each ν = 1, · · · , N, there is
(αν , βν) ∈ ΓL with α
ν
2 > 0, β
ν
2 > 0 and α
ν + βν = (pν , qν).
Proof. Consider r˜ν , which is plurisubharmonic. Now, consider
(˜r˜ν)
ν+1
= lim
t→0
t−1(Hν+1t
∗
r˜ν).
This is also plurisubharmonic. Since (pν , qν) is the unique point with Lν ∩ Lν+1 (i.e.,
pν
ην
+ qν
λν
= 1 and pν
ην+1
+ qν
λν+1
= 1), we have
(˜r˜ν)
ν+1
= Rez3 +
∑
α+β=(pν ,qν)
(α,β)∈ΓL
aα1,α2,β1,β2z
α1
1 z¯
β1
1 z
α2
2 z¯
β2
2 . (2.6)
In particular, (α, β) ∈ ΓL means |α|, |β| > 0. Suppose that (˜r˜ν)
ν+1
has no terms with
both α2 > 0 and β2 > 0 in (2.6) (i.e., no mixed terms in z2 variable). Thus
(˜r˜ν)
ν+1
= Rez3 + Pqν(z1)z2
qν + Pqν(z1)z2
qν
where Pqν(z1) =
∑
α1+β1=pν
cαi,βiz1
α1 z¯
β1
1 with β1 > 0. By the plurisubharmonicity of (˜r˜
ν)
ν+1
,
(˜r˜ν)
ν+1
11 (˜r˜
ν)
ν+1
22 − (˜r˜
ν)
ν+1
12 (˜r˜
ν)
ν+1
21 = −|qν
∂Pqν
∂z¯1
(z1)z2
qν−1|2 ≥ 0,
where (˜r˜ν)
ν+1
ij =
∂2 (˜r˜ν)
ν+1
∂zi∂z¯j
for i, j = 1, 2. Therefore, we have ∂Pqν
∂z¯1
(z1) = 0. This means
Pqν(z1) is holomorphic. This contradicts the fact that Pqν(z1) =
∑
α1+β1=pν
cαi,βiz1
α1 z¯1
β1
with β1 > 0.
Now, we define these special terms with respect to the z2 variable. Let
Λ = {(α, β) ∈ ΓL;α+ β = (pν , qν), α2 > 0, β2 > 0, ν = 1, · · · , N}.
Then we represent the expression of r in terms of these terms.
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Proposition 2.6. The defining function r can be expressed as
r(z) = Rez3 +
∑
ΓL−Λ
aα,βz
′αz¯′β +
N∑
ν=1
∑
α2+β2=qν
α2>0,β2>0
Mα2,β2(z1)z2
α2 z¯
β2
2 + E2(z), (2.7)
whereMα2,β2(z1) =
∑
α1+β1=pν
aα,βz
α1
1 z¯
β1
1 and E2(z) = O(|z3||z|+
∑N
ν=1
∑qν
l=qν−1
|z1|
[tl]+1|z2|
l+
|z2|
m+1).
Proof. By theorem 2.1, we have
r(z) = Rez3 +
∑
ΓL
aα,βz
′αz¯′β +
∑
Γ−ΓL
aα,βz
′αz¯′β +O(|z3||z|+ |z
′|η+1). (2.8)
Suppose that (k, l) = (α1 + β1, α2 + β2) for some (α, β) ∈ Γ − ΓL. Then, we consider
two cases; 1 ≤ l ≤ m and m < l < η. If 1 ≤ l ≤ m, there is a unique ν = 1, · · · , N
so that qν−1 < l ≤ qν and tl = ην
(
1 − l
λν
)
. Since (k, l) = (α1 + β1, α2 + β2) for some
(α, β) ∈ Γ − ΓL,
k
ην
+ l
λν
> 1. This gives tl = ην
(
1 − l
λν
)
< k. Since k is an integer,
[tl] + 1 ≤ k. Thus, we have |z1|
k|z2|
l ≤ |z1|
[tl]+1|z2|
l for each l = 1, · · · , m. On the other
hand, if (k, l) = (α1+β1, α2+β2) for some (α, β) ∈ Γ−ΓL and m < l < η, then |z1|
k|z2|
l ≤
|z1|
k|z2|
m+1 ≤ |z2|
m+1 for small z1 and z2. Since |z
′|η+1 ≈ |z1|
η+1 + |z2|
η+1, it follows that∑
Γ−ΓL
aα,βz
′αz¯′
β
+O(|z3||z|+ |z
′|η+1) = O(|z3||z|+
∑N
ν=1
∑qν
l=qν−1
|z1|
[tl]+1|z2|
l+ |z2|
m+1).
Therefore, r(z) in (2.8) is represented as
Rez3 +
∑
ΓL
aα,βz
′αz¯′β +O(|z3||z|+
N∑
ν=1
qν∑
l=qν−1
|z1|
[tl]+1|z2|
l + |z2|
m+1). (2.9)
Now, apply ΓL = (ΓL − Λ) ∪ Λ for the second part of summation in (2.8).
Remark 2.7.
i) Mα2,β2(z1) is not identically zero for α2 + β2 = qν and the homogeneous polynomial
is of order pν for each ν = 1, · · · , N − 1.
ii) If ν = N, then |Mα2,β2(z1)| is a nonzero constant for all α2, β2 > 0 with α2 + β2 =
m = qN since pN = 0.
iii) Since Mα2,β2(z1) is a homogeneous polynomial of order pν , ν = 1, · · · , N, in z1-
variable, there are θ0 ∈ [0, 2π] and a small constant c > 0 such that |Mα2,β2(τe
iθ)| 6= 0
for all |θ − θ0| < c and 0 < τ ≤ 1. In particular, if we take d = e
iθ0 and τ = δ
1
η we
have |Mα2,β2(dδ
1
η )| ≈ δ
pν
η for all α2 + β2 = qν with all ν = 1, · · · , N.
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3 The construction of bounded holomorphic function
with large derivative near the boundary
Let z1 = dδ
1
η . Then, we get a complex two dimensional slice. After the holomorphic
coordinate change as Proposition 1.1 in [4], we can define a bounded holomorphic func-
tion with a large nontangential derivative as in [4] on the slice. In this section, first, we
construct a holomorphic coordinate system in C3 to exactly fit the holomorphic coordi-
nate system as in proposition 1.1 of [4] when z1 is fixed as dδ
1
η . Second, we show that
the holomorphic function defined on the slice is also well-defined on a family of slices
along the small neighborhood of z1 = dδ
1
η . To show the well-definedness of the holomor-
phic function up to boundary in C3, we need the estimates of derivatives. Let’s denote
U
∣∣
z1=dδ
1
η
= U ∩ {(dδ
1
η , z2, z3)} and let e˜δ = (dδ
1
η , 0, eδ) satisfy r(e˜δ) = 0. Since
∂r
∂z3
(0) 6= 0,
clearly ∂r
∂z3
(e˜δ) 6= 0. We start with the similar argument as Proposition 1.1 in [4].
Proposition 3.1. For e˜δ ∈ U
∣∣
z1=dδ
1
η
, there exists a holomorphic coordinate system (z2, z3) =
Φe˜δ(ζ
′′) = (ζ2,Φ3(ζ
′′))) such that in the new coordinate ζ ′′ = (ζ2, ζ3) defined by
Φe˜δ(ζ
′′) =
(
ζ2, eδ +
(
∂r
∂z3
(e˜δ)
)−1(
ζ3
2
−
m∑
l=2
cl(e˜δ)ζ
l
2 −
∂r
∂z2
(e˜δ)ζ2
))
, (3.1)
the function ρ(dδ
1
η , ζ ′′) = r(dδ
1
η , z′′) ◦ Φe˜δ(ζ
′′) satisfies
ρ(dδ
1
η , ζ ′′) = Reζ3 +
m∑
j+k=2
j,k>0
aj,k(e˜δ)ζ
j
2 ζ¯
k
2 +O(|ζ3||ζ
′′|+ |ζ2|
m+1), (3.2)
where z′′ = (z2, z3).
Proof. For e˜δ ∈ U
∣∣
z1=dδ
1
η
, define
Φ1e˜δ(w
′′) =
(
w2, eδ +
(
∂r
∂z3
(e˜δ)
)−1(
w3
2
−
∂r
∂z2
(e˜δ)w2
))
. (3.3)
Then we have
ρ2(dδ
1
η , w′′) = r(dδ
1
η , z′′) ◦ Φ1e˜δ(w
′′) = Rew3 +O(|w
′′|2), (3.4)
where w′′ = (w2, w3). Now assume that we have defined Φ
l−1
e˜δ
: C2 → C2 so that there
exist numbers aj,k for j, k > 0 and j + k < l so that ρl(dδ
1
η , w′′) = r(dδ
1
η , z′′) ◦ Φl−1e˜δ (w
′′)
satisfies
ρl(dδ
1
η , w′′) = Rew3 +
l−1∑
j+k=2
j,k>0
aj,k(e˜δ)w
j
2w¯
k
2 +O(|w3||w
′′|+ |w2|
l),
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where w′′ = (w2, w3). If we define Φ
l
e˜δ
= Φl−1e˜δ ◦ φ
l, where
φl(ζ ′′) =
(
ζ2, ζ3 −
2
l!
∂lρl
∂wl2
(dδ
1
η , 0, 0)ζ l2
)
. (3.5)
then
ρl+1(dδ
1
η , ζ ′′) = ρl ◦ φ
l(ζ ′′) = r(dδ
1
η , z′′) ◦ Φle˜δ(ζ
′′) (3.6)
satisfies
ρl+1(dδ
1
η , ζ ′′) = Reζ3 +
l∑
j+k=2
j,k>0
aj,k(e˜δ)ζ
j
2 ζ¯
k
2 +O(|ζ3||ζ
′′|+ |ζ2|
l+1),
where ζ ′′ = (ζ2, ζ3).Therefore, if we choose Φe˜δ = Φ
m
e˜δ
= Φm−1e˜δ ◦φ
m = · · · = Φ1e˜δ◦φ
2◦· · ·◦φm,
then ρ = ρm+1 = ρm ◦ φ
m = r ◦Φe˜δ . This shows (3.1) and (3.2), where cl(e˜δ) is defined by
cl(e˜δ) =
1
l!
∂lρl
∂wl2
(dδ
1
η , 0, 0). (3.7)
As in [4], we set
Al(e˜δ) = max{|aj,k(e˜δ)|; j + k = l}, l = 2, · · · , m (3.8)
and
τ(e˜δ, δ) = min
{(
δ
Al(e˜δ)
)1/l
; 2 ≤ l ≤ m
}
(3.9)
As we will see later (Remark 3.4), we have Am(e˜δ) 6= 0 since |Am(e˜δ)| ≥ cm > 0, where
δ > 0 is sufficiently small. This means
τ(e˜δ, δ) . δ
1
m .
Define
Rδ(e˜δ) = {ζ
′′ ∈ C2; |ζ2| < τ(e˜δ, δ), |ζ3| < δ}. (3.10)
Before estimating the derivative of r, we estimate the size of eδ. Since r(e˜δ) = 0,
Taylor’s theorem in z3 about eδ gives
r(dδ
1
η , 0, z3) = 2Re
(
∂r
∂z3
(dδ
1
η , 0, eδ)(z3 − eδ)
)
+O(|z3 − eδ|
2).
If we take z3 = 0, then |r(dδ
1
η , 0, 0)| =
∣∣∣∣2Re
(
∂r
∂z3
(dδ
1
η , 0, 0)(−eδ)
)
+O(|eδ|
2)
∣∣∣∣ ≈ |eδ| since
|eδ| ≪ 1 and |
∂r
∂z3
| ≈ 1 near 0. Therefore ii) of Theorem 2.1 means |eδ| . δ.
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Lemma 3.2. Let l = 1, 2, · · · , m and let αν2 and β
ν
2 be positive numbers as given in Lemma
2.5 for ν = 1, · · · , N. Then the function r satisfies
(i)
∣∣∣∣ ∂lr∂zα22 ∂z¯2β2 (e˜δ)
∣∣∣∣ . δ tlη , where α2, β2 ≥ 0.
(ii)
∣∣∣∣ ∂qν r∂z2αν2 ∂z¯βν22 (e˜δ)
∣∣∣∣ ≈ δ pνη , where αν2 > 0 and βν2 > 0.
Proof. By (2.9) and tl < [tl] + 1, we have∣∣∣∣ ∂lr∂zα22 ∂z¯2β2 (e˜δ)
∣∣∣∣ . δ tlη + |eδ|+ δ [tl]+1η . δ tlη . (3.11)
For (ii), note that if l = qν , then tl = pν . Therefore, (2.7) gives
|Mαν2 ,βν2 (dδ
1
η )|−C1(|eδ|+δ
pν+1
η ) ≤
∣∣∣∣ 1αν2 !βν2 !
∂qνr
∂z2
αν2∂z¯
βν2
2
(e˜δ)
∣∣∣∣ ≤ |Mαν2 ,βν2 (dδ 1η )|+C1(|eδ|+δ pν+1η )
for some constant C1. Since Remark 2.7 means |Mαν2 ,βν2 (dδ
1
η )| ≈ δ
pν
η , we have∣∣∣∣ ∂qνr
∂z2
αν2∂z¯
βν2
2
(e˜δ)
∣∣∣∣ ≈ δ pνη .
Lemma 3.3. Let ρl, φ
l and Φl be given as in (3.3)-(3.6) for l = 2, · · · , m+1 and αν2 and
βν2 be positive numbers as given in Lemma 2.5 for ν = 1, · · · , N. Then
(i)
∣∣∣∣ ∂kρl∂ζα22 ∂ζ¯β22 (dδ 1η , 0, 0)
∣∣∣∣ . δ tkη for each k = 1, · · · , m.
(ii)
∣∣∣∣ ∂qν ρl∂ζ2αν2 ∂ζ¯βν22 (dδ
1
η , 0, 0)
∣∣∣∣ ≈ δ pνη for each ν = 1, · · · , N.
In particular, |cl(e˜δ)| . δ
tl
η , where cl(e˜δ) is given in (3.7).
Proof. By induction, we prove both (i) and (ii). For part (i), let l = 2. Since ρ2(dδ
1
η , ζ ′′) =
r(dδ
1
η , z′′) ◦ Φ1e˜δ(ζ
′′), by chain rule and Lemma 3.2, we have∣∣∣∣ ∂kρ2
∂ζα22 ∂ζ¯2
β2
(dδ
1
η , 0, 0)
∣∣∣∣ .
∣∣∣∣ ∂kr
∂zα22 ∂z¯
β2
2
(e˜δ)
∣∣∣∣+
∣∣∣∣ ∂r∂z2 (e˜δ)
∣∣∣∣ . δ tkη + δ t1η . δ tkη .
for all k = 1, · · · , m. This proves for the case l = 2. Now, by induction, we assume∣∣∣∣ ∂kρl
∂ζα22 ∂ζ¯2
β2
(dδ
1
η , 0, 0)
∣∣∣∣ . δ tkη
12
for all k = 1, · · · , m and l = 2, · · · , j. Note that
ρj+1(dδ
1
η , ζ2, ζ3) = ρj(dδ
1
η , ζ2, ζ3 − 2cj(e˜δ)ζ
j
2). (3.12)
If k < j, the inductive assumption gives∣∣∣∣ ∂kρj+1
∂ζα22 ∂ζ¯
β2
2
(dδ
1
η , 0, 0)
∣∣∣∣ =
∣∣∣∣ ∂kρj
∂wα22 ∂w¯
β2
2
(dδ
1
η , 0, 0)
∣∣∣∣ . δ tkη .
Now, let k = j. If α2 > 0 and β2 > 0, we have the same result as the previous one.
Otherwise,
∂jρj+1
∂ζj2
(dδ
1
η , 0, 0) =
∂jρj
∂wj2
(dδ
1
η , 0, 0) − 2j!cj(e˜δ)
∂ρj
∂w3
(dδ
1
η , 0, 0) = 0. If k > j, the
inductive assumption gives∣∣∣∣ ∂kρj+1
∂ζα22 ∂ζ¯2
β2
(dδ
1
η , 0, 0)
∣∣∣∣ .
∣∣∣∣ ∂kρj∂wα22 ∂w¯2β2 (dδ
1
η , 0, 0)
∣∣∣∣+ |cj(e˜δ)| . δ tkη + δ tjη . δ tkη .
For part (ii), let l = 2 and apply the chain rule again to ρ2, we have∣∣∣∣ ∂qνr
∂z
αν2
2 ∂z¯2
βν2
(e˜δ)
∣∣∣∣−C
∣∣∣∣ ∂r∂z2 (e˜δ)
∣∣∣∣ ≤
∣∣∣∣ ∂qνρ2
∂ζ
αν2
2 ∂ζ¯2
βν2
(dδ
1
η , 0, 0)
∣∣∣∣ ≤
∣∣∣∣ ∂qνr
∂z
αν2
2 ∂z¯2
βν2
(e˜δ)
∣∣∣∣+C
∣∣∣∣ ∂r∂z2 (e˜δ)
∣∣∣∣
for some constant C. Then, Lemma 3.2 means
δ
pν
η − δ
t1
η .
∣∣∣∣ ∂qνρ2
∂ζ
αν2
2 ∂ζ¯2
βν2
(dδ
1
η , 0, 0)
∣∣∣∣ . δ pνη + δ t1η . (3.13)
Since 1 < qν for each ν = 1, · · · , N, it gives pν = tqν < t1. Therefore, we have∣∣∣∣ ∂qνρ2
∂ζ
αν2
2 ∂ζ¯2
βν2
(dδ
1
η , 0, 0)
∣∣∣∣ ≈ δ pνη .
This proves the statement for the case l = 2. By induction, assume
∣∣∣∣ ∂qν ρl∂ζαν22 ∂ζ¯2βν2 (dδ
1
η , 0, 0)
∣∣∣∣ ≈
δ
pν
η . First, consider the case when qν ≤ l. Since α
ν
2 > 0 and β
ν
2 > 0, by the similar argument
as in the proof of (i) and the by inductive assumption, we have∣∣∣∣ ∂qνρl+1
∂ζ
αν2
2 ∂ζ¯2
βν2
(dδ
1
η , 0, 0)
∣∣∣∣ =
∣∣∣∣ ∂qνρl
∂w
αν2
2 ∂w¯
βν2
2
(dδ
1
η , 0, 0)
∣∣∣∣ ≈ δ tqνη = δ pνη .
Now, consider the case when qν > l, If we take the derivative of ρl+1 in (3.12) about ζ2,
the derivative related to the third component involves cl(e˜δ). Therefore, we have∣∣∣∣ ∂qνρl
∂w
αν2
2 ∂w¯2
βν2
(dδ
1
η , 0, 0)
∣∣∣∣− C ′|cl(e˜δ)| ≤
∣∣∣∣ ∂qνρl+1
∂ζ
αν2
2 ∂ζ¯2
βν2
(dδ
1
η , 0, 0)
∣∣∣∣ ≤
∣∣∣∣ ∂qνρl
∂w
αν2
2 ∂w¯2
βν2
(dδ
1
η , 0, 0)
∣∣∣∣
+ C ′|cl(e˜δ)|
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for some constant C ′. Therefore, the inductive assumption and part (i) means
δ
pν
η − δ
tl
η .
∣∣∣∣ ∂qνρl+1
∂ζ
αν2
2 ∂ζ¯2
βν2
(dδ
1
η , 0, 0)
∣∣∣∣ . δ pνη − δ tlη (3.14)
Since qν > l, it means pν = tqν < tl. Thus, we have
∣∣∣∣ ∂qν ρl+1∂ζαν22 ∂ζ¯2βν2 (dδ
1
η , 0, 0)
∣∣∣∣ ≈ δ pνη .
Finally, we show that the derivatives of ρ can be bounded from below.
Remark 3.4. Take ν = N. Since
∣∣∣∣ ∂qν ρ∂ζ2αν2 ∂ζ¯βν22 (dδ
1
η , 0, 0)
∣∣∣∣ ≈ |Am(e˜δ)|, Lemma 3.3 means
|Am(e˜δ)| ≈ 1.
Now, we recall some facts in [4] before showing the holomorphic function defined in
the complex two dimensional slice(i.e z1 is fixed) is well-defined when we move z1 in a
small neighborhood of z1 = dδ
1
η .
Theorem 3.5 (Catlin). Suppose the defining function ρ for a pseudoconvex domain in
bΩ ⊂ C2 has the following form:
ρ(ζ) = Reζ2 +
m∑
j+k=2
j,k>0
aj,kζ1
j ζ¯1
k
+O(|ζ2||ζ |+ |ζ1|
m+1).
Set
Al = max{|aj,k|; j + k = l}, l = 2, · · · , m.
and
Jδ(ζ) = (δ
2 + |ζ2|
2 +
m∑
k=2
(Ak)
2|ζ1|
2k)
1
2 .
Define
Ωǫ0a,δ = {ζ ; |ζ1| < a, |ζ2| < a, ρ(ζ) < ǫJδ(ζ)} for any small constant a, ǫ0 > 0.
If we have |Am| ≥ cm > 0 for some positive constant cm, then there exist small constants
a, ǫ0 > 0 so that for any sufficiently small δ > 0, there is a L
2 holomorphic function
f ∈ A(Ωǫ0a,δ) satisfying
∣∣∣∣ ∂f∂ζ2 (0,− bδ2 )
∣∣∣∣ ≥ 12δ for some small constant b. Moreover, the values
a and ǫ0 depend only on the constant cm and Cm+1 = ‖ρ‖Cm+1(U) , where U is a small
neighborhood of 0.
The result stated in [4] applies to a more restricted situation, but a careful examination
of the proof actually implies the above result. To apply theorem 3.5 to the complex two
dimensional slice, we consider the pushed out domain about e˜δ. Let Φe˜δ be the map
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associated with e˜δ as in (3.1). Set U
′′
∣∣
z1=dδ
1
η
= {ζ ′′ = (ζ2, ζ3); Φe˜δ(ζ
′′) ∈ U
∣∣
z1=dδ
1
η
}. For all
small δ, define
Jδ(ζ
′′) =
(
δ2 + |ζ3|
2 +
m∑
k=2
(Ak(e˜δ))
2|ζ2|
2k
) 1
2
(3.15)
and the pushed-out domain with respect to the slice
Ωǫ0a,δ = {(ζ2, ζ3); |ζ2| < a, |ζ3| < a and ρ(dδ
1
η , ζ ′′) < ǫ0Jδ(ζ
′′)}. (3.16)
By Theorem 3.5, we have a L2 holomorphic function f in Ωǫ0a,δ satisfying∣∣∣∣ ∂f∂ζ3 (0,−bδ2 )
∣∣∣∣ ≥ 12δ . (3.17)
In order to show the well-definedness of the holomorphic function f when z1 moves in a
small neighborhood of z1 = dδ
1
η , we use Φe˜δ given as in (3.1) and define
Φ(ζ1, ζ2, ζ3) = (ζ1, ζ2,Φ3(ζ)),
where Φ3(ζ) is defined by
Φ3(ζ) = eδ +
(
∂r
∂z3
(e˜δ)
)−1(
ζ3
2
−
m∑
l=2
cl(e˜δ)ζ
l
2 −
∂r
∂z2
(e˜δ)ζ2
)
(3.18)
and define
ρ(ζ1, ζ2, ζ3) = r(z1, z2, z3) ◦ Φ(ζ1, ζ2, ζ3). (3.19)
In particular, when we fix z1 = dδ
1
η , we have the holomophic function f defined in the
slice Ωǫ0a,δ satisfying (3.17). Now, we consider the domain given by the family of the pushed
out domains of the slice along with ζ1 axis and the domain in the new coordinate of Ω by
Φ. Define
Ωǫ0a,δ,ζ1 = {ζ ∈ C
3; |ζ1 − dδ
1
η | < cδ
1
η , |ζ2| < a, |ζ3| < a and ρ(dδ
1
η , ζ ′′) < ǫ0Jδ(ζ
′′)}
and
Ωa,δ,ζ1 = {ζ ∈ C
3; |ζ1 − dδ
1
η | < cδ
1
η , |ζ2| < a, |ζ3| < a and ρ(ζ1, ζ
′′) < 0}
for some small c > 0 only depending on ǫ0. Since the holomorphic function f(ζ2, ζ3)
defined in Ωǫ0a,δ is independent of ζ1, f is the well-defined holomophic function in Ω
ǫ0
a,δ,ζ1
.
We want to show f is well-defined holomorphic function in Ωa,δ,ζ1 . Therefore, it is enough
to show Ωa,δ,ζ1 ⊂ Ω
ǫ0
a,δ,ζ1
for the well-definedness of f in Ωa,δ,ζ1 . More specifically,
Ωa,δ,ζ1 ⊂ Ω
ǫ0
a,δ,ζ1
⇔ ρ(dδ
1
η , ζ ′′)− ρ(ζ1, ζ
′′) < ǫ0Jδ(ζ
′′),
where ζ ′′ = (ζ2, ζ3) and |ζ1 − dδ
1
η | < cδ
1
η , |ζ2| < a and |ζ3| < a.
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Proposition 3.6. Given any small ǫ ≤ ǫ0, there is a small c > 0 such that if |ζ1−dδ
1
η | <
cδ
1
η , |ζ2| < a and |ζ3| < a, then
|ρ(dδ
1
η , ζ ′′)− ρ(ζ1, ζ
′′)| . ǫJδ(ζ
′′).
Before proving Proposition 3.6, we note that from the standard interpolation method,
we have the following fact: Let (p1, q1), (p, q) and (p2, q2) be collinear points in the first
quadrant of the plane, and p1 ≤ p ≤ p2, q2 ≤ q ≤ q1. Then, we have
|ζ1|
p|ζ2|
q ≤ |ζ1|
p1|ζ2|
q1 + |ζ1|
p2|ζ2|
q2
for sufficiently small ζ1, ζ2 ∈ C. In particular, this means that if (α, β) ∈ ΓL, then
|ζ1|
α1+β1|ζ2|
α2+β2 . |ζ1|
pν−1|ζ2|
qν−1 + |ζ1|
pν |ζ2|
qν (3.20)
for some ν = 1, · · · , N.
Proof of Proposition 3.6. Define
Jδ
ν(ζ ′′) = δ + |ζ3|+
N∑
ν=1
δ
pν
η |ζ2|
qν .
In order to show the proposition, it is enough to show Jδ
ν(ζ ′′) . Jδ(ζ
′′) and |ρ(dδ
1
η , ζ2, ζ3)−
ρ(ζ1, ζ2, ζ3)| . ǫJδ
ν(ζ ′′), where |ζ1 − dδ
1
η | < cδ
1
η , |ζ2| < a and |ζ3| < a. By (3.8) and
aj,k(e˜δ) = j!k!
∂j+kρ
∂ζ2
j∂ζ¯2
k (dδ
1
η , 0, 0), we have
|
∂j+kρ
∂ζ2
j∂ζ¯2
k
(dδ
1
η , 0, 0)| . |Al(e˜δ)|
for j + k = l with l = 2, · · · , m. Therefore, Lemma 3.3 means that
δ
pν
η ≈
∣∣∣∣ ∂qνρ
∂ζ2
αν2∂ζ¯
βν2
2
(dδ
1
η , 0, 0)
∣∣∣∣ . |Aqν(e˜δ)|,
where αν2 + β
ν
2 = qν , α
ν
2 and β
ν
2 > 0. This shows Jδ
ν(ζ ′′) . Jδ(ζ
′′).
Let’s estimate |ρ(dδ
1
η , ζ ′′) − ρ(ζ1, ζ
′′)|. Let D1 denote the differential operator either
∂
∂ζ1
or ∂
∂ζ1
. Then,
|ρ(ζ1, ζ
′′)− ρ(dδ
1
η , ζ ′′)| ≤ cδ
1
η max
|ζ1−dδ
1
η |<cδ
1
η
|D1ρ(ζ1, ζ
′′)|. (3.21)
Let’s estimate D1ρ(ζ1, ζ
′′). By (2.9), (3.18) and (3.19), we know
ρ(ζ1, ζ
′′) = Re(Φ3(ζ)) +
∑
ΓL
aα,βζ1
α1 ζ¯
β1
1 ζ2
α2 ζ¯
β2
2 +O(|Φ3(ζ)||(ζ1, ζ2,Φ3(ζ))|
+
N∑
ν=1
qν∑
l=qν−1
|ζ1|
[tl]+1|ζ2|
l + |ζ2|
m+1).
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Since |ζ1 − dδ
1
η | < cδ
1
η and Φ3 is independent of ζ1, we have
|D1ρ(ζ1, ζ
′′)| .
∑
ΓL
δ
α1+β1−1
η |ζ2|
α2+β2 + |Φ3(ζ)|+
N∑
ν=1
qν∑
l=qν−1
δ
[tl]
η |ζ2|
l. (3.22)
Combining (3.21) with (3.22), we obtain
|ρ(ζ1, ζ
′′)− ρ(dδ
1
η , ζ ′′)| . c
(∑
ΓL
δ
α1+β1
η |ζ2|
α2+β2 + |Φ3(ζ)|+
N∑
ν=1
qν∑
l=qν−1
δ
[tl]+1
η |ζ2|
l
)
With ζ1 = dδ
1
η , (3.20) means
∑
ΓL
δ
α1+β1
η |ζ2|
α2+β2 . Jδ
ν(ζ ′′). Also, (3.7) and Lemma 3.3
gives |Φ3(ζ)| . |eδ|+ |ζ3|+
∑m
l=1 |cl(e˜δ)||ζ2|
l . δ+ |ζ3|+
∑m
l=1 δ
tl
η |ζ2|
l. Since (tl, l) ∈ Lν for
some ν = 1, · · · , N, again, (3.20) gives |Φ3(ζ)| . Jδ
ν(ζ ′′). Furthermore, since δ
[tl]+1
η |ζ2|
l .
δ
tl
η |ζ2|
l, the same argument as before gives
∑N
ν=1
∑qν
l=qν−1
δ
[tl]+1
η |ζ2|
l . Jδ
ν(ζ ′′).
Now, we know that there is a holomorphic function f(ζ1, ζ2, ζ3) = f(ζ2, ζ3) defined on
Ωǫ0a,δ,ζ1 such that
i) Ωa,δ,ζ1 ⊂ Ω
ǫ0
a,δ,ζ1
ii)
∣∣∣∣ ∂f∂ζ3 (0,− bδ)2
∣∣∣∣ ≥ 12δ for a small constant b > 0.
Without loss of generality, we can assume Ωa,δ,ζ1 ⊂ Ω
ǫ0
2
a,δ,ζ1
⊂ Ωǫ0a,δ,ζ. For the boundedness
of f in Ω
ǫ0
2
a
2
,δ,ζ1
, we follow the same argument as Chapter 7 (p 462) in [4]. Before showing
the boundedness, we define a polydisc Pa1(ζ
′′
0 ) by
Pa1(ζ
′′
0 ) = {ζ
′′ = (ζ2, ζ3); |ζ2 − ζ
0
2 | < τ(e˜δ, a1Jδ(ζ
′′
0 )) and |ζ3 − ζ
0
3 | < a1Jδ(ζ
′′
0 )},
where ζ ′′0 = (ζ
0
2 , ζ
0
3) and a1 > 0.
Theorem 3.7. f is bounded holomorphic function in Ω
ǫ0
2
a
2
,δ,ζ1
such that∣∣∣∣ ∂f∂ζ3
(
0,−
bδ
2
)∣∣∣∣ ≥ 12δ for a small constant b > 0. (3.23)
Proof. Since f is a L2 holomorphic function in Ωǫ0a,δ,ζ1 with (3.23), it is enough to show f
is bounded in Ω
ǫ0
2
a
2
,δ,ζ1
. Let (ζ02 , ζ
0
3) ∈ {ρ(dδ
1
η , ζ ′′) = ǫ0
2
Jδ(ζ
′′), |ζ2| <
3a
4
, |ζ3| <
3a
4
} ⊂ Ωǫ0a,δ,ζ.
By the similar property as (iii) of Proposition 4.3 in [4], if ζ ′′0 = (ζ
0
2 , ζ
0
3) ∈ {ρ(dδ
1
η , ζ ′′) =
ǫ0
2
Jδ(ζ
′′), |ζ2| <
3a
4
, |ζ3| <
3a
4
}, then
Pa1(ζ
′′
0 ) ⊂ Ω
ǫ0
a,δ,ζ ,
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for some small constant a1 > 0. We can apply the same argument as Chapter 7 (p 462) in
[4] to obtain |f(ζ02 , ζ
0
3 )| . 1. For all others points on the boundary and interior of Ω
ǫ0
2
a
2
,δ,ζ1
,
we can choose the polydics with fixed radius which is contained in Ωǫ0a,δ,ζ1 and apply the
same argument as Chapter 7 in [4].
4 Proof of Theorem 1.1
In this section, we prove our main theorem. Before proving the Theorem, let’s recall the
notations for Ho¨lder norm and Ho¨lder space. For U ∈ Cn, we denote by ‖u‖L∞(U) the
essential supremum of u ∈ L∞(U) in U . For a real 0 < ǫ < 1, set
‖u‖Λǫ(U) = ‖u‖L∞(U) + supz,w∈U
|u(w)− u(z)|
|w − z|ǫ
,
Λǫ(U) = {u : ‖u‖Λǫ(U) <∞}
In here, ‖u‖Λǫ(U) denote the Ho¨lder norm of order ǫ.
By theorem 2.1, we can assume Ω = {z ∈ C3; r(z) < 0} and restate Theorem 1.1:
Theorem 4.1. Let Ω = {r(z) < 0} be a smoothly bounded pseudoconvex domain in C3,
where r given by theorem 2.1. Furthermore, if there exists a neighborhood U of 0 so that
for all α ∈ L0,1∞ (Ω) with ∂¯α = 0, there is a u ∈ Λǫ(U ∩ Ω) and C > 0 such that ∂¯u = α
and
‖u‖Λǫ(U∩Ω) ≤ C‖α‖L∞(Ω), (4.1)
then ǫ ≤ 1
η
.
Proof. Let us consider U ′ = {(ζ1, ζ2, ζ3); Φ(ζ1, ζ2, ζ3) ∈ U} and ρ = r ◦ Φ as (3.18) and
(3.19). Let’s choose β = ∂¯(φ( |ζ1−dδ
1
η |
cδ
1
η
)φ( |ζ2|
a/2
)φ( |ζ3|
a/2
)f(ζ2, ζ3)), where
φ(t) =
{
1 , |t| ≤ 1
2
0 , |t| ≥ 3
4
Note that f is the well-defined bounded holomorphic function in Ω
ǫ
2
a
2
,δ,ζ1
by Theorem
3.7. If we define α = (Φ−1)∗β, then ∂¯(Φ∗u) = Φ∗∂¯u = Φ∗α = β. Therefore, if we set
U1 = Φ
∗u = u ◦ Φ, (4.1) means
‖U1‖Λǫ(U ′∩Ω) ≤ C‖β‖L∞ (4.2)
In here, we note that the definition of β means
‖β‖L∞ . δ
− 1
η (4.3)
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Now, let h(ζ1, ζ2, ζ3) = U1(ζ1, ζ2, ζ3) − φ(
|ζ1−dδ
1
η |
cδ
1
η
)φ( |ζ2|
a/2
)φ( |ζ3|
a/2
)f(ζ2, ζ3). Then ∂¯U1 = β
means h is holomorphic. Set qδ1(θ) = (dδ
1
η+4
5
cδ
1
η eiθ, 0,− bδ
2
) and qδ2(θ) = (dδ
1
η+4
5
cδ
1
η eiθ, 0,−bδ),
where θ ∈ R. From now on, we estimate the lower bound and upper bound of the integral
Hδ =
∣∣∣∣ 12π
∫ 2π
0
[h(qδ1(θ))− h(q
δ
2(θ))]dθ
∣∣∣∣.
From the definition of φ, (4.2), and (4.3) we have
Hδ =
∣∣∣∣ 12π
∫ 2π
0
[U1(q
δ
1(θ))− U1(q
δ
2(θ))]dθ
∣∣∣∣ . δǫ‖β‖L∞ . δǫ− 1η (4.4)
On the other hand, for the lower bound estimate, we start with an estimate of the
holomorphic function f with a large nontangential derivative we constructed in theorem
3.7. The Taylor’s theorem of f in ζ3 and Cauchy’s estimate means
f(0, ζ3) = f(0,−
bδ
2
) +
∂f
∂ζ3
(0,−
bδ
2
)(ζ3 +
bδ
2
) +O(|ζ3 +
bδ
2
|2).
Now, if we take ζ3 = −bδ, we have
f(0,−bδ)− f(0,−
bδ
2
) =
∂f
∂ζ3
(0,−
bδ
2
)(−
bδ
2
) +O(δ2).
Since | ∂f
∂z3
(0,− bδ
2
)| ≥ 1
2δ
, we know
|f(0,−bδ)− f(0,−
bδ
2
)| =
∣∣∣∣ ∂f∂ζ3 (0,−bδ2 )(−bδ2 ) +O(δ2)
∣∣∣∣ & 1 (4.5)
for all sufficiently small δ > 0. Returning to the lower bound estimate of Hδ, the Mean
Value Property, (4.2), (4.3), and (4.5) give
Hδ =
∣∣∣∣ 12π
∫ 2π
0
[h(qδ1(θ)))− h(q
δ
2(θ))]dθ
∣∣∣∣ =
∣∣∣∣h(dδ 1η , 0,−bδ2 )− h(dδ 1η , 0,−bδ))
∣∣∣∣
=
∣∣∣∣U1(dδ 1η , 0,−bδ2 )− f(0,−bδ2 )− U1(dδ 1η , 0,−bδ) + f(0,−bδ)
∣∣∣∣
≥
∣∣∣∣f(0,−bδ)− f(0,−bδ2 )| − |U1(dδ 1η , 0,−bδ2 )− U1(dδ 1η , 0,−bδ)
∣∣∣∣
& 1− δǫ−
1
η (4.6)
If we combine (4.4) with (4.6), we have
1 . δǫ−
1
η . (4.7)
If we assume ǫ > 1
η
and δ → 0, (4.7) will be a contradiction. Therefore, ǫ ≤ 1
η
.
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