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a b s t r a c t
In this paper, a Cauchy problem for the time fractional advection–dispersion equation
(TFADE) is investigated. Such a problem is obtained from the classical advection–dispersion
equation by replacing the first-order time derivative by the Caputo fractional derivative
of order α (0 < α ≤ 1). We show that the Cauchy problem of TFADE is severely ill-
posed and further apply a spectral regularization method to solve it based on the solution
given by the Fourier method. The convergence estimate is obtained under a priori bound
assumptions for the exact solution. Numerical examples are given to show the effectiveness
of the proposed numerical method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Fractional derivative calculus and fractional differential equations have been used recently to solve a range of problems in
physics, chemistry, biology, mechanical engineering, signal processing and systems identification, electrical, control theory,
finance, fractional dynamics; refer to [1–3]. For example, in practical physical applications, Brownian motion, the diffusion
with an additional velocity field and the diffusion under the influence of a constant external force field are modeled by
the advection–dispersion equation (ADE) [4,5]. However, in the case of anomalous diffusion this is no longer true, i.e.,
the fractional generalization may be different for the advection case and the transport in an external force field [1]. A
straightforward extension of the continuous time random walk (CTRW) model leads to a fractional advection–dispersion
equation (FADE). The direct problems, i.e. initial value problem and initial boundary value problem for the FADE have been
studied extensively in the past few years [6–17]. However, in some practical problems, the boundary data on the whole
boundary cannot be obtained. We only know the noisy data on a part of the boundary or at some interior points of the
concerned domain, whichwill lead to some inverse problems, i.e. fractional inverse advection–dispersion problems (FIADP).
To the authors’ knowledge, the result for FIADP is still very sparse.
In this article, we consider a Cauchy problem for the TFADE as follows,
0Dαt u+ bux = auxx, 0 < x < L, t > 0, (1.1)
with the Cauchy condition and initial condition
u(0, t) = f (t), t ≥ 0, (1.2)
ux(0, t) = g(t), t ≥ 0, (1.3)
u(x, 0) = 0, 0 < x < L, (1.4)
∗ Corresponding author.
E-mail addresses: zhgh1980@163.com (G.H. Zheng), tingwei@lzu.edu.cn (T. Wei).
0377-0427/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.11.009
2632 G.H. Zheng, T. Wei / Journal of Computational and Applied Mathematics 233 (2010) 2631–2640
where L is a positive number, u is the solute concentration, the constants a (a > 0) and b (b ≥ 0) represent the dispersion
coefficient and the average fluid velocity respectively. The time fractional derivative 0Dαt u is the Caputo fractional derivative
of order α (0 < α ≤ 1) defined in [2]
0Dαt u =
1
0(1− α)
∫ t
0
∂u(x, s)
∂s
ds
(t − s)α , 0 < α < 1, (1.5)
0Dαt u =
∂u(x, t)
∂t
, α = 1, (1.6)
where 0(.) is the Gamma function.
The Cauchy problem for the TFADE is an inverse problem and is severely ill-posed (see Section 2). Thatmeans the solution
does not depend continuously on the given Cauchy data and any small perturbation in the given datamay cause large change
to the solution. In this paper, we use a spectral regularization method to solve the Cauchy problem for the TFADE in a strip
domain. The basic idea initially came from Berntsson [18] where the author solved an inverse problem for the sideways
heat equation. This kind of method was also widely used to solve the backward heat conduction problem, the inverse heat
conduction problem, the Cauchy problem for the Laplace equation and the problem of analytic continuation, see [19–22]. In
this article, we construct a stable approximate solution by a spectral regularization method for the Cauchy problem of the
TFADE and present a convergence result under a suitable choice of the regularization parameter. The numerical examples
are implemented to verify the effect of the spectral regularization method.
Our paper is divided into five sections. In Section 2, we statement the ill-posedness of the problem and propose a spectral
regularization method. In Section 3, convergence estimate is given based on a priori assumptions for the exact solution.
Numerical results are shown in Section 4. Finally, we give a conclusion in Section 5.
2. Ill-posedness of the problem and the spectral regularization method
In order to apply the Fourier transform, we extend all the functions to the whole line−∞ < t <∞ by defining them to
be zero for t < 0. Here, and in the following sections, ‖ · ‖ denotes the L2 norm, i.e.
‖f ‖ =
(∫
R
|f (t)|2dt
) 1
2
.
The Fourier transform of function f (t) is defined as
f̂ (ω) = 1√
2pi
∫ ∞
−∞
f (t)e−iωtdt.
Applying the Fourier transform with respect to t to problem (1.1)–(1.3), we have [2]
(iω)α uˆ(x, ω)+ buˆx(x, ω) = auˆxx(x, ω), (2.1)
uˆ(0, ω) = fˆ (ω), (2.2)
uˆx(0, ω) = gˆ(ω), (2.3)
where
(iω)α =

|ω|α
(
cos
αpi
2
+ i sin αpi
2
)
, ω ≥ 0,
|ω|α
(
cos
αpi
2
− i sin αpi
2
)
, ω < 0.
(2.4)
The solution to the above problem can easily be given by
uˆ(x, ω) = l(ω)fˆ (ω)− gˆ(ω)
k(ω)+ l(ω) e
−k(ω)x + k(ω)fˆ (ω)+ gˆ(ω)
k(ω)+ l(ω) e
l(ω)x, (2.5)
where
k(ω) = 1
2a
[(b2 + 4a(iω)α) 12 − b], (2.6)
l(ω) = 1
2a
[(b2 + 4a(iω)α) 12 + b]. (2.7)
It is easy to know that the real part of l(ω) is
<(l(ω)) = 1
2a
√ r2(ω)+ 4a|ω|α cos αpi2 + b2
2
+ b
 > 0, for |ω| > 0
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with
r(ω) = |b2 + 4a(iω)α| 12 =
(
b4 + 16a2|ω|2α + 8ab2|ω|α cos αpi
2
) 1
4
.
Note that l(ω) has a positive real part, the small error in the high frequency components will be amplified by the factor
e<(l(ω))x for x > 0, so the Cauchy problem for the TFADE is severely ill-posed. We must use some regularization methods to
deal with this problem.
A natural way to stabilize the problem is to eliminate all high frequencies from the solution. Define a regularized solution
in frequency space as follows
uˆc(x, ω) = uˆ(x, ω)χmax, (2.8)
where χmax denotes the characteristic function of interval [−ωmax, ωmax]. Then the regularized solution can be obtained by
using the inverse Fourier transform
uc(x, t) = 1√
2pi
∫ ∞
−∞
uˆc(x, ω)eiωtdω. (2.9)
Denote the regularized solution with the noisy data (f δ, gδ) by uδc(x, t). The error between the exact solution and the
regularized solution can be divided into the truncation error and propagated data error
‖u(x, ·)− uδc(x, ·)‖ ≤ ‖u(x, ·)− uc(x, ·)‖ + ‖uc(x, ·)− uδc(x, ·)‖. (2.10)
In Section 3, we give a convergence estimate for ‖u(x, ·)− uδc(x, ·)‖ under the suitable choice of a cut-off frequency ωmax
and a priori bound assumptions to the exact solution u.
3. Error estimate
We can rewrite (2.1) as(
(iω)
α
2 uˆ
uˆx
)
x
=
 0 (iω) α21
a
(iω)
α
2
b
a
( (iω) α2 uˆ
uˆx
)
. (3.1)
Denote
A =
 0 (iω) α21
a
(iω)
α
2
b
a

and U(x) = ((iω) α2 uˆ, uˆx)T , then (3.1) and (2.2)–(2.3) can be rewritten as
dU(x)
dx
= AU(x),
U(0) = ((iω) α2 fˆ , gˆ)T .
(3.2)
It follows that
U(x) = eAxU(0), (3.3)
and then we have
‖U(x)‖22 ≤ ‖eAx‖2F‖U(0)‖22, (3.4)
namely,
|(iω) α2 uˆ|2 + |uˆx|2 ≤ e2‖Ax‖F
(
|(iω) α2 fˆ |2 + |gˆ|2
)
= e 2xa
√
(1+a2)|ω|α+b2
(
|(iω) α2 fˆ |2 + |gˆ|2
)
, (3.5)
where ‖ · ‖2, ‖ · ‖F denote the Euclidean norm of C2 and the Frobenius norm of C2×2 respectively.
Lemma 3.1. Let u1c and u
2
c be the regularized solutions given by (2.9) for the Cauchy data (f , g
1) and (f , g2) respectively. Then,
for every x ∈ (0, L), we obtain
‖u1c (x, ·)− u2c (x, ·)‖ ≤
a√
(1+ a2)ωαmax + b2
(
e
x
a
√
(1+a2)ωαmax+b2 − 1
)
‖g1 − g2‖. (3.6)
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Proof. Set v = uˆ1c − uˆ2c , then v solves (2.1) and satisfies
v(0, ·) = 0,
vx(0, ·) = (gˆ1 − gˆ2)χmax.
Thus v satisfies inequality (3.5) and we have
|vx(x, ω)|2 ≤ e 2xa
√
(1+a2)|ω|α+b2 |vx(0, ω)|2 ≤ e 2xa
√
(1+a2)ωαmax+b2 |gˆ1 − gˆ2|2. (3.7)
For y ∈ (0, L), using (3.7), we get
|v(y, ω)| =
∣∣∣∣∫ y
0
vx(x, ω)dx
∣∣∣∣
≤
∫ y
0
|vx(x, ω)|dx
≤
∫ y
0
e
x
a
√
(1+a2)ωαmax+b2 |gˆδ1 − gˆδ2 |dx
≤ a√
(1+ a2)ωαmax + b2
(
e
y
a
√
(1+a2)ωαmax+b2 − 1
)
|gˆ1 − gˆ2|.
If we insert v = uˆ1c − uˆ2c into the above inequality and integrate over ω, by the Parseval theorem, then (3.6) holds. 
Lemma 3.2. Let u1c and u
2
c be the regularized solutions defined by (2.8), with the Cauchy data (f
1, g) and (f 2, g) respectively.
Then, for every x ∈ (0, L), we have
‖u1c (x, ·)− u2c (x, ·)‖ ≤ e
x
a
√
(1+a2)ωαmax+b2‖f 1 − f 2‖. (3.8)
Proof. Set v = uˆ1c − uˆ2c , then v solves (2.1) and satisfies
v(0, ·) = (fˆ 1 − fˆ 2)χmax,
vx(0, ·) = 0.
Thus v satisfies inequality (3.5). It follows that
|(iω) α2 v(x, ω)|2 ≤ e 2xa
√
(1+a2)|ω|α+b2 |(iω) α2 v(0, ω)|2, (3.9)
and thus, for ω 6= 0,
|v(x, ω)|2 ≤ e 2xa
√
(1+a2)|ω|α+b2 |v(0, ω)|2. (3.10)
By integrating over the interval [−ωmax, ωmax], we obtain∫ ωmax
−ωmax
|v(x, ω)|2dω ≤ e 2xa
√
(1+a2)ωαmax+b2
∫ ωmax
−ωmax
|v(0, ω)|2dω.
Note that v equal to zero outside the interval [−ωmax, ωmax] and v(0, ·) = (fˆ δ1 − fˆ δ2 )χmax, by replacing v by uˆ1c − uˆ2c and
applying the Parseval equality, we obtain (3.8). 
Theorem 3.3 (Stability). Assume that uc and uδc are the regularized solutions defined by (2.9) for the exact Cauchy data (f , g)
and noisy Cauchy data (f δ, gδ) respectively. Then, for every x ∈ (0, L), we have the following stability estimate
‖uδc(x, ·)− uc(x, ·)‖ ≤
a√
(1+ a2)ωαmax + b2
(
e
x
a
√
(1+a2)ωαmax+b2 − 1
)
‖gδ − g‖ + e xa
√
(1+a2)ωαmax+b2‖f δ − f ‖. (3.11)
Proof. Let v be the regularized solution defined by (2.8) for the Cauchy data (f , gδ). Then by Lemmas 3.1 and 3.2, we have
‖uδc(x, ·)− uc(x, ·)‖ ≤ ‖uδc − v‖ + ‖v − uc‖
≤ a√
(1+ a2)ωαmax + b2
(
e
x
a
√
(1+a2)ωαmax+b2 − 1
)
‖gδ − g‖ + e xa
√
(1+a2)ωαmax+b2‖f δ − f ‖. 
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Theorem 3.4 (Truncation Error). Let u be the solution of problem (1.1)–(1.4) and uc be the regularized solution defined by (2.9)
for the exact Cauchy data (f , g). Assume the a priori bounds ‖u(0, ·)‖ ≤ E, ‖u(L, ·)‖ ≤ E hold, then for every x ∈ (0, L), we have
‖uc(x, ·)− u(x, ·)‖ ≤
√
2CE{e−x<(k(ωmax)) + e(x−L)<(l(ωmax))}, (3.12)
where the constant C is defined by,
C = sup
ω 6=0,x∈(0,L)
∣∣∣∣1− e−x(k(ω)+l(ω))1− e−L(k(ω)+l(ω))
∣∣∣∣ .
Proof. The solution of (2.1) can be written in the form,
uˆ(x, ω) = A(ω)e−k(ω)x + B(ω)el(ω)x,
where A(ω) and B(ω) can be determined from the boundary conditions,
uˆ(0, ω) = A(ω)+ B(ω),
uˆ(L, ω) = A(ω)e−Lk(ω) + B(ω)eLl(ω),
Solving for A(ω) and B(ω), we have
uˆ(x, ω) = θ(L− x, ω)e−xk(ω)uˆ(0, ω)+ θ(x, ω)e(x−L)l(ω)uˆ(L, ω), (3.13)
where
θ(x, ω) = 1− e
−x(k(ω)+l(ω))
1− e−L(k(ω)+l(ω)) .
Denote
β = arg(b2 + 4a(iω)α) ∈
[
−pi
2
,
pi
2
]
,
r(ω) = |b2 + 4a(iω)α| 12 =
(
b4 + 16a2|ω|2α + 8ab2|ω|α cos αpi
2
) 1
4
,
it is not difficult to prove that
cos
β
2
=
√
r2(ω)+ 4a|ω|α cos αpi2 + b2√
2r(ω)
,
sin
β
2
= sign(ω)
√
r2(ω)− 4a|ω|α cos αpi2 − b2√
2r(ω)
,
then by the definitions of k(ω) and l(ω) given in (2.6) and (2.7), we have
|θ(x, ω)| =
∣∣∣∣∣1− e−
x
a r(ω) cos
β
2 − xa r(ω) sin β2 i
1− e− La r(ω) cos β2 − La r(ω) sin β2 i
∣∣∣∣∣
=
√√√√√1− 2e− xa r(ω) cos β2 cos
(
x
a r(ω) sin
β
2
)
+ e− 2xa r(ω) cos β2
1− 2e− La r(ω) cos β2 cos
(
L
a r(ω) sin
β
2
)
+ e− 2La r(ω) cos β2
. (3.14)
Note that if ω 6= 0, then 1− e−L(k(ω)+l(ω)) 6= 0, thus for ω 6= 0 and x ∈ (0, L), |θ(x, ω)| is continuous.
If b = 0, we set D1 = −2x√a cos αpi4 , D2 = −2L√a cos αpi4 , D3 = 2x√a sign(ω) sin αpi4 , D4 = 2L√a sign(ω) sin αpi4 , then
|θ(x, ω)|2 = 1− 2e
D1|ω|
α
2 cos(D3|ω| α2 )+ e2D1|ω|
α
2
1− 2eD2|ω| α2 cos(D4|ω| α2 )+ e2D2|ω|
α
2
.
Denote ξ = |ω| α2 and
Θ(x, ξ) = 1− 2e
D1ξ cos(D3ξ)+ e2D1ξ
1− 2eD2ξ cos(D4ξ)+ e2D2ξ .
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By L’Hôpital’s rule, we have
lim
ξ→0Θ(x, ξ) = limξ→0
−2D1eD1ξ cos(D3ξ)+ 2D3eD1ξ sin(D3ξ)+ 2D1e2D1ξ
−2D2eD2ξ cos(D4ξ)+ 2D4eD2ξ sin(D4ξ)+ 2D2e2D2ξ
= lim
ξ→0
−2D21eD1ξ cos(D3ξ)+ 4D1D3eD1ξ sin(D3ξ)+ 2D23eD1ξ cos(D3ξ)+ 4D21e2D1ξ
−2D22eD2ξ cos(D4ξ)+ 4D2D4eD2ξ sin(D4ξ)+ 2D24eD2ξ cos(D4ξ)+ 4D22e2D2ξ
= D
2
1 + D23
D22 + D24
= x
2
L2
.
Thus, |θ(x, ω)| → xL , as |ω| → 0.
If b > 0, by the similar deduction, we know |θ(x, ω)| → 1−e−
bx
a
1−e− bLa
, as ω → 0. It is clear that for fixed x ∈ (0, L), we have
|θ(x, ω)| → 1, as |ω| → ∞. Furthermore, |θ(x, ω)| → 0, as x → 0 and |θ(x, ω)| → 1, as x → L. Thus, for ω 6= 0 and
x ∈ (0, L), by the continuity of |θ(x, ω)|, we know |θ(x, ω)| exits a supremum.
We set
C = sup
ω 6=0,x∈(0,L)
∣∣∣∣1− e−x(k(ω)+l(ω))1− e−L(k(ω)+l(ω))
∣∣∣∣ . (3.15)
Using (3.13) and (3.15), we obtain
|uˆ(x, ω)| ≤ C{e−x<(k(ω))|uˆ(0, ω)| + e(x−L)<(l(ω))|uˆ(L, ω)|}. (3.16)
Note that <(k(ω)) = 12a
(√
r2(ω)+4a|ω|αcos αpi2 +b2
2 − b
)
≥ 0 and <(l(ω)) ≥ 0 are monotonically increasing with variable
|ω|, thus we have
‖uc − u‖2 = ‖uˆc − uˆ‖2 =
∫
|ω|>ωmax
|uˆ(x, ω)|2dω
≤ 2C2
∫
|ω|>ωmax
(
e−2x<(k(ω))|uˆ(0, ω)|2 + e2(x−L)<(l(ω))|uˆ(L, ω)|2) dω
≤ 2C2 (e−2x<(k(ωmax))‖uˆ(0, ω)‖2 + e2(x−L)<(l(ωmax))‖uˆ(L, ω)‖2)
= 2C2 (e−2x<(k(ωmax))‖u(0, ·)‖2 + e2(x−L)<(l(ωmax))‖u(L, ·)‖2) .
Thus, (3.12) holds. 
Theorem 3.5 (Convergence Estimate). Suppose that u is the solution of problem (1.1)–(1.4), uδc is the regularized solution defined
by (2.9) with the noisy Cauchy data (f δ, gδ). Assume the a priori bounds ‖u(0, ·)‖ ≤ E, ‖u(L, ·)‖ ≤ E hold, and the measured
Cauchy data (f δ, gδ) satisfies ‖f δ − f ‖ ≤ δ, ‖gδ − g‖ ≤ δ.
If we choose ωmax = ω0(δ), then for every x ∈ (0, L), we have a convergence estimate
‖uδc(x, ·)− u(x, ·)‖ ≤
a√
(1+ a2)ωα0 + b2
(
e
x
a
√
(1+a2)ωα0+b2 − 1
)
δ
+ e xa
√
(1+a2)ωα0+b2δ +√2CE
(
ln
E
δ
)−x
+√2CEe ba (x−L)
(
ln
E
δ
)x−L
, (3.17)
where
ω0(δ) =
(b+ 2a ln (ln Eδ ))
√(
b+ 2a ln (ln E
δ
))2 − b2 sin2 αpi2 − cos αpi2 (b+ 2a ln (ln Eδ ))2
2a sin2 αpi2

1
α
is a positive solution of equation<(k(ω)) = ln (ln E
δ
)
.
Proof. Let uc be defined by (2.9) with the exact Cauchy data (f , g), from Theorems 3.3 and 3.4, and set ωmax = ω0, we get
‖uδc(x, ·)− u(x, ·)‖ ≤ ‖uδc − uc‖ + ‖uc − u‖
≤ a√
(1+ a2)ωα0 + b2
(
e
x
a
√
(1+a2)ωα0+b2 − 1
)
δ
+ e xa
√
(1+a2)ωα0+b2δ +√2CE
(
ln
E
δ
)−x
+√2CEe ba (x−L)
(
ln
E
δ
)x−L
.
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Denote ϕ(η) = η
√
η2 − b2 sin2 αpi2 − η2 cos αpi2 where η = b+ 2a ln
(
ln E
δ
)
, then ω0(δ) =
(
ϕ(η)
2a sin2 αpi2
) 1
α
.
Note that
1
ϕ(η)
=
η
√
η2 − b2 sin2 αpi2 + η2 cos αpi2
η2
(
η2 − b2 sin2 αpi2
)− η4 cos2 αpi2
=
η
√
η2 − b2 sin2 αpi2 + η2 cos αpi2
η2 sin2 αpi2 (η
2 − b2)
=
√
1− b2 sin2 αpi2
η2
+ cos αpi2
sin2 αpi2 (η
2 − b2) .
Thus, 1
ϕ(η)
→ 0, as η→+∞. That leads to ω0(δ)→∞, as δ→ 0.
In order to prove the convergence of the right hand side of (3.17) to δ, we only need to prove that e
x
a
√
(1+a2)ωα0+b2δ→ 0,
as δ→ 0.
In fact, we can assume δ ∈ (0, 1), then ln δ < 0, we have
e
x
a
√
(1+a2)ωα0+b2δ = e xa
√
(1+a2)ωα0+b2+ln δ = e
ln δ
(
1+
x
a
√
(1+a2)ωα0+b2
ln δ
)
= δ
(
1+
x
a
√
(1+a2)ωα0+b2
ln δ
)
.
x2
a2
{
(1+ a2)ωα0 + b2
}
ln2 δ
= x
2
a2
{
(1+ a2)ωα0
ln2 δ
+ b
2
ln2 δ
}
= x
2
a2

(1+ a2)
(
b+2a ln
(
ln E
δ
))√(
b+2a ln
(
ln E
δ
))2−b2 sin2 αpi2 −cos αpi2 (b+2a ln(ln Eδ ))2
2a sin2 αpi2
ln2 δ
+ b
2
ln2 δ

= x
2
a2
 (1+ a
2)
2a sin2 αpi2
(
b+ 2a ln (ln E
δ
))
(− ln δ)
√√√√(b+ 2a ln (ln Eδ )
ln δ
)2
− b
2 sin2 αpi2
ln2 δ
− cos αpi
2
(
b+ 2a ln (ln E
δ
)
ln δ
)2
+ b
2
ln2 δ
 .
Note that ln(ln
E
δ
)
ln δ → 0, as δ→ 0. Thus
x2
a2
{(1+a2)ωα0+b2}
ln2 δ
→ 0, as δ→ 0. Furthermore, e xa
√
(1+a2)ωα0+b2δ→ 0, as δ→ 0. 
Remark 3.6. If α = 1 in (1.1), we obtain the standard ADE. If α = 1 and b = 0 in (1.1), we get the classical heat conduction
equation. If b = 0 in (1.1), we obtain the time fractional diffusion equation (TFDE) [23]. Thus our results are valid for the
Cauchy problem of these special equations.
4. Numerical implementation
In this section, we show some numerical results obtained by the spectral regularization method for two examples. The
convergence and stability of the algorithm when using noisy data can be verified.
Since we could not find an exact solution for Eq. (1.1), in this section we solve the following direct problem for some
given exact data f (t) and φ(t) by an implicit finite difference scheme (IFDS) and then use the finite difference solution as
the exact solution in {0 < x < L, 0 < t < T }.
0Dαt u+ bux = auxx, 0 < x < L, 0 < t < T , (4.1)
u(0, t) = f (t), 0 ≤ t ≤ T , (4.2)
u(L, t) = φ(t), 0 ≤ t ≤ T , (4.3)
u(x, 0) = 0, 0 < x < L. (4.4)
The used scheme is similar to the one in [13,24].
2638 G.H. Zheng, T. Wei / Journal of Computational and Applied Mathematics 233 (2010) 2631–2640
(a) x = 0.2. (b) x = 0.6. (c) x = 1.0.
Fig. 1. The exact solution and the regularized solution for Example 1 with α = 0.1, ωmax = 20.
Denote the discrete points in the space interval [0, L] as xj = jh, j = 0, 1, 2, . . . ,mwith the space step size h = L/m and
the grid points in the time interval [0, T ] as tn = nk, n = 0, 1, 2, . . . , s where k = T/s represents the time step size. Let unj
be the difference approximation to u(xj, tn). Then the difference scheme is given as follows.
−
(
a
h2
+ b
2h
)
u1j−1 +
(
σα,k + 2ah2
)
u1j −
(
a
h2
− b
2h
)
u1j+1 = σα,ku0j , j = 1, 2, . . . ,m− 1, (4.5)
and for n = 2, 3, . . . , s,
−
(
a
h2
+ b
2h
)
unj−1 +
(
σα,k + 2ah2
)
unj −
(
a
h2
− b
2h
)
unj+1
= σα,kun−1j − σα,k
n∑
i=2
υ
(α)
i
(
un−i+1j − un−ij
)
, j = 1, 2, . . . ,m− 1, (4.6)
with boundary conditions
un0 = f (nk), unm = φ(nk), n = 1, 2, . . . , s (4.7)
and initial condition
u0j = 0, j = 0, 1, 2, . . . ,m, (4.8)
where σα,k = 10(1−α) 11−α 1kα and υ(α)i = i1−α − (i− 1)1−α , i = 1, 2, . . ..
Then the Neumann data in the Cauchy problem (1.3) can be obtained by using the following forward difference scheme
g(tn) = ux(0, tn) ≈ u
n
1 − un0
h
, (n = 0, 1, 2, . . . , s), (4.9)
where unj is the finite difference solution of problem (4.1)–(4.4).
We use the following formulae to generate the noisy data
f δ(tn) = f (tn)+ δ · rand(n), (4.10)
gδ(tn) = g(tn)+ δ · rand(n), (4.11)
where tn = nk, n = 1, 2, . . . , s, f (tn) and g(tn) are the exact data and the calculated values by (4.9), rand(n) is a random
number uniformly distributed in [−1, 1] and the magnitude δ indicates a noise level.
By using the noisy Cauchy data (f δ(tn), gδ(tn)) generated from (4.10) and (4.11), according to (2.9), we can get a
regularized solution uδc computed by using the Discrete Fourier Transform (DFT). In the following, we will compare the
regularized solution uδc(xj, tn)with the finite difference approximation solution u
n
j .
In the following numerical examples, we set a = b = 1, T = L = 1 in (4.1), and the space step size h = 1100 and time
step size k = 1100 . For generating the noisy Cauchy data, we use a noise level δ = 0.01.
Example 1. Solve the direct problem (4.1)–(4.4) with f (t) = 1−e−t , φ(t) = 2 sin(4pi t) by the finite difference scheme and
further obtain the regularized solution by (2.9).
The numerical results for α = 0.1 at x = 0.2, 0.6, 1.0 are shown in Fig. 1, and for α = 0.3 at x = 0.2, 0.6, 1.0 are
shown in Fig. 2.
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(a) x = 0.2. (b) x = 0.6. (c) x = 1.0.
Fig. 2. The exact solution and the regularized solution for Example 1 with α = 0.3, ωmax = 30.
(a) x = 0.2. (b) x = 0.6. (c) x = 1.0.
Fig. 3. The exact solution and the regularized solution for Example 2 with α = 0.1, ωmax = 80.
(a) x = 0.2. (b) x = 0.6. (c) x = 1.0.
Fig. 4. The exact solution and the regularized solution for Example 2 with α = 0.3, ωmax = 70.
Example 2. Solve the following direct problem by IFDS,
0Dαt u+ ux = uxx, 0 < x < 1, 0 < t < 1, (4.12)
u(0, t) = 0, 0 < t < 1, (4.13)
u(1, t) = H(t − 0.2)− H(t − 0.6), 0 < t < 1, (4.14)
u(x, 0) = 0, 0 < x < 1, (4.15)
where H(t) represents the Heaviside (unit step) function. Then, we show the numerical results for α = 0.1 at x =
0.2, 0.6, 1.0 in Fig. 3, and for α = 0.3 at x = 0.2, 0.6, 1.0 in Fig. 4.
From Figs. 1–4, it can be seen that numerical results near the boundary x = 0 are better than the ones close to x = 1 and
numerical accuracy becomes worse as the order α of Caputo fractional derivative increases.
5. Conclusion
In this paper, we use a spectral regularization method to solve the Cauchy problem for the time fractional
advection–dispersion equation in a strip domain. The convergence result has been presented for 0 < x < L under a priori
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bound assumptions for the exact solution and the suitable choices of the regularization parameter. Finally, the numerical
results show that the proposed method works effectively.
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