Introduction. For each x e R n let Γ(x,t) = Γ x (t) be a smooth curve in

H Γ f(x) = J_ ι f(Γ(x,t))j.
In recent years there has been much attention devoted to the study of L p bounds for M Γ and H Γ . In particular positive results have been obtained under a hypothesis that a certain type of curvature does not vanish to infinite order. See [Cl] and [CNSW] . In the case that Γ(.r, ί) = x + 7(ί), the condition means that the vectors 7
; (0),7 /; (0),..., span R n . More recently, a great deal of effort has been directed towards obtaining L p bounds in the special case that Γ(:/;,ί) = x + 7(ί), but where the curvature condition is not satisfied. The proofs of these results depend heavily on the Fourier transform.
The use of the Fourier transform is not viable in the general setting i.e. where Γ(;/;,ί) is not of the special form x + j(t). Thus it seems that the first step in obtaining results for general Γ (x,t) in the case that the curvature condition is violated is to find proofs of positive results in the setting that Γ(x,t) -x + dt without using the Fourier transform.
In this paper we give a new proof of Theorem 5.2 in [CVWW] which does not use the Fourier transform. Our present proof uses the U TT*" method. This method depends upon the fact that if dμ is a measure supported on a piece of a curve, then dμ*... *dμ might have an L 1 density with some smoothness. This idea was used by Stein and Fefferman in studying the restriction problem. See [F] . In the context of Hubert transforms and maximal functions related to curves, this idea first appears in [NSW1] .
This "smoothing" principle was first shown to be applicable in great generality by Christ [C2] . See also [RS] , [Cl] , and [CNSW] . Our proof here follows the general ideas of [C2] in combination with the dilations introduced in [CCVWW] and [CVWW] .
The setting of Theorem 5.2 in [CVWW] is as follows. Let Γ(ί) = (ί, 72 (ί),... , 7n(ί)) : M -> M n be an odd curve of class C n and Γ(0) = 0. The condition imposed on Γ(ί) are expressed in terms of Dj(i) and N 3 (t), 1 < j < n, where for ί > 0, THEOREM [CVWW] . Suppose We will prove the theorem for the maximal function first. The proof of the theorem for the Hubert transform is similar. After the study of the maximal function, we will indicate the modification needed for the Hubert transform. As in [CVWW] , our proof will use certain dilations and a Littlewood-Paley decomposition. We need to recall from [NVWW] , Lemma 2, that Dj(t) > 0 implies that hj(t) > 0, 1 < j < n, and hence h'j(t) is positive. The dilations that we need are defined in terms of the following differential operators. For 1 < j < n, set h' 3 (tγ Note that these operators are well-defined by the above remarks. The dilations are given by
δ(t) are lower triangular matrices and the j ih diagonal entry is hj(t). Furthermore for s > ί, we have
for some e > 0. This is the content of Proposition 4.2 in [CVWW] . The Littlewood-Paley decomposition is defined in terms of the family of invertible matrices where λ > 1 is chosen so large that for some o iiiclo])oiidoiit of j £ Z. This easily follows from (1). Next choose v e C?°(R n ) sucli that ]' κ<n ψ = 1 and -0(.7;) = φ(-x). Set dot ,4 J + l dot Aj
The following Littlewood-Paley inequalities can be found in [CVWW] , Theorem 2.1. The sum in (3) converges in L p , 1 < p < oo. The proof of (3) in [CVWW] uses the Fourier transform, but it is easy to modify the argument so as not to use the Fourier transform. The proof of (4) in [CVWW] uses the Fourier transform only to show that (4) is valid for p -2. However this argument can be replaced by applying the Cotlar-Stein lemma. In fact the estimate 
for some e > 0.
Proof. Let Z = {y = (y u ... , y n ) e M n |% = y k for some j / k} and consider a Whitney decomposition of Q\Z= where Qι m is a cube such that
Let {ψim} be a partition of unity with respect to {Qι m } such that
See [S, pp. 167-170] . Thus
We will need an estimate on the Jacobian of φ 3 ,
where ω~ι.(v) denotes the (r. k) minor of the matrix and note that for each k = 1,2,... ,n,
The following estimate is a corollary of results obtained in [CVWW] . There is an e > 0 such that for each k = 1, 2,... , n and y £ Qι m ,
(8) K
In fact suppose that
For a fixed y = (yi,... ,y k -U y k+u ... ,ι/ n ) where α p < r/ p < 6 p , p φ k, set /(ί) = Γj (ί) ω where α; = (-l) /c+1 Ω A: (^) and note that (8) can be written as for dk < s < b k . The interval [l,λ] can be divided into a bounded number of subintervals such that on each subinterval, we have the estimate for some e > 0. (10) is implicitly contained in the proof of Proposition 3.1 of [CVWW] .
Furthermore f'(t) has at most n -1 zeros and f"(t) has at most n -2 zeros. This is the content of Lemma 3 of [NVWW] . However we know that f r (s) -0 when s = y p , p φ k and so /' has exactly n -1 zeros. Therefore / has exactly n -2 zeros. Since Qι m is a Whitney cube, the zeros of /' are at least a distance of 2~ι from the interval [α*?^]-Also the monotonicity of /' changes exactly once between two consecutive zeros of/'. Thus for a fixed 5, a k < s < &*., there is a closest zero y p of /' to s such that the monotonicity of /' does not change between y p and s. Therefore we may apply (10) on certain subintervals [c, d] (there are only a bounded number of such subintervals on which (10) applies) between y p and s to obtain
Since \s -y p \ > 2~~\ there is at least one such subinterval [c, d] such that \d -c\ > e2~ι for some e > 0. This implies (9) and thus (8).
From the fact that J φ . never vanishes on Qι m , we see that ψj is 1 -1 on Qim In fact note that for any two distinct points x = (x u x 2 ,... ,%n) and y = (2/1,2/2,... ,2/n) in Q im , 
and
Z^xl.
We will show that the following two (7) and (8) In B integrate with respect to y x first, dividing up the y x integral where -^f-vanishes.
Recall that for a fixed (yi,... , y n ), -βf 2 -has exactly n -2 zeros. Since for each r = 1, 2,... , n, u) r \(y) is independent of yi, 
< C.
Hence from (14) and (15) 
ESTIMATES FOR OPERATORS 255
The last inequality follows from (4). Interpolating the estimates (16) and (18) gives us p<C2-'''"||/|| p , e p >0
for po < p < 2. Therefore sup \Nkf\ and hence Λ4 is bounded in IΛ Po < P < 2 and this will then complete the proof of Lemma 3. It remains to establish (16). Write
and set S L f(x) = Σ^Z^/GT). We will show that
for some δ, e > 0. Since T' k and (Tj)* commute, we will also have Changing variables in /, we see that
for some e > 0. The last inequality follows from (1). The same estimate for // follows similarly. Therefore for some e > 0 and this completes the proof of the lemma. Next we will prove (19) when e = 0. We will divide the argument into two cases. Case 1. / > 0. Write (22) where 
