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Abstract
We study the existence of well-known singularly perturbed BVP problem ε2y′′ = 1 − y2 −
2b(1 − x2)y, y(−1) = y(1) = 0 introduced by G.F. Carrier. In particular, we show that there exist
multi-spike solutions, and the locations of interior spikes are clustered near x = 0 and are separated
by an amount of O(ε| ln ε|), while only single spikes are allowed near the boundaries x =±1.
 2003 Elsevier Science (USA). All rights reserved.
Keywords: Multi-spike solutions; Shooting argument; Singular perturbation
1. Introduction
In this paper we consider the following singularly perturbed BVP:
ε2y ′′ = 1− y2 − 2b(1− x2)y, y(−1)= y(1)= 0, (1.1)
where b is a constant and ε is a small positive parameter. The problem was introduced
by Carrier [4,5] many years ago for the illustration of the method of matching outer and
inner asymptotic expansions (MIOAE). It has also been appeared in the books [3,6,15].
When b = 0, the equation in (1.1) becomes autonomous, and its solutions can be expressed
in term of elliptic integrals. Many works have been done in this case (see [9–12,16]).
Especially, O’Malley [14,15] has used the phase plane arguments to construct all solutions
of (1.1). When b = 0, the phase plane arguments cannot be applied, and Problem (1.1)
was analyzed by Bender and Orszag [3] and MacGillivary, Braun and Tanoglu [13] via
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the MIOAE methods. For MIOAE methods, one key question is to know the locations
where the solutions have sharp changes. For the solutions of (1.1) with one and two interior
oscillations, it has been shown in [13] that the sharp changes have to occur near x = 0 as
ε → 0. However, the method in [13] seems hard to be generalized to the case that the
solutions have more oscillations.
The purpose of this paper is to use shooting arguments and ode techniques to study the
existence of solutions for (1.1) and the locations where the solutions have sharp changes
as ε→ 0 when b = 0. We shall first show that (1.1) has O(1/ε) many solutions, and then
show that if the solutions of (1.1) has an ε independent bounded number of oscillations,
then the solutions can have at most one oscillation near the boundaries x = ±1 and all
others clustered near x = 0 and separated by an amount of O(ε| ln ε|). During each of
those interior oscillations, the solutions can be approximated by the homoclinic solution
Y (x/ε) of Y¨ = 1− Y 2 − 2bY as ε→ 0. Such solutions are called multi-spike solutions. In
fact, we shall show the following results:
Theorem 1.1 (Existence).
(i) If b = 0, then for any ε > 0, there exists at least one solution to Problem (1.1).
(ii) If b > 0, then there exist εb > 0 and K > 0 such that if 0 < ε < εb , then for any
integer n with 2  n  K/ε, Problem (1.1) has at least four solutions yn,1, yn,2,
yn,3 and yn,4 satisfying: both yn,1 and yn,3 have n maxima on [−1,1], y ′n,1(−1) > 0,
and y ′n,3(−1) < 0; both yn,2 and yn,4 have n minima on [−1,1], y ′n,2(−1) > 0, and
y ′n,4(−1) < 0.
Theorem 1.2 (Locations of spikes and asymptotic behavior as ε→ 0).
(i) Assume that b > 0. Let n 2 be an any given positive integer. If ε is sufficiently small
and yε is a solution of (1.1) with exactly n minima −1 < x1 < · · · < xn < 1, then
|xk| Mε| lnε| (k = 1,2, . . . , n) where M is a positive constant independent of ε.
Furthermore, there exists a constant M0 > 0 such that on any compact interval [c, d]
in (−1,0) or (0,1),
∣∣yε(x)+ b(1− x2)+√1+ b2(1− x2)2 ∣∣<M0ε2.
(ii) Assume that b > 0. Let yε be a solution of (1.1) having K/ε many minima on [−1,1].
Then
lim inf
ε→0 minx∈[−1,1]
(
yε(x)+ b
(
1− x2)+√1+ b2(1− x2)2 )> 0.
Remark 1.1.
(a) The curve
y = g(x) := −b(1− x2)−√1+ b2(1− x2)2
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Fig. 1. Seven solution curves to Problem (1.1) with b = 1 and ε = 0.1: three of them in the left figure with
y′(0) > 0 and four of them in the right figure with y′(0) < 0.
is the lower curve of y ′′ = 0. For any fixed x0, the point (x0, g(x0)) is a saddle point
of the equation Y¨ = 1− Y 2 − 2b(1− x20)Y .
(b) One can show that the total number N(ε) of solutions to the problem (1.1) satisfies
lim supε→0 εN(ε) <∞.
(c) (ii) of Theorem 1.2 implies that if solutions of (1.1) oscillate too fast, then none of the
oscillations are close to the homoclinic solution Y¨ = 1−Y 2−2bY . Those results have
observed numerically in [3].
(d) Similar results to Theorems 1.1 and 1.2 can be obtained if the boundary conditions in
(1.1) are replaced by y ′(−1)= y ′(1)= 0.
The author has learned from a referee that the problem (1.1) is a particular example of
a nonlinear Schrödinger equation with the Dirichlet conditions
ε2u′′ − V (x)u+ f (u)= 0, u(−1)= u(1)= 0 (1.2)
on the interval −1 < x < 1 with the potential function is V (x)=−2b(1−x2). Much work
has been done for this equation and its multi-dimensional case on the existence of multi-
spike solutions (see [7,17] and the references therein). The results in [7,17] imply that the
multiple spikes have to occur near the minima of any nondegenerate potential V (x), which
is near x = 0 for b > 0 in the problem (1.1). Note that if b < 0, the potential V (x) has a
maximum at x = 0, so that no multi-spike solutions exist. In this regard, the existence
of multi-spike solutions of (1.1) and the locations of spikes seems not new. However,
the method in this paper is more elementary and is very different from those in [7,17].
(Note that our methods are similar to those in [1,2,8] though.) Furthermore, we show the
existence of much more solutions than those in [7,17] and get a better estimate on the
distances of spikes. We remark that in our existence proofs we use some symmetries of the
problem (1.1) which might not hold for the general form of the problem (1.2).
In Sections 2 and 3, we show (i) and (ii) of Theorem 1.1 respectively. In Section 4, we
show Theorem 1.2.
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2. Existence of solutions for b = 0 and ε > 0
We note that if y is a solution to the equation of (1.1) with y ′(0)= 0, then y is even on
[−1,1] and hence y satisfies
ε2y ′′ = 1− y2 − 2b(1− x2)y, y(−1)= 0, y ′(0)= 0. (2.1)
Conversely, if y is a solution of (2.1), then y gives an even solution to (1.1). For
convenience, we consider the equation
ε2u′′ = 1− u2 − 2bx(2− x)u, 0< x < 1, (2.2)
with the boundary conditions
u(0)= 0, u′(1)= 0. (2.3)
If u is a solution to problem (2.2)–(2.3), then y(x) := u(x − 1) is a solution to (2.1).
We use the shooting arguments as used in the proof of Theorem 1 of [8] to show
Theorem 2.1, from which (i) of Theorem 1.1 follows. We consider the solution uβ of
Eq. (2.2) with initial condition uβ(0) = 0 and u′β(0) = β < 0. Let x1(β) be the first
minimum of uβ in (0,∞) if it exists. We first show that x1(β) exists and is continuous
for β < 0 sufficiently small, then show that x1(β) can be extended continuously to a big
interval of β as long as x1(β) 1, and finally show that x1(β) does not exist for sufficiently
negative large β . This implies that there is a maximal interval strictly included in (−∞,0)
on which x1(β) is continuous and the range includes (0,1]. Hence there is β such that
x1(β)= 1, and the corresponding solution uβ satisfies (2.3).
However, when b < 0, the above argument of showing that x1(β) can be extended
continuously as long as x1(β) < 1 fails. In order to overcome this problem, we transform
(2.2) into a new equation to which the above arguments work.
Theorem 2.1. Assume that b = 0. For ε > 0, there is at least one solution for the boundary
value problem (2.2)–(2.3).
Proof. We divide the proof into two cases: b > 0 and b < 0.
Case 1. b > 0. Let u := uβ be the solution of (2.2) with u(0)= 0 and u′(0)= β  0.
Since u′′(0) = 1/ε2, we see that if β = 0, then u′(x) > 0 for x > 0 sufficiently small.
Hence, by the continuous dependence of solutions with respect to initial conditions it
follows that if β < 0 is sufficiently close to 0, then u′(x,β) has to change sign from
negative to positive in a neighborhood of x = 0. Denote x1(β) be the first such a point
where u′(x1)= 0. Clearly, u reaches its first minimum at x1, and x1(β)→ 0 as β → 0−.
Define β1 = inf{β < 0: x1 exists and 0 < x1 < 1 on (0, β)}. It follows from the above
argument that β1 < 0. We obtain β1 >−∞ from the following claim: if β is sufficiently
negative, then u′(x) < 0 for all x  0 as long as u(x) exists. To show that, let x¯ = sup{x ∈
(0,1): u′ < 0 and u > U−(1) in (0, x)}, where U− is the lower curve where u′′ = 0. Then,
on (0, x¯), ε2u′′ < 1 − u2 − 2bu  1 + b2, and hence ε2u′ < ε2β + (1 + b2) < 12ε2β if
β < −2(1 + b2)/ε2. That is, u′ < 12β and u < 12βη. If further 14β < U−(1), then by the
definition of x¯ we have x¯ < 12 and u(x¯)= U−(1). It follows that u(x) < U−(x) for x > x¯
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and hence (2.2) implies that u decreases for x > x¯ as long as u exists, that is u′ does not
have any positive zero. This shows the claim.
For β ∈ (β1,0), we show that u′′(x1) > 0. Assume it is false. Since x1 is the first
minimum of u, we have u′′(x1)= 0 for some β ∈ (β1,0). Since u(x1) < 0, we then obtain
ε2u′′′(x1) = −4b(1 − x1)u(x1) > 0, which implies that u′ is positive to the left of x1,
contradicting the definition of x1.
Therefore, the implicit function theorem implies that x1(β) is continuous on (β1,0).
Then from the definition of β1 we see x1(β1) = 1, and hence uβ1 gives a solution of
(2.2)–(2.3).
Case 2. b < 0. In this case the above arguments fail since we cannot exclude the
possibility of u′(x1) = u′′(x1) = 0 for some β < 0 with 0 < x1(β) < 1. To solve this
problem, we make a new transform u=w − bx(2− x). The problem (2.2)–(2.3) reduces
to
ε2w′′ = 1− 2bε2 −w2 + b2x2(2− x)2, w(0)= 0, w′(1)= 0. (2.4)
Then all the above arguments work which gives the existence of a solution to prob-
lem (2.4). ✷
3. Existence of multi-bump solutions for small ε > 0
In this section we show that there is a positive number K such that (2.2)–(2.3) has at
least K/ε many solutions u for sufficiently small ε, which yields K/ε many even solutions
y(x) := u(x− 1) to the problem (1.1). We first show two lemmas. The first one says that if
u is a solution of (2.2), then all the minimum values of u are negative. The second one says
that if ε is sufficiently small, then (2.2) has a solution which has at least K/ε many minima
in (0,1). The existence of multi-bump solutions again follows from shooting arguments.
Our methods only apply for b > 0 case. Therefore, throughout the section we assume that
b > 0.
Lemma 3.1. Let u be a solution of (2.2). Let x0, x1 and x2 be such that 0  x1 < x0 <
x2  1, u(x1) = u(x2) = 0, u > 0 in (x1, x2), u′ > 0 in (x1, x0) and u′(x0) = 0. Then,
u′ < 0 in (x0, x2].
Proof. Let x˜ = sup{x ∈ (x0, x2]: u′ < 0 in (x0, x)}. Since u′′(x0) < 0, x˜ is well defined.
Notice that u2(x) is strictly increasing on (x1, x0) and decreasing on (x0, x˜). Thus, the
inverse functions of u2(x) in (x1, x0) and (x0, x˜) are defined, which are denoted by x−
and x+ respectively. Multiplying both sides of (2.2) by u′ and integrate from x− to x+, we
obtain
1
2
ε2
[
(u′)2(x+)− (u′)2(x−)
]=−2b
x+∫
x−
x(2− x)uu′ dx
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=−b
u2(x0)∫
u2(x−)
(
x−(s)
(
2− x−(s)
)− x+(s)(2− x+(s)))ds. (3.1)
Since x(2 − x) is increasing in [0,1] and x− < x+, it follows that the right-hand side of
(3.1) is positive and so u′(x+) > 0. Then the definition of x˜ yields x˜ = x2 which implies
the assertion of the lemma. ✷
Corollary 3.1. Let x1 and x2 be two successive minima of a solution u of (2.2) in (0,1). If
u(x1) 0, then u(x2) < 0.
To show the next lemma we change the slow variable t . Let x = εt and v(t) = u(x).
Then (2.2)–(2.3) reduces to
v¨ = 1− v2 − 2bεt (2− εt)v, (3.2)
v(0)= 0 and v˙(1/ε)= 0. (3.3)
Lemma 3.2. Assume that b = 0. For any β ∈ (− 2√
3
, 2√
3
) there exists εβ > 0 such that
if 0 < ε < εβ and v is a solution of (3.2) with v(0) = 0 and v˙(0) = β , then there
exist an integer N := N(ε)  K/ε for some constant K > 0 independent of ε > 0 and
0 < t1 < t2 < · · ·< tN < 12ε such that v(tn) < 0, v˙(tn)= 0, v¨(tn) > 0 for n= 1, . . . ,N .
Proof. Let Vβ be the solution of V¨ = 1 − V 2 with V (0) = 0 and V˙ (0)= β . Then Vβ is
periodic. We take δ1 > 0 to be small such that min{Vβ}−2δ1 >−1 and min{Vβ}+2δ1 < 0.
Let Vα,k be the solution of V¨ = 1 − V 2 − kV with V (0) = α and V˙ (0) = 0 for any
α ∈ [min{Vβ}− δ1,min{Vβ}+ δ1] and k ∈ [0, δ2] where δ2 > 0 is chosen sufficiently small
such that Vα,k (including Vβ ) are periodic with their periods bounded by some constantT > 0 and further |Vα,k| + |V˙α,k| M for some constant M  1.
We use mathematical induction to show the existence of tn. We first show the existence
of t1. Let T0 > 0 be the least period of Vβ . Let w0 = v − Vβ . Then w0 satisfies
w¨0 =−(2Vβ +w0)w0 − 2bεt (2− εt)(Vβ +w0), w0(0)= w˙0(0)= 0.
Define T ′0 = sup{t ∈ (0, 32T0): |w0| + |w˙0| < 1 on [0, t]}, which is well defined. For
t ∈ (0, T ′0), using the equivalent integral equations for w0 and w˙0 we get
∣∣w0(t)∣∣+ ∣∣w˙0(t)∣∣
t∫
0
[
3 M|w0| +
∣∣w˙0∣∣]ds + 9T 2 Mε.
The Gronwall’s inequality yields∣∣w0(t)∣∣+ ∣∣w˙0(t)∣∣ 9T 2 Mεe9 MT0/2  9T 2 Mεe9 MT /2 =: M1ε
which implies that T ′0 = 3
T0
2 if ε is small enough. It then follows from the property of V0
that v has a unique minimum t1 in (0,3T0/2) with v(t1) < Vβ(t1)− M1ε.
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Assume that we have shown the existence of 0 = t0 < t1 < t2 < · · ·< tn with
tj+1 − tj  3
Tj
2
,
∣∣v(t)− Vj(t)∣∣ M1ε on [tj , tj+1] (3.4)
where Vj is the solution of
V¨j = 1− V 2j − 2bεtj (2− εtj )Vj , Vj (tj )= v(tj ), V ′j (tj )= 0,
and Tj is the least period of Vj . We assume that n <N , where
N = max
{
n 1: tn <
δ3
ε
, v(tn) ∈
[
min{Vβ} − δ1,min{Vβ} + δ1
]}
with δ3 = min{ 12 , δ24b }. Since Vj (tj ) ∈ [min{Vβ} − δ1,min{Vβ} + δ1] and 0 < 2bεtj (2 −
εtj ) < δ2, it follows from the choice of δ2 that all these Vj are periodic with their periodsTj  T and |Vj | + |V˙j | M .
We now show the existence of tn+1 such that (3.4) holds with j = n. To do that, we let
wn = v − Vn. Then wn satisfies
w¨n =−
(
2Vn +wn + 2εt (2− εt)
)
wn + 2bε
[
tn(2− εtn)− t (2− εt)
]
Vn,
and wn(tn) = w˙n(tn) = 0. Define T ′n = sup{t ∈ (tn, tn + 32Tn): |wn| + |w˙n| < 1}. Notice
that ∣∣tn(2− εtn)− t (2− εt)∣∣= ∣∣2− (εt + εtn)∣∣|t − tn| 2|t − tn| 3T .
By Gronwall’s inequality we get |wn| + |w˙n|  M1ε for t ∈ (tn, T ′n). Hence, T ′n = tn +
3Tn/2 and so there exists a unique tn+1 ∈ (tn, tn + 3Tn/2) such that v reaches a local
minimum at tn+1 and (3.4) holds with j = n.
We can continue the above argument until n=N . By the definition of N and (3.4) we
have N K/ε for some constant K > 0 independent of ε. This completes the proof of the
lemma. ✷
We are now ready to show the following theorem which implies (ii) of Theorem 1.1.
Theorem 3.1. There exists a number K > 0 such that if ε > 0 is sufficiently small, then
for each positive integer n with 1 < nK/ε, (2.2)–(2.3) has at least four solutions un,1,
un,2, un,3 and un,4 such that both un,1 and un,3 have exactly n maxima in [0,1] with x = 1
being the last one, while both un,2 and un,4 have exactly n minima in [0,1] with x = 1
being the last one, and u′n,1(0) > 0, u′n,2(0) > 0, u′n,3(0) < 0 and u′n,4(0) < 0.
Proof. We first show the existence of un,1 and un,2. Let uβ be the solution of (2.2) with
u(0) = 0 and u′(0) = β/ε. We fix a β0 ∈ (0, 2√3 ). It follows from Lemma 3.2 that if ε
is sufficiently small, then uβ0 has N minima xn := εtn in (0,1) with 1  n  N , where
N K/ε for some K > 0. Let xˆn be the maxima of uβ0 with xˆ1 < x1 < xˆ2 < x2 < · · ·<
xˆN < xN . Lemma 3.1 asserts that all the minima of uβ0 are negative. So, as we increase β
from β0 there can be no bifurcations which add or subtract the maxima and the minima on
U+ in (0,1), where U+ is the upper branch curve of u′′ = 0. Since the lower branch curve
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U− of u′′ = 0 is decreasing on (0,1), no minimum can disappear on U− on (0,1]. Hence,
by the implicit function theorem each xˆn and xn varies continuously with β as long as they
lie in (0,1). However, if we take β = β1 > 2√3 , then the phase plane argument yields that
uβ1 has only one maximum in (0,1) if ε is small enough. Therefore as we increase β from
β0 to β1, all xˆn (n 2) and xn (n 1) must move successively across 1. If xˆn = 1 for some
β ∈ (β0, β1) and 1 < n  N , then the corresponding solution uβ has n maxima in (0,1],
which gives the solution un,1. If xn = 1 for some β ∈ (β0, β1) and 1 < n  N , then the
corresponding solution uβ has n minima in (0,1], which gives the solution un,2.
To show the existence of un,3 and un,4, we choose β0 and β1 such that − 2√3 < β0 < 0
and β1 < − 2√3 . From Lemma 3.2 we have that if ε is sufficiently small, then uβ0 has
N minima xn and N maxima xˆn in (0,1) with x1 < xˆ1 < x2 < xˆ2 < · · · < xN < xˆN ,
where again N  K/ε for some constant K > 0. However, u′β1(η) < 0 for η  0 as
long as u exists and so uβ1 has no minimum and maximum at all. Therefore, the similar
argument as above shows that as we lower β from β0 to β1, all those maxima xn(β) and
minima xˆn(β) of uβ must move successively across 1. If xn = 1 for some β ∈ (β1, β0) and
1 nN , then the corresponding solution uβ gives un,3. If xˆn = 1 for some β ∈ (β1, β0)
and 1 nN , then the corresponding solution uβ gives un,4. This completes the proof of
the theorem. ✷
4. Locations of spikes and asymptotic behavior as ε→ 0
In this section, we show Theorem 1.2. We assume that b > 0. Due to the technical
reason, we do not study (1.1) directly and instead we study the new variable z(x) =
y(x)+ b(1− x2) which satisfies
ε2z′′ = 1− 2bε2 − z2 + b2(1− x2)2, (4.1)
z(−1)= z(1)= 0. (4.2)
For convenience, let Z−(x) and Z+(x) be the lower and the upper curves of z′′ = 0 on
[−1,1], respectively, that is,
Z−(x)=−
√
1− 2bε2 + b2(1− x2)2, Z+(x)=−Z−(x).
The first lemma below states that if the solution z of (4.1)–(4.2) do not oscillate on a
compact interval of [−1,1], then z stays close to Z− on this interval for sufficiently small ε.
Lemma 4.1. There exists a constant M0 > 0 such that:
(i) If ε is sufficiently small and z := zε is a solution of (4.1) satisfying z  0 over
an interval [c1, d1] ⊂ [−1,1], then z(x) < Z−(x) + M0ε2 on Jε = [c1 + 6ε| lnε|,
d1 − 6ε| lnε|].
(ii) If zε also satisfies (4.2), then z(x) > Z−(x)−M0ε2 for x ∈ [−1,1].
Proof. Let Z = Z− + (M0 − 1)ε2. It is easy to check that there exists a constant M0 > 0
such that if ε > 0 is sufficiently small, then ε2Z′′ < 1−2bε2−Z2+b2(1−x2)2 on [−1,1].
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Assume that there exist sufficiently small ε and xˆ ∈ Jε such that z Z−+M0ε2 at xˆ. Also
we first assume that z′(xˆ) Z′(xˆ). Let w = z−Z. Then ε2w′′ >−(z+ Z)w in [c1, d1],
w(xˆ) ε2 and w′(xˆ) 0. Notice that |z+Z| |Z| |Z−|− (M0−1)ε2 > 34 −M0ε2 > 14
for x ∈ [c1, d1] if ε is sufficiently small. It follows that w > ε2, w′ > 0 and ε2w′′ > 14w for
x ∈ (xˆ, d1]. Multiplying the last inequality by w′ and integrating over [xˆ, x] we obtain for
xˆ < x  d1
εw′(x) > 1
2
√
w2(x)−w2(xˆ)+ 4ε2(w′)2(xˆ). (4.3)
Integrating (4.3) again over [xˆ, d1] and using the inequalities d1 − xˆ  6ε| lnε|, w(xˆ) ε2
and w′(xˆ) 0 we get
w(d1)+
√
w2(d1)−w2(xˆ)+ 4ε2(w′)2(xˆ)
>
[
w(xˆ)+ 2εw′(xˆ)]e(d1−xˆ)/2ε  [w(xˆ)+ 2εw′(xˆ)] 1
ε3
>
1
ε
, (4.4)
which cannot hold if ε is sufficiently small since w < 0 on [c1, d1].
We now assume that w′(xˆ) < 0. It follows that w  ε2, w′ < 0 and ε2w′′ > 14w on[c1, xˆ]. Then a similar way as above yields
w(c1)+
√
w2(c1)−w2(xˆ)+ 4ε2(w′)2(xˆ) >
[
w(xˆ)+ 2ε∣∣w′(xˆ)∣∣ ] 1
ε3
>
1
ε
,
which is again impossible if ε > 0 is sufficiently small. This shows the first assertion of the
lemma.
We still use a contradiction to show (ii). Assume that z = Z1 first occurs at x = xˆ ∈
(−1,1), where Z1 = Z− − M0ε2. Let w = Z1 − z. Since ε2Z′′1 > 1 − 2bε2 − Z21 +
b2(1 − x2)2 for x ∈ [−1,1] and sufficiently small ε, it follows that ε2w′′ = −(z+Z1)w,
w(xˆ)= 0 and w′(xˆ) 0, which implies that w > 0 on (xˆ,1] and so z(1) < z0(1)−w(1) <
z0(1) < 0, contradicting z(1)= 0. This shows the second assertion of the lemma. ✷
The next lemma says that the local minimum (or maximum) values of the solution z of
(4.1) are decreasing in [−1,0] and increasing in [0,1]. This property is the key to show
that all interior spikes have to occurs near x = 0.
Lemma 4.2. Assume that z is a solution of (4.1) and x1 and x2 are two successive minima
(or maxima) of z. Then,
(i) if −1 x1 < x2  0, then z(x1) < z(x2),
(ii) if 0 x1 < x2  1, then z(x1) > z(x2).
The proof of this lemma is similar to that of Lemma 3.1 and is omitted.
Corollary 4.1. Assume that z is a solution of (4.1). If x˜ ∈ [−1,0) is a minimum of z, then
z(x) > z(x˜) for x ∈ (x˜,0]. If xˆ ∈ (0,1] is a minimum of z, then z(x) > z(xˆ) for x ∈ [0, xˆ].
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We now state the main theorems of this section which describe the locations of spikes
and the asymptotic behavior of solutions of (4.1)–(4.2) as ε→ 0, from which Theorem 1.2
follows.
Theorem 4.1. Let n 2 be a positive integer. Assume that ε is sufficiently small and zε is
a solution of (4.1)–(4.2) having exactly n minima xk := xk(ε) with −1 x1 < x2 < · · ·<
xn  1. Let xˆk := xˆk(ε) with 1 k  n− 1 be the maximum of zε lying in (xk, xk+1). Then
(i) |xk|Mε| lnε| (k = 1, . . . , n) for some constant M > 0 independent of ε. Moreover,
zε(xk)− Z−(0)→ 0 (k = 1, . . . , n) and zε(xˆk)→ γ0 (k = 1, . . . , n− 1) as ε → 0,
where γ0 is the maximal value of the homoclinic solution of Z¨ = 1+ b2 −Z2, that is,
γ0 is the maximal solution of
−1
3
z3 + (1+ b2)z+ 2
3
(
1+ b2)√1+ b2 = 0.
(ii) If further zε has a maximum xˆ0 such that −1 < xˆ0 < x1, then xˆ0 + 1  Mε, and
εz′ε(−1)→ 2√3 and zε(xˆ0)→ 2 as ε → 0. If zε also has a maximum xˆn such that
xn < xˆn < 1, then 1− xˆn Mε, and εz′ε(1)→− 2√3 and zε(xˆn)→ 2 as ε→ 0.
(iii) There is a constant M0 > 0 such that on any compact interval in (−1,0) or (0,1),
|zε(x)−Z−(x)|<M0ε2 .
Theorem 4.2. Assume that ε is sufficiently small and zε is a solution of (4.1)–(4.2) having
K/ε many oscillations on [−1,1] for some constant K > 0. Then
lim inf
ε→0 minx∈[−1,1]
(
zε(x)−Z−(x)
)
> 0.
Remark 4.1. In above theorems we do not require z′ε(0) = 0 and so zε is not necessarily
an even solution of (4.1)–(4.2) on [−1,1].
We shall present the proof of Theorem 4.1 through a series of the lemmas. We first show
that any minimum of zε approaches Z− as ε→ 0.
Lemma 4.3. If εj is a sequence such that as j →∞, εj → 0 and xk → σk with 1 k  n
and −1 σk  1, then there is a subsequence εjm of εj such that zεjm (xk)−Z−(σk)→ 0
as m→∞.
Proof. Let zj := zεj . We only show the lemma for k = 1 by contradictions. Assume
that zj (x1) − Z−(σ1) → 0 as j → ∞. Since −
√
1+ b2  zj (x1) < 0, there exists a
subsequence of {εj }, which we still denote by {εj } for simplicity, such that as j →∞,
zj (x1)→ z∗ for some z∗ = limε→0 Z−(σ1). We use the phase plane arguments to derive
contradictions. Let Zj(t)= zj (x1 + εj t). Then Zj satisfies
Z¨j = 1− 2bε2j −Z2j + b2
(
1− (x1 + εj t)2
)2
,
Zj (0)= zj (x1), Z˙j (0)= 0. (4.5)
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It follows from the continuity of solutions with respect to initial data and ε that for any
T > 0, Zj goes to Z∗ as j →∞ uniformly on [−T ,T ], where Z∗ satisfies
Z¨∗ = 1− (Z∗)2 + b2(1− σ 21 ), Z∗(0)= z∗, Z˙∗(0)= 0. (4.6)
Assume that z∗ >Z−(σ1). Then the solution Z∗ of (4.6) is periodic with a period T ∗ > 0.
Therefore, if j is sufficiently large, then the solutionZj of (4.5) has more than m minima in
(−(m+ 2)T ∗, (m+ 2)T ∗), and so zj has more than m minima in [−1,1], a contradiction.
Now we assume z∗ <Z−(σ1). It follows that the solution of (4.6) blows up at some finite
time, and so does the solution Zj of (4.5) if j is sufficiently large, which implies that zj
blows up in an neighborhood of x1, again a contradiction. This shows the lemma. ✷
In the next lemma we show that between the boundary spike near x = −1 (which is
unique) and the first interior spike, zε stays close to Z− if ε is sufficiently small.
Lemma 4.4. If σ1 > −1, then there are a constant M0 > 0 and a subsequence {εjm} of
{εj } such that on any compact interval [c1, d1] ⊂ (−1, σ1), |zjm(x)−Z−(x)|M0ε2 for
sufficiently large m, where zjm = zεjm and σ1 is given in Lemma 4.3.
Proof. From Lemma 4.1 it suffices to show that if j is sufficiently large, then zj (c1) < 0,
which is clearly the case if z′j (−1) < 0. So we assume that z′j (−1) 0 for all sufficiently
large j which implies that xˆ0 ∈ (−1, x1) exists. In order to use the phase plane arguments
we need to show that εj z′j (1) is bounded.
Since z′′j (0)= 1 > 0, it follows that z′j > 0 on (−1, xˆ0), and z′j < 0 on (xˆ0, x1). Multi-
plying (4.1) by z′j and integrating over [−1, x] we get
ε2j
(
z′j
)2
(x)= ε2j
(
z′j
)2
(−1)+ 2(1− 2bε2j)zj (x)− 23z3j (x)+ 2b2
x∫
−1
(
1− x2)2z′j dx.
Evaluate the above equality at x = xˆ0 with ε2j < 1/(2b) to yield
2
3
z3j
(
xˆ0
)
> ε2j
(
z′j
)2
(−1). (4.7)
Similarly, multiplying (4.1) by z′j and integrating over [xˆ0, x1] we have
1
3
(
z3j (x1)− z3j
(
xˆ0
))− (1− 2bε2j)(zj (x1)− zj (xˆ0))
− b2
x1∫
xˆ0
(
1− x2)2z′j dx = 0. (4.8)
If εj z′j (−1) is unbounded as j → ∞, it follows from (4.7) and (4.8) that zj (x1) is
unbounded as j →∞ which contradicts −√1+ b2  zj (x1) 0. This shows that εj z′j (1)
is bounded if z′j (−1) 0.
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Hence, we assume that limj→∞ εj z′j (0) exists for otherwise we take a subsequence of
{εjz′j (0)}. Let Zj(t)= zj (−1+ εj t). We have
Z¨j = 1− 2bε2j −Z2j + b2ε2j t2(2− εj t)2, Zj (0)= 0, Z˙j (0)= εj z′j (−1). (4.9)
Therefore, on any compact interval [0, T ], Zj converges uniformly as j →∞ to the so-
lution of
Z¨0 = 1−Z20, Z0(0)= 0, Z˙0(0)= lim
j→∞ εj z
′
j (−1).
Then the similar phase plane arguments as above show that
Z˙j (0)= εj z′j (−1)→
2√
3
as j →∞ and Z0 is a homoclinic solution of Z¨0 = 1 −Z20 . Choose T > 0 to be so large
that Z0(t) < 0 on [T ,∞). It follows from limj→∞Zj(T )= Z0(T ) that if j is sufficiently
large, zj (−1 + εjT ) = Zj(T ) < 0 and so zj (c1) < zj (−1 + εjT ) < 0 (since z′j < 0 on[−1+ εjT , x1)). This completes proof of the lemma. ✷
The next lemma shows that all the interior spikes move towards to x = 0 as ε→ 0.
Lemma 4.5. limε→0 xk(ε)= 0 for k = 1, . . . , n.
Proof. Assume that Lemma 4.5 is false. Since −1  xk  1, there is a sequence εj such
that as j → ∞, εj → 0 and xk → σk for any 1  k  n and −1  σk  1. Clearly,
σ1  σ2  · · · σn.
First assume that σ1 > 0. We have x1 > 0 for j sufficiently large and Z−(0) < Z−(σ1).
It follows from Lemma 4.4 that zj (0) < zj (x1) for some j sufficiently large, which
however contradicts Corollary 4.1. Therefore σ1  0. We conclude σn  0 in a similar
manner.
We now show that σk = 0 for some 1  k  n. Assume that this is not the case. Then
there exists a unique 1  k  n such that σk−1 < 0 < σk . A similar proof to that of
Lemma 4.4 yields that for sufficiently small δ > 0, there exists a sufficiently large j such
that zj < Z− −M0ε2 on [σk−1 + δ, σk − δ], which implies zj (σk−1) < zj (0) < zj (σk)
and so there is another minimum in (σk−1, σk), a contradiction. Therefore one of σk has
to be zero. Then by a similar argument together with Corollary 4.1 it yields σk = 0 for all
1 k  n. This completes the proof of the lemma. ✷
The following Lemmas 4.6–4.8 are used to show xk = O(ε| ln ε|).
Lemma 4.6.
(a) If (i) b < 0 and ε > 0, or (ii) b > 0 and 0< ε <
√
(1+ b2)/2b, then there is a solution
z0 of (4.1) such that z′0(−1)= z′0(0)= z′0(1)= 0, z′0 < 0 on [−1,0), z′0 > 0 on (0,1],
and Z−(0) < z0 < Z−(1) on [0,1]. Furthermore, there exist constants M0 > 0 and
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M ′0 > 0 such that on any interval [c, d] ⊂ (−1,1), if ε is sufficiently small, then
|z0 −Z−|M0ε2,
∣∣z′0 −Z′−∣∣M ′0ε. (4.10)
(b) If z is a solution of (4.1)–(4.2), then z(x) > z0(x) on [−1,1].
Proof. The existence of z0 can be proved in the same way as we established the existence
of u1 in the proof of Theorem 2.6 of [2] and the proof is omitted. An alternative way
to show the existence of z0 for sufficiently small ε is by the fact that Z− −Mε2 and
Z−+Mε2 are sub and super solutions of the equation in (4.1) with the boundary conditions
z′(−1)= z′(1)= 0.
Since z0 < 0 on [−1,1], the first inequality of (4.10) follows from Lemma 4.1. To show
the second inequality of (4.10), we let φ = (z0 −Z−)/ε2. Then φ satisfies
ε2φ′′ = −2Z−φ − ε2φ2 −Z′′−, φ′(−1)= φ′(0)= φ′(1)= 0, (4.11)
and |φ|M0 on [c, d] if ε is sufficiently small. Multiply (4.11) by φ′ and integrate over
(0, x) to get
1
2
ε2(φ′)2(x)=−Z−(x)φ2(x)+Z−(0)φ2(0)− ε
2
3
(
φ3(x)− φ3(0))
−Z′′−(x)φ(x)+Z′′−(0)φ(0)+
x∫
0
φZ′′′− dx. (4.12)
Since φ, Z−, and the derivative of Z− are uniformly bounded on [c, d], it follows from
(4.12) that εφ′ is uniformly bounded on [c, d] and so the second inequality of (4.10)
follows.
The proof of (b) is similar to that of (ii) in Lemma 4.1 and is omitted. ✷
Lemma 4.7. Let x˜k ∈ (xk, xˆk) (k = 1, . . . , n) be such that zε(x˜k) = 0 and let x¯k ∈
(xˆk, xk+1) (k = 1, . . . , n− 1) be such that zε(x¯k)= 0. If ε is sufficiently small, then
(i) x˜k − xk  6ε| lnε| if xk  ε ln ε, and
(ii) |x¯k − xk+1| 6ε| lnε| if xk+1  ε| lnε|.
Proof. Since zε(xˆk) Z+(xˆk) > 0, it follows that x˜k and x¯k are well defined. Assume that
xk  ε ln ε. Let wε = zε − z0 where z0 is given in Lemma 4.6. We see that wε satisfies
ε2w′′ε = −(zε + z0)wε > 14wε , 0 < wε  |z0| and w′ε > 0 on [xk, x˜k], and w′ε(xk) =−z′0(xk). From Lemma 4.6 we have
z′0(xk)=Z′−(xk)+O(ε)=−
2b2xk(1− x2k )
Z−(xk)
+O(ε).
So the assumption on xk implies, for sufficiently small ε > 0,
w′ε(xk)=
∣∣z′ε(xk)∣∣ b2|Z−(0)| |xk|
b2√
2+ b2 ε| ln ε|. (4.13)
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We now show that x˜k  xk + 6ε| lnε| for sufficiently small ε. Assume that it is false.
Then by the same procedure as we established (4.4) we obtain
wε(x˜k)+
√
w2ε (x˜k)−w2ε (xk)+ 4ε2(w′ε)(xk)
>
[
wε(xk)+ 2εw′ε(xk)
]
e(x˜k−xk)/2ε  2w′ε(xk)e(x˜k−xk)/2ε 
2b2√
2+ b2
| lnε|
ε
,
which contradicts that wε is bounded on [−1,1] if ε is sufficiently small.
The assertion in the lemma under the assumption xk+1 > ε| lnε| can be proved similarly,
and the proof is omitted. ✷
Lemma 4.8. If ε is sufficiently small, then
(i) |x˜k − xk+1| 3ε| lnε| if xk+1  0, and
(ii) x¯k − xk  3ε| lnε| if xk  0, where x˜k and x¯k are defined in Lemma 4.7.
Proof. We only prove the case (i). The case (ii) can be proved similarly. Let Zε(t) =
zε(xk+1 + εt). Then Zε satisfies
Z¨ε = 1− 2bε2 −Z2ε + b2
(
1− x2k+1 − 2xk+1εt − ε2t2
)2
,
Zε(0)= zε(xk+1), Z˙ε(0)= 0.
Let p(t)= pε(t) :=Zε −Z−(xk+1) and a =−Z−(xk+1). It follows that
p¨ = 2ap− p2 − g(t), (4.14)
where
g(t)= b2[2(1− x2k+1)(2xk+1εt + ε2t2)− (2xk+1εt + ε2t2)2].
Define T5 = (xk − xk+1)/ε and T5 < T4 < T3 < T2 < T1 < 0 such that p(T1) = 14 and
p˙(T1) < 0, p˙(T2)= 0, p(T3)= 14 and p˙(T3) > 0, and p(T4)= p(0). It follows from Lem-
ma 4.2 that p > 0 on (T5,0). Also p(T2) >
√
1− 2bε2 + b2 and so T1 and T3 are well
defined. Since
zε(xk+1 + εT3)=Z−(xk+1 + εT3)+ 14 < 0,
we obtain from Lemma 4.7 that T3 −T5  6ε| lnε|. Clearly, limε→0 |T1| =∞. We will use
the following two claims to show
|T1|< 2| lnε|. (4.15)
Once this is done, since T1−T3 = O(1), we have |T3|< 3| lnε| and so |x˜k−xk+1|< εT3 <
3ε| lnε|, which shows (i).
Claim 1. There is a constant C1 > 0 such that if ε is sufficiently small, then
p(0)C1
√
ε2|t¯| + ε|xk+1| (4.16)
for some t¯ < T1.
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Proof of Claim 1. Let E = (p˙)2 − 2ap2 + 32p3. We have E˙ =−2g(t)p˙, and so E˙ < 0 on
(T5, T2) and E˙ > 0 on (T2,0). Since p(0)→ 0 and p(T5)→ 0 as ε→ 0, it follows that
E(0) < 0 and E(T5) < 0, and so E < 0 on (T5,0).
Let t+ = t+(p) and t− = t−(p) be the inverse functions of p = p(t) on [T2,0] and
[T5, T2], respectively. Then
E(T5)−E(0)=−2
T5∫
0
g(t)p˙ dt =−2
( T2∫
0
+
T5∫
T2
)
g(t)p˙ dt
=−2
p(T2)∫
p(0)
g(t+) dp+ 2
p(T2)∫
p(T5)
g(t−) dp
= 2
p(T2)∫
p(0)
[
g(t−)− g(t+)
]
dp+ 2
p(T4)∫
p(T5)
g(t−) dp
 2
p(T2)∫
p(0)
[
g(t−)− g(t+)
]
dp 2
1/2∫
1/4
[
g(t−)− g(t+)
]
dp
= 1
2
(
g
(
t−(p¯)
)− g(t+(p¯)))= 12g′(t¯ )
(
t−(p¯)− t+(p¯)
)
C2
∣∣g′(t¯ )∣∣
where p¯ ∈ ( 14 , 12 ), t¯ ∈ (t−(p¯), t+(p¯)), and C2 > 0 is a constant independent of ε such
that t+(p¯)− t−(p¯) t+( 12 )− t−( 12 ) C2 if ε is sufficiently small. Since t¯ < t+(p¯) < T1
and T1 → −∞ as ε → 0, it follows that |t¯| → ∞ as ε → 0. Since xk+1 → 0, |εt| 
|x| + |xk+1| → 0 as ε→ 0, and
g′(t)= 4b2ε(xk+1 + εt)
[
1− x2k+1 − xk+1εt − ε2t2
]
,
we obtain for sufficiently small ε, g′(t) < 0 on [T5,0], and∣∣g′(t¯ )∣∣ 2b2∣∣εxk+1 + ε2t¯∣∣= 2b2(ε|xk+1| + ε2|t¯|).
Hence, for sufficiently small ε, we have
E(T5)−E(0) 2b2C2
(
ε2|t¯| + ε|xk+1|
)
.
Then using p(0) > p(T5) > 0, limε→0 p(0) = limε p(T5) = 0, a 
√
2+ b2 if ε is small
enough, and
E(T5)−E(0)=
(
p(0)− p(T5)
)
×
[
2a
(
p(T5)+ p(0)
)− 2
3
(
p2(T5)+ p(0)p(T5)+p2(0)
)]
,
we obtain E(T5)−E(0) 2
√
2+ b2 (p2(0)− p2(T5)). Therefore,
2
√
2+ b2 (p2(0)− p2(T5)) 2b2C2(ε2|t¯| + ε|xk+1|),
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and hence
p(0)
√
b2C2√
2+ b2
√
ε2|t¯| + ε|xk+1| =:C1
√
ε2|t¯ | + ε|xk+1|.
This shows Claim 1. ✷
Claim 2. Let T = max{T1,2 lnε}. If ε is sufficiently small, then on [T ,0],
p˙ =−
√
E(0)+ 2ap2 − 2
3
p3
(
1+ o(√ε(| lnε|)3/2)). (4.17)
Proof of Claim 2. On [T ,0), since E˙ > 0, we have E(t) < E(0) and E(0) + 2ap2 −
2
3p
3 > 0. Hence we can write
p˙ =−
√
E(0)+ 2ap2 − 2
3
p3
√
1+ E −E(0)
E(0)+ 2ap2 − 23p3
. (4.18)
Since for sufficiently small ε,
3
2
(
p2 +pp(0)+ p2(0)) p2 +p2(0) 1
4
(
p+ p(0))
on [T ,0] and 2a − 14 > 1, it follows that
E(0)+ 2ap2 − 2
3
p3 = (p− p(0))[2a(p+ p(0))− (p2 + pp(0)+ p2(0))]
>p2 − p2(0). (4.19)
Further, on [T ,0] we have g(t) 2b2ε(|xk+1||t| + εt2) and
∣∣E(t)−E(0)∣∣ 2
0∫
t
g(s)p˙ ds  2g(t)
(
p(t)− p(0)).
Therefore, using (4.16) we get on [T ,0], as ε→ 0,
|E(t)−E(0)|
E(0)+ 2ap− 23p3
 2g(t)(p(t)− p(0))
p2(t)− p2(0) 
g(t)
p(0)
 2b
2ε(|xk+1||t| + εt2)
C1
√
ε2|t¯ | + ε|xk+1|
 2b
2
C1
(√|xk+1|√ε |t| + εt2√
t¯
)
= o(√ε |t|3/2 + ε|t|)= o(√ε(| lnε|)3/2),
which together with (4.18) yields (4.17). This show the claim 2. ✷
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Thus, by (4.17), (4.19) and p(0) > ε (which follows from (4.16)), we obtain for suf-
ficiently small ε,
|T | = (1+ o(√ε(| lnε|)3/2))
p(T )∫
p(0)
dp√
E(0)+ 2ap2 − 23p3
< 2
1/4∫
p(0)
dp√
p2 − p2(0) < 2 ln
1
2p(0)
< 2| lnε|.
Then, by the definition of T we have T = T1, which implies that (4.15) holds. This
completes the proof of the lemma. ✷
Proof of Theorem 4.1. The first assertion of (i) in Theorem 4.1 follows easily from
Lemmas 4.7 and 4.8 by taking M = 9nε| lnε|. The rest of (i) and (ii) follows from the
phase plane arguments as used in the proofs of Lemmas 4.3 and 4.4. (iii) of Theorem 4.1
follows from Lemma 4.1. This completes the proof of Theorem 4.1.
Proof of Theorem 4.2. Assume that Theorem 4.2 is false. Then there exist sequences εj
and xj ∈ (−1,1) such that if j →∞, then εj → 0, xj → σ for some σ ∈ (−1,1), and
zεj (x
j ) − Z−(σ ) → 0. Let x˜j > xj be the smallest value such that zεj (x˜j ) = 0. Since
(x˜j − xj )/ε →∞ as j →∞ and that each of other oscillations takes at least Cε long
for some constant C > 0 independent of ε, it follows that zj cannot have as many as K/ε
oscillations. This contradiction shows Theorem 4.2.
Finally, it is easy to see that Theorems 1.1 and 1.2 follow from Theorems 2.1, 3.1, 4.1
and 4.2.
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