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Abst rac t - -For  the neutral differential equation (x ( t )  - x ( t  - T) ) (n) + p( t )  x ( t  -- a )  = O, where n 
is an odd number, r :> 0, a E R, we give a complete classification of nonoscillatory solutions, and 
obtain conditions for the existence of each type of nonoscillatory solutions. (~) 2002 Elsevier Science 
Ltd. All r ights reserved. 
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1. INTRODUCTION 
The oscillatory behavior of solutions of neutral differential equations has been extensively studied 
in the literature since 1980. Numerous results have been obtained for the oscillation of the 
equation 
(x(t) - c(t)x(t  - v)) (n) +p(t )x ( t  - a) = 0 (1.1) 
and its variations; see [1-11] and their references. It is known that c(t) -- 1 is a critical case 
of (1.1). That is, the properties of solutions of (1.1) in the case c(t) > 1 are essentially different 
from those of the case 0 <_ c(t) < 1. For this critical case, sufficient conditions were found 
in [2,5,7,10] for the oscillation of equation (1.1) for the cases where n = 1 and n is an odd 
number, respectively; for the case where n = 1, the nonoscillation was investigated in [5]. More 
specifically, the nonoscillatory solutions were classified and conditions were obtained for each type 
of nonoscillatory solutions. However, for equation (1.1) with n > 1 and c(t) =- 1, very little is 
known so far for the nonoscillatory solutions. In this paper, we will give a complete classification 
of nonoscillatory solutions of equation (1.1) for the case where n is an odd number and c(t) =- 1, 
and find conditions for each type of nonoscillatory solutions to exist. When n = 1, our results 
cover those in [5] for nonoscillatory solutions. 
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of China. 
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To better present our work, we will state the main results in Section 2, and leave the proofs to 
Section 3 after some technical lemmas are established. 
2. MAIN  RESULTS 
Consider the equation 
(x(t) - x(t - r)) (=) +p(t )x ( t  - a) = O, (2.1) 
where n is an odd number, r > 0, a E R, and p E C(R+,R+).  Here N = ( -o0,  o0) and 
R+ = [0, oo). As usual, a nontrivial solution of equation (2.1) is said to be oscillatory if it has 
arbitrarily large zeros and nonoscillatory if it is eventually positive or eventually negative. 
DEFINITION 2.1. A nonoscillatory solution x(t), t e IT, o o), of equation (2.1)is said to be of 
type Ak, denoted by x E Ak, k E {0, . . . ,n},  if x(t) = at k + b(t), where a # 0 and b(t) is a 
bounded function on [T, oo). 
A nonoscillatory solution x(t), t e IT, oo), of equation (2.1) is said to be of type Bkj ,  denoted 
by x e Bkj ,  k E {1, . . . ,n} ,  l e {1, . . . ,k},  if x(t) = at k + b(t), where a 7 ~ 0 and b(t) = o(t ~) as 
t ---* oo. 
A nonoscillatory solution x(t), t E IT, oo), of equation (2.1) is said to be of type Ch, denoted 
by x E Ch for an odd number h E {1, 3 , . . . ,  n} if 
. z(t) x(t) 
lm -r---=. = o0 and lim = 0. (2.2) 
t---*oo t n - I  t-*oo 7 
Note that for k E {1,. . .  ,n}, Ak C Bk,1, and in general, Ak ~ Bk,1. 
First we state a result on the classification of nonoscillatory solutions of equation (2.1). 
THEOREM 2.1. Assume x(t) is a nonoscillatory solution of equation (2.1). Then x(t) is of one of 
the following types: Ak, k = 0 , . . . ,  n; Bk,z, k = 1, . . . ,  n, l = 1, . . . ,  k; and Ch, h = 1, 3 , . . . ,  n is 
odd. 
Then we present criteria for the existence of each type of nonoscillatory solutions. We give 
necessary and sufficient conditions for the existence of solutions of types Ak and Bk,l; we give a 
necessary condition and a sufficient condition for the existence of solutions of type Ch, leaving a 
small "gap" in between. 
THEOREM 2.2. For k E {0 . . . .  ,n}, equation (2.1) has a solution x E Ak if and only if 
o ° sn+kp( s) ds < oo. (2.3) 
EXAMPLE 2.1. Consider the differential equation 
(x(t) - x(t - 1))'" + p(t)x(t) = O, 
where p(t) = 6(4t 3 - 6t 2 + 4t - 1)t-4(t - 1)-4(t 2 - t - l )  -1. It is easy to see that condition (2.3) 
holds for n = 3 and k = 2. Hence, by Theorem 2.2, this equation has a solution x E A2. In fact, 
x(t) = t 2 - t -1 is a such solution. 
As an immediate consequence of Theorem 2.2, we have the following corollary. 
COROLLARY 2.1. Equation (2.1) has a bounded nonoscillatory solution x(t), i.e., x E Ao, if and 
only if 
o ° snp(s) ds < 00.  
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THEOREM 2.3. For k E {1 . . . .  , n} and l E {1, . . . ,  k}, equation (2.1) has a solution x E Bk,l if 
and only if 
fo ° sn+k-tp(s) ds < (2.4) oo. 
The following are immediate consequences of Theorems 2.2 and 2.3. 
COROLLARY 2.2. For k E {1, . . . ,n}  and 1 E {2 . . . . .  k}, equation (2.1) has a solution x E 
Bk,l \ Bk,l-1 if and only if (2.4) holds and 
~0 °° sn+k-l+lp(s) ds = ~.  
COROLLARY 2.3. For k E {1, . . . ,  n}, equation (2.1) has a solution x E Bk,1 \ Ak i f  and only if 
/o /o sn+k-lp(s) ds < co and sn+kp(s) ds = c~. 
THEOREM 2.4. Assume equation (2.1) has a solution x E Ch for h E {1, 3 . . . .  , n}. Then 
I // ~ s~- lp(s)  ds < o~ and snp(s) ds = e~. (2.5) 
EXAMPLE 2.2. Consider the differential equation 
2 
(x(t) - x(t - 1))"  + t3(t _ 1)lnt x(t) = O. 
Here p(t) = 2(t3(t - 1)lnt) -1. We see that x(t) = t 2 lnt  is a C3-solution of the equation. By 
Theorem 2.4, (2.5) should be satisfied for n = 3. In fact, this can be easily verified. 
THEOREM 2.5. Let h be odd and h E {1, 3 , . . . ,  n}. Assume there exist T > 0 and a E (h - 1, h) 
such that 
1 su {ro z /; } ( t - - s )h - lds  (r -- s)n-hrap(r)  dr < 1 (2.6) 
~(h - 1)! (n  - h)! ,>r  
MT :~- 
and 
Jo ° = oo. (2.7) snp(s) ds 
Then equation (2.1) has a solution x E Ci for some odd number i E {1, 3 , . . . ,  h}. 
COROLLARY 2.4. Assume that there exists a E (0, 1) such that 
lim tn+lp(t) < -a (a  - 1) . . .  (a - n)~- (2.8) 
t--*OO 
and (2.7) hold. Then equation (2.1) has a solution x E C1. 
The example below shows that the conditions in Theorem 2.5 are feasible. 
EXAMPLE 2.3. Let a = 1/2. Consider equation (2.1) with p = ct -(n+l) where c E (0 , -a (a  - 
1) . . .  (a - n)r) .  Then it is easy to see that (2.7) and (2.8) hold. By Corollary 2.4, equation (2.1) 
has a solution x E C1. 
REMARK. When n = 1, from Theorem 2.1, all the nonoscillatory solutions of equation (2.1) are 
classified into the following four types: A0, A1, B1,1, and C1. For this case, the above results cover 
the theorem in [11] for bounded nonoscillatory solutions and all results in [5] for nonoscillatory 
solutions. 
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3. PROOFS 
First, we state a basic result for nonoscillatory solutions of equation (2.1) which is needed in 
the proofs. 
LEMMA 3.1. (See [3, Lemmas 5.1.1 and 5.1.4].) Assume x(t) is an eventually positive solution 
of equation (2.1). Define 
z(t) = x(t) - x(t - r). (3.1) 
Then z(t) > 0 eventually and there exist an even number k • {0 , . . . ,n -  1} and a T > 0 such 
that for t > T 
z (0 ( t )>0,  i=0 , . . . , k ;  and ( -1 ) i z (0 ( t )>0,  i=k+l , . . . ,n .  (3.2) 
As a consequence, for k = O, l imt-. .~z(t) = lo • [0, co); for k > 1, one of the following holds: 
hm z(k)(t) = lk • (0, co), lim z(k-1)(t) = co; (3.3) 
t--*OO t--*Oo 
lim z(k)(t) = O, lim z(k-U(t) = Ik-1 • (O, co); (3.4) 
t--*OO $---*00 
lim z(k)(t) = O, lim Z(k-1)(t) = CO. (3.5) 
t---*OO t---~ OO 
PROOF OF THEOREM 2.1. Assume x(t) is a positive solution of (2.1) and define z(t) by (3.1). 
Let k be given in Lemma 3.1. By Lemma 3.1, we have the following. 
(i) Assume k = 0 and T is so large that z(t) > 0 and z'(t) < 0 for t > T - r. We define 
m = min{x(t) :  t 6 [T - r, T]} and M = max{x(t ) :  t • [T - r, TI}. 
Then for t e [T ,T+ r], from (3.1), we have that 
x(t) z(t) + x(t - r) >_ 1 f i t+, = - z (s )  ds  + m 
r Jr 
and lff x(t) < 7 z(s) ds + M. 
--7" 
By induction, for any integer j and t q [T + j r ,  T + (j + 1)r], we have 
1 ft+r 
x(t) > - z(s) ds + m 
1" J r - j r  
and 
f 1 
z(t) <- - I z(s) ds + M.  
r Jt-( j+l)r 
and 
Hence, for t • [T, co), 
z(t) >_ 1 [ :  - z (s )  ds  + m 
r JT+r 
f ,  1 
x(t) < I - z (s )  ds  + M.  
r JT - r  
When l0 > 0, either x(t) 6 A1 or x(t) • BI,1; when lo = 0, either x(t) 6 -40 or x(t) 6 C1. 
(ii) Assume k > 1 and T is so large that z(t) > 0 and z'(t) > 0 for t ~ T - v. Then for the 
case of (3.3) and (3.4), 
z(t) = he  s! + o ie)  (3.6) 
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where s = k and s = k - 1, respectively. Similar to (i), we can show that, for t • IT, oo), 
1 F' 
x(t) >_ I - z ( s )  ds  + m 
T JT 
Then, from (3.6), we know 
and x(t) <_ 1 f [ t+r  - z ( s )  ds  + M.  (3.7) 
T JT  
• (t)= L, t '+ '+o( t  '+1) 
r(s + 1)! 
This implies that either x(t) • As+l or x(t) • Bs+l,s+l. For the case of (3.5), we have 
z ( t )  
lim ~ = O. lim ~ = oo and 
t--*oo t ~-~ t--*cv t ~ 
This together with (3.7) implies that (2.2) holds for h = k + 1, and hence, x(t) • Ck+l. | 
To characterize all the types of nonoscillatory solutions of (2.1), we need the auxiliary equation 
(y ( t )  - y ( t  - ~-))(") + p( t )  (y ( t  - ,~) + ~( t  - ,~)k) = o, (3.8) 
where a e R, k E {0,. . .  ,n}. It is easy to see that x(t) = at k +b(t) is a solution of equation (2.1) 
if and only if b(t) is a solution of (3.8). This allows us to classify the nonoscillatory solutions of 
equation (2.1) based on the solutions of equation (3.8). 
LEMMA 3.2. Let x(t) = at k + b(t), t >_ T, be a nonoscillatory solution of  (2.1), where a 6 R, 
k • {0 , . . . ,n} ,  and b(t) = o(t l) for I • {1, . . . ,k}.  
(i) Assume I = 1. Then for any j 6 N, 
- -  (s - T - i ' r)n- lx(s - a)p(s) ds. b (T+j r )=b(T)+(n  1)! _ +it (3.9) 
(ii) Assume I e {2, . . . ,  k}. Then for any j E N, 
( -1)  n-l 
b(T + j r )  = O (j l-2) + 
(n  - l)! q - 2)! 
× (T + iT -- r / -2  dr (s - r )n- lx(s - a)p(s) ds. 
i=1  J T  
(3.10) 
PROOF. Let O(t) = b(t) - b(t - r). Note that b(t) is a solution of (3.8), and #(i)(t) is eventually 
monotone for i = 0 , . . . ,n .  Let limt--.ooS(i)(t) := #i, i = 0 . . . . .  n. We claim that 0i = 0 for 
i = l - 1 . . . . .  n. For otherwise, 01-1 # 0. Hence, 
lim b(T + jT) O(T + j r )  O(T + iT) 
j-~oo jl = lim -- lim 
= lim Tt-- Io( I - -1)(T+jT)= lim Tl-18l-1 
j-~oo l! j-*oo l! 
- - # 0 ,  
contradicting the fact that b(t) = o(tt). Integrating (3.8) (n - l + 1)-times from t to oo, we have 
that 
(_11~_~ fro 8q-1)(t) - -~- - .  (s - t )n-tx(s - a)p(s) ds. (3.11) 
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(i) For l = 1, (3.11) becomes 
1 (s - t )n - lx (s  - a)p(s) ds, O(t) - (n - 1)! 
i.e., 
/: 1 (s - tF - l z ( s  - ~)p(s)as. (3.12) b(t) = bit - r) + (n - 1)-------~. 
Use (3.12) inductively for t = T + T, T + 2T,..., T + jT, and adding them together, we 
obtain (3.9). 
(ii) For l E {2,. . . ,  k}, by integrating (3.11) (l - 1)-times from T to t, we have 
O(t) = O (t t-2) + (n _/--~.1 (/--- 2)! (t - r) t - '  dr (s - r )n - tx (s  - a)p(s) ds, 
i.e., 
b(t) = b( t - r )  +0  (t ~-2) + (~-~7= 2)! ( t - r )~-2ar  (s-r: -%(8-o)p(s)ds. (3.13) 
Using (3.13) inductively for t = T + r, T + 2T , . . . ,  T + j r ,  and adding them together, we 
obtain (3.10). | 
LEMMA 3.3. Let  l E N0 and f ( t )  be a continuous function and f ( t )  > 0 on [to, c~) for to _> 0. 
Then the following statements  are equivalent: 
oo  oo  (i) Y~i=o fto+~v( s - to - i v ) I f ( s )  ds < oo; 
(ii) f t7  s t+I f (s )  ds < c~. 
PROOF. Note that each of (i) and (ii) implies that f t~  s t f (s )  ds < oo. We first show that (i) is 
equivalent to 
(iii) ft°~ dt f t~(s  - t ) t f ( s )ds  < oo. 
In fact, since 
fro dt S ( s - t ) t f ( s )ds= dt f t °° (s  - t )~f(s)ds ,  
i=0  J to+iv  
we have 
[s - to - (i + 1)T] / f ( s )  ds <_ - dt (s - t ) t f ( s )  ds 
= +( i+ l )v  T 
< E Is - to - ir] l f ( s )  ds. 
i=0  + iv  
Thus, (i) holds if and only if (iii) holds. By a direct computation, we see that 
f t ?  f t  c~ 1 f t  ? dt (s - t )Zf(s)  ds = ~ (s - to )Z+l f (s )  ds. 
Thus, (ii) holds if and only if (iii) holds. | 
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LEMMA 3.4. Assume (2.3) holds. Then t'or a = 1, equation (3.8) has a bounded positive solution. 
PROOF. Note from Lemma 3.3 that (2.3) means that 
K := (s - iT)n+k-lp(s) ds < co. 
~0 ~T 
Let T be so large that (T - a) k >_ K. Let 
(n--F).l_f ( s - t )n - l ( s -a )kp(s )ds '  t >_ T, 
H(t) = ( t -  T+r )  T -  T < t < T, 
O, t <T-T .  
Clearly, H E C( R, R+ ), and limt--,oo H ( t ) = O. Define 
oo 
y(t) = ~ H(t - iT), t > T. 
i=0 
Then for any t _> T, 
2 ~ ~T: , r (s -  T -  iv)'~+k-lp(s) ds <_ K. 
y(t)  < (n 1)-----'--3 ~=0 
Hence, y E C([T, co), R+), and y(t) is bounded. It is easy to see that 
y(t) - y(t - r) = g(t). 
Define a set of functions X and an operator 8 on X by 
X = {x e C[T, co): 0 <_ x(t) <_ y(t) for t e IT, co)} 
and 
{ (n -1 c¢1) ,  J t  x( t - -T )+ [ (s--t)  '~ - I (x (s -a )+(s -a )  k) p(s)ds, t>_T1, 
(Sx) ( t )  = t (Sx)(T1)~(t )  . . . .  / .  t "~ 
where T1 = T + max{T, a}. For any x e X, from (3.15), we see that for t _> T1, 
F 2 (8 -- t )n - - l (8  -- cr)kp(8) ds o < (sz ) ( t )  < y(t  - T) + (n - 1)-----T 
<_ g(t - v) + g(t)  = y(t), 
and hence, 0 <_ (,Sx)(t) < y(t) on IT, co). This shows that SX C X. 
{x~(t)}~°__0 C X as follows: 
x0(t) = y(t), t > T, 
xj(t)=(Sx~_l)(t) ,  t>_T, j = 1,2,. . . .  
By induction, we see that 
y(t) >_ xo(t) >_ xl(t) >_ .-. _ xj(t) > . . .  >_ O, t >_ T. 
(3.14) 
(3.15) 
Define a sequence 
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Then there exists u • X such that limj-.oo xj(t) = u(t), t > T. Hence, Su = u, i.e., u is a 
solution of (3.8) with a = 1. It is easy to see that u(t) > 0 for t _> T, and u is bounded since y is 
bounded. II 
PROOF OF THEOREM 2.2. Assume (2.3) holds. By Lemma 3.4, equation (3.8) has a bounded 
positive solution u(t). Then x(t) = t k + u(t) is an Ak-solution of i2.1). 
Assume i2.1) has an Ak-solution x(t) = at k + b(t), t > T, where a ~ 0, and bit ) is bounded. 
By Lemma 3.2(i), 
~of?+ (s -T - iT )~- l ( s -a )kp(s )ds<co '= i~ 
This implies that =E sn+k-lp(s) ds < co. 
i=0 +i t  
From Lemma 3.3, we see that (2.3) holds. II 
LEMMA 3.5. Assume (2.4) holds with 1 < 1 < k < n. Then/'or a = 1, equation (3.8) has a 
positive solution u( t ) satisfying u( t ) = o( tt). 
PROOF. Without loss of generality, we only give a proof for the case where l > 2 and n - l is 
even. The cases where either l = 1 or n - l is odd can be similarly proved. 
Let T be so large that fT  sn+k-tP(s) ds < 1. Let 
2 t 
(n - l ) !  ( l -  2)! /T  
Hi t )  (t - T + v) H~I'),'- 
O, 
Clearly, H • C(R, R+ ). Define 
fr ° 
(t - r) t-2 dr (s - r)n-tskp(s) ds, t _>T, 
T-T<_t <T, 
t<T- r .  
OO 
y(t) = E H(t - iv), t > T. 
i=O 
Then y E C([T, co), R+), y satisfies (3.14). Note that for fixed j • N and t • [T+ ( j -  1)v, T+jr] ,  
we have H(t - (j + 1)~-) = 0, and hence, y(t) = ~=o H(t - iv). Let t~ • [T + (j - 1)r, T + j r ]  
be such that yit) / t  I attains the maximum at t~ on [T + (j - 1) r ,T  + j r ] .  From (2.4), 
1 J rt; foo  
lim y(t ; )  lim i~._oJT ( t - r ) l -2dr  Jr i s - r ln -ZskP is lds  
1 J rT+i r  / c~ 
-< jli~moo r -~ ~ JT (t - r) ' -2 dr Jr (s - r)n-tskp(s)ds 
/+ ff = lira Tlljt_ 1 ( t -- r) h-2 dr is - r)n-lskpis) ds j -+ oo  J T 
_ iz - 2 ) !  l i ra  - [oo  (s  - T - yr) - skp(s) 
Ttl! • 3 "+~oo JT+jv  
< (l - 2)[ sn+k-tp(s) ds = O. 
- r t l l  . 3 oo  JT+jv  
This means that l imt-+~ y(t)/t  z = 0, i.e., y(t) = o(t z) as t --+ co. Define a set of functions X and 
an operator S on X by 
X = {x E C[T, co):  0 _< x(t) <_ y(t) for t e [T, co)} 
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and 
1 f t  fco 
z( t  - ~) + (n - t)! (t - 2)! _./T (t - r) '-2 drJr  (s - r) "-~ 
($x)(t)  = x (x(s - a) + (s - a) k) p(s) ds, 
t (Sx)(Tl)y(t)  . . . .  i'. t '~ 
t>  T~, 
t • [T, T1], 
where T1 = T + max{r,a}.  Clearly, 3X C X .  Define a sequence {xj(t)}~°=o C X as follows: 
zo(t)  = y(t),  t > T, 
xj(t)=(SXj_l)(t), t>_T, j = 1 ,2 , . . . .  
In the same way as in the proof of Lemma 3.4, we see that 
y(t) >_ zo(t)  >_ z l ( t )  >_. . .  >_ z j ( t )  >_. . .  >_ o, t >_ T. 
Then there exists u E X such that limj_.co xj(t) = u(t), t _> T. Hence, Su = u, i.e., u is a 
solution of (3.8) with a = 1. It is easy to see that u(t) > 0 for t _ T and u(t) = o(tt). | 
PROOF OF THEOREM 2.3. Assume (2.4) holds. By Lemma 3.5, (3.8) with a = 1 has a solu- 
tion u(t) satisfying that u(t) = o(tl). Then x(t) = t k + u(t) is a Bk,t-solution of (2.1). 
Assume (2.1) has a Bk,t-solution x(t) = at k -b b(t), t > T, where a ~ O, b(t) = o(tl). By 
Lemma 3.2, (3.9) and (3.10) hold for I = 1 and I > 1, respectively. Note that x(t) ~ t k as t --* oo. 
When 1 = 1, from (3.9) 
0 = lim b(T + jr) 
~--.co j 
---- lim - 1 £ f ?  (s - T - i r )n - l (s  - a)kp(s)ds 
j-*co (n 1)!j i=1 +it 
/( = lira _1 ( s_T_ j r )~_ l ( s_a)kp(s )ds .  
j-.co (n 1)! +jr 
This implies that (2.4) holds. When l > 1, from (3.10), 
0 = lim b(T+j r )  
j_.co jt 
-- lim ( -1)n- t  
j-.co (n - l)! (l - 2 ) ! f  
~ /T+ir /co 
(T + iT -- r) l-2 dr (s - r)n- l (s - a)kp(s) as 
i=1 T 
= lim (T+j r - r ) l -2dr  (s - - r ) '~- l (s - -a )kp(s )ds  
j--.co (n - l)! (l - 2)! l j  t-1 JT 
( -1) n-t 
.lim fco (s - T -  j r )n-tskp(s)  ds. 
-- (n -/--~.1 ( / - -2)! / !  3--*coJT+j r 
This implies that (2.4) holds. | 
PROOF OF THEOREM 2.4. Assume x(t) is a Ch-solution of (2.1) for an odd number h E 
t 
{1,3 , . . . ,n} .  Let y(t) = f t - r  x(s)ds and q(t) = (x ( t -  a)/y(t))p(t).  Then equation (2.1) be- 
comes 
y(n+l ) ( t )  2r- q(t)y(t) = O. (3.16) 
It is easy to prove that y(t) has the following properties: 
lim Yt(~ --- O, 
t--'-+co 
lim y(t) 
t-*co ~ = (30, 
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y(h+l)(t) < 0 and y(h)(t) > O. 
From this we can show that y(t) /t  h is nonincreasing and y(t)/t  h-I is nondecreasing eventually. 
In fact, for sufficiently large t, (ty' - hy) (h) -- ty (h+l) < 0. This implies that ty' - hy is eventually 
monotone and hence of a fixed sign. If ty' - hy ~ 0 for t > T, then y(t) ~ (y(T) /Th)t  h, t ~ T, 
contradicting that limt--.oo y(t) /t  h = O. Therefore, ty' - hy ~ 0 eventually, so (y(t)/th) ' ~ 0 
eventually. This means that y(t) /t  h is eventually nonincreasing. In a similar way, we can show 
that y(t) /t  h-1 is eventually nondecreasing. By the definition of q(t), we know 
f0 f0 sap(s) ds = c~ if and only if sa q( s ) ds = oo. 
Assume that fo  snq(s) ds < c~. Then for any e > 0, there exists T > 0 such that fT  snq(s) ds < e. 
Integrating (3.16) (n - h + 1)-times from t to c~, we obtain that 
1 (s - t)a-hq(s)y(s) ds. Y(h)(t) = (n - h)! (3.17) 
Hence, 
y(t) = 0 (t h- : )  + (n - h)!(h - 1)! (t - s) h-1 (r - s)n-hq(r)y(r)drds 
~ o(y(t)) -k (n - h)!(h - 1)! + (t - s)h- l ra-hq(r)y(r)dsdr 
1 
= o(y(t)) + 
(n - h)!h! 
x (~°° ( t -T )hra -hq( r )y ( r )d r+ jfT t ( ( t - -T )h - - ( t - - r )  h) ra -hq(r )y( r )dr ) .  
(3.18) 
Since y(s)/s h is nonincreasing, y(t)/t  h ~ y(r)/r  h for t > r. Thus, for t _~ T, 
(t - T)hrn-hq(r)y(r) dr ~ t h ra-hq(r)y(r) dr ~ y(t) raq(r) dr < ey(t). 
Since y(s)/s h-1 is nondecreasing, we know that, for t > T and M = Eih=: C~, 
A ((t - T) h - (t - r) h) ra-hq(r)y(r) dr ~ M t h- lrrn-hq(r)y(r) dr 
/; <_ My(t)  r~q(r) dr < ey(t). 
Therefore, (3.18) means that 
y(t) < o(y(t)) + 2Mey(t). 
This leads to a contradiction, and shows that fo  saP(s) ds = oo. From (3.17), we see that, for 
sufficiently large t, 
1 (s - t)a-hsh-lq(s) ds. Y(h)(t)~--(n h)---------~. 
This means that fo  sn-:P(s) ds < oo and concludes the proof. | 
To prove Theorem 2.5, we need the following lemmas. 
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LEMMA 3.6. (See [7, Theorem 3.1].) Assume the equation 
y(~+l)(t) + ~-~y(t) = o (3.19) 
has a positive solution y(t). Then equation (2.1) has a positive solution x(t) with x(t) < y(t). 
LEMMA 3.7. Let h be odd and h E {1, 3, . . . ,  n}. Assume that there exist T > 0 and a E (h - l ,  h) 
such that (2.6) holds. Then equation (3.19) has a solution y(t) satisfying y(t) < t a, t >_ T. 
PROOF. Choose To _> T such that t -a < 1 - i T  for t E [To, oo). Noting that MTo ~_ iT  ( 1, 
we have t -a + MTo < 1 for t E [To, oo). Let X be the Banach space of bounded and continuous 
functions defined on [To, oo) with the sup-norm, and 12 be the subspace of X defined by 
~={xex:0<x( t )  <_ 1, t>_To}. 
We define a mapping $ on ~ by 
1 
Sx(t)  = V + 
1 /: /? 
v(h - 1)! (n - h)! t a (t - s) h-1 ds (r - s)n-hrav(r)x(r) dr. 
It is easy to see that under (2.6), tf~ C ~2 and $ is a contraction on f~. By the contraction 
mapping theorem, S has a fixed point x E f~ and 0 < x(t) <_ 1 on IT, c¢). Let y(t) = tax(t). 
Then 
y(t) -- 1 + ~-(h - 1)! (n - h)! (t - s) h-1 ds (r - s)n-hp(r)y(r) dr. 
Hence, y(t) is a positive solution of (3.19) and y(t) < t a, t > T. | 
PROOF OF THEOaEM 2.5. By Lemma 3.7, we know that (2.5) implies that (3.15) has a so- 
lution y(t) satisfying 0 < y(t) <_ t a. By Lemma 3.6, (2.1) has a solution x(t) satisfying 
0 < x(t) <_ t a. Note that (2.7) implies that neither (2.3) holds for k = 0 . . . .  ,n, nor (2.4) 
holds for k = 1, . . . ,n ;  l = 1, . . . ,k .  Thus, x ~ Ak, k = 0, . . . ,n ;  andx  ~ Bkj, k = 1, . . . ,n ,  
l = 1, . . . ,  k. Therefore, the conclusion follows from Theorem 2.1. | 
PROOF OF COROLLARY 2.4. From (2.8), there exist I > 1 and T1 >_ 1 such that, for t _> T1, we 
have that 
a(a -  1) . . . (a -  n)T 
p(t) < l t n+l 
Hence, for t _> T1, 
r(n _-11)! ta /; ds~°°( r - s )n - l rap( r )  dr 
~_ (~(a-  1)""  (a -  n)/i~n-:-_--~)w.-.~ a ds~OO(r - s )n - l ra -n - l  dr. 
Using L'Hopital's rule (n + 1)-times, we obtain that 
lim a(a -1) . - . (  -n ) / :  ~oo t--.oo ~n"--'~)i~ ~a ds (r - s)r~-lra-n-Xdr = 1 ~<1.  
Thus, there exists T > T1 such that (2.6) holds for h -- 1. Therefore, the conclusion follows from 
" Theorem 2.5. | 
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