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Abstract
In this thesis we consider a two-dimensional motion with a floating body
from a variational point of view. We consider an irrotational flow of an inviscid,
homogeneous and incompressible liquid of finite depth acted on by gravity and
surface tension. We look for 2R-periodic waves which propagate steadily with
phase velocity c from the left to the right without alteration of form. The rigid
body which will be a sphere throughout this thesis is assumed to move in the
same direction having the same speed. Since the wave profile of a steady wave
and the velocity potential are stationary with respect to a reference frame in uni-
form horizontal motion we can restrict ourselves to the time-independent case.
Moreover, a volume constraint is considered. We consider the energy functional
depending on the velocity potential, the surface of the fluid and the position of
the rigid body. Since we consider a floating body forces due to gravity acting on
the body and adhesion forces between fluid and body play a role. Therefore, the
energy functional consists of the kinetic energy of the fluid, the potential energy
of the fluid and the body and the energy due to adhesion and cohesion forces.
We assume the interface between fluid and air, and the interface between fluid
and rigid body respectively to be given non-parametrically and formulate the
problem of a steady motion with a floating body as an obstacle problem. We
begin with a brief introduction to the physical background of our model and
derive the energy functional which we will examine during the rest of this thesis
and give a precise statement of our problem. We proceed with the examination
of the static case when no kinetic energy is involved. We define the appropriate
function space in which we seek a minimizer and show existence in the static
case under certain assumptions. Furthermore, making use of the Isoperimet-
ric inequality we show that the contact set of a minimizer between fluid and
body consists of finitely many components. Here, the number of components
only depends on given constants. We compute the Euler-Lagrange equations
of the energy functional in the static case. In this context we can determine
the contact angles between fluid and solid. Moreover, we are able to verify the
classical principle of Archimedes when no surface tension force is present and
derive necessary conditions otherwise. Then we return to the full problem and
prove the existence of a minimizer by showing the lower-semicontinuity of the
energy functional. We show an integrability result for the velocity potential,
namely that its gradient is integrable up to a power strictly greater than 4.
iii
We apply a very general result of Mitrea and Mayboroda about the regularity
of the solution of the Neumann boundary problem in Lipschitz domains using
Besov scales. This integrability is used to show that the contact set still consists
of finitely many components. Moreover, a minimizer of our functional indeed
presents a weak solution of our problem meaning that it satisfies the boundary
conditions in a weak sense.
iv
Zusammenfassung
In der vorliegenden Arbeit untersuchen wir eine zweidimensionale Stro¨mung
mit einem schwimmenden Ko¨rper mit Hilfe variationeller Methoden. Wir be-
trachten eine wirbelfreie Stro¨mung einer nicht-viskosen, homogenen und inkom-
pressiblen Flu¨ssigkeit in einem endlichen Stro¨mungsgebiet unter dem Einfluss
der Schwerkraft und der Oberfla¨chenspannung. Dabei wollen wir die Existenz
von 2R-periodischen Wellen zeigen, die sich mit einer konstanten Wellenge-
schwindigkeit c von links nach rechts ausbreiten ohne ihre Form zu a¨ndern.
Der schwimmende Ko¨rper ist in dieser Arbeit immer ein Ball, der sich eben-
falls mit konstanter Geschwindigkeit c bewegt. Wir nehmen an, dass sowohl das
Wellenprofil, das als Graph einer Funktion gegeben sein soll, als auch das Ge-
schwindigkeitspotential, welches aufgrund der Wirbelfreiheit existiert, stationa¨r
bezu¨glich eines sich mitbewegenden Koordinatensystems sind, so dass wir uns
auf ein zeitunabha¨ngiges Problem zuru¨ckziehen ko¨nnen.
Wir betrachten das zugeho¨rige Energie-Funktional, welches aus der Kinetischen
und der Potentiellen Energie der Flu¨ssigkeit, der potentiellen Energie des Ko¨r-
pers, der Energie aufgrund der Oberfla¨chenspannungskra¨fte, bzw. der Adha¨si-
onskra¨fte am Ko¨rper besteht und vom Geschwindigkeitspotential, dem Wel-
lenprofil und der Lage des schwimmenden Ko¨rpers, charakterisiert durch den
Mittelpunkt, abha¨ngt. Daru¨ber hinaus nehmen wir an, dass das Volumen der
Flu¨ssigkeit konstant ist und formulieren das gegebene Problem als ein Hinder-
nisproblem.
Wir beginnen mit einem kurzen U¨berblick u¨ber den physikalischen Hintergrund
des Problems und leiten das Energie-Funktional her, welches wir dann untersu-
chen wollen. Zuna¨chst widmen wir uns dem Fall, dass keine Kinetische Energie
vorhanden ist, dies entspricht dem Statischen Fall. In einem geeigneten Raum
zeigen wir die Existenz eines Minimieres des Funktionals. Indem wir die Isope-
rimetrische Ungleichung benutzen, ko¨nnen wir zudem zeigen, dass die Kontakt-
menge, also die benetzte Fla¨che am Ko¨rper, aus endlich vielen Komponenten
besteht. Im na¨chsten Schritt berechnen wir dann die Euler-Lagrange Gleichun-
gen, welche uns u.a. die Kontaktwinkel zwischen Ko¨rper und Flu¨ssigkeit liefern.
Vernachla¨ssigen wir die Oberfla¨chenspannung ko¨nnen wir das Archimedische
Prinzip nachweisen. Wir benutzen unsere Ergebnisse im Statischen Fall, um
die Existenz eines Minimieres zu zeigen, wenn auch die Kinetische Energie der
Flu¨ssigkeit betrachtet wird. Um zu zeigen, dass die Kontaktmenge zwischen
v
Ko¨rper und Flu¨ssigkeit auch in diesem Fall aus endlichen vielen Komponenten
besteht, verwenden wir ein Integrabilita¨tsresultat von Mitrea und Mayboroda im
Zusammenhang mit dem Neunmann Problem in Lipschitz Gebieten und ko¨nnen
so das im Statischen Fall gezeigte Resultat u¨bertragen. Tatsa¨chlich ko¨nnen wir
zeigen, dass der Minimierer eine schwache Lo¨sung des zu untersuchenden Pro-
blems ist.
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Chapter 1
Introduction
In this thesis we consider a two-dimensional motion with a floating body
from a variational point of view. We consider an irrotational flow of an invis-
cid, homogeneous and incompressible liquid of finite depth acted on by gravity
and surface tension. We look for 2R-periodic waves which propagate steadily
with phase velocity c from the left to the right without alteration of form. The
rigid body which will be a sphere throughout this thesis is assumed to move in
the same direction having the same speed. Since the wave profile of a steady
wave and the velocity potential are stationary with respect to a reference frame
in uniform horizontal motion we can restrict ourselves to the time-independent
case. Moreover, a volume constraint is considered.
Regarding steady water waves, gravity waves or capillary-gravity waves, there
exists a vast literature. We refer to the classical work of Levi-Civita, c.f. [LC25],
who proved the existence of Stokes waves in 1925. In [Gro04] Groves gives a sur-
vey about results concerning steady water waves. The first works on variational
formulations for gravity waves are due to [Luk67] and [Gar65]. In [Joh49] a
description of the fundamental equations and boundary conditions for a motion
with floating bodies can be found. See also [TM05]. In [vvZ93] the authors state
a Lagrangian variation principles for wave-body interactions without taking into
account the surface tension and wetting energies. In [MT09] a variational for-
mulation for a horizontal floating circular cylinder, similar to our problem in
the static case, is introduced.
We consider the energy functional depending on the velocity potential, the
surface of the fluid and the position of the rigid body. Since we consider a float-
ing body forces due to gravity acting on the body and adhesion forces between
fluid and body play a role. Therefore, the energy functional consists of the ki-
netic energy of the fluid, the potential energy of the fluid and the body and the
energy due to adhesion and cohesion forces. We assume the interface between
fluid and air, and the interface between fluid and rigid body respectively to be
given non-parametrically and formulate the problem of a steady motion with a
floating body as an obstacle problem. Since we look for periodic water waves
we assume our model to be periodic which in fact means that the rigid body
consists of a union of identical balls.
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1 Introduction
The structure of this thesis is as follows: We begin with a brief introduction
to the physical background of our model. Then we derive the energy functional
which we will examine during the rest of this thesis and give a precise statement
of our problem. We proceed with the examination of the static case when no
kinetic energy is involved. We define the appropriate function space in which
we seek a minimizer and show existence in the static case under certain assump-
tions. Furthermore, making use of the Isoperimetric inequality we show that
the contact set between fluid and body consists of finitely many components.
We compute the Euler-Lagrange equations of the energy functional in the static
case. In this context we can determine the contact angles between fluid and solid.
Moreover, we are able to verify the classical principle of Archimedes when no
surface tension force is present and derive necessary conditions otherwise. Then
we return to the full problem and prove the existence of a minimizer by showing
the lower-semicontinuity of the energy functional. Chapter 5 is then devoted to
show an integrability result for the velocity potential applying a very general
result of Mitrea and Mayboroda, see [MM04], about regularity of the solution
of the Neumann boundary problem in Lipschitz domains. This integrability is
used to show that the contact set still consists of finitely many components.
Moreover, we show that a minimizer of our functional indeed presents a weak
solution of our problem meaning that it satisfies the boundary conditions in a
weak sense.
In Chapter 6 we discuss some problems which occurred during this thesis.
1.1 Physical Background
In this section we give a brief survey of the physical background of our
model. For an introduction to hydrodynamics and water waves we refer to
[LM76] and for the mathematical modelling to [TM05]. Since the motion is
supposed to be irrotational, we have curl V = ∂V1
∂y
− ∂V2
∂x
= 0 where V = (V1, V2)
denotes the velocity field. This property ensures the existence of a velocity
potential function Φ(x, y; t) from which the velocity field can be derived. Here
the potential function is defined as V = (V1, V2) = ∇Φ in the following, i.e.
V1 =
∂Φ
∂x
and V2 =
∂Φ
∂y
. Since we consider a periodic setting the velocity potential
satisfies the periodicity condition Φ(x + 2R, y; t) = Φ(x, y; t). The subscripts
Φx, Φxy always denote the partial derivative. The principle of continuity which
expresses the conversation of mass then takes the form
divV = ∆Φ = Φxx + Φyy = 0 (1.1)
in the domain which is occupied by the fluid. At a fixed boundary, the fluid
velocity is tangential to the boundary. Therefore, on the horizontal bottom,
{y = 0} we have
ν.∇Φ = − ∂
∂y
Φ = −Φy = 0 (1.2)
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where ν is the outer normal vector at the bottom. At the free surface two
boundary conditions arise: The kinematic boundary condition and the dynamic
boundary condition. The wave profile is given by {y = H(x; t)}. The functionH
is also 2R periodic in the first variable. Differentiating this equation y = H(x; t)
with respect to the time t yields the kinematic boundary condition
∂
∂t
H(x; t) +
∂
∂x
H(x; t)
∂
∂x
Φ(x, y; t)− ∂
∂y
Φ(x, y; t) = 0. (1.3)
Suppose that the water has density ρf and zero viscosity, that σ > 0 is the
coefficient of surface tension at the interface between gas and liquid and g > 0
represents the acceleration due to gravity. The density ρf is a constant since the
fluid is assumed to be incompressible. The dynamic boundary condition results
from Newton’s second law, the momentum equation in fluid dynamics and can
be written as
ρf
∂
∂t
Φ(x, y; t) +
1
2
ρf |∇Φ(x, y; t)|2 + ρfgH(x; t)− σ Hxx(x; t)√
1 +Hx(x; t)2
3 = const.
(1.4)
Now we turn our attention to the rigid body. In this thesis the floating body
is a rigid ball with radius r  R and centre x(t) = (x0(t), y0(t)). We denote
the ball by Br(x(t)). In fact, since we consider a periodic setting the rigid
body is also periodic in the sense that we consider balls with centres xK(t) =
(x0(t) + 2Rk, y0(t)), k ∈ Z, see Figure 1.1. The following properties hold for
-R x0(t) R x0(t) + 2R 3R
Figure 1.1: Periodicity
each of these balls. The density of the ball is denoted by ρb. At the interface
between solid and liquid, the wetted surface of the ball, adhesion forces are
taken into account. We denote by α the coefficient of interfacial tension at
the wetted surface. The coefficient α can be negative which indicates that the
3
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molecules of the liquid are attracted more by the molecules of the solid than by
their neighbours in the fluid. In this thesis we restrict ourselves to |α| ≤ σ for
technical reasons. The adhesion forces will determine the contact angle between
fluid and solid. We assume that the ball moves with constant velocity in positive
x-direction. Therefore, the velocity vector is given by
d
dt
x(t) =
(
d
dt
x0(t)
d
dt
y0(t)
)
=
(
c
0
)
. (1.5)
Moreover, we assume that the body does not rotate. Hence, the acceleration of
the body is zero such that the motion of the body is fully described by (1.5). At
the wetted surface the velocity potential has to satisfy the kinematic boundary
condition
ν.∇Φ = ν. d
dt
x(t) = ν.
(
c
0
)
(1.6)
where ν is the normal vector at the body pointing inwards. A steady wave is
a wave where the wave profile and the velocity potential have the special form
H(x; t) = h(x − ct) and Φ(x, y; t) = φ˜(x − ct, y), i.e. they are stationary with
respect to a reference frame in horizontal motion. We define z1 := x − ct and
z2 := y. Therefore,
∂
∂z1
= ∂
∂x
, ∂
∂z2
= ∂
∂y
and ∂
∂t
= ∂
∂z1
· ∂z1
∂t
= ∂
∂z1
· (−c) hold. With
respect to this reference frame the surface S is a stationary curve. We denote
the free surface by Sf and the wetted surface by Sw. Let Ω be the domain
which is occupied by the fluid. The relative velocity with respect to the moving
reference frame is VR := V − (c, 0). Therefore, we introduce the associated
velocity potential, the relative-velocity potential
φR(z1, z2) = φ˜(z1, z2)− cz1.
Using the special form of the wave and the coordinate transformation defined
above we can transform the equations (1.1)-(1.6): Then the equations (1.1) and
(1.2) stay the same with respect to the new coordinates, i.e.
∂2
∂x2
φ˜(x− ct, y) + ∂
2
∂y2
φ˜(x− ct, y) = ∂
2
∂z12
φ˜(z1, z2) +
∂2
∂z22
φ˜(z1, z2)
=
∂2
∂z12
(φR(z1, z2) + cz1) +
∂2
∂z22
(φR(z1, z2) + cz1) = ∆zφR(z1, z2) = 0
in Ω and
− ∂
∂y
φ˜(x− ct, y) = − ∂
∂z2
φ˜(z1, z2) = − ∂
∂z2
(φR(z1, z2) + cz1)
= − ∂
∂z2
φR(z1, z2) = 0 (1.7)
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at the bottom {z2 = 0}. Equation (1.3) gives way to
∂
∂z1
h(z1)
(
∂
∂z1
φ˜(z1, z2)− c
)
− ∂
∂z2
φ˜(z1, z2)
=
∂
∂z1
h(z1)
∂
∂z1
φR(z1, z2)− ∂
∂z2
φR(z1, z2) = 0 on Sf
whereas the equation (1.4) changes into
−cρf ∂
∂z1
φ˜(z1, z2) +
1
2
ρf |∇φ˜(z1, z2)|2 + ρfgh(z1)− σ hz1z1(z1)√
1 + hz1(z1)
2
3 = const
from which we infer
1
2
ρf |∇φR(z1, z2)|2 + ρfgh(z1)− σ hz1z1(z1)√
1 + hz1(z1)
2
3 = const (1.8)
on the free surface. The boundary condition at the body is transformed into
ν.∇zφR(z1, z2) = 0.
Relative to the reference frame the body is at rest, i.e.
d
dt
xR(t) =
(
0
0
)
.
We consider two different boundary conditions at the bottom. At first we ex-
change the kinematic boundary condition at the bottom (1.7) with Dirichlet
boundary data φR(z1, 0) = −cz1. The relative-velocity potential then satisfies
∆φR(z1, z2) = 0 in Ω,
φR(z1, 0) = −cz1 if z2 = 0,
ν.∇φR(z1, z2) = 0 on S,
φR(z1 + 2R, z2)− φR(z1, z2) = −2cR in Ω,
1
2
ρf |∇φR(z1, z2)|2 + ρfgh(z1)− σ hz1z1 (z1)√
1+hz1 (z1)
2
3 = const on Sf .
(1.9)
Instead of −cz1 we consider in the following a more general function G ∈ C∞(R)
which of course has to satisfy the condition G(z1+2R) = G(z1)−2cR. Imposing
an integral condition we are also able to consider the physical more relevant
Neumann boundary data − ∂
∂z2
φR(z1, 0) = 0 if z2 = 0.
1.2 The Energy Functional
In the following we omit the subscript R and write x, y instead of z1, z2. The
surface S of the fluid is a stationary curve given as a graph
S :=
{(
x
h(x)
)
: x ∈ R
}
,
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where h is a non-negative function h : R → R with periodicity constant 2R.
The region which is occupied by the fluid is then denoted by
Ω :=
{
(x, y) ∈ R2 : 0 < y < h(x)} .
Due to the periodicity of our problem we can pick out one period. We define
the rectangle D := (−R,R) × (0, d), d > 0 as reference domain. Moreover, we
denote the surface of the fluid in the reference domain by
Sh :=
{
(x, y) ∈ R2 : −R ≤ x ≤ R, y = h(x)} = S ∩D
and the domain occupied by the fluid by
Ωh :=
{
(x, y) ∈ R2 : −R < x < R, 0 < y < h(x)} = Ω ∩D.
Let the centre of the body be x = (x0, y0) in D. See Figure 1.2 for it. Then we
0 R
D
Br(x0, y0)
Sh
Ωh
-R
x
y
Figure 1.2: The floating body
define the contact set between solid and fluid in one period as
C :=
{
(x, y) ∈ D : (x, y) ∈ ∂Br(x0 + 2Rk, y0) ∩ Sh, k ∈ {0, 1,−1}
}
.
Its projection on the real line, the coincidence set, is denoted by
Cpi := {x ∈ [−R,R] : (x, h(x)) ∈ C} . (1.10)
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Since we consider forces due to tension between the interface of two different
media, the surface energy, the potential energy and the kinetic energy play a
role. The potential energy of an object is the energy which is stored in a physical
system due to its position or configuration in a gravitational field. It indicates
the capacity for doing work as a result of its position. Here we have to consider
the potential energy of the body and the potential energy of the fluid. We write
x for (x, y). The potential energy of the body in one period is given by:
ρb g
∫
Br(x0,y0)
y dx = ρb g
∫
B1(0)
(yr + y0) r
2 dx = ρb g
∫
B1(0)
y0 r
2 dx
=ρb g pir
2y0.
The potential energy of the fluid is given by:
ρf g
∫
Ωh
y dx = ρf g
R∫
−R
h(x)∫
0
y dx =
ρf
2
g
R∫
−R
h2(x) dx.
The surface energy due to cohesion and adhesion forces is proportional to the
length of the surface. It measures the work which is required to change the
surface per unit length. Therefore, at the free surface the energy is
σ
∫
Sh\C
1 dH1 = σ
∫
I
√
1 + h′(x)2 (1− χCpi(x)) dx,
where Hn denotes the n-dimensional Hausdorff-measure, χCpi denotes the char-
acteristic function of the coincidence set and I = (−R,R). The coefficient of
surface tension σ is positive. Otherwise the fluid and the gas would mix. The
energy due to the interaction between surface and body is the length of the
surface having contact with the body weighted by the adhesion coefficient α.
Therefore, we have
α
∫
C
1 dH1 = α
∫
I
√
1 + h′(x)2 χCpi(x) dx.
Finally, the kinetic energy of an object indicates the amount of work which is
needed to accelerate the object to its current velocity. The kinetic energy of the
fluid is given by
ρf
2
∫
Ωh
|∇φ(x)|2 dx.
Since the rigid body is at rest in our chosen reference frame its kinetic energy
is zero and can be neglected. Therefore, the total energy of our system is the
7
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sum of potential energy, surface energy and kinetic energy:
F(φ, h, x0, y0) = ρf
2
∫
Ωh
|∇φ(x)|2 dx + ρf
2
g
R∫
−R
h2(x) dx (1.11)
+ ρb g pir
2y0 + σ
∫
I
√
1 + h′(x)2 (1− χCpi(x)) dx
+ α
∫
I
√
1 + h′(x)2 χCpi(x) dx.
We assume that the volume of the fluid is constant. The volume V is given by
V :=
∫
Ωh
1 dx =
R∫
−R
h(x) dx.
In the following we concentrate on showing that the functional F possesses a
minimizer (φ, h, x0, y0) in an appropriate function space H. Therefore, our plan
is to
Find (φ∗, h∗, x∗0, y
∗
0) ∈ H such that
F(φ∗, h∗, x∗0, y∗0) = inf
(φ,h,x0,y0)∈H
F(φ, h, x0, y0). (1.12)
Before we turn our attention to problem (1.12) we examine the case that the
fluid is also at rest. Therefore, the kinetic energy of the fluid vanishes and we
are left with the abbreviated functional
E(h, x0, y0) = ρf
2
g
R∫
−R
h2(x) dx + ρb g pir
2y0
+ σ
∫
I
√
1 + h′(x)2 (1− χCpi(x)) dx
+ α
∫
I
√
1 + h′(x)2 χCpi(x) dx.
Thus, our agenda is to
Find (h∗, x∗0, y
∗
0) ∈ H˜ such that
E(h∗, x∗0, y∗0) = inf
(h,x0,y0)∈H˜
E(h, x0, y0). (1.13)
We will deal with the static case in Chapter 2 and 3.
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1.3 Preliminaries, Notation and Conventions
Let N denote the collection of all positive integers whereas Z denotes the
set of all integers, N0 = N ∪ {0}. Let Rn stand for the standard Euclidean
space equipped with scalar product x.y :=
n∑
i=1
xiyi and norm |x| :=
√
x.x if
x = (x1, · · · , xn) ∈ Rn and y = (y1, · · · , yn) ∈ Rn. The open ball centred at
z ∈ Rn with radius δ is denoted by Bδ(z) := {x ∈ Rn : |x− z| < δ}. Let E be a
measurable subset of Rn. Then |E| denotes the n-dimensional Lebesgue measure
of E and E denotes its closure and χE its characteristic function. Let Ω ⊂ Rn
be an open or compact set. We denote by C0(Ω, Y ) the space of continuous
functions on Ω with values in a Banach space Y , by Ck(Ω, Y ) the space of k times
continuously differentiable functions and write C∞(Ω, Y ) =
∞⋂
k=0
Ck(Ω, Y ). If the
functions are real valued we omit Y : C0(Ω) = C0(Ω,R). For Ω compact C0(Ω)
is a Banach space equipped with norm ‖f‖C0(Ω) := sup
x∈Ω
|f(x)|. Furthermore, we
define Ck0 (Ω, Y ) :=
{
f ∈ Ck(Ω, Y ) : supp f is a compact subset of Ω} where
the support of f is defined by supp f := {x ∈ Ω : f(x) 6= 0}. We also write
E ⊂⊂ B if E is compactly contained in the set B. Let I = (−R,R) be an open
interval. We then denote the space of Lipschitz continuous functions by
C0,1(I) :=
{
f ∈ C0(I) : sup
x1 6=x2∈I
|f(x1)− f(x2)|
|x1 − x2| <∞
}
where
‖f‖C0,1(I) = ‖f‖C0(I) + sup
x1 6=x2∈I
|f(x1)− f(x2)|
|x1 − x2| =: ‖f‖C0(I) + L.
By Rademacher’s Theorem, see [Eva98, Chapter 5.8., Theorem 6], a Lipschitz
continuous function f is differentiable almost everywhere and its derivative is
essentially bounded. Actually we have
‖f ′‖∞ := ess sup
x∈I
|f ′(x)| = L
where L is the Lipschitz constant. In the following we often use this notation
to indicate that the Lipschitz constant is uniformly bounded for a family of
functions in C0,1. We define
K := {f ∈ C0,1(I) : f(−R) = f(R)} . (1.14)
Note that we can extend a function f ∈ K easily to a 2R-periodic, Lipschitz
continuous function on R. Later on our surface function h will be in the class
K. In Chapter 2 and 3 we examine the static case. Then our setting is truly
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periodic. Observe that the relative velocity-potential is not periodic. In a
periodic situation as in the static case one usually identifies opposing edges and
consider functions on a cylinder. However, since we cannot do it so in the non-
static situation we do not follow the usual way. Nonetheless we use the periodic
extension to explain occurrences near the boundary.
Let Ω ⊂ Rn be open. We denote by Lp(Ω), 1 ≤ p ≤ ∞ the space of all Lebesgue
measurable real valued functions f satisfying ‖f‖Lp(Ω) <∞ where
‖f‖Lp(Ω) :=
∫
Ω
|f(x)|p dx
 1p , 1 ≤ p <∞
‖f‖∞ := ess sup
x∈Ω
|f(x)|.
We identify in Lp(Ω) functions that are equal almost everywhere in Ω. We
consider the classical Sobolev spaces on Rn and on domains Ω ⊂ Rn. Let
1 ≤ p <∞, m ∈ N then
Wm,p(Rn) :=
f ∈ Lp(Rn) : ‖f‖Wm,p(Rn) :=
 ∑
0≤|α|≤m
‖Dαf‖pLp(Rn)
 1p <∞

and
Wm,p(Ω) :=
f ∈ Lp(Ω) : ‖f‖Wm,p(Ω) :=
 ∑
0≤|α|≤m
‖Dαf‖pLp(Ω)
 1p <∞
 .
If p =∞ we have
Wm,∞(Rn) :=
f ∈ L∞(Rn) : ‖f‖Wm,∞(Rn) := ∑
0≤|α|≤m
‖Dαf‖L∞(Rn) <∞

on Rn and on domains likewise. We say a mapping ψ : Ω ⊂ Rn → Rn is
bi-Lipschitz continuous if there exists L <∞ such that
1
L
|x− y| ≤ |ψ(x)− ψ(y)| ≤ L|x− y| ∀ x, y ∈ Ω. (1.15)
Then ψ is injective in Ω and therefore bijective onto its image ψ(Ω) =: Ω˜. We
refer to [Alt99, Chapter 6, A6.2, p.242] for the following definition:
Definition 1.1 (Lipschitz-boundary). Let Ω ⊂ Rn be open and bounded. We
say that Ω has a Lipschitz-boundary and write Ω ∈ C0,1 if there exists a finite,
open covering U1, · · · , U l of ∂Ω such that ∂Ω∩U j, j = 1 · · · , l, is the graph of a
Lipschitz-continuous function and Ω ∪ U j lies on one side of the corresponding
Lipschitz graph.
10
1.3 Preliminaries, Notation and Conventions
More precisely there exists l ∈ N and for each j = 1, · · · , l there exists
an Euclidean coordinate system ej1, · · · , ejn in Rn, a reference point yj ∈ Rn−1,
numbers rj > 0 and hj > 0 and a Lipschitz-continuous function ψj : Rn−1 → R
such that
U j =
{
x ∈ Rn : |x′j − yj| < rj, |xjn − ψj(x′j)| < hj
}
where x′j = (xj1, · · · , xjn−1), x =
n∑
i=1
xjie
j
i . For x ∈ U j we have
xjn = ψ
j(x′j) ⇒ x ∈ ∂Ω
0 < xjn − ψj(x′j) < hj ⇒ x ∈ Ω
0 > xjn − ψj(x′j) > −hj ⇒ x /∈ Ω
and ∂Ω ⊂
l⋃
j=1
U j. We then add an open set U0 with U0 ⊂ Ω such that U0, · · · , U l
is a covering of Ω. Define a partition of unity η0, · · · , ηl on Ω with respect to
this covering, i.e. 0 ≤ ηj ≤ 1, ηj ∈ C∞0 (U j) and
l∑
j=0
ηj = 1 on Ω. We say
that f : ∂Ω → R is measurable (integrable) if and only if y 7→ ηjf(y, ψj(y)),
y ∈ Rn−1, |y − yj| < rj, is measurable (integrable) for each j = 1, · · · , l with
respect to the (n − 1)-dimensional Lebesgue measure and define the boundary
integral for f by∫
∂Ω
f dHn−1 :=
l∑
j=1
∫
∂Ω
ηjf dHn−1
=
l∑
j=1
∫
Rn−1
ηjf
(
n−1∑
j=1
yie
j
i + ψ
j(y)ejn
) √
1 + |∇ψj(y)|2 dLn−1(y).
Hence, the Lebesgue spaces for 1 ≤ p ≤ ∞ on the boundary of Ω are given by
Lp(∂Ω) :=
{
f : ∂Ω→ R : f is measurable and ‖f‖Lp(∂Ω) <∞
}
with ‖f‖Lp(∂Ω) :=
(∫
∂Ω
|f |p dHn−1
) 1
p
, 1 ≤ p < ∞, and ‖f‖L∞(∂Ω) := ess sup
∂Ω
|f |.
The outer normal at ∂Ω then is
ν(x) :=
(
1 + |∇ψj(y)|2)− 12 (n−1∑
i=1
∂iψ
j(y)eji − ejn
)
where x =
n−1∑
i=1
yie
j
i + ψ
j(y)ejn ∈ U j, |y − yj| < rj. Note that ν is measurable on
∂Ω and |ν| = 1, therefore ν ∈ L∞(∂Ω;Rn). We refer again to [Alt99] for the
next three theorems.
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Theorem 1.2 (Trace operator). Let Ω ⊂ Rn be an open and bounded set with
Lipschitz-boundary and 1 ≤ p ≤ ∞. Then there exists a unique linear and
continuous operator
Tr : W 1,p(Ω)→ Lp(∂Ω)
such that Tr(u) = u|∂Ω if u ∈ W 1,p(Ω) ∩ C0(Ω).
Furthermore, we have the following embedding theorem on the boundary:
Theorem 1.3 (Embedding on the boundary). Let Ω ⊂ Rn be open and bounded
with Lipschitz-boundary and 1 ≤ p <∞. Let {uk}k∈N be a sequence in W 1,p(Ω)
which converges weakly to u ∈ W 1,p(Ω), i.e. uk ⇀ u in W 1,p(Ω) for k → ∞.
Then uk → u in Lp(∂Ω) for k →∞, i.e. uk converges strongly in Lp(∂Ω).
Theorem 1.4 (General Poincare´ inequality). Let Ω ⊂ Rn be a bounded Lipschitz
domain, 1 < p < ∞ and H ⊂ W 1,p(Ω) with H 6= ∅, convex and closed. Then
for each u0 ∈ H the following two assertions are equivalent:
1. ∃C0 <∞ such that ∀ξ ∈ R holds: u0 + ξ ∈ H ⇒ |ξ| ≤ C0,
2. ∃C <∞ such that ‖u‖Lp(Ω) ≤ C
(‖∇u‖Lp(Ω) + 1) for all u ∈ H.
Moreover, if (u ∈ H, β ≥ 0 =⇒ βu ∈ H) then ‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω) for all
u ∈ H.
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Chapter 2
Static Fluid
In this chapter we examine the situation of a static fluid. Thus, the fluid
and the rigid body are at rest. Therefore, our energy functional only consists of
the potential energy and surface energy.
2.1 Preliminaries
Since we consider a setting in C0,1 the following theorem which can be found
in [Alt99, Chapter2, Theorem 2.11, p.93] turns out to be quite helpful.
Theorem 2.1 (Arzela-Ascoli). Let Ω ⊂ Rn be compact and A ⊂ C0(Ω). Then
A is precompact, i.e. A possesses a finite covering with balls of radius  for all
 > 0, if and only if A is bounded and equicontinuous.
Remark 2.2. Let Ω ⊂ Rn be compact and A ⊂ C0,1(Ω) bounded. Obviously
A is equicontinuous. Therefore, A is precompact in C0(Ω).
To prove the lower-semicontinuity of our functional we need the following
identity:
Lemma 2.3. Let f ∈ C0,1(I). Then∫
I
√
1 + f ′(x)2 dx
=sup

∫
I
f(x) · g′1(x) + x · g′2(x) dx : g ∈ C10(I,R2), |g| ≤ 1
 .
Proof. Let g ∈ C10(I,R2) with |g| ≤ 1. Thus,∫
I
f(x)g′1(x) + xg
′
2(x) dx = −
∫
I
f ′(x)g1(x) + g2(x) dx
≤
∫
I
√
1 + f ′(x)2
√
g1(x)2 + g2(x)2︸ ︷︷ ︸
≤1
dx ≤
∫
I
√
1 + f ′(x)2 dx.
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Since f ′ ∈ L1(I) or even in L∞(I) and C∞0 (I) dense in Lp(I) for 1 ≤ p < ∞
there exists a sequence (f ′) ∈ C∞0 (I) such that (f ′) →0−→ f ′ in L1(I), see [Alt99,
Chapter 2, Theorem 2.14, p.96]. The same holds for h := 1. We write h = 1
for this sequence. Consider then
g1(x) := −
(f ′)(x)√
1 + (f ′)2(x)
and g2(x) := −
1√
1 + (f ′)2(x)
.
We have that g1
→0−→ − f ′(x)√
1+f ′2(x)
in L1(I) and also g2
→0−→ − 1√
1+f ′2(x)
in L1(I).
Therefore, we found a sequence g such that g ∈ C10(I,R2) with |g| ≤ 1 and
−
∫
I
f ′(x)g1(x) + g

2(x) dx −→
∫
I
f ′(x)
f ′(x)√
1 + f ′(x)2
+
1√
1 + f ′(x)2
dx
due to the fact that gi also converges weakly∗ in L∞(I).
Note that in fact we have proven the assertion even for functions in W 1,1(I)
not only in C0,1(I). A definition of W 1,1(I) is given in Chapter 1.3.
Lemma 2.4. Let {fn}n∈N be a sequence in C0,1(I) which converges in C0(I) to
a function f ∈ C0,1(I). Then∫
I
√
1 + f ′(x)2 dx ≤ lim inf
n→∞
∫
I
√
1 + f ′n(x)2 dx.
Proof. Let g ∈ C10(I,R2) be such that |g| ≤ 1. Then∫
I
f(x)g′1(x) + xg
′
2(x) dx = lim
n→∞
∫
I
fn(x)g
′
1(x) + xg
′
2(x) dx
≤ lim inf
n→∞
∫
I
√
1 + f ′n(x)2 dx.
Taking the supremum over all such g and applying Lemma 2.3 we obtain the
desired result.
The statement of the last lemma is the lower-semicontinuity of the norm be-
longing to the space of functions with bounded variation. To state the Isoperi-
metric Inequality we need the following definition:
Definition 2.5 (Finite Perimeter). A Lebesgue measurable subset E ⊂ R2 has
finite perimeter in R2 if
P (E,R2) := sup

∫
R2
χE(x) div g(x) dx : g ∈ C10(R2,R2), |g| ≤ 1
 <∞.
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A proof of the Isoperimetric Inequality can be found in [EG92, Chapter 5.6.2,
Theorem 2]:
Theorem 2.6 (Isoperimetric Inequality). Let E be a bounded set of finite peri-
meter in R2. There exists a constant C1 > 0 such that
|E| 12 ≤ C1 P (E,R2).
2.2 The Minimization Problem
In this section we formulate the minimization problem for the static case
(1.13). We have to find an appropriate function space H. Let I = (−R,R). We
start with the following definition
Definition 2.7. We define the space H by
H := {(h, x0, y0) ∈ K × [−R,R]× R :
1.) V =
∫
I
h(x) dx,
2.) h ≥ 0 on I,
3.) h(x) ≤ y0 −
√
r2 − (x− (x0 + 2Rk))2
if x ∈ Br(x0 + 2Rk) ∩ I, k ∈ {0, 1,−1}
}
.
Here K is defined as in (1.14). Hence, the property 1.) ensures that the
volume condition is satisfied. The non-negativity of the surface is satisfied
due to property 2.). We have to explain the third property of Definition 2.7:
We formulate our problem as an obstacle problem, the obstacle being the ball.
However, we cannot guarantee that the position of the ball which is characterized
by its centre (x0, y0) is such that [x0 − r, x0 + r] ⊂ I. Remember that we
consider a periodic setting and have actually a family of balls with centres
(x0 + 2kR, y0), k ∈ Z. Thus, it can occur that [x0 + 2R− r, x0 + 2R]∩ I 6= ∅ or
[x0− 2R, x0− 2R+ r]∩ I 6= ∅. We write xk0 := x0+2Rk for k ∈ {0, 1,−1} with
x00 = x0. This situation is illustrated in Figure 2.1. We recall that Cpi denotes
the coincidence set of the fluid and the body, i.e.
Cpi = Cpi((h, x0, y0))
=
{
x ∈ I : ∂Br(x0 + 2Rk, y0) ∩ {(x, h(x)) : x ∈ [−R,R]} 6= ∅, k ∈ Z
}
=
⋃
k∈{0,1,−1}
{
x ∈ Br(xk0) ∩ I : h(x) = y0 −
√
r2 − (x− xk0)2
}
.
Alltogether it is |Cpi| ≤ 2r. We can assume apriori that the coincidence set Cpi
of a minimizer is not empty:
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0 R
︷︸︸︷ z}|{Cpi Cpi
Br(x0, y0) Br(x0 + 2R, y0)
-R
Figure 2.1: The coincidence set
Lemma 2.8. Let (h∗, x∗0, y
∗
0) ∈ H such that
E(h∗, x∗0, y∗0) = inf
(h,x0,y0)∈H
E(h, x0, y0).
Then the coincidence set Cpi((h
∗, x∗0, y
∗
0)) is not empty.
Proof. Assume that this is not the case. Then we infer from property 3.) in
Definition 2.7 that
h∗(x) < y∗0 −
√
r2 − (x− x∗0k)2
on Br(x∗0
k) ∩ I, k ∈ {0, 1,−1}. Let
 := min
x∈Br(x∗0k)∩I,
k∈{0,1,−1}
|y∗0 −
√
r2 − (x− x∗0k)2 − h∗(x)|.
Then (h∗, x∗0, y
∗
0 − 2) ∈ H, but
E
(
h∗, x∗0, y
∗
0 −

2
)
= E(h∗, x∗0, y∗0)− ρbgpir2

2
< E(h∗, x∗0, y∗0).
This is a contradiction to the assumption that (h∗, x∗0, y
∗
0) minimizes the func-
tional. Therefore, if (h∗, x∗0, y
∗
0) is a minimizer then its coincidence set is not
empty.
Hence, without loss of generality we add this property and consider
H˜ := {(h, x0, y0) ∈ H : Cpi((h, x0, y0)) 6= ∅} .
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For the sake of simplicity we say h ∈ H˜ if there exists x0, y0 such that (h, x0, y0) ∈
H˜. Unfortunately we do not get a uniform bound of the Lipschitz continuous
functions h ∈ H˜ as a consequence of the minimization process. For that reason
we must prescribe it and hence assume that the Lipschitz constant is uniformly
bounded for all h ∈ H˜ by a constant M > 0, i.e. ‖h′‖∞ ≤ M . However, the
volume condition and the uniform bound of the Lipschitz constant imply that
all h ∈ H˜ are uniformly bounded:
Lemma 2.9. Let h ∈ H˜ and ‖h′‖∞ ≤M . Then h ≤ M˜ with M˜ = M˜(V,M, |I|).
Proof. Since h is continuous there exists x ∈ I with h(x)|I| = ∫
I
h(x) dx = V .
Let hmax := max
x∈I
|h(x)| and xmax ∈ I such that h(xmax) = hmax. Hence,
hmax − V|I| = h(xmax)− h(x) =
xmax∫
x
h′(x) dx ≤ |x− xmax| · ‖h′‖∞ ≤ |I| ·M.
Therefore, hmax <
V
|I| + |I|M =: M˜ .
We assume the surface function h not to be negative. We can show even
more if the quotient V
M
is sufficiently large:
Lemma 2.10. Let V > |I|2M . Then there exists δ0 > 0 such that h ≥ δ0 for
all h ∈ H˜ with ‖h′‖∞ ≤M .
Proof. Since h is continuous there exists x ∈ I with h(x)|I| = ∫
I
h(x) dx = V .
Let hmin := min
x∈I
|h(x)| and xmin ∈ I such that h(xmin) = hmin. Hence,
V
|I| − hmin = h(x)− h(xmin) =
x∫
xmin
h′(x) dx ≤ |x− xmin| · ‖h′‖∞ ≤ |I| ·M.
Therefore, hmin ≥ V|I| − |I|M =: δ0 > 0.
From now on we assume that V > |I|2M and we replace H˜ by
HM :=
{
(h, x0, y0) ∈ H˜ : ‖h′‖∞ ≤M
}
.
We consider the following problem:
Find (h∗, x∗0, y
∗
0) ∈ HM such that
E(h∗, x∗0, y∗0) = inf
(h,x0,y0)∈HM
E(h, x0, y0).
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where the functional E : HM → R is given by
E(h, x0, y0)
=
ρf
2
g
∫
I
h(x)2 dx+ ρbgpir
2y0 + σ
∫
I
√
1 + h′(x)2(1− χCpi(x)) dx
+ α
∫
I
√
1 + h′(x)2χCpi(x) dx.
We will focus on the existence of a minimizer in the next section.
2.3 Existence
Note that E is bounded from below on HM . From property 3.) in Definition
2.7 again it follows since x0 ∈ Br(x0) ∩ I
0 ≤ h(x0) ≤ y0 −
√
r2 − (x0 − x0)2 = y0 − r. (2.1)
Since h ≥ 0 we get r ≤ h(x0) + r ≤ y0.
Lemma 2.11. Let {(hn, x0n, y0n)}n∈N be a sequence in HM . Then there exists
a subsequence in HM which we again denote by {(hn, x0n, y0n)}n∈N with
(hn, x0n, y0n) −→ (h, x0, y0) ∈ HM
in the sense that  hn −→ h in C
0(I),
|x0n − x0| −→ 0,
|y0n − y0| −→ 0,
when n −→∞.
Proof. Let {(hn, x0n, y0n)}n∈N be a sequence in HM . Then {hn}n∈N is uniformly
bounded in C0,1(I) since ‖hn‖C0,1(I) ≤ M˜+M due to Lemma 2.9. With Theorem
2.1 and Remark 2.2 we immediately get a convergent subsequence such that
hn
n→∞−→ h in C0(I) and h ∈ C0,1(I) with ‖h′‖∞ ≤ M . The volume condition
and the non-negativity are satisfied due to the convergence in C0. The sequence
{x0n}n∈N is contained in [−R,R]. Hence, there exists a subsequence which
converges to a x0 ∈ [−R,R]. We want to show the convergence of {y0n}n∈N:
Since we have assumed that Cpi((hn, x0n, y0n)) 6= ∅ for each n ∈ N we can
choose a sequence {x1n}n∈N such that x1n ∈ Cpi((hn, x0n, y0n)), for example
x1n := minCpi((hn, x0n, y0n)). Thus,
hn(x1n) = y0n −
√
r2 − (x1n − (x0n + 2Rk))2
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for some k ∈ {0, 1,−1} and we obtain
y0n = hn(x1n) +
√
r2 − (x1n − (x0n + 2Rk))2
≤ hn(x1n) + r
≤ M˜ + r.
Due to (2.1) we get r ≤ y0n ≤ M˜+r for all n ∈ N and there exists a subsequence
such that y0n
n→∞−→ y0 in R.
Our next step is to show that property 3.) in Definition 2.7 holds for the limit
(h, x0, y0), i.e. we show that
h(x) ≤ y0 −
√
r2 − (x− xk0)2
for all x ∈ [xk0 − r, xk0 + r] ∩ I, k = 0, 1,−1. For a fixed k ∈ {0, 1,−1} let
x ∈ (xk0− r, xk0+r)∩ I. Then there exists N1 ∈ N so that for all n ≥ N1 we have
x ∈ [x0n+2kR− r, x0n+2kR+ r]∩ I. Therefore, property 3.) in Definition 2.7
yields for all n ≥ N1
hn(x) ≤ y0n −
√
r2 − (x− (x0n + 2Rk))2
↓ ↓
h(x) ≤ y0 −
√
r2 − (x− (x0 + 2Rk))2
if n tends to infinity. Let x = xk0 ± r ∈ I. Then the continuity of h and
y0−
√
r2 − (x− xk0)2 combined with the periodicity of h yields the desired result.
Finally, we have to prove that the coincidence set Cpi((h, x0, y0)) is not empty.
We consider again the sequence {x1n}n∈N where x1n := minCpi((hn, x0n, y0n)).
It is x1n ∈ I for all n and therefore there exists a subsequence, again denoted
by {x1n}n∈N, and x1 ∈ I such that x1n n→∞−→ x1. We want to show that x1 ∈
Cpi((h, x0, y0)). Due to the definition of the coincidence set we have that x1n ∈
[x0n + 2Rkn − r, x0n + 2Rkn + r] ∩ I where kn = 0 or kn = 1 or kn = −1. Since
x1n
n→∞−→ x1 and x0n n→∞−→ x0 there exists N ∈ N such that for all n ≥ N we
have kn = kN , i.e. x1n ∈ [x0n + 2RkN − r, x0n + 2RkN + r] ∩ I for all n ≥ N .
Therefore, x1 ∈ [x0 + 2RkN − r, x0 + 2RkN + r] ∩ I. Furthermore, using the
uniform Lipschitz continuity we have
|hn(x1n)− h(x1)| ≤|hn(x1n)− hn(x1)|+ |hn(x1)− h(x1)|
≤M |x1n − x1|+ |hn(x1)− h(x1)|.
Since hn
n→∞−→ h in C0(I) and x1n n→∞−→ x1 we have hn(x1n) −→ h(x1) if n→∞.
Thus, we obtain
hn(x1n) = y0n −
√
r2 − (x1n − (x0n + 2RkN))2
↓ ↓
h(x1) = y0 −
√
r2 − (x1 − (x0 + 2RkN))2
such that the coincidence set Cpi((h, x0, y0)) is not empty and our proof is com-
plete.
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Observe that ‖h′‖∞ ≤ M < ∞ implies that if x ∈ Cpi((h, x0, y0)) then
x ∈ (xk0 − r, xk0 + r) ∩ I for some k ∈ {0, 1,−1}. In fact we can show that
there exists a constant γ > 0 depending only on the value of M such that
x ∈ [xk0 − r + γ, xk0 + r − γ] ∩ I for some k ∈ {0, 1,−1}, see Figure 2.2. For the
x0 − r x0 x0 + r
x0 − r + γ x0 + r − γ
Figure 2.2: The role of γ
sake of simplicity we assume that [x0 − r, x0 + r] ⊂ I. Let
c1 := inf
{
x ∈ [x0 − r, x0 + r] : h(x) = y0 −
√
r2 − (x− x0)2
}
and
c2 := sup
{
x ∈ [x0 − r, x0 + r] : h(x) = y0 −
√
r2 − (x− x0)2
}
.
We want to show that c1 > x0 − r. The statement c2 < x0 + r then follows
similarly. Assume otherwise that c1 = x0 − r and thus h(c1) = y0 holds. Then
assumption 3.) in Definition 2.7 yields h(x) ≤ y0 −
√
r2 − (x− x0)2 =: h˜(x)
for all c1 + δ ≥ x ≥ c1 where δ > 0 sufficiently small. Then we obtain for all
0 < t < δ
h˜(c1)− h˜(c1 + t) = h(c1)− h˜(c1 + t) ≤ h(c1)− h(c1 + t) =
c1∫
c1+t
h′(x) dx
≤
c1+t∫
c1
|h′(x)| dx ≤ tM.
Thus, dividing by t and taking the limit on both sides of the inequality we have
a contradiction:
0 ≤ lim
t↘0
h˜(c1)− h˜(c1 + t)
t
= lim
t↘0
√
2tr − t2
t
≤M.
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Moreover, we give an explicit bound γ = γ(M) > 0 such that
c1 ≥ x0 − r + γ(M) and c2 ≤ x0 + r − γ(M). (2.2)
As c1 ∈ (x0 − r, x0 + r) holds h˜ is differentiable in c1 and our considerations
yield
|h˜′(c1)| = |c1 − x0|√
r2 − (c1 − x0)2
≤M
⇐⇒|x0 − c1| ≤ Mr√
1 +M2
⇐⇒x0 − Mr√
1 +M2
≤ c1 ≤ x0 + Mr√
1 +M2
⇐⇒x0 − r + (r − Mr√
1 +M2
) ≤ c1 ≤ x0 + r − (r − Mr√
1 +M2
).
Therefore, (2.2) holds for
γ(M) := r − Mr√
1 +M2
. (2.3)
We take a deeper look at the coincidence set. Let {(hn, x0n, y0n)}n∈N be a
convergent sequence in HM . Let {χCnpi }n∈N be the sequence of the characteristic
functions of the associated coincidence sets, that is
χCnpi (x) =
{
1 : x ∈ Cpi((hn, x0n, y0n)),
0 : x ∈ I \ Cpi((hn, x0n, y0n)).
(2.4)
Lemma 2.12. Let {(hn, x0n, y0n)}n∈N be a convergent sequence in HM with
limit (h, x0, y0) ∈ HM . Let {χCnpi }n∈N be the sequence defined in (2.4). Then
there exists a subsequence, again denoted by χCnpi , and a f
∗ ∈ L∞(I) such that
χCnpi
∗
⇀ f ∗ if n→∞
in the sense that ∫
I
χCnpi (x) g(x) dx −→
∫
I
f ∗(x) g(x) dx
for all g ∈ L1(I) and n −→∞. Moreover, we have with C∗pi := Cpi((h, x0, y0))
0 ≤ f ∗ ≤ χC∗pi
almost everywhere on I.
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Proof. Obviously χCnpi is uniformly bounded in L
∞(I). Therefore, there exists
f ∗ ∈ L∞(I) such that χCnpi
∗
⇀ f ∗ and 0 ≤ f ∗ ≤ 1 (see [Alt99]). So we only have
to prove that f ∗(x) = 0 if χC∗pi(x) = 0. We distinguish three cases. At first let
the limit x0 be in [−R+ r, R− r]. Then we have that Cnpi := Cpi(hn, x0n, y0n) ⊂
[x0n − r + γ2 , x0n + r − γ2 ] ⊂ I for n sufficiently large. With (2.3) we define for
x ∈ I
fn(x) :=

y0n −
√
r2 − (x− x0n)2 − hn(x) : x ∈ Br− γ2 (x0n),
y0n −
√
r2 − (γ
2
− r)2 − hn(x0n − r + γ2 ) : x ≤ x0n − r + γ2 ,
y0n −
√
r2 − (γ
2
− r)2 − hn(x0n + r − γ2 ) : x ≥ x0n + r − γ2 .
(2.5)
Then fn is continuous on I and fn(x) = 0 if x ∈ Cnpi and fn(x) > 0 if x ∈ I \Cnpi .
Define
f(x) :=

y0 −
√
r2 − (x− x0)2 − h(x) : x ∈ Br− γ
2
(x0),
y0 −
√
r2 − (γ
2
− r)2 − h(x0 − r + γ2 ) : x ≤ x0 − r + γ2 ,
y0 −
√
r2 − (γ
2
− r)2 − h(x0 + r − γ2 ) : x ≥ x0 + r − γ2 .
Then fn converges uniformly to f if n → ∞ and f(x) = 0 if χC∗pi(x) = 0 and
f(x) > 0 if x ∈ I \ C∗pi.
The sequence {fn}n∈N is uniformly bounded since
|fn| ≤ y0n ≤ M˜ + r ∀ n ∈ N.
Moreover, fn is Lipschitz continuous for all n ∈ N with uniformly bounded
Lipschitz constant. Let x1, x2, x1 6= x2 be in I. Then
|fn(x1)− fn(x2)|
≤M |x1 − x2|+
|r − γ
2
|√
r2 − (γ
2
− r)2 |x1 − x2|
≤
(
M +
|r − γ
2
|√
r2 − (γ
2
− r)2
)
︸ ︷︷ ︸
:=L
|x1 − x2|.
The boundedness of L is implied by the definition of γ > 0. This is the reason
for introducing fn as in (2.5). Applying Theorem 2.1 there exists a subsequence
and f˜ ∈ C0,1(I) such that fn −→ f˜ in C0(I) if n tends to infinity. We want
to show that f˜ coincides with f . Therefore, we prove that {fn}n∈N converges
pointwise to f . Hence, f˜ ≡ f .
To prove the pointwise convergence we start with x ∈ (x0 − r + γ2 , x0 + r − γ2 ).
Since x0n converges to x0 when n tends to infinity there exists N1 = N1(x) ∈ N
such that x ∈ [x0n − r+ γ2 , x0n + r− γ2 ] for all n ≥ N1. Thus, for all n ≥ N1 we
have fn(x) = y0n −
√
r2 − (x− x0n)2 − hn(x) and therefore
|fn(x)− f(x)|
≤|y0n − y0|+ |
√
r2 − (x− x0n)2 −
√
r2 − (x− x0)2|+ |hn(x)− h(x)| −→ 0
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if n tends to infinity.
Let x = x0 − r + γ2 = limn→∞x0n − r +
γ
2
. Then
|fn(x0 − r + γ
2
)− f(x0 − r + γ
2
)|
≤|fn(x0 − r + γ
2
)− fn(x0n − r +
γ
2
)|+ |fn(x0n − r +
γ
2
)− f(x0 − r + γ
2
)|
≤L |x0n − x0|+ |y0n − y0|+ |hn(x0n − r +
γ
2
)− h(x0 − r + γ
2
)|
≤ (L+M) |x0n − x0|+ |y0n − y0|+ |hn(x0 − r +
γ
2
)− h(x0 − r + γ
2
)|.
Thus, |fn(x0− r+ γ2 )−f(x0− r+ γ2 )| −→ 0 if n −→∞. The case x = x0+ r− γ2
can be treated in the same way. Finally, if x < x0 − r+ γ2 or x > x0 + r− γ2 we
proceed as in the first case. Therefore, f˜ equals f and from
0 =
∫
I
fn(x) χCnpi (x) dx =
∫
I
(fn(x)− f(x)) χCnpi (x) dx+
∫
I
f(x) χCnpi (x) dx
it follows that∫
I
f(x) f ∗(x) dx n→∞←−
∫
I
f(x) χCnpi (x) dx ≤
∫
I
|fn(x)− f(x)| dx n→∞−→ 0.
Therefore, we obtain ∫
I
f(x) f ∗(x) dx = 0.
Hence, f ∗(x) equals zero almost everywhere on {f(x) > 0}, i.e. f ∗(x) = 0
almost everywhere on I \ C∗pi.
We briefly describe the second case: Let x0 be in [−R,−R + r). We consider
the 2R periodic extension of hn, cf. Chapter 1.3. We then define for x ∈ I:
fn(x) :=

y0n −
√
r2 − (x− x0n)2 − hn(x) : x ∈ Br− γ2 (x0n),
y0n −
√
r2 − (r − γ
2
)2 − hn(x0n − r + γ2 ) : x ≤ x0n − r + γ2 ,
y0n −
√
r2 − (x− (x0n + 2R))2 − hn(x) : x ∈ Br− γ2 (x0n + 2R),
and to establish continuity
fn(x) :=
hn(x0n + r − γ2 )− hn(x0n + 2R− r + γ2 )
2R− 2r + γ (x− (x0n + r −
γ
2
))
+ y0n −
√
r2 − (r − γ
2
)2 − hn(x0n + r −
γ
2
)
if x0n + r − γ2 < x < x0n + 2R− r + γ2 . Define for x ∈ I
f(x) :=

y0 −
√
r2 − (x− x0)2 − h(x) : x ∈ Br− γ
2
(x0),
y0 −
√
r2 − (r − γ
2
)2 − h(x0 − r + γ2 ) : x ≤ x0 − r + γ2 ,
y0 −
√
r2 − (x− (x0 + 2R))2 − h(x) : x ∈ Br− γ
2
(x0 + 2R),
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and
f(x) :=
h(x0 + r − γ2 )− h(x0 + 2R− r + γ2 )
2R− 2r + γ (x− (x0 + r −
γ
2
))
+ y0 −
√
r2 − (r − γ
2
)2 − h(x0 + r − γ
2
)
if x0 + r − γ2 < x < x0 + 2R − r + γ2 . Then fn and f have the same properties
as before. The third case x0 ∈ (R− r, R] can be handled similarly.
In general the limit f ∗ does not coincide with χC∗pi :
Example 2.13. For example consider the sequence {(hn, x0n, y0n)}n∈N in HM
with x0n = 0, y0n = y0 for all n ∈ N and
hn(x) :=
{
y0 +
1
n
−
√
(r + 1
n
)2 − x2 : x ∈ [−r + γ, r − γ],
gn(x) : otherwise.
Here we have to determine y0 and gn(x) so that (hn, x0n, y0n) ∈ HM holds. Then
Cpi(hn, x0n, y0n) = {0}. However, since hn converges to h(x) = y0−
√
r2 − x2 on
[−r+γ, r−γ] the coincidence set of the limit (h, x0, y0) is given by Cpi(h, x0, y0) =
[−r + γ, r − γ]. See Figure 2.3 for the example.
Figure 2.3: Example 2.13
We gathered all tools we need to prove the existence of a minimizer.
Theorem 2.14 (Existence). Let σ > 0 and |α| ≤ σ. Then there exists a
minimizer (h∗, x∗0, y
∗
0) of E in HM .
Proof. The functional E is bounded from below on HM . Therefore, there exists
a minimizing sequence {(hn, x0n, y0n)}n∈N ∈ HM such that
lim
n→∞
E(hn, x0n, y0n) = inf
(h,x0,y0)∈HM
E(h, x0, y0).
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Due to Lemma 2.11 we get a subsequence which converges to a (h∗, x∗0, y
∗
0) ∈ HM .
At first, let x∗0 be in [−R+ r, R− r]. We want to show that (h∗, x∗0, y∗0) is indeed
a minimizer. Clearly
ρf
2
g
∫
I
hn(x)
2 dx+ ρbgpir
2y0n
n→∞−→ ρf
2
g
∫
I
h∗(x)2 dx+ ρbgpir2y∗0.
Thus, only the terms due to cohesion and adhesion effects are left. We denote
by C∗pi := Cpi((h
∗, x∗0, y
∗
0)) the coincidence set of (h
∗, x∗0, y
∗
0) which is not empty
by Lemma 2.11. We calculate for α < σ:
σ
∫
I
√
1 + h′n(x)2(1− χCnpi (x)) dx+ α
∫
I
√
1 + h′n(x)2χCnpi (x) dx
=σ
∫
I
√
1 + h′n(x)2 dx+ (α− σ)
∫
I
√
1 + h′n(x)2χCnpi (x) dx.
Then due to the lower-semicontinuity of the BV -norm, see Lemma 2.4, we get
σ
∫
I
√
1 + h∗′(x)2 dx ≤ lim inf
n→∞
σ
∫
I
√
1 + h′n(x)2 dx.
By the construction of γ we have Cnpi ⊂ [x0n − r + γ, x0n + r − γ] ⊂ I if n is
sufficiently large. We claim that
h′n(x) =
x− x0n√
r2 − (x− x0n)2
almost everywhere on Cnpi .
This can be observed as follows: Choose an arbitrary x ∈ Cnpi so that hn is
differentiable in x. Then hn(x) = y0n −
√
r2 − (x− x0n)2 and hn(x) ≤ y0n −√
r2 − (x− x0n)2 for all x ∈ [x0n − r, x0n + r]. Then for x ∈ [x0n − r, x0n + r]
hn(x)− hn(x) ≤y0n −
√
r2 − (x− x0n)2 − (y0n −
√
r2 − (x− x0n)2)
=−
(√
r2 − (x− x0n)2 −
√
r2 − (x− x0n)2
)
.
Thus, if x > x
hn(x)− hn(x)
x− x ≤−
√
r2 − (x− x0n)2 −
√
r2 − (x− x0n)2
x− x (2.6)
and if x < x
hn(x)− hn(x)
x− x ≥−
√
r2 − (x− x0n)2 −
√
r2 − (x− x0n)2
x− x . (2.7)
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Taking the limit on both sides we obtain from (2.6)
hn
′
+(x) = lim
x↘x
hn(x)− hn(x)
x− x ≤
x− x0n√
r2 − (x− x0n)2
(2.8)
and (2.7)
hn
′
−(x) = lim
x↗x
hn(x)− hn(x)
x− x ≥
x− x0n√
r2 − (x− x0n)2
. (2.9)
Combining (2.8) and (2.9) we see that
x− x0n√
r2 − (x− x0n)2
≤ hn′−(x) = hn′+(x) = h′n(x) ≤
x− x0n√
r2 − (x− x0n)2
.
Since hn is differentiable almost everywhere due to Rademacher’s Theorem, see
[Eva98, Chapter 5.8., Theorem 6] the claim is proven.
Therefore,
(α− σ)
∫
I
√
1 + h′n(x)2χCnpi (x) dx = (α− σ)
∫
Cnpi
√
1 + h′n(x)2 dx
=(α− σ)
∫
Cnpi
r√
r2 − (x− x0n)2
dx = (α− σ)
∫
I
gn(x) χCnpi (x) dx
where we define gn : I → R for all n ∈ N by
gn(x) :=

r√
r2−(x−x0n)2
: x0n − r + γ ≤ x ≤ x0n + r − γ,
r√
r2−(r−γ)2 : otherwise
with γ as in (2.3). Recall that Cnpi ⊂ [x0n − r + γ, x0n + r − γ] holds. By
construction gn is positive and continuous on I and converges uniformly to
g(x) :=

r√
r2−(x−x∗0)2
: x∗0 − r + γ ≤ x ≤ x∗0 + r − γ,
r√
r2−(r−γ)2 : otherwise.
This can be proven in the same way as the convergence of {fn}n∈N in the proof
of Lemma 2.12. Applying Lemma 2.12 we have∫
I
√
1 + h′n(x)2χCnpi (x) dx =
∫
I
χCnpi (x) gn(x) dx
n→∞−→
∫
I
f ∗(x) g(x) dx
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and ∫
I
f ∗(x) g(x) dx ≤
∫
I
χC∗pi(x) g(x) dx.
Since C∗pi ⊂ [x∗0 − r+ γ, x∗0 + r− γ] and h∗′(x) = x−x
∗
0√
r2−(x−x∗0)2
almost everywhere
on C∗pi we have
√
1 + h∗′(x)2 = g(x) a.e. on C∗pi. Hence∫
I
χC∗pi(x) g(x) dx =
∫
I
√
1 + h∗′(x)2 χC∗pi(x) dx.
Thus, with α− σ < 0 we obtain
lim inf
n→∞
(α− σ)
∫
I
√
1 + h′n(x)2χCnpi (x) dx ≥ (α− σ)
∫
I
√
1 + h∗′(x)2χC∗pi(x) dx.
If x∗0 ∈ [−R,−R + r) we then define for x ∈ I
gn(x) :=

r√
r2−(x−x0n)2
: x0n − r + γ ≤ x ≤ x0n + r − γ,
r√
r2−(x−(x0n+2R))2
: x0n + 2R− r + γ ≤ x ≤ x0n + 2R + r − γ,
r√
r2−(r−γ)2 : otherwise
and
g(x) :=

r√
r2−(x−x∗0)2
: x∗0 − r + γ ≤ x ≤ x∗0 + r − γ,
r√
r2−(x−(x∗0+2R))2
: x∗0 + 2R− r + γ ≤ x ≤ x∗0 + 2R + r − γ,
r√
r2−(r−γ)2 : otherwise.
The argumentation remains the same and can also be applied to the last case
x ∈ (R− r, R].
If α = σ then we have
E(h, x0, y0) = ρf
2
g
∫
I
h(x)2 dx+ ρbgpir
2y0 + σ
∫
I
√
1 + h′(x)2 dx
and therefore the result follows.
Remark 2.15. If α > σ we cannot show the existence of a minimizer in the
same way as it is done in the proof of Theorem 2.14. In the proof we use
the inequalities f ∗ ≤ χC∗pi and α − σ ≤ 0 to get the lower-semicontinuity of
our functional. Thus, we cannot answer the question how to prove existence if
α > σ.
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2.4 Properties
Our formulation does not exclude gaps between surface and body. Gaps
occur if the fluid does not touch the body between two contact points. This is
equivalent to the fact that Cpi ∩ [xk0 − r, xk0 + r], k ∈ {0, 1,−1} is not connected.
Let (h, x0, y0) ∈ HM with x0 ∈ [−R + r, R − r]. Suppose that there exist
x1, x2 ∈ Br(x0) ∩ Cpi((h, x0, y0)), x1 < x2 and h(x) < y0 −
√
r2 − (x− x0)2
for all x ∈ (x1, x2). Therefore, Cpi((h, x0, y0)) is not connected, see Figure 2.4.
However, we show in the following that a minimizer of our energy functional
x2x1
Figure 2.4: Gaps between surface and body
E does not allow arbitrary small gaps, at least if −σ ≤ α < σ. To see this
we construct a comparison function which turns out to have a better energy
balance than the original one if the distance |x1− x2| is sufficiently small, i.e. if
|x1 − x2| < c0 for a constant c0 > 0 which will be given explicitly later on. To
extinguish the gap we consider a comparison function
h˜(x) :=
{
h(x) : x ∈ I \ (x1, x2),
y0 −
√
r2 − (x− x0)2 : x ∈ (x1, x2).
(2.10)
This comparison function produces new problems as we have to put up with
a violation of the volume condition. However, we postpone this problem and
for the time being we start with noticing that ‖h˜′‖∞ ≤ M holds. We compare
the energies E(h, x0, y0) and E(h˜, x0, y0) of the two configurations. We write C˜pi
instead of Cpi(h˜, x0, y0). Note that C˜pi = Cpi ∪ (x1, x2). Therefore, χC˜pi(x) =
χCpi(x) + χ(x1,x2)(x) and h = h˜ on Cpi and I \ C˜pi and
E(h˜, x0, y0)− E(h, x0, y0)
=
ρf
2
g
∫
I
h˜(x)2 dx− ρf
2
g
∫
I
h(x)2 dx+ ρbgpir
2y0 − ρbgpir2y0
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+ σ
∫
I
√
1 + h˜′(x)2(1− χC˜pi(x)) dx− σ
∫
I
√
1 + h′(x)2(1− χCpi(x)) dx
+ α
∫
I
√
1 + h˜′(x)2χC˜pi(x) dx− α
∫
I
√
1 + h′(x)2χCpi(x) dx
=
ρf
2
g
x2∫
x1
h˜(x)2 − h(x)2 dx− σ
x2∫
x1
√
1 + h′(x)2 dx
+ α
x2∫
x1
√
1 + h˜′(x)2 dx.
Now we apply the Isoperimetric Inequality 2.6: Define
A := Ωh˜ \ Ωh. (2.11)
Then A represents the gap between surface and body. Furthermore, A is
bounded and has finite perimeter in R2 with
|A| =
x2∫
x1
h˜(x)− h(x) dx
and
P (A,R2) ≤
x2∫
x1
√
1 + h′(x)2 dx+
x2∫
x1
√
1 + h˜′(x)2 dx.
Observe that Ωh˜ and Ωh are bounded Lipschitz domains. For a definition of
Lipschitz domains see Definition 1.1. Therefore, they have finite perimeter and
P (Ωh˜,R2) = H1(∂Ωh˜) and P (Ωh,R2) = H1(∂Ωh). It is χA = χΩh˜ − χΩh a.e.
and due to the definition of the perimeter it follows immediately P (A,R2) ≤
P (Ωh˜,R2)+P (Ωh,R2) <∞. Now consider an arbitrary g ∈ C10(R2,R2), |g|2 ≤ 1.
Then ∫
R2
χA(x) div g(x) dx =
∫
Ωh˜
div g(x) dx−
∫
Ωh
div g(x) dx.
Since Ωh˜ and Ωh are Lipschitz domains the Gauss-Green Theorem ([Alt99, Chap-
ter 6, Theorem A 6.8] yields∫
R2
χA(x) div g(x) dx =
∫
{y=h˜}
ν.g dH1 −
∫
{y=h}
ν.g dH1
=
x2∫
x1
−h˜′(x)g1(x, h˜(x)) + g2(x, h˜(x)) dx
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−
x2∫
x1
−h′(x)g1(x, h(x)) + g2(x, h(x)) dx
≤
x2∫
x1
√
1 + h˜′(x)2 dx+
x2∫
x1
√
1 + h′(x)2 dx,
where we applied the Cauchy-Schwarz inequality. Taking the supremum on both
sides yields
P (A,R2) ≤
x2∫
x1
√
1 + h′(x)2 dx+
x2∫
x1
√
1 + h˜′(x)2 dx.
Thus, if α < 0 and |α| ≤ σ
− σ
x2∫
x1
√
1 + h′(x)2 dx+ α
x2∫
x1
√
1 + h˜′(x)2 dx
≤− |α|
 x2∫
x1
√
1 + h′(x)2 dx+
x2∫
x1
√
1 + h˜′(x)2 dx

≤− |α| P (A,R2)
2.6≤ − |α| C−11
√√√√√ x2∫
x1
h˜(x)− h(x) dx = −|α| C−11 |A|
1
2 .
We will use that
x2∫
x1
√
1 + h′(x)2 dx ≥
x2∫
x1
√
1 + h˜′(x)2 dx.
To prove this let h˜ be as in (2.10). Define
K˜ :=
{
h ∈ C0,1([x1, x2]) : h(xi) = h˜(xi), i = 1, 2, 0 ≤ h(x) ≤ h˜(x)
}
and
K˜M :=
{
h ∈ K˜ : ‖h′‖∞ ≤M
}
.
Lemma 2.16. Let F˜ : K˜M −→ R be defined by
F˜(h) :=
x2∫
x1
√
1 + h′(x)2 dx.
Then h˜ minimizes F˜ in the class K˜M .
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Proof. The class K˜M is not empty since h˜ ∈ K˜M . The functional F˜ is bounded
from below. From Theorem 2.1 and Lemma 2.4 we infer the existence of a
minimizer h∗ ∈ K˜M . We want to show that h˜ equals h∗. Assume that this is
not the case. Then there exists x ∈ (x1, x2) such that h∗(x) < h˜(x). Let t be
the tangent to h˜ at x, i.e.
t(x) :=
x− x0√
r2 − (x− x0)2
(x− x) + h˜(x) ∀x ∈ [x1, x2].
Due to the convexity of h˜ we have h˜(x) > t(x) for all x ∈ [x1, x2] with
x 6= x. Hence, there exist xˆ1 := max {x1 < x < x : h∗(x) = t(x)} and xˆ2 :=
min {x2 > x > x : h∗(x) = t(x)}. Define
l(x) :=
{
h∗(x) : x ∈ [x1, xˆ1] ∪ [xˆ2, x2],
t(x) : x ∈ [xˆ1, xˆ2].
Therefore, l ∈ K˜M . Since
√
1 + h∗′(x)2 ≥√1 + l′(x)2 a.e. and h∗(x) 6= l(x) on
(xˆ1, xˆ2) due to the construction of l we have
x2∫
x1
√
1 + h∗′(x)2 dx >
x2∫
x1
√
1 + l′(x)2 dx,
which is a contradiction to our assumption.
If α = 0 we then have with Lemma 2.16
− σ
x2∫
x1
√
1 + h′(x)2 dx+ α
x2∫
x1
√
1 + h˜′(x)2 dx
=− σ
x2∫
x1
√
1 + h′(x)2 dx
2.16≤ − σ
2
x2∫
x1
√
1 + h′(x)2 dx− σ
2
x2∫
x1
√
1 + h˜′(x)2 dx
=− σ
2
 x2∫
x1
√
1 + h′(x)2 dx+
x2∫
x1
√
1 + h˜′(x)2 dx
 ≤ −σ
2
P (A,R2)
≤− σ
2
C−11
√√√√√ x2∫
x1
h˜(x)− h(x) dx = −σ
2
C−11 |A|
1
2 .
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And at last if 0 < α < σ we get with σ = α+ (σ − α)
− σ
x2∫
x1
√
1 + h′(x)2 dx+ α
x2∫
x1
√
1 + h˜′(x)2 dx
=− α
x2∫
x1
√
1 + h′(x)2 dx− (σ − α)
x2∫
x1
√
1 + h′(x)2 dx
+ α
x2∫
x1
√
1 + h˜′(x)2 dx
≤− (σ − α)
x2∫
x1
√
1 + h′(x)2 dx.
We proceed as before and obtain
− (σ − α)
x2∫
x1
√
1 + h′(x)2 dx
≤− σ − α
2
P (A,R2)
≤− σ − α
2
C−11
√√√√√ x2∫
x1
h˜(x)− h(x) dx = −σ − α
2
C−11 |A|
1
2 .
All in all
−σ
x2∫
x1
√
1 + h′(x)2 dx+ α
x2∫
x1
√
1 + h˜′(x)2 dx ≤ −K C−11 |A|
1
2
where
K = K(σ, α) :=

|α| : −σ ≤ α < 0,
σ
2
: α = 0,
σ−α
2
: 0 < α < σ.
(2.12)
Using h˜ ≤ hmax the difference of the energies satisfies
E(h˜, x0, y0)− E(h, x0, y0)
≤ρf
2
g
x2∫
x1
h˜(x)2 − h(x)2 dx−K C−11 |A|
1
2
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≤ρf
2
g
x2∫
x1
h˜(x)− h(x) dx 2 hmax −K C−11 |A|
1
2
≤ρf g |A| M˜ −K C−11 |A|
1
2
=|A| 12
(
ρf g M˜ |A| 12 −K C−11
)
. (2.13)
Therefore, if
ρf g M˜ |A| 12 −K C−11 < 0
the difference of the energies is negative. We compute(
ρf g M˜ |A| 12 −K C−11
)
< 0⇐⇒ |A| 12 < K C
−1
1
ρf g M˜
.
Finally, we return to the violation of the volume condition. Our comparison
function h˜ satisfies∫
I
h˜(x) dx =
∫
I\(x1,x2)
h(x) dx+
x2∫
x1
h˜(x) dx = V +
x2∫
x1
h˜(x)− h(x) dx
=V + |A|.
To compensate this error we fix
hˆ := h˜− |A||I| . (2.14)
We have to guarantee that hˆ is not negative. Since h˜ ≥ hmin ≥ δ0 we get hˆ ≥ 0
if |A||I| ≤ δ02 . Therefore, |A| has to satisfy
|A| < min
|I|δ02 ,
(
K C−11
ρf g M˜
)2 .
With |A| =
x2∫
x1
h˜(x)− h(x) dx ≤ (x2 − x1) hmax ≤ (x2 − x1)M˜ we have
|x1 − x2| <min
 |I|M˜ δ02 ,
(
K C−11
ρf g M˜
3
2
)2
=⇒ |A| <min
|I|δ02 ,
(
K C−11
ρf g M˜
)2 .
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We set
c0 := min
 |I|M˜ δ02 ,
(
K C−11
ρf g M˜
3
2
)2 . (2.15)
The previous considerations show that if A is small enough, i.e. if |x1−x2| < c0
holds then (hˆ, x0, y0 − |A||I| ) ∈ HM and
E(hˆ, x0, y0 − |A||I| )− E(h, x0, y0)
=E(hˆ, x0, y0 − |A||I| )− E(h˜, x0, y0) + E(h˜, x0, y0)− E(h, x0, y0)
≤ρf
2
g
∫
I
hˆ(x)2 − h˜(x)2 dx
︸ ︷︷ ︸
<0
−ρbgpir2 |A||I| + |A|
1
2
(
ρf g M˜ |A| 12 −K C−11
)
<0.
Now we have to discuss the other possibilities: Let x0 ∈ [−R,−R + r) or
x0 ∈ (R − r, R]. In the first case if x1 and x2 are in the same component of⋃
k∈{0,1,−1}
Br(xk0) ∩ I we can copy the foregoing calculations , see Figure 2.5. We
x1 x2
Figure 2.5: The first case
consider the second case that x0 ∈ [−R,−R+ r) and x2 = supCpi(h, x0, y0) < R
and x2 ∈ Br(x0+2R), i.e. h(x2) = y0−
√
r2 − (x2 − (x0 + 2R))2 and h(x) < y0−√
r2 − (x− (x0 + 2R))2 for all x2 < x ≤ R. Let x1 = inf Cpi(h, x0, y0) ∈ Br(x0),
see Figure 2.6. As before we define a comparison function
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x1 x2
Figure 2.6: The second case
h˜(x) :=

h(x) : x ∈ I \ ((x2, R] ∪ [−R, x1)),
y0 −
√
r2 − (x− (x0 + 2R))2 : x ∈ (x2, R],
y0 −
√
r2 − (x− x0)2 : x ∈ [−R, x1).
Then it is C˜pi = Cpi ∪ (x2, R] ∪ [−R, x1]. Define A := Ωh˜ \ Ωh. Thus, we have
|A| =
R∫
x2
h˜(x)− h(x) dx−
x1∫
−R
h˜(x)− h(x) dx
and |A| = |A˜| with
A˜ :=
{
(x, y) ∈ R2 : x2 − 2R < x < x1, h(x) < y < h˜(x)
}
,
where h and h˜ represent the 2R-periodic extensions of h and h˜. Hence, the
perimeter of A˜ satisfies
P (A˜,R2) ≤
x1∫
x2−2R
√
1 + h˜′(x)2 dx+
x1∫
x2−2R
√
1 + h′(x)2 dx
=
R∫
x2
√
1 + h˜′(x)2 dx+
x1∫
−R
√
1 + h˜′(x)2 dx
+
R∫
x2
√
1 + h′(x)2 dx+
x1∫
−R
√
1 + h′(x)2 dx.
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Computing as before we obtain the same condition that if
|A| < min
|I|δ02 ,
(
K C−11
ρf g M˜
)2 ,
which is achieved if
|x1 − x2 + 2R| ≤ c0,
then the energy resulting from (hˆ, x0, y0 − |A||I| ) is smaller than the energy of
(h, x0, y0). All other cases can be treated in the same way.
We summarize our considerations in the following proposition:
Proposition 2.17. Let −σ ≤ α < σ. Let (h, x0, y0) ∈ HM and x1, x2 ∈
Cpi((h, x0, y0)), x1 < x2 with
1. |x1 − x2| ≤ 2r and x /∈ Cpi((h, x0, y0)) if x ∈ (x1, x2) or
2. |x1−x2| > 2r and x1 = inf Cpi(h, x0, y0) > −R, x2 = supCpi(h, x0, y0) < R.
If |x1 − x2| < c0 or |2R + x1 − x2| < c0 respectively in the second case, then
(hˆ, x0, y0 − |A||I| ) ∈ HM where hˆ and A are defined in the same way as in (2.14)
and (2.11). Moreover,
E(hˆ, x0, y0 − |A||I| ) < E(h, x0, y0).
All in all we cannot exclude gaps between surface and body but if such gaps
occur we showed above that small gaps are not of advantage for the energy
balance. For a minimizer (h∗, x∗0, y
∗
0) of E in HM we infer
Corollary 2.18. Let −σ ≤ α < σ. Let (h∗, x∗0, y∗0) ∈ HM be a minimizer of E
in HM . Then the coincidence set C∗pi = Cpi((h
∗, x∗0, y
∗
0) is a finite union of closed
intervals:
C∗pi =
N∗⋃
i=1
Ji
where N∗ ∈ N, ai, bi ∈ I, Ji := [ai, bi] with c1 = a1 ≤ b1 < a2 ≤ b2 < · · · <
aN∗ ≤ bN∗ = c2. Due to our construction we have ai+1 − bi ≥ c0 and therefore
N∗ ≤ 2r
c0
+ 1 with c0 defined in (2.15).
Remark 2.19. Due to the fact that small gaps cannot occur we know that
|C∗pi\
◦
C∗pi | = 0. Therefore, the coincidence set cannot be a set which is nowhere
dense and has positive Lebesgue measure.
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Chapter 3
Archimedes’ Principle
In this chapter we want to recover the classical Principle of Archimedes from
a variational point of view by determining the Euler Lagrange equations of the
our functional E . The Archimedes’ Principle, [Tip94], states:
Any object, wholly or partially immersed in a fluid, is buoyed up by a force
equal to the weight of the fluid displaced by the object.
That is, the buoyancy force ~FA satisfies:
|~FA| = ρf g (Volume of the displaced fluid).
Therefore, in a state of equilibrium the absolute value of the vertical component
of the weight of the body, ~F 2G, equals |~FA| and it results
|~F 2G| = ρb g (Volume of the object) = ρf g (Volume of the displaced fluid).
The well-known Archimedes’ Principle does not take into account the forces due
to surface tension acting on the body.
When assuming that σ and α equal zero which means that no forces due to
surface tension are present we discover the classical Principle of Archimedes.
Moreover, considering those forces we are able to detect the angles between
surface and body.
3.1 Young-Laplace Equation
Let (h∗, x∗0, y
∗
0) be a minimizer of E in HM . We assume that h∗ ∈ C2(I \ C∗pi),
‖h∗′‖∞ < M and C∗pi = [c1, c2] ⊂ [x∗0− r+ γ, x0+ r− γ], c1 < c2. For the sake of
simplicity we further assume that [x∗0−r, x∗0+r] ⊂⊂ I. At first we only consider
perturbations of the free surface: Let ϕ ∈ C∞0 (I \ C∗pi). In order to preserve
the volume constraint we add another smooth function ψ˜ ∈ C∞0 (I \ C∗pi) which
absorbs the change of the volume resulting from the perturbation defined above
and which has the property
∫
I\C∗pi
ψ˜ dx 6= 0. If such a function ψ˜ does not exist
37
3 Archimedes’ Principle
then clearly
∫
I\C∗pi
ϕ(x) dx = 0. Hence, the volume constraint is not violated.
Otherwise define
ψ :=
ψ˜∫
I\C∗pi
ψ˜ dx
.
For sufficiently small || < 0 and |t| < t0 then h∗+ ϕ+ tψ is non-negative and
‖h∗′ + ϕ′ + tψ′‖∞ ≤ M . We determine the value of t in dependence of  to
guarantee the volume condition:∫
I
h∗(x) + ϕ(x) + tψ(x) dx = V + 
∫
I
ϕ(x) dx+ t
∫
I
ψ(x) dx
︸ ︷︷ ︸
=1
.
If
t = t() := −
∫
I\C∗pi
ϕ(x) dx
the volume condition is satisfied for each  sufficiently small, namely such that
t < t0 still holds. Since ϕ and ψ have compact support in I \C∗pi the coincidence
set Cpi of the perturbation h
∗+ ϕ+ t()ψ coincides with C∗pi for all . Therefore,
we get h∗ + ϕ+ t()ψ ∈ HM which implies
E(h∗, x∗0, y∗0) ≤ E(h∗ + ϕ+ t()ψ, x∗0, y∗0) ∀ , || < 0. (3.1)
We compute
E(h∗ + ϕ+ t()ψ, x∗0, y∗0) =
ρf
2
g
∫
I\C∗pi
(h∗(x) + ϕ(x) + t()ψ(x))2 dx
+
ρf
2
g
∫
C∗pi
h∗(x)2 dx+ ρbgpir2y∗0
+ σ
∫
I\C∗pi
√
1 + (h∗′(x) + ϕ′(x) + t()ψ′(x))2 dx
+ α
∫
C∗pi
√
1 + h∗′(x)2 dx.
Since E(h∗ + ϕ+ t()ψ, x∗0, y∗0) is differentiable with respect to the parameter 
and from equation (3.1) we infer
d
d
E(h∗ + ϕ+ t()ψ, x∗0, y∗0)|=0 = 0. (3.2)
38
3.2 Contact Angles
We calculate for arbitrary ϕ
d
d
E(h∗ + ϕ+ t()ψ, x∗0, y∗0)|=0
=ρf g
∫
I\C∗pi
h∗(x)ϕ(x) + t′(0)h∗(x)ψ(x) dx
+ σ
∫
I\C∗pi
h∗′(x)√
1 + h∗′(x)2
(ϕ′(x) + t′(0)ψ′(x)) dx
=ρf g
∫
I\C∗pi
h∗(x)ϕ(x) + t′(0)h∗(x)ψ(x) dx
− σ
∫
I\C∗pi
d
dx
(
h∗′(x)√
1 + h∗′(x)2
)
(ϕ(x) + t′(0)ψ(x)) dx
Hence, using (3.2) we end up with
ρf g
∫
I\C∗pi
h∗(x)ϕ(x) dx− σ
∫
I\C∗pi
d
dx
(
h∗′(x)√
1 + h∗′(x)2
)
ϕ(x) dx
=− t′(0)
ρf g ∫
I\C∗pi
h∗(x)ψ(x) dx− σ
∫
I\C∗pi
d
dx
(
h∗′(x)√
1 + h∗′(x)2
)
ψ(x) dx

︸ ︷︷ ︸
=:λ
=λ
∫
I\C∗pi
ϕ(x) dx.
Thus,
ρf g h
∗(x)− σ d
dx
(
h∗′(x)√
1 + h∗′(x)2
)
= constant (3.3)
holds on the free surface.
3.2 Contact Angles
The second step now consists in determining the contact angles between free
surface of the fluid and body in the contact points which we assumed to be
c1 and c2. The contact angle between surface and body can be determined by
considering the angle between the tangent vectors of the fluid and the body.
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The tangent vector of the fluid in the contact point c1 and c2 respectively is
given by
τf (c1) :=
1√
1 + h∗−
′(c1)2
(
1
h∗−
′(c1)
)
and
τf (c2) :=
1√
1 + h∗+
′(c2)2
(
1
h∗+
′(c2)
)
.
Here h∗−
′(c1) denotes the derivative from the left and h∗+
′(c2) the derivative from
the right handside which exist due to our assumption that the minimizer h∗ is
twice continuously differentiable on I \ C∗pi. The tangent vectors of the body in
the contact points c1 and c2 are given by
τb(ci) :=
√
r2 − (ci − x∗0)2
r
(
1
ci−x∗0√
r2−(ci−x∗0)2
)
, i = 1, 2.
Then the contact angles ^i satisfy
cos(^i) = τf (ci).τb(ci), i = 1, 2.
We postulate that
h∗±
′(ci) 6= ci − x
∗
0√
r2 − (ci − x∗0)2
, i = 1, 2. (3.4)
Otherwise the contact angles are zero from the start which we want to avoid.
From this point on we restrict ourselves to the treatment of the contact point
c1 but all considerations can be transfered to the treatment of c2. We will show
that (3.4) implies
c1 − x∗0√
r2 − (c1 − x∗0)2
− h∗−′(c1) < 0.
As to this, consider
h∗−
′(c1) = lim
t↗0
h∗(c1 + t)− h∗(c1)
t
and since c1 is the minimum of the coincidence set we know that for all small
t < 0
h∗(c1 + t) < y∗0 −
√
r2 − (c1 + t− x∗0)2
holds. Then it is
h∗(c1 + t)− h∗(c1)
t
>
y∗0 −
√
r2 − (c1 + t− x∗0)2 − (y∗0 −
√
r2 − (c1 − x∗0)2)
t
and therefore taking the limit on both sides we obtain
h∗−
′(c1) ≥ c1 − x
∗
0√
r2 − (c1 − x∗0)2
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which was to be proven. We consider a small neighbourhood of the minimal
contact point c1. This neighbourhood Bδ(c1) is chosen such that Bδ(c1) ⊂⊂
(x∗0 − r, c2). In the following we modify this neighbourhood as it is required
without marking it especially. We want to modify the function h∗ on (c1, c1+ δ)
so that the modification, denoted by h˜, satisfies h˜ ∈ C2(Bδ(c1)), ‖h˜′‖∞ < M
and h˜(x) > y∗0 −
√
r2 − (x− x∗0)2 for all x ∈ (c1, c1 + δ). For example we can
choose a polynomial extension on (c1, c1 + δ):
p(x) :=
h∗−
′′(c1)
2
x2 +
(
h∗−
′(c1)− h∗−′′(c1) c1
)
x
+ h(c1) +
h∗−
′′(c1)
2
c21 − h∗−′(c1) c1. (3.5)
Define
h˜(x) :=
{
h∗(x) : x ∈ (c1 − δ, c1],
p(x) : x ∈ (c1, c1 + δ).
We check if the function h˜ has the desired properties. Our construction yields
h˜ ∈ C2(Bδ(c1)). Due to the continuity of h˜′ we can find a neighbourhood Bδ(c1)
such that
x− x∗0√
r2 − (x− x∗0)2
− h˜′(x) < 0
for all x ∈ Bδ(c1). The claim h˜(x) > y∗0 −
√
r2 − (x− x∗0)2 for x ∈ (c1, c1 + δ) is
also satisfied: A Taylor expansion leads to
h˜(x)−
(
y∗0 −
√
r2 − (x− x∗0)2
)
= h˜(c1)−
(
y∗0 −
√
r2 − (c1 − x∗0)2
)
︸ ︷︷ ︸
=0
+
(
h˜′(ξ)− ξ − x
∗
0√
r2 − (ξ − x∗0)2
)
(x− c1)
>0
for x > c1 and ξ between x and c1. Moreover, after possibly refining the neigh-
bourhood once more we also have ‖h˜′‖∞ < M : For x > c1 it is
h˜′(x) =h∗−
′′(c1) x+
(
h∗−
′(c1)− h∗−′′(c1) c1
)
=h∗−
′′(c1) (x− c1) + h∗−′(c1).
Since |h∗−′(c1)| < M then |h˜′(x)| < M if |x − c1| is small enough. Now we
choose perturbations of the surface acting only in this neighbourhood: Let ϕ ∈
C∞0 (Bδ(c1)) and  with || < 0 sufficiently small such that ‖h˜′ + ϕ′‖∞ ≤ M
and h˜+ ϕ ≥ 0. Consider
F (x, ) = y∗0 −
√
r2 − (x− x∗0)2 − h˜(x)− ϕ(x), (x, ) ∈ Bδ(c1)× (−0, 0).
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Thus, F ∈ C2(Bδ(c1)× (−0, 0)) with F (c1, 0) = 0 and
∂
∂x
F (c1, 0) =
c1 − x∗0√
r2 − (c1 − x∗0)2
− h∗−′(c1) < 0.
Hence, the Implicit Function Theorem implies the existence of a neighbourhood
U of (c1, 0) and a neighbourhood W of 0 and the existence of a function x() ∈
C2(W ) such that for all  ∈ W there exists a unique x = x() with (x(), ) ∈ U
such that F (x(), ) = 0 holds. Therefore, we have a contact point of the
perturbed surface and the body. The condition
h˜(x()) + ϕ(x()) = y∗0 −
√
r2 − (x()− x∗0)2 ∀ ∈ (−0, 0)
yields with x() = x(0) + x′(0) + o() = c1 + x′(0) + o()
h˜(c1) +  h˜
′(c1) x′(0) + ϕ(c1) + o()
=y∗0 −
√
r2 − (c1 − x∗0)2 + 
c1 − x∗0√
r2 − (c1 − x∗0)2
x′(0) + o()
which leads to
h˜′(c1) x′(0) + ϕ(c1) =
c1 − x∗0√
r2 − (c1 − x∗0)2
x′(0)
⇐⇒ϕ(c1) =
(
c1 − x∗0√
r2 − (c1 − x∗0)2
− h˜′(c1)
)
x′(0). (3.6)
If ϕ(c1) is positive then x
′(0) is negative and thus if  ≥ 0 ( w.r.t  < 0) then
x() ≤ c1 (x() > c1). After this preparations we define the final perturbation
of the surface for 0 sufficiently small by
h(x) :=

h˜(x) + ϕ(x) : x ∈ (c1 − δ, x()],
y∗0 −
√
r2 − (x− x∗0)2 : x ∈ (x(), c1 + δ),
h∗(x) : otherwise.
We have to deal with the volume condition. Again we add an appropriate func-
tion to adjust the violation of the volume condition caused by our perturbation
ϕ. Consider an interval I1 ⊂⊂ I \ [c1 − δ, c2] and a function ψ˜ ∈ C∞0 (I1) with∫
I1
ψ˜ dx 6= 0. Define ψ := ψ˜R
I1
ψ˜ dx
. Then ψ represents a perturbation of the free
surface. Observe that suppψ ∩ suppϕ = ∅. For t ∈ (−t0, t0) with t0 sufficiently
small then h,t := h + tψ ≥ 0 and |h′ + tψ′| ≤M hold. We compute∫
I
h,t(x) dx =
∫
I
h(x) + tψ(x) dx =
∫
I1
tψ(x) dx+
∫
I\(c1−δ,c1+δ)
h∗(x) dx
+
x()∫
c1−δ
h˜(x) + ϕ(x) dx+
c1+δ∫
x()
y∗0 −
√
r2 − (x− x∗0)2 dx
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and therefore
∫
I
h,t(x) dx = V if
t
∫
I1
ψ(x) dx
︸ ︷︷ ︸
=1
+
x()∫
c1−δ
ϕ(x) dx+
x()∫
c1−δ
h˜(x)− h∗(x) dx
+
c1+δ∫
x()
y∗0 −
√
r2 − (x− x∗0)2 − h∗(x) dx
=0
which is the case if
t = t() =− 
x()∫
c1−δ
ϕ(x) dx−
x()∫
c1−δ
h˜(x)− h∗(x) dx
−
c1+δ∫
x()
y∗0 −
√
r2 − (x− x∗0)2 − h∗(x) dx.
Then t ∈ C1((−0, 0)) and t() satisfies for 0 sufficiently small
t(0) = −
c1∫
c1−δ
h˜(x)− h∗(x) dx−
c1+δ∫
c1
y∗0 −
√
r2 − (x− x∗0)2 − h∗(x) dx = 0
and
t′(0) =−
c1∫
c1−δ
ϕ(x) dx− (h˜(c1)− h∗(c1))︸ ︷︷ ︸
=0
x′(0).
+ (y∗0 −
√
r2 − (c1 − x∗0)2 − h∗(c1))︸ ︷︷ ︸
=0
x′(0)
=−
c1∫
c1−δ
ϕ(x) dx. (3.7)
From now on we write h instead of h,t(). The preceding considerations show
that h ∈ HM for all  ∈ (−0, 0) and thus
E(h∗, x∗0, y∗0) ≤ E(h, x∗0, y∗0) ∀ , || < 0.
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We have
E(h, x∗0, y∗0)
=
ρf
2
g
∫
I
h(x)
2 dx+ ρbgpir
2y0
+ σ
∫
I
√
1 + h′(x)2(1− χCpi(x)) dx+ α
∫
I
√
1 + h′(x)2χCpi(x) dx
where Cpi = [x(), c2] because of our construction of h. We get
E(h, x∗0, y∗0)
=
ρf
2
g
∫
I\[c1−δ,c2]
h∗(x)2 dx+
ρf
2
g
∫
I1
2t()h∗(x)ψ(x) + t()2ψ(x)2 dx
+
ρf
2
g
x()∫
c1−δ
h˜(x)2 + 2h˜(x)ϕ(x) + 2ϕ(x)2 dx+ ρbgpir
2y0
+
ρf
2
g
c2∫
x()
(y∗0 −
√
r2 − (x− x∗0)2)2 dx+ σ
∫
I\[c1−δ,c2]
√
1 + h∗′(x)2 dx
+ σ
∫
I1
h∗′(x)√
1 + h∗′(x)2
t()ψ′(x) + o(t()) dx
+ σ
x()∫
c1−δ
√
1 + (h˜′(x) + ϕ′(x))2 dx+ α
c2∫
x()
r√
r2 − (x− x∗0)2
dx
which we can simplify to
E(h, x∗0, y∗0)
=
ρf
2
g
∫
I\[c1−δ,c2]
h(x)2 dx+ ρf g t()
∫
I1
h∗(x)ψ(x) dx+ ρbgpir2y0
+
ρf
2
g
x()∫
c1−δ
h˜(x)2 dx+ ρf g 
x()∫
c1−δ
h˜(x)ϕ(x) dx
+
ρf
2
g
c2∫
x()
(y∗0 −
√
r2 − (x− x∗0)2)2 dx+ σ
∫
I\[c1−δ,c2]
√
1 + h∗′(x)2 dx
+ σ t()
∫
I1
h∗′(x)√
1 + h∗′(x)2
ψ′(x) dx+ o(t())
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+ σ
x()∫
c1−δ
√
1 + h˜′(x)2 dx+  σ
x()∫
c1−δ
h˜′(x)√
1 + h˜′(x)2
ϕ′(x) dx+ o()
+ α
c2∫
x()
r√
r2 − (x− x∗0)2
dx.
We see that E(h, x∗0, y∗0) is differentiable with respect to  and therefore due to
the minimality of E(h∗, x∗0, y∗0) we get ddE(h, x∗0, y∗0)|=0 = 0. We compute
d
d
E(h, x∗0, y∗0)|=0 =ρf g t′(0)
∫
I1
h∗(x)ψ(x) dx+
ρf
2
g h˜(c1)
2 x′(0)
+ ρf g
c1∫
c1−δ
h˜(x)ϕ(x) dx
− ρf
2
g (y∗0 −
√
r2 − (c1 − x∗0)2)2 x′(0)
+ σ t′(0)
∫
I1
h∗′(x)√
1 + h∗′(x)2
ψ′(x) dx
+ σ
√
1 + h˜′(c1)2 x′(0) + σ
c1∫
c1−δ
h˜′(x)√
1 + h˜′(x)2
ϕ′(x) dx
− α r√
r2 − (c1 − x∗0)2
x′(0).
Since ψ equals zero on the boundary of I1 and ϕ(c1−δ) = 0 integration by parts
yields
d
d
E(h, x∗0, y∗0)|=0 =ρf g t′(0)
∫
I1
h∗(x)ψ(x) dx+ ρf g
c1∫
c1−δ
h∗(x)ϕ(x) dx
− σ t′(0)
∫
I1
d
dx
(
h∗′(x)√
1 + h∗′(x)2
)
ψ(x) dx
+ σ
√
1 + h∗′(c1)2 x′(0)
− σ
c1∫
c1−δ
d
dx
(
h∗′(x)√
1 + h∗′(x)2
)
ϕ(x) dx
+ σ
h∗′(c1)√
1 + h∗′(c1)2
ϕ(c1) − α r√
r2 − (c1 − x∗0)2
x′(0).
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We use our information about the free surface (3.3) and denoting the constant
term with c we obtain
d
d
E(h, x∗0, y∗0)|=0
=c t′(0)
∫
I1
ψ(x) dx
︸ ︷︷ ︸
=1
+c
c1∫
c1−δ
ϕ(x) dx+ σ
√
1 + h∗′(c1)2 x′(0)
+ σ
h∗′(c1)√
1 + h∗′(c1)2
ϕ(c1) − α r√
r2 − (c1 − x∗0)2
x′(0).
Inserting (3.7) some terms vanish:
d
d
E(h, x∗0, y∗0)|=0
=− c
c1∫
c1−δ
ϕ(x) dx+ c
c1∫
c1−δ
ϕ(x) dx+ σ
√
1 + h∗′(c1)2 x′(0)
+ σ
h∗′(c1)√
1 + h∗′(c1)2
ϕ(c1) − α r√
r2 − (c1 − x∗0)2
x′(0)
=σ
√
1 + h∗′(c1)2 x′(0) + σ
h∗′(c1)√
1 + h∗′(c1)2
ϕ(c1)
− α r√
r2 − (c1 − x∗0)2
x′(0)
!
=0.
We insert (3.6) to receive
σ
h∗′(c1)√
1 + h∗′(c1)2
(
c1 − x∗0√
r2 − (c1 − x∗0)2
− h∗′(c1)
)
x′(0)
+ σ
√
1 + h∗′(c1)2 x′(0) − α r√
r2 − (c1 − x∗0)2
x′(0)
=0. (3.8)
We multiply by
√
r2−(c1−x∗0)2
r
and divide by x′(0) to get
σ
√
1 + h∗′(c1)2
√
r2 − (c1 − x∗0)2
r
+ σ
h∗′(c1)√
1 + h∗′(c1)2
c1 − x∗0
r
− σ h
∗′(c1)2√
1 + h∗′(c1)2
√
r2 − (c1 − x∗0)2
r
− α = 0
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⇐⇒ σ
√
1 + h∗′(c1)2
√
r2 − (c1 − x∗0)2
r
+ σ
h∗′(c1)√
1 + h∗′(c1)2
c1 − x∗0
r
− σ 1 + h
∗′(c1)2√
1 + h∗′(c1)2
√
r2 − (c1 − x∗0)2
r
+ σ
1√
1 + h∗′(c1)2
√
r2 − (c1 − x∗0)2
r
= α
⇐⇒ h
∗′(c1)√
1 + h∗′(c1)2
c1 − x∗0
r
+
1√
1 + h∗′(c1)2
√
r2 − (c1 − x∗0)2
r
=
α
σ
.
This means
τf (c1).τb(c1) =
α
σ
and therefore we have as we mentioned above
cos(^i) =
α
σ
, i = 1, 2.
We summarize our results in the following theorem:
Theorem 3.1. Let σ > 0. For |α| ≤ σ let (h∗, x∗0, y∗0) be a minimizer of E in
HM such that h∗ ∈ C2(I \ C∗pi), ‖h∗′‖∞ < M and C∗pi = [c1, c2] ⊂ [x∗0−r+γ, x0+
r − γ] ⊂⊂ I. Moreover, let (3.4) be satisfied. Then the contact angle between
surface and body at the contact points (c1, h
∗(c1)) and (c2, h∗(c2)) satisfies
cos(^i) = τf (ci).τb(ci) =
α
σ
, i = 1, 2.
3.3 Variation Including the Body
In this section we also vary the location of the body by changing its centre.
The perturbations we use for the centre of the body are
y0 := y
∗
0 + y and x

0 = x
∗
0 + x.
Opposite to the previous section we now have to pay attention to perturbations
which act simultaneously on both sides of the contact set but we proceed in the
same way as before. We start with claiming that (3.4) holds. Then
c1 − x∗0√
r2 − (c1 − x∗0)2
− h∗−′(c1) < 0
whereas
c2 − x∗0√
r2 − (c2 − x∗0)2
− h∗+′(c2) > 0.
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We consider a neighbourhood Bδ([c1, c2]) ⊂ (x∗0− r, x∗0+ r). Again we define an
appropriate modification of h∗ by
h˜(x) :=
{
h∗(x) : x ∈ (c1 − δ, c1] ∪ [c2, c2 + δ),
p(x) : x ∈ (c1, c1 + δ) ∪ (c2 − δ, c2).
Here h˜ has to satisfy that h˜ ∈ C2(Bδ(c1)∪Bδ(c2)), h˜(x) > y∗0−
√
r2 − (x− x∗0)2
for all x ∈ (c1, c1+ δ)∪ (c2− δ, c2) with ‖h˜′‖∞ < M . For example we can choose
a polynomial extension p on (c1, c1 + δ) ∪ (c2 − δ, c2) as in (3.5). As before we
know that on Bδ(c1)
x− x∗0√
r2 − (x− x∗0)2
− h˜′(x) < 0
and on Bδ(c2)
x− x∗0√
r2 − (x− x∗0)2
− h˜′(x) > 0
holds. Now let ϕ be in C∞0 (Bδ(c1) ∪ Bδ(c2)) and  sufficiently small such that
‖h˜′ + ϕ′‖∞ ≤M and h˜+ ϕ ≥ 0. Consider
F (x, ) = y0 −
√
r2 − (x− x0)2 − h˜(x)− ϕ(x), (x, ) ∈ Bδ(ci)× (−0, 0).
Thus, F ∈ C2(Bδ(ci)× (−0, 0)) with F (ci, 0) = 0 and
∂
∂x
F (ci, 0) =
ci − x∗0√
r2 − (ci − x∗0)2
− h∗±′(ci) 6= 0
and therefore the Implicit Function Theorem yields the existence of functions
xi() ∈ C2((−0, 0)) for 0 sufficiently small, i = 1, 2 such that F (xi(), ) = 0.
Finally, we define as perturbation
h(x) :=

h˜(x) + ϕ(x) : x ∈ (c1 − δ, x1()] ∪ [x2(), c2 + δ),
y0 −
√
r2 − (x− x0)2 : x ∈ (x1(), x2()),
h∗(x) : otherwise.
New compatibility conditions arise:
h˜(xi()) + ϕ(xi()) = y

0 −
√
r2 − (xi()− x0)2
⇐⇒h˜(ci) + h˜′(ci)x′i(0) + ϕ(ci)
= y∗0 −
√
r2 − (ci − x∗0)2 + 
(
y +
ci − x∗0√
r2 − (x− x∗0)2
(x′i(0)− x)
)
+ o()
which yields
h˜′(ci)x′i(0) + ϕ(ci) = y +
ci − x∗0√
r2 − (ci − x∗0)2
(x′i(0)− x) (3.9)
⇐⇒ϕ(ci) = y +
(
ci − x∗0√
r2 − (ci − x∗0)2
− h˜′(ci)
)
x′i(0)−
ci − x∗0√
r2 − (ci − x∗0)2
x.
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Applying the same method as before we choose a smooth function ψ˜ ∈ C∞0 (I1)
where I1 ⊂⊂ I \ (c1 − δ, c2 + δ) this time with the property
∫
I1
ψ˜ dx 6= 0. We
define ψ := ψ˜R
I1
ψ˜ dx
and h,t := h + tψ for all , t, || < 0, |t| < t0 such that
|h′,t| ≤M and h,t ≥ 0. We compute∫
I
h,t(x) dx =
∫
(I\I1)\Bδ([c1,c2])
h∗(x) dx+
∫
I1
h∗(x) + tψ(x) dx
+
x1()∫
c1−δ
h˜(x) + ϕ(x) dx+
x2()∫
x1()
y0 −
√
r2 − (x− x0)2 dx
+
c2+δ∫
x2()
h˜(x) + ϕ(x) dx.
Therefore,
∫
I
h,t(x) dx = V holds if
0 =t
∫
I1
ψ(x) dx
︸ ︷︷ ︸
=1
+
x1()∫
c1−δ
h˜(x)− h∗(x) dx+ 
x1()∫
c1−δ
ϕ(x) dx
+
x2()∫
x1()
y0 −
√
r2 − (x− x0)2 − h∗(x) dx
+
c2+δ∫
x2()
h˜(x)− h∗(x) dx+ 
c2+δ∫
x2()
ϕ(x) dx
which gives
t = t() =−
x1()∫
c1−δ
h˜(x)− h∗(x) dx− 
x1()∫
c1−δ
ϕ(x) dx
−
x2()∫
x1()
y0 −
√
r2 − (x− x0)2 − h∗(x) dx
−
c2+δ∫
x2()
h˜(x)− h∗(x) dx− 
c2+δ∫
x2()
ϕ(x) dx.
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Then
t(0) =−
c1∫
c1−δ
h˜(x)− h∗(x) dx
︸ ︷︷ ︸
=0
−
c2∫
c1
y∗0 −
√
r2 − (x− x∗0)2 − h∗(x) dx︸ ︷︷ ︸
=0
−
c2+δ∫
c2
h˜(x)− h∗(x) dx
︸ ︷︷ ︸
=0
= 0
and
t′() =−
(
h˜(x1())− h∗(x1())
)
x′1()−
x1()∫
c1−δ
ϕ(x) dx− ϕ(x1()) x′1()
−
(
y0 −
√
r2 − (x2()− x0)2 − h∗(x2())
)
x′2()
+
(
y0 −
√
r2 − (x1()− x0)2 − h∗(x1())
)
x′1()
−
x2()∫
x1()
d
d
(
y0 −
√
r2 − (x− x0)2 − h∗(x)
)
dx
+
(
h˜(x2())− h∗(x2())
)
x′2()−
c2+δ∫
x2()
ϕ(x) dx+ ϕ(x2()) x
′
2().
Evaluating this derivative in 0 gives
t′(0) =−
(
h˜(c1)− h∗(c1)
)
︸ ︷︷ ︸
=0
x′1(0)−
c1∫
c1−δ
ϕ(x) dx
−
(
y∗0 −
√
r2 − (c2 − x∗0)2 − h∗(c2)
)
︸ ︷︷ ︸
=0
x′2(0)
+
(
y∗0 −
√
r2 − (c1 − x∗0)2 − h∗(c1)
)
︸ ︷︷ ︸
=0
x′1(0)
−
c2∫
c1
y − x− x
∗
0√
r2 − (x− x∗0)2
x dx
+
(
h˜(c2)− h∗(c2)
)
︸ ︷︷ ︸
=0
x′2(0)−
c2+δ∫
c2
ϕ(x) dx
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=−
c1∫
c1−δ
ϕ(x) dx−
c2+δ∫
c2
ϕ(x) dx−
c2∫
c1
y − x− x
∗
0√
r2 − (x− x∗0)2
x dx
=−
c1∫
c1−δ
ϕ(x) dx−
c2+δ∫
c2
ϕ(x) dx− y(c2 − c1) + x(h∗(c2)− h∗(c1)).
(3.10)
From now on we write h instead of h,t(). Due to our construction the coinci-
dence set of h is given by C

pi = [x1(), x2()]. Hence, we compute
E(h, x0, y0) =
ρf
2
g
∫
I
h(x)
2 dx+ ρb gpir
2(y∗0 + y)
+ σ
∫
I\Cpi
√
1 + h′(x)2 dx+ α
∫
Cpi
√
1 + h′(x)2 dx.
We consider the summands separately. We begin with
ρf
2
g
∫
I
h(x)
2 dx
=
ρf
2
g
∫
I\Bδ([c1,c2])
h∗(x)2 dx+
ρf
2
g
∫
I1
2t()h∗(x)ψ(x) + t()2ψ(x)2 dx
+
ρf
2
g
x1()∫
c1−δ
h˜(x)2 + 2h˜(x)ϕ(x) + 2ϕ(x)2 dx
+
ρf
2
g
x2()∫
x1()
(
y0 −
√
r2 − (x− x0)2
)2
dx
+
ρf
2
g
c2+δ∫
x2()
h˜(x)2 + 2h˜(x)ϕ(x) + 2ϕ(x)2 dx.
Differentiating with respect to  yields
ρf
2
g
d
d
∫
I
h(x)
2 dx|=0
=ρf g t
′(0)
∫
I1
h∗(x)ψ(x) dx+
ρf
2
g h˜(c1)
2 x′1(0) + ρf g
c1∫
c1−δ
h˜(x) ϕ(x) dx
+
ρf
2
g
(
y∗0 −
√
r2 − (c2 − x∗0)2
)2
x′2(0)
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− ρf
2
g
(
y∗0 −
√
r2 − (c1 − x∗0)2
)2
x′1(0)
+ ρf g
c2∫
c1
(
y∗0 −
√
r2 − (x− x∗0)2
) (
y − x− x
∗
0√
r2 − (x− x∗0)2
x
)
dx
− ρf
2
g h˜(c2)
2 x′2(0) + ρf g
c2+δ∫
c2
h˜(x)ϕ(x) dx
=ρf g t
′(0)
∫
I1
h∗(x)ψ(x) dx
+ ρf g
c1∫
c1−δ
h∗(x) ϕ(x) dx+ ρf g
c2+δ∫
c2
h∗(x)ϕ(x) dx
+ ρf g y
c2∫
c1
h∗(x) dx− ρf g x
c2∫
c1
h∗(x) h∗′(x) dx
︸ ︷︷ ︸
= 1
2
(h∗(c2)2−h∗(c1)2)
.
The next term we consider is
σ
∫
I\Cpi
√
1 + h′(x)2 dx
=σ
∫
I\Bδ([c1,c2])
√
1 + h∗′(x)2 dx+ σ t()
∫
I1
h∗′(x)√
1 + h∗′(x)2
ψ′(x) dx
+ σ
x1()∫
c1−δ
√
1 + h˜′(x)2 dx+ σ 
x1()∫
c1−δ
h˜′(x)√
1 + h˜′(x)2
ϕ′(x) dx
+ σ
c2+δ∫
x2()
√
1 + h˜′(x)2 dx+ σ 
c2+δ∫
x2()
h˜′(x)√
1 + h˜′(x)2
ϕ′(x) dx+ o() + o(t()).
Hence, differentiating yields
σ
d
d
∫
I\Cpi
√
1 + h′(x)2 dx|=0
=σ t′(0)
∫
I1
h∗′(x)√
1 + h∗′(x)2
ψ′(x) dx+ σ
√
1 + h∗′(c1)2 x′1(0)
+ σ
c1∫
c1−δ
h∗′(x)√
1 + h∗′(x)2
ϕ′(x) dx− σ
√
1 + h∗′(c2)2 x′2(0)
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+ σ
c2+δ∫
c2
h∗′(x)√
1 + h∗′(x)2
ϕ′(x) dx
and integrating by parts yields
σ
d
d
∫
I\Cpi
√
1 + h′(x)2 dx|=0
=− σ t′(0)
∫
I1
d
dx
(
h∗′(x)√
1 + h∗′(x)2
)
ψ(x) dx+ σ
√
1 + h∗′(c1)2 x′1(0)
− σ
c1∫
c1−δ
d
dx
(
h∗′(x)√
1 + h∗′(x)2
)
ϕ(x) dx− σ
√
1 + h∗′(c2)2 x′2(0)
− σ
c2+δ∫
c2
d
dx
(
h∗′(x)√
1 + h∗′(x)2
)
ϕ(x) dx+ σ
h∗′(c1)√
1 + h∗′(c1)2
ϕ(c1)
− σ h
∗′(c2)√
1 + h∗′(c2)2
ϕ(c2).
Finally, the remaining term is
α
∫
Cpi
√
1 + h′(x)2 dx = α
x2()∫
x1()
r√
r2 − (x− x0)2
dx
and we get
α
d
d
x2()∫
x1()
r√
r2 − (x− x0)2
dx|=0 = α r√
r2 − (c2 − x∗0)2
x′2(0)
− α r√
r2 − (c1 − x∗0)2
x′1(0)− α x r
c2∫
c1
x− x∗0√
r2 − (x− x∗0)2
3 dx
=α
r√
r2 − (c2 − x∗0)2
x′2(0)− α
r√
r2 − (c1 − x∗0)2
x′1(0)
− α x r√
r2 − (c2 − x∗0)2
+ α x
r√
r2 − (c1 − x∗0)2
.
Combining all calculations we obtain at last
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d
d
E(h, x0, y0)|=0
=t′(0)
∫
I1
(
ρf g h
∗(x)− σ d
dx
(
h∗′(x)√
1 + h∗′(x)2
))
ψ(x) dx+ ρb g pir
2y
+
c1∫
c1−δ
(
ρf g h
∗(x)− σ d
dx
(
h∗′(x)√
1 + h∗′(x)2
) )
ϕ(x) dx
+
c2+δ∫
c2
(
ρf g h
∗(x)− σ d
dx
(
h∗′(x)√
1 + h∗′(x)2
) )
ϕ(x) dx
+ ρf g y
c2∫
c1
h∗(x) dx− ρf
2
g x
(
h∗(c2)2 − h∗(c1)2
)
+ σ
√
1 + h∗′(c1)2 x′1(0)− σ
√
1 + h∗′(c2)2 x′2(0)
+ σ
h∗′(c1)√
1 + h∗′(c1)2
ϕ(c1)− σ h
∗′(c2)√
1 + h∗′(c2)2
ϕ(c2)
+ α
r√
r2 − (c2 − x∗0)2
x′2(0)− α
r√
r2 − (c1 − x∗0)2
x′1(0)
− α x r√
r2 − (c2 − x∗0)2
+ α x
r√
r2 − (c1 − x∗0)2
.
Thus, with ρf g h
∗(x) − σ d
dx
(
h∗′(x)√
1+h∗′(x)2
)
= c on the free surface and (3.10)
we have
d
d
E(h, x0, y0)|=0
=− y c (c2 − c1) + x c (h∗(c2)− h∗(c1)) + ρb g pir2y
+ ρf g y
c2∫
c1
h∗(x) dx− ρf
2
g x
(
h∗(c2)2 − h∗(c1)2
)
+ σ
√
1 + h∗′(c1)2 x′1(0)− σ
√
1 + h∗′(c2)2 x′2(0)
+ σ
h∗′(c1)√
1 + h∗′(c1)2
ϕ(c1)− σ h
∗′(c2)√
1 + h∗′(c2)2
ϕ(c2)
+ α
r√
r2 − (c2 − x∗0)2
x′2(0)− α
r√
r2 − (c1 − x∗0)2
x′1(0)
− α x r√
r2 − (c2 − x∗0)2
+ α x
r√
r2 − (c1 − x∗0)2
.
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We see that if we neglect forces due to surface tension and adhesion, i.e. α = σ =
0, then (3.3) can be written as ρf g h
∗(x) = c and it follows that h∗(c1) = h∗(c2).
With c∗ = c
ρfg
we therefore have
d
d
E(h, x0, y0)|=0
=− y c (c2 − c1) + x c (h∗(c2)− h∗(c1)) + ρb g pir2y
+ ρf g y
c2∫
c1
h∗(x) dx− ρf
2
g x
(
h∗(c2)2 − h∗(c1)2
)
=− y ρf g c∗ (c2 − c1) + x ρf g c∗ (h∗(c2)− h∗(c1)) + ρb g pir2y
+ ρf g y
c2∫
c1
h∗(x) dx− ρf
2
g x
(
h∗(c2)2 − h∗(c1)2
)
=− y ρf g c∗ (c2 − c1) + ρb g pir2y + ρf g y
c2∫
c1
h∗(x) dx.
Therefore, the classical Principle of Archimedes appears as:
ρb g pir
2 = ρb g |Br((x∗0, y∗0))| = ρf g c∗ (c2 − c1)− ρf g
c2∫
c1
h∗(x) dx. (3.11)
We insert the compatibility condition (3.9):
d
d
E(h, x0, y0)|=0
=− y c (c2 − c1) + x c (h∗(c2)− h∗(c1)) + ρb g pir2y
+ ρf g y
c2∫
c1
h∗(x) dx− ρf
2
g x
(
h∗(c2)2 − h∗(c1)2
)
+ σ
√
1 + h∗′(c1)2 x′1(0)− σ
√
1 + h∗′(c2)2 x′2(0)
+ σ
h∗′(c1)√
1 + h∗′(c1)2
y − σ h
∗′(c2)√
1 + h∗′(c2)2
y
+ σ
h∗′(c1)√
1 + h∗′(c1)2
(
c1 − x∗0√
r2 − (c1 − x∗0)2
− h∗−′(c1)
)
x′1(0)
− σ h
∗′(c2)√
1 + h∗′(c2)2
(
c2 − x∗0√
r2 − (c2 − x∗0)2
− h∗+′(c2)
)
x′2(0)
− σ h
∗′(c1)√
1 + h∗′(c1)2
(
c1 − x∗0√
r2 − (c1 − x∗0)2
)
x
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+ σ
h∗′(c2)√
1 + h∗′(c2)2
(
c2 − x∗0√
r2 − (c2 − x∗0)2
)
x
+ α
r√
r2 − (c2 − x∗0)2
x′2(0)− α
r√
r2 − (c1 − x∗0)2
x′1(0)
− α x r√
r2 − (c2 − x∗0)2
+ α x
r√
r2 − (c1 − x∗0)2
.
Using the condition (3.8) arising at the contact points we obtain:
d
d
E(h, x0, y0)|=0
=− y c (c2 − c1) + x c (h∗(c2)− h∗(c1)) + ρb g pir2y
+ ρf g y
c2∫
c1
h∗(x) dx− ρf
2
g x
(
h∗(c2)2 − h∗(c1)2
)
+ σ
h∗′(c1)√
1 + h∗′(c1)2
y − σ h
∗′(c2)√
1 + h∗′(c2)2
y
− σ h
∗′(c1)√
1 + h∗′(c1)2
(
c1 − x∗0√
r2 − (c1 − x∗0)2
)
x
+ σ
h∗′(c2)√
1 + h∗′(c2)2
(
c2 − x∗0√
r2 − (c2 − x∗0)2
)
x
− α x r√
r2 − (c2 − x∗0)2
+ α x
r√
r2 − (c1 − x∗0)2
.
A further simplification is
− σ h
∗′(c1)√
1 + h∗′(c1)2
(
c1 − x∗0√
r2 − (c1 − x∗0)2
)
x+ α x
r√
r2 − (c1 − x∗0)2
=σ
1√
1 + h∗′(c1)2
x
and
σ
h∗′(c2)√
1 + h∗′(c2)2
(
c2 − x∗0√
r2 − (c2 − x∗0)2
)
x− α x r√
r2 − (c2 − x∗0)2
=− σ 1√
1 + h∗′(c2)2
x.
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Thus, we have
d
d
E(h, x0, y0)|=0
=− y c (c2 − c1) + x c (h∗(c2)− h∗(c1)) + ρb g pir2y
+ ρf g y
c2∫
c1
h∗(x) dx− ρf
2
g x
(
h∗(c2)2 − h∗(c1)2
)
+ σ
h∗′(c1)√
1 + h∗′(c1)2
y − σ h
∗′(c2)√
1 + h∗′(c2)2
y
+ σ
1√
1 + h∗′(c1)2
x− σ 1√
1 + h∗′(c2)2
x.
This gives two equations. On the one hand taking x = 0 we extract
ρb g |Br((x∗0, y∗0))|
=c (c2 − c1)− ρf g
c2∫
c1
h∗(x) dx+ σ
(
h∗′(c2)√
1 + h∗′(c2)2
− h
∗′(c1)√
1 + h∗′(c1)2
)
.
(3.12)
On the other hand the following equation arises:
(h∗(c2)− h∗(c1))
(
c− ρf
2
g (h∗(c2) + h∗(c1))
)
=σ
(
1√
1 + h∗′(c2)2
− 1√
1 + h∗′(c1)2
)
. (3.13)
We can interpret this two equations following the argumentation of J.B. Keller
in [Kel98]. Assuming that the surface of the fluid is flat sufficiently far away
from the body the first equation (3.12) is the vertical component of the sum of
the present forces: surface tension force FT , pressure force FP and gravitational
force FG, i.e.
0 =−ρb g |Br((x∗0, y∗0))|︸ ︷︷ ︸
F 2G
+ c (c2 − c1)− ρf g
c2∫
c1
h∗(x) dx
︸ ︷︷ ︸
F 2P
+ σ
(
h∗′(c2)√
1 + h∗′(c2)2
− h
∗′(c1)√
1 + h∗′(c1)2
)
︸ ︷︷ ︸
F 2T
=F 2G + F
2
P + F
2
T ,
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whereas the second equation (3.13), i.e.
0 =−c(h∗(c2)− h∗(c1)) + ρf
2
g (h∗(c2)2 − h∗(c1)2)︸ ︷︷ ︸
F 1P
+ σ
(
1√
1 + h∗′(c2)2
− 1√
1 + h∗′(c1)2
)
︸ ︷︷ ︸
F 1T
=F 1G + F
1
P + F
1
T ,
presents the horizontal component of the sum of the present forces.
Moreover, let β and β be the angles as indicated in Figure 3.1. The angle γ
satisfies cos(γ) = cos(pi −^i) = −ασ . Due to our construction it holds β, β > pi2 .
γ
β
β
γ
Figure 3.1: The angles β and β
We write the equations (3.11), (3.12) and (3.13) in terms of β, β and γ. Observe
that
c1 = x
∗
0 − r sin(pi − β) = x∗0 − r sin(β)
c2 = x
∗
0 + r sin(pi − β) = x∗0 + r sin(β)
h(c1) = y
∗
0 − r cos(pi − β) = y∗0 + r cos(β)
h(c2) = y
∗
0 − r cos(pi − β) = y∗0 + r cos(β)
and
1√
1 + h∗′(c1)2
= cos(β − γ)
1√
1 + h∗′(c2)2
= cos(β − γ)
h∗′(c1)√
1 + h∗′(c1)2
= sin(β − γ)
h∗′(c2)√
1 + h∗′(c2)2
= − sin(β − γ).
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Neglecting surface tension forces, i.e. considering equation (3.11) with h∗(c1) =
h∗(c2) = c∗ we obtain
ρb g pir
2 = ρf g c
∗ (c2 − c1)− ρf g
c2∫
c1
h∗(x) dx
= ρf g
r2
2
(2(pi − β)− sin(2(pi − β))) ,
i.e. equation (3.11) is equivalent to
2β − sin(2β) = 2pi
(
1− ρb
ρf
)
. (3.14)
Now taking into account forces due to surface tension but assuming that h∗(c1) =
h∗(c2) we see that equation (3.13) vanishes while equation (3.12) can be rewrit-
ten as:
ρb g pi r
2
=ρf g h
∗(ci) (c2 − c1)− ρf g
c2∫
c1
h∗(x) dx− (ρf g h∗(ci) − c ) (c2 − c1)
+ σ (− sin(β − γ)− sin(β − γ))
=ρf g
r2
2
(2(pi − β)− sin(2(pi − β)))− (ρf g (y∗0 + r cos(β)) − c ) 2r sin(β)
− 2σ sin(β − γ)
which yields with k = σ
ρfg
and λ = c
σ
2β − sin(2β) + 4
r2
k sin(β − γ) + 4
r
(
y0 + r cos(β)− kλ
)
sin(β) = 2pi
(
1− ρb
ρf
)
.
Denoting the curvature of the interface at the contact line on the body by
H := 1
k
h∗(ci)− λ we get
2β − sin(2β) + 4k
r2
sin(β − γ) + 4kH
r
sin(β) = 2pi
(
1− ρb
ρf
)
.
Assuming that h∗(c1) 6= h∗(c2), i.e. h(c2) − h(c1) = r(cos(β) − cos(β)) we see
that equation (3.13) can be written as
c =σ
(
cos(β − γ)− cos(β − γ)) 1
r(cos(β)− cos(β))
+
ρf
2
g (h∗(c2) + h∗(c1))
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and therefore
c (c2 − c1) =σ
(
cos(β − γ)− cos(β − γ)) r(sin(β) + sin(β))
r(cos(β)− cos(β))
+
ρf
2
g (h∗(c2) + h∗(c1))(c2 − c1).
Inserting equation (3.13) in equation (3.12) we obtain
ρb g pir
2 =
ρf
2
g (h∗(c2) + h∗(c1))(c2 − c1)− ρf g
c2∫
c1
h∗(x) dx
+ σ
(
cos(β − γ)− cos(β − γ)) r(sin(β) + sin(β))
r(cos(β)− cos(β))
− σ (sin(β − γ) + sin(β − γ))
=ρf g
r2
2
(
2pi − β − β − sin(2pi − β − β))
+ σ
(
cos(β − γ)− cos(β − γ)) sin(β) + sin(β)
cos(β)− cos(β)
− σ (sin(β − γ) + sin(β − γ)) .
Observe that
σ
(
cos(β − γ)− cos(β − γ)) sin(β) + sin(β)
cos(β)− cos(β)
− σ (sin(β − γ) + sin(β − γ)) = 0
such that only
β + β − sin(β + β) = 2pi
(
1− ρb
ρf
)
is left.
We cannot rule out this possibility, i.e. h∗(c1) 6= h∗(c2), although it is kind
of astonishing. For discussion of this problem we refer to [MT09] where the
authors discover identical equations using a variational principle introduced in
[McC07].
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Chapter 4
Existence
In this chapter we concentrate on the full problem. We consider the problem
(1.12) to find a minimizer of the functional F in an appropriate function space
H. Let D = (−R,R) × (0, d) be the reference domain for our problem with
d > 2 ( V|I| + |I|M) = 2M˜ . Recall that the domain of the fluid is given by
Ωh :=
{
x = (x, y) ∈ R2 : −R < x < R, 0 < y < h(x)} ⊂ D
for all (h, x0, y0) ∈ HM . As we mentioned before we examine two different
boundary conditions at the bottom: Dirichlet data and Neumann data.
4.1 Dirichlet Boundary Data at the Bottom
Since we expect the velocity potential φ to satisfy (1.9) we prescribe the
boundary conditions:
Definition 4.1. Let c be the phase velocity of the wave as introduced in Chapter
1. Let G ∈ C∞(R) with G(x+ 2R) = G(x)− 2cR for all x ∈ R. We define
H1 :=
{
f ∈ W 1,2(D) : Tr f(R, y) = Tr f(−R, y)− 2cR and Tr f(x, 0) = G} .
Here Tr is the trace operator as defined in Theorem 1.2. Thus, the functional
F is well defined on H := H1×HM . In this chapter we will prove the existence
of a minimizer (φ∗, h∗, x∗0, y
∗
0) ∈ H of the functional F : H → R,
F(φ, h, x0, y0)
=
ρf
2
∫
Ωh
|∇φ(x)|2 dx + ρf
2
g
R∫
−R
h2(x) dx + ρb g pir
2y0
+ σ
∫
I
√
1 + h′(x)2 (1− χCpi(x)) dx + α
∫
I
√
1 + h′(x)2 χCpi(x) dx
=
ρf
2
∫
Ωh
|∇φ(x)|2 dx + E(h, x0, y0).
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In order to prove the existence we will proceed as follows. At first we fix an
element (h, x0, y0) ∈ HM and examine the first part of F , the Dirichlet Integral
ρf
2
∫
Ωh
|∇φ(x)|2 dx, separately. Then allowing (h, x0, y0) ∈ HM to be variable
we prove some auxiliary lemmata before we are able to show the existence of a
minimizer of the full problem.
Note that from now on C is a generic constant which may change within a line.
4.1.1 Preliminaries
Let (h, x0, y0) ∈ HM . We define
Definition 4.2.
Hh2 :=
{
u ∈ W 1,2(Ωh) : Tru(R, y) = Tru(−R, y)− 2cR and Tru(x, 0) = G
}
.
Here G is as in Definition 4.1. We consider the minimization problem: Find
a minimizer u∗ ∈ Hh2 of the functional
Gh(u) = 1
2
∫
Ωh
|∇u|2 dx. (4.1)
In the following we denote by G the extension of G to D: G(x, y) = G(x) for
all (x, y) ∈ D. Let f := −∆G and G˜ := −ν.∇G where ν is the outer normal
vector to ∂Ωh. Define
Hh3 :=
{
u ∈ W 1,2(Ωh) : Tru(R, y) = Tru(−R, y) and Tru(x, 0) = 0
}
.
Instead of considering Problem (4.1) we can examine equivalently the following
minimization problem: Find a minimizer u˜ ∈ Hh3 of the functional
G˜h(u) = 1
2
∫
Ωh
|∇u|2 dx+
∫
Ωh
fu dx−
∫
∂Ωh∩{y=h(x)}
G˜u dH1. (4.2)
Lemma 4.3 (Equivalence of the minimization problems (4.1) and (4.2)). The
minimization problems are equivalent in the sense that: u˜ is a minimizer of G˜h
in Hh3 if and only if u˜+G =: u
∗ is a minimizer of Gh in Hh2 .
Proof. 1. Let u˜ be a minimizer of G˜h in Hh3 . Obviously u∗ := u˜+G ∈ Hh2 . We
want to show that Gh(u∗) ≤ Gh(u) for all u ∈ Hh2 . Let u ∈ Hh2 be arbitrary.
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Hence, u−G ∈ Hh3 and
Gh(u) =1
2
∫
Ωh
|∇(u−G)|2 + 2∇u.∇G− |∇G|2 dx
=G˜h(u−G)−
∫
Ωh
f(u−G) dx+
∫
∂Ωh∩{y=h(x)}
G˜(u−G) dH1
+
∫
Ωh
∇u.∇G− 1
2
|∇G|2 dx
=G˜h(u−G) + 1
2
|∇G|2 dx ≥ G˜h(u˜) + 1
2
|∇G|2 dx = Gh(u∗).
2. Let u∗ be a minimizer of Gh in Hh2 . In an analogous manner it follows
G˜h(u) ≥ G˜h(u˜) for all u ∈ Hh3 .
For a fixed (h, x0, y0) ∈ HM the direct method in the calculus of variations
now implies the existence of a minimizer of G˜h in Hh3 :
Theorem 4.4. There exists a minimizer u˜ ∈ Hh3 of G˜h, i.e.
G˜h(u˜) = inf
u∈Hh3
G˜h(u).
Proof. Note that Hh3 is weakly closed. Our functional is coercive and sequen-
tially weakly lower- semicontinuous on Hh3 with respect to W
1,2(Ωh). We have
G˜h(u) ≥1
2
‖∇u‖2L2(Ωh) − ‖f‖L2(Ωh)‖u‖L2(Ωh) − ‖G˜‖L2(∂Ωh)‖u‖L2(∂Ωh)
≥1
2
‖∇u‖2L2(Ωh) − C‖∇u‖L2(Ωh) − C‖u‖W 1,2(Ωh)
≥1
2
‖∇u‖2L2(Ωh) − C‖∇u‖L2(Ωh)
where we use the General Poincare´ inequality Theorem 1.4 and Theorem 1.2.
The lower-semicontinuity follows from the convexity of the first integral, the
Rellich embedding theorem and Theorem 1.3. Applying [Str00, Chapter I, The-
orem 1.2] our proof is complete.
4.1.2 Existence
First of all, considering a convergent sequence in HM we show that also
the corresponding domains occupied by the fluid converge in a certain sense.
Therefore, we define the characteristic function of the domain Ωh by χΩh : D →
R,
χΩh(x) :=
{
1 : x ∈ Ωh,
0 : x ∈ D \ Ωh.
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We prove that the characteristic functions of the domains occupied by the fluid
converge:
Lemma 4.5 (Domain convergence). Let {(hn, x0n, y0n)}n∈N be a sequence in
HM and let {χΩhn}n∈N be the associated sequence of characteristic functions.
Then there exists a convergent subsequence of {(hn, x0n, y0n)}n∈N in HM with
limit (h, x0, y0) and a subsequence of {χΩhn}n∈N which converges to the charac-
teristic function χΩh in L
p(D), 1 ≤ p <∞, i.e.
χΩhn
n→∞−→ χΩh in Lp(D)
for all 1 ≤ p <∞.
Proof. Since {(hn, x0n, y0n)}n∈N is a sequence in HM , a subsequence of {hn}n∈N,
again denoted by {hn}n∈N, converges uniformly to h in C0(I) due to Theorem
2.1. In the following we write {χn}n∈N instead of {χΩhn}n∈N. We examine the
difference |χn(x)− χΩh(x)|. We have
|χn(x)− χΩh(x)| =
{
1 : x ∈ (Ωhn \ Ωh) ∪ (Ωh \ Ωhn),
0 : otherwise.
Let
An := Ωhn \ Ωh = {x = (x, y) ∈ D : hn(x) > y ≥ h(x)}
and
Bn := Ωh \ Ωhn = {x = (x, y) ∈ D : h(x) > y ≥ hn(x)} .
Denote the projection of An and Bn to the real line by
Anpi := {x ∈ I : hn(x) > h(x)} and Bnpi := {x ∈ I : h(x) > hn(x)} .
Then for 1 ≤ p <∞∫
D
|χn(x)− χΩh(x)|p dx =
∫
D
|χn(x)− χΩh(x)| dx
=
∫
Ωhn\Ωh
1 dx+
∫
Ωh\Ωhn
1 dx =
∫
Anpi
hn(x)∫
h(x)
1 dx+
∫
Bnpi
h(x)∫
hn(x)
1 dx
=
∫
Anpi
hn(x)− h(x) dx +
∫
Bnpi
h(x)− hn(x) dx
≤ (|Anpi|+ |Bnpi |) sup
x∈I
|hn(x)− h(x)|
≤2R sup
x∈I
|hn(x)− h(x)| −→ 0
as n tends to infinity.
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Note that we did not prove that {χΩhn}n∈N converges in L∞(D): Let h ∈ K
and hn(x) := h(x) +
1
n
for all n ∈ N. Then {hn}n∈N converges uniformly to h in
C0(I). However, ‖χΩhn − χΩh‖∞ = 1 for all n ∈ N.
The next step is to prove lower-semicontinuity of the functional F . Since in
Theorem 2.14 we proved the lower-semicontinuity of E on HM it suffices to
examine the first part of F .
Lemma 4.6 (Lower-Semicontinuity). Let {(φn, hn, x0n, y0n)}n∈N be a sequence
in H with {φn}n∈N bounded in H1. Then there exists a convergent subsequence of
(hn, x0n, y0n)}n∈N whose limit is denoted by (h, x0, y0) ∈ HM and a subsequence
of {φn}n∈N ⊂ H1 which converges weakly in W 1,2(D) to a function φ ∈ H1.
Moreover, ∫
Ωh
|∇φ(x)|2 dx ≤ lim inf
n→∞
∫
Ωhn
|∇φn(x)|2 dx.
Proof. Due to Lemma 2.11 a subsequence of {(hn, x0n, y0n)}n∈N, again denoted
by {(hn, x0n, y0n)}n∈N, converges in HM to (h, x0, y0) ∈ HM . Since W 1,2(D) is
reflexive there exists a subsequence of {φn}n∈N ⊂ H1, again denoted by {φn}n∈N,
which converges weakly in W 1,2(D) to a function φ ∈ W 1,2(D). Then Theorem
1.3 implies that φ ∈ H1. We write again χn instead of χΩhn . From Lemma
4.5 we infer that a subsequence, again denoted by {χn}n∈N, converges to χΩh in
Lp(D), 1 ≤ p <∞. Then∫
Ωhn
|∂iφn(x)|2 dx =
∫
D
∂iφn(x)
2 χn(x) dx ≤
∫
D
|∇φn(x)|2 dx, i = 1, 2.
Therefore, {∂iφnχn}n∈N, i = 1, 2 is a bounded sequence in L2(D) and hence a
subsequence converges weakly in L2(D). We claim that ∂iφnχn ⇀ ∂iφχΩh as
n→∞, i.e. we want to show that∫
D
∂iφn(x)χn(x) ψ(x) dx
n→∞−→
∫
D
∂iφ(x)χΩh(x) ψ(x) dx ∀ ψ ∈ L2(D).
This convergence can be proven as follows: We compute
|
∫
D
∂iφn(x)χn(x) ψ(x) dx−
∫
D
∂iφ(x)χΩh(x) ψ(x) dx|
=|
∫
D
∂iφn(x)(χn(x)− χΩh(x)) ψ(x) dx+
∫
D
(∂iφn(x)− ∂iφ(x))χΩh(x)ψ(x) dx|
≤|
∫
D
∂iφn(x)(χn(x)− χΩh(x))ψ(x) dx︸ ︷︷ ︸
=:In1
|+ |
∫
D
(∂iφn(x)− ∂iφ(x))χΩh(x)ψ(x) dx︸ ︷︷ ︸
=:In2
|
65
4 Existence
We examine In1 :∫
D
∂iφn(x)(χn(x)− χΩh(x)) ψ(x) dx
≤
∫
D
∂iφn(x)
2 dx
 12
︸ ︷︷ ︸
≤C
∫
D
(χn(x)− χΩh(x))2 ψ(x)2 dx
 12
≤C
∫
D
(χn(x)− χΩh(x))2 ψ(x)2 dx
 12 .
Now we apply Egorov’s Theorem, see [Alt99, Chapter 1, Theorem A 1.17, p.
79]: For each δ > 0 there exists Eδ ⊂ D such that |D \Eδ| ≤ δ and χn −→ χΩh
uniformly on Eδ as n tends to infinity. Then∫
D
(χn(x)− χΩh(x))2 ψ(x)2 dx
=
∫
D\Eδ
(χn(x)− χΩh(x))2 ψ(x)2 dx+
∫
Eδ
(χn(x)− χΩh(x))2 ψ(x)2 dx
≤
∫
D\Eδ
ψ(x)2 dx+
∫
Eδ
(χn(x)− χΩh(x))2 ψ(x)2 dx.
Now let  > 0 arbitrary. Since∫
D\Eδ
ψ(x)2 dx −→ 0 when δ −→ 0
we can choose δ = δ() > 0 such that∫
D\Eδ
ψ(x)2 dx ≤ 
2
8C2
.
Due to the uniform convergence of {χn}n∈N on Eδ there exists N2 = N2() such
that ∫
Eδ
(χn(x)− χΩh(x))2 ψ(x)2 dx ≤
2
8C2
.
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Alltogether we have for all n ≥ N2
|In1 | ≤C
∫
D
(χn(x)− χΩh(x))2 ψ(x)2 dx
 12
≤C
 ∫
D\Eδ
ψ(x)2 dx+
∫
Eδ
(χn(x)− χΩh(x))2 ψ(x)2 dx

1
2
≤C
(
2
2
8C2
) 1
2
=

2
.
Since ∂iφn ⇀ ∂iφ in L
2(D) there exists N1 = N1() ∈ N such that |In2 | < 2 for
all n ≥ N1 which completes the proof of our claim.
The weak convergence of {∂iφnχn}n∈N yields for i = 1, 2∫
Ωh
|∂iφ(x)|2 dx =
∫
D
|∂iφ(x)χΩh(x)|2 dx
≤ lim inf
n→∞
∫
D
|∂iφn(x)χn(x)|2 dx = lim inf
n→∞
∫
Ωhn
|∂iφn(x)|2 dx
and therefore ∫
Ωh
|∇φ(x)|2 dx ≤ lim inf
n→∞
∫
Ωhn
|∇φn(x)|2 dx.
To prove the existence of a minimizer of our functional with the direct
method of the calculus of variation we have to show the boundedness of a min-
imal sequence. Therefore, we use the following technical assertions:
Lemma 4.7 (Chain rule). Let Ω ⊂ R2 be a Lipschitz domain and φ ∈ W 1,p(Ω),
1 ≤ p < ∞. Let ψ : Ω → Ω˜ be a bi-Lipschitz continuous function as in (1.15),
Ω˜ = ψ(Ω) and ψ−1 its inverse. Then
φ˜ := φ ◦ ψ−1 ∈ W 1,p(Ω˜)
with ∂yiφ˜ =
∂xj
∂yi
∂xjφ =
∂
∂yi
ψ−1j ∂xjφ, i, j = 1, 2 for almost all x ∈ Ω, y ∈ Ω˜.
Moreover, there exists a constant C > 0 such that
‖φ˜‖W 1,p(Ω˜) ≤ C‖φ‖W 1,p(Ω)
where C depends only on the Lipschitz constant of ψ.
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The proof of Lemma 4.7 is analogous to the proof of Theorem 2.2.2 in [Zie89,
Chapter 2.2, Theorem 2.2.2, p.52].
The next step is to show that we can extend a Sobolev function defined on the
domain occupied by the fluid to our design region. We want to extend a function
u ∈ Hh2 to a function u˜ ∈ H1 for each (h, x0, y0) ∈ HM . For this purpose we
cannot simply apply a standard extension theorem as, for example, Theorem
7.25 in [GT01, Chapter 7, Theorem 7.25, p.170]. We have to be more careful to
ensure the required boundary conditions.
Theorem 4.8 (Extension). Let (h, x0, y0) be in H
M and φ be in W 1,p(Ωh),
1 ≤ p <∞, with boundary conditions as in Definition 4.2. Then there exists an
extension φ˜ of φ to the design region D such that φ˜ ∈ W 1,p(D), φ˜|Ωh = φ and
the boundary conditions of Definition 4.1 are satisfied. Moreover,
‖φ˜‖pW 1,p(D) ≤ C1‖φ‖pW 1,p(Ωh) + C2
where C1 = C1(M,V,D) and C2 = C2(M,V,D,G).
Proof. We define ψh : D → R2 by
ψh(x, y) :=
(
x,
y
h(x)
)
.
Since (h, x0, y0) ∈ HM we infer from Lemma 2.9 and Lemma 2.10 that M˜ ≥
h ≥ δ0. It follows that ψh is Lipschitz continuous, i.e. ψh ∈ C0,1(D,R2): ψh is
continuous and
sup
x∈D
|ψh(x)| = sup
x∈D
√
x2 +
y2
h2(x)
≤
√
R2 +
d2
δ20
.
Moreover, for x1 = (x1, y1) 6= x2 = (x2, y2)
|ψh(x1)− ψh(x2)|2 = |(x1,
y1
h(x1)
)− (x2, y2
h(x2)
)|2
=(x1 − x2)2 +
(
y1
h(x1)
− y2
h(x2)
)2
= (x1 − x2)2 +
(
y1h(x2)− y2h(x1)
h(x1)h(x2)
)2
≤(x1 − x2)2 + 1
h(x1)2h(x2)2
((y1 − y2) h(x2) + y2 (h(x2)− h(x1)))2
≤(x1 − x2)2 + 2
h(x1)2
(y1 − y2)2 + 2
h(x1)2h(x2)2
y22 (h(x2)− h(x1))2
≤(1 + 2d
2
δ40
M2)(x1 − x2)2 + 2
δ20
(y1 − y2)2
≤max
{
1 +
2d2
δ40
M2,
2
δ20
}
|x1 − x2|2.
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Moreover, ψh is injective and therefore bijective onto its image ψh(D). Its inverse
ψ−1h : ψh(D)→ D with ψ−1h (z1, z2) = (z1, z2 h(z1)) is also Lipschitz continuous.
Observe that ψh(Ωh) = (−R,R) × (0, 1) and ψh(D) ⊃ (−R,R) × (0, 2). Let
G : R× (0, d)→ R, G(x, y) = G(x) for all y ∈ (0, d) be the extension of G. At
first we define a function E = E(φ ◦ ψ−1h ) : ψh(D)→ R by
E(z1, z2) :=

(φ ◦ ψ−1h )(z1, z2) : on (−R,R)× (0, 1) =: Ω+,
(φ ◦ ψ−1h )(z1, 2− z2) : on (−R,R)× (1, 2) =: Ω−,
(G ◦ ψ−1h )(z1, z2) : on ψh(D) \ (Ω+ ∪ Ω−) =: Ω1.
Applying Lemma 4.7 we infer that E|Ω± ∈ W 1,p(Ω±) and E|Ω1 ∈ W 1,p(Ω1).
2h
h
D
-R RR
1
0
2
Ω+
Ω−
φ ◦ ψ−1h
Reflexion
ψhΩh
-R
G ◦ ψ−1h
Figure 4.1: Extension
Moreover, our construction guarantees that E ∈ W 1,p(ψh(D)):
‖E‖pW 1,p(ψh(D)) =
∫
ψh(D)
|E(z)|p dz +
∫
ψh(D)
|∇E(z)|p dz
=
∫
Ω+
|E(z)|p dz +
∫
Ω+
|∇E(z)|p dz +
∫
Ω−
|E(z)|p dz +
∫
Ω−
|∇E(z)|p dz
+
∫
Ω1
|E(z)|p dz +
∫
Ω1
|∇E(z)|p dz
=2
∫
Ω+
|E(z)|p dz + 2
∫
Ω+
|∇E(z)|p dz +
∫
Ω1
|E(z)|p dz +
∫
Ω1
|∇E(z)|p dz
=2‖E‖pW 1,p(Ω+) + ‖E‖
p
W 1,p(Ω1)
≤ 2C‖φ‖pW 1,p(Ωh) + C‖G‖
p
W 1,p(D).
Now we define φ˜ : D → R by
φ˜ := E ◦ ψh.
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Thus, φ˜ is the desired extension: Applying again Lemma 4.7 we obtain φ˜ ∈
W 1,p(D) and
‖φ˜‖pW 1,p(D) ≤ C‖E‖pW 1,p(ψh(D)) ≤ C1‖φ‖
p
W 1,p(Ωh)
+ C2‖G‖pW 1,p(D)
where Ci = Ci(M, M˜,D, δ0), i = 1, 2. The restriction of φ˜ to Ωh satisfies
φ˜|Ωh = E◦ψh|Ωh = E|Ω+◦ψh|Ωh = φ and φ˜ satisfies the boundary conditions.
Theorem 4.9. Let σ > 0 and |α| ≤ σ. There exists a minimizer (φ∗, h∗, x∗0, y∗0)
of F in H1 ×HM .
Proof. The functional F is bounded from below and H1 × HM 6= ∅. Let
{(φn, hn, x0n, y0n)}n∈N ∈ H1 × HM be a minimal sequence. Due to Lemma
4.3 and Theorem 4.4 there exists a minimizer φ∗n ∈ Hhn2 of Ghn for all n ∈ N.
Since G ∈ Hhn2 for all n we have∫
Ωhn
|∇φ∗n(x)|2 dx ≤
∫
Ωhn
|∇G(x)|2 dx ≤
∫
D
|∇G(x)|2 dx.
From Theorem 1.4 we infer
‖φ∗n‖2W 1,2(Ωhn ) ≤ C ∀ n ∈ N.
We extend φ∗n as in Theorem 4.8 and obtain that the extension φ˜
∗
n ∈ H1 and
‖φ˜∗n‖2W 1,2(D) ≤ C1‖φ∗n‖2W 1,2(Ωhn ) + C2 ≤ C ∀ n ∈ N.
Moreover,
F(φ˜∗n, hn, x0n, y0n) =ρfGhn(φ∗n) + E(hn, x0n, y0n)
≤ρfGhn(φn) + E(hn, x0n, y0n) = F(φn, hn, x0n, y0n).
Hence, we can choose {(φ˜∗n, hn, x0n, y0n)}n∈N ∈ H1 ×HM as minimal sequence.
Applying Lemma 4.6 there exists a subsequence of {φ˜∗n}n∈N which converges to
some φ∗ ∈ H1 and a convergent subsequence of {(hn, x0n, y0n)}n∈N in HM with
limit (h∗, x∗0, y
∗
0). Using again Lemma 4.6 and Theorem 2.14 we obtain
F(φ∗, h∗, x∗0, y∗0) =
ρf
2
∫
Ωh∗
|∇φ∗(x)|2 dx+ E(h∗, x∗0, y∗0)
≤ lim inf
n→∞
ρf
2
∫
Ωhn
|∇φ˜∗n(x)|2 dx+ E(hn, x0n, y0n).
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4.2 Neumann Boundary Data at the Bottom
When considering Neumann boundary data we have to define a new set in
which we look for a minimizer. However, since we would like to make use of
the Poincare´ inequality, see Theorem 1.4, to get the boundedness of a minimal
sequence we have to impose a new condition. For this purpose we define
Definition 4.10. Let c be the phase velocity of the wave as introduced in Chapter
1. Let Ω0 := (−R,R)× (0, δ04 ) ⊂ D where δ0 is defined as in Lemma 2.10. We
define
NH1 :=f ∈ W 1,2(D) : Tr f(R, y) = Tr f(−R, y)− 2cR and
∫
Ω0
f(x) dx = 0
 .
Observe that Ω0 ⊂ Ωh for each (h, x0, y0) ∈ HM due to Lemma 2.10. More-
over, NH1 is not empty: Define NG(x, y) := −cx for all (x, y) ∈ D, then
NG ∈ NH1. Now we proceed as in Chapter 4.1. For fixed (h, x0, y0) ∈ HM we
define
Definition 4.11.
NHh2 :=u ∈ W 1,2(Ωh) : Tru(R, y) = Tru(−R, y)− 2cR and
∫
Ω0
f(x) dx = 0
 .
Using again the direct method in the calculus of variation we get
Theorem 4.12. For fixed (h, x0, y0) ∈ HM there exists a minimizer u∗ ∈ NHh2
of Gh, i.e.
Gh(u∗) = inf
u∈NHh2
Gh(u).
Since NH1 is closed with respect to weak convergence in W
1,2 the last step
in order to prove existence is to show that we can again extend u ∈ NHh2 to
u˜ ∈ NH1:
Theorem 4.13 (Extension). Let (h, x0, y0) be in H
M and φ be in W 1,p(Ωh),
1 ≤ p <∞, with properties as in Definition 4.11. Then there exists an extension
φ˜ of φ to the design region D such that φ˜ ∈ W 1,p(D), φ˜|Ωh = φ and the properties
of Definition 4.10 are satisfied. Moreover,
‖φ˜‖pW 1,p(D) ≤ C1‖φ‖pW 1,p(Ωh) + C2
where C1 = C1(M,V,D) and C2 = C2(M,V,D, c, p).
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Proof. Let φ be in W 1,p(Ωh) with the properties as in Definition 4.11. Define
ϕ(x) := φ(x) + cx. Then ϕ ∈ W 1,p(Ωh) with Trϕ(R, y) = Trϕ(−R, y) and∫
Ω0
ϕ(x) dx = 0. We define ψh as in the proof of Theorem 4.8. Then ψh(Ωh) =
Ω+ = (−R,R)× (0, 1). Choose a cut-off function ξ ∈ C∞0 (B 1
8
((−R,R)× {1}))
so that 0 ≤ ξ ≤ 1, ξ ≡ 1 on B 1
16
((−R,R) × {1}) and ξ(−R, y) = ξ(R, y) for
y ∈ (1− 1
8
, 1 + 1
8
), δ  1. Now we define the function E : ψh(D)→ R by
E(z1, z2) :=

(ϕ ◦ ψ−1h )(z1, z2) : on (−R,R)× (0, 1) =: Ω+,
(ξ · (ϕ ◦ ψ−1h ))(z1, 2− z2) : on (−R,R)× (1, 1 + 18) =: Ω 18 ,
0 : on ψh(D) \ (Ω+ ∪ Ω 1
8
).
Then E ∈ W 1,p(ψh(D)) with
‖E‖pW 1,p(ψh(D)) =
∫
ψh(D)
|E(z)|p dz +
∫
ψh(D)
|∇E(z)|p dz
=
∫
Ω+
|E(z)|p dz +
∫
Ω+
|∇E(z)|p dz +
∫
Ω 1
8
|E(z)|p dz +
∫
Ω 1
8
|∇E(z)|p dz
=‖E‖pW 1,p(Ω+) +
∫
Ω+
|(ξ · (ϕ ◦ ψ−1h ))(z)|p dz +
∫
Ω+
|∇(ξ · (ϕ ◦ ψ−1h ))(z)|p dz
≤C‖E‖pW 1,p(Ω+) ≤ C‖ϕ‖
p
W 1,p(Ωh)
.
We define the extension of ϕ by ϕ˜ : D → R, ϕ˜(x) := E ◦ψh(x). Then ϕ˜|Ωh = ϕ,
Tr ϕ˜(−R, y) = Tr ϕ˜(R, y) for all y ∈ (0, d) and
‖ϕ˜‖PW 1,p(D) ≤ C‖E‖pW 1,p(ψh(D)) ≤ C‖ϕ‖
p
W 1,p(Ωh)
.
Finally, we define the extension of φ by φ˜ : D → R, φ˜(x) := ϕ˜(x)− cx.
Now we can prove the existence of a minimizer (φ∗, h∗, x∗0, y
∗
0) ∈ NH1×HM
of our functional F .
Theorem 4.14. Let σ > 0 and |α| ≤ σ. There exists a minimizer (φ∗, h∗, x∗0, y∗0)
of F in NH1 ×HM .
Proof. The statement can be proven in the same way as we proved the assertion
of Theorem 4.9 using Theorem 4.12 and Theorem 4.13 instead of Theorem 4.4
and Theorem 4.8 and NG instead of G.
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Chapter 5
A Regularity Result
In Chapter 4 we proved the existence of a minimizer of (1.12) in H1 ×HM
or NH1 × HM respectively. As an appropriate function space for the velocity
potential we chose the Sobolev space W 1,2. However, in order to show that
small gaps still cannot occur at the interface of the fluid and body we need the
velocity potential to be of higher integrability than L2. Actually, we want to
achieve that its gradient is integrable with an exponent strictly greater than
four. To gain this integrability we use the fact that the velocity potential is a
weak solution of a partial differential equation. The first part of this chapter is
devoted to prove the higher integrability. We use a result of S. Mayboroda and
M. Mitrea, see [MM04]. In order to apply this result to our problem we give
a short survey of the definition of Besov spaces, trace theorems and required
embedding theorems. Then we show that small gaps do not appear. The last
step of this section will be the computation of the Euler-Lagrange equations of
our functional F .
5.1 Function Spaces
In order to define the Besov spaces we make use of the Fourier transform and
therefore of distributions. For a brief introduction to the theory of distributions
we refer, for example, to [HT08]. Let Ω ⊂ Rn be open and D(Ω) := C∞0 (Ω). A
sequence {fn}n∈N is said to be convergent in D(Ω) to f ∈ D(Ω) if there exists a
compact setK ⊂ Ω such that supp fn ⊂ K ∀ n ∈ N andDαfn → Dαf uniformly
for each multi-index α. Then D′(Ω) is the collection of all complex-valued linear
continuous functionals T over D(Ω). T ∈ D′(Ω) is called a distribution. Let Ω˜
be an open set, Ω˜ ⊂ Ω and T ∈ D′(Ω). Then the restriction of T to Ω˜, denoted
by T |Ω˜, is defined by T |Ω˜(ϕ) := T (ϕ) for all ϕ ∈ D(Ω˜) and T |Ω˜ ∈ D′(Ω˜). A
distribution T ∈ D′(Ω) is called null distribution T = 0 if T (ϕ) = 0 for all
ϕ ∈ D(Ω). The support of T is then defined by
suppT :=
{
x ∈ Ω : T |Ω∩Bδ(x) 6= 0 for any δ > 0
}
.
We also consider distributions on the space of Schwartz functions. The Schwartz
class consists of all functions ϕ of class C∞ such that ϕ and all of its derivatives
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Dαϕ vanish at infinity more rapidly than any power of |x|, i.e.
S(Rn) = {ϕ ∈ C∞(Rn) : ‖ϕ‖k,l <∞ for all k ∈ N0, l ∈ N0} ,
where
‖ϕ‖k,l := sup
x∈Rn
(1 + |x|2) k2
∑
|α|≤l
|Dαϕ(x)|.
Its dual is denoted by S ′(Rn). Elements of S ′(Rn) are called tempered distribu-
tions.
Definition 5.1 (Fourier transform). If ϕ ∈ S(Rn), then
(Fϕ)(x) := (2pi)−n2
∫
Rn
e−ix.ξϕ(ξ) dξ, x ∈ Rn
denotes the Fourier transform Fϕ of ϕ. The inverse Fourier transform F−1ϕ
of ϕ is given by
(F−1ϕ)(x) := (2pi)−n2
∫
Rn
eix.ξϕ(ξ) dξ, x ∈ Rn.
Furthermore ϕ ∈ S(Rn) if and only if Fϕ ∈ S(Rn), see [Fol92, Chapter 9,
Theorem 9.7, p.331]. If φ is a tempered distributions we then define the Fourier
transform of φ and its inverse by (Fφ)(ϕ) := φ(Fϕ) and (F−1φ)(ϕ) := φ(F−1ϕ)
for all ϕ ∈ S(Rn). Then (Fφ) and (F−1φ) ∈ S ′(Rn). Note that if g ∈ S ′(Rn)
then the restriction of g to Ω is an element of D′(Ω).
Now we introduce the Besov spaces which will be used more or less in this
chapter. Let us recall the Littlewood-Paley definition of Besov spaces, see, for
example, [RS96]. Let Φ(Rn) be the collection of all systems ϕ = {ϕj(x)}∞j=0 ⊂
S(Rn) such that{
suppϕ0 ⊂ {x : |x| ≤ 2}
suppϕj ⊂ {x : 2j−1 ≤ |x| ≤ 2j+1} , j ∈ N
and for every multi-index α there exists a positive number cα such that for all
j ∈ N0 and for all x ∈ Rn we have 2j|α||∂αϕj(x)| ≤ cα and
∞∑
j=0
ϕj(x) = 1.
Definition 5.2 (Besov spaces). Fix some family ϕ ∈ Φ(Rn). Let −∞ < s <∞,
0 < q ≤ ∞ and 0 < p ≤ ∞, then
Bp,qs (Rn) :=
{
f ∈ S ′(Rn) : ‖f‖Bp,qs (Rn) <∞
}
with ‖f‖Bp,qs (Rn) :=
(
∞∑
j=0
‖2sjF−1(ϕjFf)‖qLp(Rn)
) 1
q
and
Bp,qs (Ω) := {f ∈ D′(Ω) : ∃g ∈ Bp,qs (Rn), g|Ω = f}
with ‖f‖Bp,qs (Ω) := inf
g∈Bp,qs (Rn),
g|Ω=f
‖g‖Bp,qs (Rn).
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Note that the definition of Besov spaces is independent of the choice of the
family ϕ ∈ Φ(Rn) in the sense of equivalent norms. Moreover, Bp,qs (Rn) is a
quasi-Banach space and a Banach space if 1 ≤ p ≤ ∞ and 1 ≤ q ≤ ∞, see
[Tri83, Chapter 2.3.3.]. We write Bps instead of B
p,p
s . Moreover, B
p,q
s (Rn) =(
Bp
′,q′
−s (Rn)
)∗
, for s ∈ R and 1 < p, q < ∞ with 1
p
+ 1
p′ = 1 and
1
q
+ 1
q′ = 1,
i.e. Bp,qs (Rn) is the dual space of B
p′,q′
−s (Rn). Since for our purpose it suffices
to consider Besov spaces with 1 < p < ∞ and 1 ≤ q < ∞ we give a more
intrinsic description of these spaces, see [Tri83, Chapter 2.3.5.]. Let s > 0 and
s = [s]− + {s}+ where [s]− is an integer and 0 < {s}+ ≤ 1. Then
Bp,qs (Rn) :=
{
f ∈ W [s]−,p(Rn) : ‖f‖Bp,qs (Rn) = ‖f‖W [s]−,p(Rn)
+
∑
|α|=[s]−
∫
Rn
‖Dαf(x+ 2h)− 2Dαf(x+ h) +Dαf(x)‖qLp(Rn)
|h|n+{s}+q dh
 1q <∞

If s is not an integer then Dαf(x+2h)−2Dαf(x+h)+Dαf(x) can be replaced
by Dαf(x+h)−Dαf(x), see [Tri92, Chapter 1.2.5., Remark 1, p.8]. If p = q this
definition is the usual definition of the Sobolev-Slobodeckij spaces, i.e. we have
that the Besov spaces Bps (Rn) coincide with the Sobolev-Slobodeckij spaces if
s 6= integer. Finally, we set
Bp,qs,0(Ω) :=
{
f ∈ Bp,qs (Rn) : suppf ⊂ Ω
}
.
From now on let Ω ⊂ Rn be a bounded Lipschitz domain, i.e. Ω ∈ C0,1.
Then there exists a finite, open covering U1, · · · , U l of ∂Ω, Lipschitz-continuous
functions {ψj}j=1,··· ,l and a partition of unity η0, · · · , ηl on Ω with respect to
this covering and rigid motions {Ψj}j=1,··· ,l with the properties described in
Definition 1.1. We present the definition of Besov spaces on the boundary of
a bounded Lipschitz domain as it can be found for example in [MM06] and in
[FMM98]. Assume that 1 < p, q <∞ and 0 < s < 1. Then
f ∈ Bp,qs (∂Ω)⇐⇒ (ηjf)(Ψ−1j (·, ψj(·))) ∈ Bp,qs (Rn−1) ∀j = 1, · · · , l,
endowed with the norm
‖f‖Bp,qs (∂Ω) :=
(
l∑
j=1
‖(ηjf)(Ψ−1j (·, ψj(·)))‖pBp,qs (Rn−1)
) 1
p
,
and
f ∈ Bp,q−s(∂Ω)⇐⇒ (ηj)f(Ψ−1j (·, ψj(·)))
√
1 + |∇ψj(·)|2 ∈ Bp,q−s(Rn−1) ∀j.
Moreover, we have Bp,q−s(∂Ω) =
(
Bp
′,q′
s (∂Ω)
)∗
for each 0 < s < 1, 1 < p, q < ∞
with 1
p
+ 1
p′ = 1 and
1
q
+ 1
q′ = 1, i.e. B
p,q
−s(∂Ω) is the dual space of B
p′,q′
s (∂Ω).
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Since we consider spaces on the boundary where p = q we write again Bps (∂Ω)
instead of Bp,ps (∂Ω). The definition above of B
p
s (∂Ω) is equivalent to
Bps (∂Ω) :=
{
f ∈ Lp(∂Ω) : ‖f‖Bps (∂Ω) <∞
}
where
‖f‖Bps (∂Ω) := ‖f‖Lp(∂Ω) +
∫
∂Ω
∫
∂Ω
|f(x)− f(y)|p
|x− y|n−1+sp dH
n−1(x)dHn−1(y)
 1p <∞,
see [FMM98].
5.1.1 Embeddings and Trace Operator for Besov Spaces
We refer to [JK95] and the references therein for the next theorem, see for
example [JW84, Chapter VIII, 1.1, Theorem 2, p.209].
Theorem 5.3 (Trace operator). Let Ω be a Lipschitz domain in Rn, 1 < p, q <
∞ and 0 < s < 1. Then the restriction to the boundary extends to a linear and
bounded operator
Tr : Bp,q
s+ 1
p
(Ω)→ Bp,qs (∂Ω).
Moreover, Tr is onto and has a bounded right inverse
Ex : Bp,qs (∂Ω)→ Bp,qs+ 1
p
(Ω),
i.e. Tr ◦Ex is the identity operator on Bp,qs (∂Ω).
Remark 5.4. Note that W 1,p(Ω)|∂Ω = Bps (∂Ω) where s = 1 − 1p , i.e. Bps (∂Ω)
is the trace space to W 1,p(Ω) in the sense of Theorem 5.3, see [JW84, Chapter
VIII, 1.1, Theorem 1, p.208].
The next embedding theorem can be found in [Tri95, Chapter 2.3.2]. In the
following ↪→ always means a continuous embedding.
Theorem 5.5. For −∞ < s <∞,  > 0, and 1 < p <∞, 1 ≤ q1 ≤ q2 ≤ ∞ we
have that
Bp,1s (Rn) ↪→ Bp,q1s (Rn) ↪→ Bp,q2s (Rn) ↪→ Bp,1s−(Rn).
Moreover, B20(Rn) = L2(Rn) and Lp(Rn) ↪→ Bp0(Rn) if p ≥ 2.
Again in [Tri95, Chapter 2.8.1, Chapter 4.6.2] we find
Theorem 5.6. Let ∞ > q ≥ p > 1, 1 ≤ r ≤ ∞, and −∞ < t ≤ s < ∞ with
s− n
p
= t− n
q
. Then
Bp,rs (Rn) ↪→ Bq,rt (Rn).
76
5.1 Function Spaces
Remark 5.7. The assertions of Theorem 5.5 and Theorem 5.6 are valid for
arbitrary (Lipschitz) domains Ω ⊂ Rn because of Definition 5.2, see [Tri02] and
[May05]. A lot of results can be carried over from Rn to arbitrary domains due
to the definition by restriction. In [Tri02] a systematic survey about differences
with respect to Lipschitz domains and Lipschitz manifolds can be found.
Theorem 5.8. Let Ω ⊂ Rn be a bounded Lipschitz domain. Let ∞ > q, p > 1
and 1 ≤ t < s <∞, t integer, with
s− n
p
≥ t− n
q
.
Then
Bp,qs (Ω) ↪→ W t,q(Ω).
5.1.2 The Neumann Boundary Value Problem
In [MM04] the authors give a very general result about the regularity of the
weak solution of the Neumann boundary value problem in a Lipschitz domain
using Besov scales. Proofs can be found in [May05]. Here we only state the
version which we use. Here 〈·, ·〉 stands for the duality pairing. We consider
the following boundary value problem: Let Ω be a bounded, connected Lipschitz
domain in R2 and 1 < p, q < ∞, 0 < s < 1. For f ∈ Bp,q
s+ 1
p
−2,0(Ω) and
g ∈ Bp,qs−1(∂Ω) with 〈f, 1〉 = 〈g, 1〉 let u ∈ Bp,qs+ 1
p
(Ω) such that
{
∆u = f |Ω,
∂fνu = g,
(5.1)
where
〈∂fνu, ψ〉 := 〈f,Exψ〉+ 〈∇u,∇Exψ〉 ∀ ψ ∈ Bp
′,q′
1−s (∂Ω).
We state a version of [MM04, Theorem 3.2] or [May05, Chapter 1, Theorem
1.1.6, p.13] respectively as we will need it:
Theorem 5.9. Let Ω be a bounded, connected Lipschitz domain in R2 and
consider the boundary value problem (5.1). Then there exists  = (Ω) ∈ (0, 1]
such that (5.1) has a unique, modulo constants, solution if the pair s, p satisfies
either one of the following three conditions:
(i) 2
1+
≤ p ≤ 2
1− and 0 < s < 1;
(ii) 2
3+
< p < 2
1+
and 1
p
− 1+
2
< s < 1;
(iii) 2
1− < p ≤ ∞ and 0 < s < 1p + 1+2 .
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In addition, the solution (subject to the normalization condition 〈u, 1〉 = 0)
satisfies the estimate
‖u‖Bp,q
s+1p
≤ C‖f‖Bp,q
s+1p−2,0
(Ω) + C‖g‖Bp,qs−1(∂Ω).
When ∂Ω ∈ C1, then one can take  = 1.
Remark 5.10. If n ≥ 3 the conditions (i)-(iii) must be replaced by four slightly
different equations.
5.2 Result
We recall that Sh := ∂Ωh ∩ {y = h(x)}. In Theorem 4.9 we proved the
existence of a minimizer of F in H1 × HM . From now on let (φ∗, h∗, x∗0, y∗0) ∈
H1 × HM be a minimizer of F . Clearly φ∗|Ωh∗ ∈ Hh
∗
2 . Moreover, φ
∗|Ωh∗ is a
minimizer of Gh∗ in Hh∗2 and Lemma 4.3 yields that φ˜ := φ∗ −G is a minimizer
of G˜h∗ in Hh∗3 . Now let ψ ∈ Hh∗3 . Then φ˜+ ψ ∈ Hh∗3 for all  ∈ (−0, 0), 0 > 0
arbitrary and
G˜h∗(φ˜) ≤G˜h∗(φ˜+ ψ)
=G˜h∗(φ˜) + 
∫
Ωh∗
∇φ˜.∇ψ dx+
∫
Ωh∗
fψ dx−
∫
Sh∗
G˜Trψ dH1
+ o().
Dividing by  and letting → 0 yields∫
Ωh∗
∇φ˜.∇ψ dx+
∫
Ωh∗
fψ dx−
∫
Sh∗
G˜Trψ dH1 = 0
for all ψ ∈ Hh∗3 . Hence, a minimizer φ˜ of G˜h∗ is a weak solution of
∆u = f in Ωh∗ ,
u = 0 on ∂Ωh∗ ∩ {y = 0},
ν.∇u = G˜ on Sh∗ ,
u(−R, y) = u(R, y) if 0 ≤ y ≤ h∗(R),
ux(−R, y) = ux(R, y) if 0 ≤ y ≤ h∗(R).
(5.2)
Fix x ∈ ∂Ωh∗ ∩ {y = 0}. Note that since φ˜ ∈ Hh∗3 , i.e. φ˜ is 2R periodic w.r.t.
the x- coordinate, the boundaries {(−R, y) : 0 ≤ y ≤ h∗(−R)} and {(R, y) :
0 ≤ y ≤ h∗(R)} can be neglected. We choose a cut-off function ξ ∈ C∞0 (Br(x))
such that 0 ≤ ξ ≤ 1 in Br(x) , ξ = 1 in B r
2
(x) and |∂sξ| ≤ cn,s
(
r
2
)−|s|
for all
multi-indices s. Note that here r does not indicate the radius of the floating
body. Due to the positivity of the surface function h∗ which we showed in
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Lemma 2.10 we can choose the radius r of the ball Br(x) sufficiently small, i.e.
r << δ0 ≤ min |h∗|, so that (Br(x) ∩ Ωh∗) ∩ Sh∗ = ∅ and Br(x) ∩ ∂Ωh∗ ⊂ ∂Ωh∗ .
Now observe that ξφ˜ provides a weak solution of{
∆u = f˜ in Br(x) ∩ Ωh∗ ,
u = 0 on ∂(Br(x) ∩ Ωh∗),
where f˜ = ∆ξφ˜+ 2∇ξ.∇φ˜+ fξ ∈ L2(Br(x) ∩ Ωh∗). Classical regularity theory
yields that ξφ˜ ∈ W 2,2(Br(x) ∩ Ωh∗). For details we refer to [GT01, Chapter
8]. Note that ξφ˜ = φ˜ in B r
2
(x) ∩ Ωh∗ . Since we can cover ∂Ωh∗ ∩ {y = 0}
with sufficiently small balls we therefore get φ˜ ∈ W 2,2 in a neighbourhood of
∂Ωh∗ ∩ {y = 0}.
Now let x ∈ Sh∗ . Choose again r << δ0 ≤ min |h∗| and the cut-off function
as defined above. Then ξφ˜ is a weak solution of{
∆u = f˜ in Br(x) ∩ Ωh∗ ,
ν.∇u = Gˆ on ∂(Br(x) ∩ Ωh∗),
where f˜ ∈ L2(Br(x) ∩ Ωh∗) is defined as before and Gˆ = ν.∇ξ · Tr φ˜ + G˜ · ξ.
Since ∂(Br(x) ∩ Ωh∗) ∩ supp ξ ⊂ Sh∗ we have ν.∇ξ · Tr φ˜ ∈ L2(∂(Br(x) ∩ Ωh∗))
and hence Gˆ ∈ L2(∂(Br(x) ∩ Ωh∗)). We can assume without restriction that
Br(x) ∩ Ωh∗ is a Lipschitz domain.
Now we proceed in two steps. At first we show that from Gˆ ∈ L2(∂(Br(x)∩Ωh∗))
and f˜ ∈ L2(Br(x) ∩ Ωh∗) it follows that ξφ˜ ∈ B41(Br(x) ∩ Ωh∗). Then applying
Theorem 5.3 we repeat the procedure and obtain ξφ˜ ∈ B41+γ(Br(x) ∩Ωh∗) for a
γ > 0. Embedding theorems then yield ξφ˜ ∈ W 1,4+κ(Br(x) ∩ Ωh∗) for a κ > 0.
We start with Gˆ ∈ L2(∂(Br(x) ∩ Ωh∗)) which means
ηjGˆ(Ψ
−1
j (·, ψj(·)))
√
1 + |ψj ′(·)|2 ∈ L2(R) ∀j = 1, · · · , l,
where ηj, ψ
j and Ψj, j = 1, · · · , l are as in Definition 1.1. With Theorem 5.5
and Theorem 5.6 we get
L2(R) = B20(R) ↪→ B2,40 (R) ↪→ B4− 1
4
(R).
Therefore,
ηjGˆ(Ψ
−1
j (·, ψj(·)))
√
1 + |ψj ′(·)|2 ∈ B4− 1
4
(R).
and Gˆ ∈ B4− 1
4
(∂(Br(x) ∩ Ωh∗)).
Now consider f˜ ∈ L2(Br(x) ∩ Ωh∗). We extend f˜ to the whole plane by
F (f˜) :=
{
f˜ : x ∈ Br(x) ∩ Ωh∗ ,
0 : otherwise.
Therefore, F (f˜) ∈ L2(R2) with suppF (f˜) ⊂ Br(x) ∩ Ωh∗ .
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Remark 5.11. Actually we have f˜ ∈ L2(Br(x) ∩ Ωh∗) = B20(Br(x) ∩ Ωh∗) =
B20,0(Br(x) ∩ Ωh∗), see [Tri02] and [May05].
In order to apply Theorem 5.9 we would like to achieve that we have F (f˜) ∈
B4−1,0(Br(x) ∩ Ωh∗). Using the same embedding theorems as before we have
L2(R2) = B20(R2) ↪→ B2,1− 1
2
(R2) ↪→ B2,4− 1
2
(R2) ↪→ B4,4−1(R2).
Hence F (f˜) ∈ B4−1,0(Br(x) ∩ Ωh∗).
Note that the necessary compatibility condition 〈f˜ , 1〉 = 〈Gˆ, 1〉 is satisfied be-
cause u is a weak solution of (5.2). Now we can apply Theorem 5.9: Depend-
ing on the domain Br(x) ∩ Ωh∗ there exists  = (Br(x) ∩ Ωh∗) ∈ (0, 1] such
that there exists a unique (modulo constants) solution if one of the conditions
(i)-(iii) is satisfied. With p = 4, s = 3
4
and (Br(x) ∩ Ωh∗) ≥ 12 then condi-
tion (i) is satisfied otherwise condition (iii) applies. Therefore, Theorem 5.9
yields ξφ˜ ∈ B41(Br(x) ∩ Ωh∗). The same covering argument as above yields
φ˜ ∈ B41(Br(x) ∩ Ωh∗).
We start all over again: Applying Theorem 5.3 we obtain Tr φ˜ ∈ B43
4
(∂(Br(x) ∩
Ωh∗)) and hence Tr φ˜ ∈ L4(∂(Br(x)∩Ωh∗)). Therefore, Gˆ ∈ L4(∂(Br(x)∩Ωh∗)).
Let γ ∈ R with 0 < γ < 1
4
. Our choice of γ will be refined later. Applying
Theorem 5.5 we obtain
L4(R) ↪→ B40(R) ↪→ B4,1γ− 1
4
(R) ↪→ B4
γ− 1
4
(R)
and hence Gˆ ∈ B4
γ− 1
4
(∂(Br(x) ∩ Ωh∗)). Now consider F (f˜) ∈ B20(R2). We want
to achieve F (f˜) ∈ B4−1+γ,0(Br(x) ∩ Ωh∗). Applying Theorem 5.5 and Theorem
5.6 we get
B20(R2) ↪→ B2,40 (R2) ↪→ B4− 1
2
(R2)
and with Theorem 5.5
B4− 1
2
(R2) ↪→ B4,1−1+γ(R2) ↪→ B4−1+γ(R2).
We check again the assumptions of Theorem 5.9: With s = 1+γ− 1
4
= 3
4
+γ we
have 0 < s < 1. If (Br(x)∩Ωh∗) ≥ 12 condition (i) applies. If (Br(x)∩Ωh∗) < 12
we have to check condition (iii): 0 < s < 1
4
+ 1+(Br(x)∩Ωh∗ )
2
. Condition (iii) is
satisfied if
3
4
+γ <
1
4
+
1 + (Br(x) ∩ Ωh∗)
2
=
3
4
+
(Br(x) ∩ Ωh∗)
2
⇐⇒ γ < (Br(x) ∩ Ωh∗)
2
.
Hence, if we choose γ := (Br(x)∩Ωh∗ )
4
the pair (s, p) = (γ+ 3
4
, 4) satisfies the third
condition. In all cases one of the conditions of Theorem 5.9 is satisfied and we
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infer that ξφ˜ ∈ B41+γ(Br(x)∩Ωh∗). Observe that γ depends on Br(x)∩Ωh∗ , i.e.
we better write γ = γ(Br(x)∩Ωh∗). However, since we can cover the boundary
Sh∗ by finite many balls Bs(xi) with xi ∈ Sh∗ , i = 1, · · ·N , N ∈ N and s < r2 ,
i.e.
Sh∗ ⊂
N⋃
i=1
Bs(xi)
we choose γ˜ := min {γ(Br(xi) ∩ Ωh∗) : i ∈ {1, · · · , N}}. This yields ξφ˜ ∈
B41+γ˜(Br(x) ∩ Ωh∗)). The last step now is to apply Theorem 5.8:
B41+γ˜(Br(x) ∩ Ωh∗)) ↪→ W 1,4+κ(Br(x) ∩ Ωh∗))
since s− n
p
= 1 + γ˜ − 1
2
≥ 1− 2
4+κ
= t− n
q
for all κ ≤ 8γ˜
1−2γ˜ .
With the covering defined above we obtain φ˜ ∈ W 1,4+κ(U(Sh∗)∩Ωh∗) in a neigh-
bourhood U of Sh∗ . All in all φ˜ ∈ W 1,4+κ(Ωh∗) and therefore φ∗ ∈ W 1,4+κ(Ωh∗).
With Theorem 4.8 we obtain φ∗ ∈ W 1,4+κ(D). We summarize our considera-
tions:
Theorem 5.12. Let (φ∗, h∗, x∗0, y
∗
0) ∈ H1×HM be a minimizer of the functional
F . Then there exists κ ∈ (0, 1) with κ = κ(Ωh∗) such that φ∗ ∈ W 1,4+κ(D).
Remark 5.13. The same arguments as above hold if we are considering the
physical more relevant problem with Neumann boundary data at the bottom.
Let (φ∗, h∗, x∗0, y
∗
0) ∈ NH1 × HM be a minimizer of F in NH1 × HM . Then
φ˜ := φ∗ −NG is a weak solution of (5.2) with homogeneous Neumann data on
∂Ωh∗ ∩ {y = 0} instead of homogeneous Dirichlet data, f = 0 and G˜ = ν.
(
c
0
)
.
Localizing our problem as we have done it before now gives that ξφ˜ is a weak
solution of {
∆u = f˜ in Br(x) ∩ Ωh∗ ,
ν.∇u = Gˆ on ∂(Br(x) ∩ Ωh∗),
for a boundary point x = (x, 0), f˜ = ∆ξφ˜ + 2∇ξ.∇φ˜ ∈ L2(Br(x) ∩ Ωh∗) and
Gˆ = ν.∇ξ ·Tr φ˜. Then we can apply the classical regularity theory for Neumann
boundary problems to get ξφ˜ ∈ W 2,2(Br(x)∩Ωh∗). We refer to [Tay96, Chapter
5.7, Proposition 7.7] for example.
5.3 Properties
In Chapter 2.4 we showed that small gaps cannot occur if we consider the
Energy functional omitting the term due to the kinetic energy. In this section
we show that including the kinetic energy will not change the assertion. Let
(φ∗, h∗, x∗0, y
∗
0) ∈ H1 ×HM be a minimizer of our functional F which exists due
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to Theorem 4.9. We assume, without restriction, that x∗0 ∈ [−R+ r, R− r] and
−σ ≤ α < σ. Suppose again that there exist x1, x2 ∈ Br(x∗0) ∩ Cpi((h∗, x∗0, y∗0)),
x1 < x2 and h
∗(x) < y0 −
√
r2 − (x− x0)2 for all x ∈ (x1, x2). To extinguish
the gap we consider the same comparison function which we defined in (2.10).
h˜(x) :=
{
h∗(x) : x ∈ I \ (x1, x2),
y0 −
√
r2 − (x− x0)2 : x ∈ (x1, x2).
In order to show that small gaps still cannot occur at the interface of the fluid
we compare the energies F(φ∗, h∗, x∗0, y∗0) and F(φ∗, h˜, x∗0, y∗0):
F(φ∗, h˜, x∗0, y∗0)−F(φ∗, h∗, x∗0, y∗0)
=
ρf
2
∫
Ωh˜
|∇φ∗(x)|2 dx− ρf
2
∫
Ωh∗
|∇φ∗(x)|2 dx+ E(h˜, x∗0, y∗0)− E(h∗, x∗0, y∗0)
=
ρf
2
∫
A
|∇φ∗(x)|2 dx+ E(h˜, x∗0, y∗0)− E(h∗, x∗0, y∗0),
where A := Ωh˜ \ Ωh∗ and
|A| =
x2∫
x1
h˜(x)− h∗(x) dx.
Using (2.13) we get
F(φ∗, h˜, x∗0, y∗0)−F(φ∗, h∗, x∗0, y∗0)
≤ρf
2
∫
A
|∇φ∗(x)|2 dx+ |A| 12
(
ρf g M˜ |A| 12 −K C−11
)
,
where K is defined in (2.12), C1 in Theorem 2.6 and M˜ in Lemma 2.9. Since
we know that φ∗ ∈ W 1,4+κ(D) we compute
ρf
2
∫
A
|∇φ∗(x)|2 dx ≤ρf
2
∫
A
|∇φ∗(x)|4+κ dx
 24+κ |A| 2+κ4+κ
≤ρf
2
∫
D
|∇φ∗(x)|4+κ dx
 24+κ |A| 2+κ4+κ
≤ρf
2
C(φ∗)|A| 2+κ4+κ = ρf
2
C(φ∗)|A| 12+ κ2(4+κ) ,
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where C(φ∗) =
∫
D
|∇φ∗(x)|4+κ dx. Therefore,
F(φ∗, h˜, x∗0, y∗0)−F(φ∗, h∗, x∗0, y∗0)
≤ρf
2
C(φ∗)|A| 12+ κ2(4+κ) + |A| 12
(
ρf g M˜ |A| 12 −K C−11
)
=|A| 12
(ρf
2
C(φ∗)|A| κ2(4+κ) + ρf g M˜ |A| 12 −K C−11
)
. (5.3)
We follow the argumentation in Chapter 2.4: Define hˆ as in (2.14). Again if
|A| < |I| δ0
2
, then hˆ is positive and therefore admissible.
Now let φˆ be a minimizer of Ghˆ in H hˆ2 which exists due to Theorem 4.4. Then
Theorem 4.8 yields that φˆ ∈ H1 and hence (φˆ, hˆ, x∗0, y∗0 − |A||I| ) ∈ H1 ×HM . We
compute
F(φˆ, hˆ, x∗0, y∗0 −
|A|
|I| )−F(φ
∗, h∗, x∗0, y
∗
0)
=F(φˆ, hˆ, x∗0, y∗0 −
|A|
|I| )−F(φ
∗, h˜, x∗0, y
∗
0) + F(φ∗, h˜, x∗0, y∗0)−F(φ∗, h∗, x∗0, y∗0)
=
ρf
2
∫
Ωhˆ
|∇φˆ(x)|2 dx− ρf
2
∫
Ωh˜
|∇φ∗(x)|2 dx+ E(hˆ, x∗0, y∗0 −
|A|
|I| )− E(h˜, x
∗
0, y
∗
0)
+ F(φ∗, h˜, x∗0, y∗0)−F(φ∗, h∗, x∗0, y∗0).
We consider
ρf
2
∫
Ωhˆ
|∇φˆ(x)|2 dx− ρf
2
∫
Ωh˜
|∇φ∗(x)|2 dx
=
ρf
2
∫
Ωhˆ
|∇φˆ(x)|2 dx− ρf
2
∫
Ωhˆ
|∇φ∗(x)|2 dx− ρf
2
∫
Ωh˜\Ωhˆ
|∇φ∗(x)|2 dx
=ρf
(
Ghˆ(φˆ)− Ghˆ(φ∗)
)
− ρf
2
∫
Ωh˜\Ωhˆ
|∇φ∗(x)|2 dx
<0,
since φˆ is a minimizer of Ghˆ and
∫
Ωh˜\Ωhˆ
|∇φ∗(x)|2 dx > 0. With
E(hˆ, x∗0, y∗0 −
|A|
|I| )− E(h˜, x
∗
0, y
∗
0) ≤
ρf
2
g
∫
I
hˆ(x)2 − h˜(x)2 dx− ρbgpir2 |A||I| < 0
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and (5.3) we therefore obtain
F(φˆ, hˆ, x∗0, y∗0 −
|A|
|I| )−F(φ
∗, h∗, x∗0, y
∗
0)
<F(φ∗, h˜, x∗0, y∗0)−F(φ∗, h∗, x∗0, y∗0)
(5.3)
≤ |A| 12
(ρf
2
C(φ∗)|A| κ2(4+κ) + ρf g M˜ |A| 12 −K C−11
)
.
Thus, if
ρf
2
C(φ∗)|A| κ2(4+κ) + ρf g M˜ |A| 12 −K C−11 < 0
we have F(φˆ, hˆ, x∗0, y∗0 − |A||I| ) < F(φ∗, h∗, x∗0, y∗0), which is a contradiction.
If |A| ≤ 1 then |A| 12 ≤ |A| κ2(4+κ) and hence
ρf
2
C(φ∗)|A| κ2(4+κ) + ρf g M˜ |A| 12 < |A|
κ
2(4+κ)
(ρf
2
C(φ∗) + ρf g M˜
)
.
Therefore, if
|x2 − x1| < min
 1M˜ , 1M˜
(
K C−11
ρf
2
C(φ∗) + ρf g M˜
) 2(4+κ)
κ
,
|I|
M˜
δ0
2

=⇒|A| < min
1,
(
K C−11
ρf
2
C(φ∗) + ρf g M˜
) 2(4+κ)
κ
, |I|δ0
2

=⇒ρf
2
C(φ∗)|A| κ2(4+κ) + ρf g M˜ |A| 12 −K C−11 < 0.
We set, using the same notation,
c0 := min
 1M˜ , 1M˜
(
K C−11
ρf
2
C(φ∗) + ρf g M˜
) 2(4+κ)
κ
,
|I|
M˜
δ0
2
 .
We summarize our consideration in the following proposition:
Proposition 5.14. Let −σ ≤ α < σ. Let (φ∗, h∗, x∗0, y∗0) ∈ H1 × HM be a
minimizer of F with x∗0 ∈ [−R + r, R − r]. Then small gasps do not occur, i.e.
if x1, x2 ∈ Cpi((h∗, x∗0, y∗0)), x1 < x2 and x /∈ Cpi((h∗, x∗0, y∗0)) if x ∈ (x1, x2) then
|x1 − x2| ≥ c0.
Remark 5.15. 1. The number c0 depends on M , V , |I| and ‖φ∗‖W 1,4+κ(D).
We would like to get rid of the last one, i.e. we would like to have a uniform
bound in W 1,4+κ(D) for all minimizer (φ, h, x0, y0) of F . To obtain a
uniform bound it is necessary that the constant C as well as the parameter
(Ω) in Theorem 5.9 only depend uniformly on the Lipschitz character of
the domain Ω.
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2. The calculations to show that small gaps do not occur hold if we consider
the minimizer (φ∗, h∗, x∗0, y
∗
0) ∈ NH1 ×HM .
Let (φ∗, h∗, x∗0, y
∗
0) ∈ H1 ×HM be a minimizer of F . Since
0 = ρf
∫
Ωh∗
∇φ∗(x).∇ψ(x) dx = −ρf
∫
Ωh∗
φ∗(x) ∆ψ(x) dx ∀ψ ∈ C∞0 (Ωh∗),
Weyl’s Lemma yields that φ∗ ∈ C∞(Ωh∗) and φ∗ is harmonic in Ωh∗ . Since we
showed that φ∗ ∈ W 1,4+κ(Ωh∗), the embedding of Sobolev spaces into Ho¨lder
spaces, see [Alt99, Chapter 8, Theorem 8.13, p.333], yields φ∗ ∈ C∞(Ωh∗) ∩
C0,β(Ωh∗), where β =
2+κ
4+κ
. Moreover, φ∗|Ωh∗ satisfies the Neumann boundary
condition in a weak sense, i.e.
0 =
∫
Ωh∗
∇φ∗(x).∇ψ(x) dx ∀ψ ∈ Hh∗3 .
Now we want to show that the minimizer satisfies the dynamic boundary condi-
tion (1.8) in a weak sense. We say that (φ∗|Ωh∗ , h∗, x∗0, y∗0) satisfies the dynamic
boundary condition weakly along Sh∗ \ C∗ where C∗ denotes the contact set of
the minimizer if
0 =
ρf
2
∫
Ωh∗
∇.
(
|∇φ∗(x)|2
(
0
η(x)
)
− 2
(
0
η(x)
)
.∇φ∗(x)∇φ∗(x)
)
dx (5.4)
+ ρfg
∫
I
h∗(x)η(x, h∗(x)) dx+ σ
∫
I
h∗′(x)√
1 + h∗′(x)2
d
dx
η(x, h∗(x)) dx
for all η ∈ C∞0 (D \Br((x∗0, y∗0))) satisfying
∫
Ωh∗
∂yη(x) dx = 0.
We assume again that the coincidence set C∗pi of our minimizer is connected, i.e.
C∗pi = [c1, c2].
Theorem 5.16 (Weak dynamic boundary condition). Let σ > 0 and |α| ≤ σ.
Let (φ∗, h∗, x∗0, y
∗
0) be a minimizer of F in H1 × HM with ‖h∗′‖∞ < M . Then
(φ∗, h∗, x∗0, y
∗
0) satisfies the dynamic boundary condition weakly.
Proof. Let (x, h∗(x)) ∈ Sh∗ \ C∗ where C∗ denotes the contact set of the mini-
mizer. We consider the following variation of the domain occupied by the fluid:
Let η ∈ C∞0 (D) with supp η ⊂ Bδ((x, h∗(x)) and δ ≤ min
{
|x−c1|
2
, |x−c2|
2
}
. Define
for  ∈ R with || small a C1- diffeomorphism by
Ψ : Ωh∗ → Ωh∗ , x 7→ x+ 
(
0
η(x)
)
.
85
5 A Regularity Result
The support of η is chosen so that the domain variation is a local variation at
the interface between fluid and air. A variation of the body does not take place.
Then
Sh∗ = Ψ(Sh∗) =
{
Ψ(x, h
∗(x)) : x ∈ I}
=
{(
x
h∗(x) + η(x, h∗(x))
)
: x ∈ I
}
=
{(
x
h∗(x) + ψ(x)
)
: x ∈ I
}
,
where ψ(x) := η(x, h∗(x)) for all x ∈ I and therefore ψ ∈ C0,1(I) with compact
support in [x − δ, x + δ] ∩ I ⊂ I \ C∗pi. We define h∗(x) := h∗(x) + ψ(x).
Then, |h∗ ′(x)| = |h∗′(x) + ψ′(x)| ≤ M and h∗ ≥ 0 for all  sufficiently small.
Additionally the domain variation has to satisfy the volume constraint. Here
we solve this problem by postulating that∫
Ω
h∗
1 dx = V ∀.
We compute∫
Ω
h∗
1 dx =
∫
Ωh∗
| detDΨ(x)| dx =
∫
Ωh∗
1 + ∂yη(x) dx = V + 
∫
Ωh∗
∂yη(x) dx.
Hence, we claim that
∫
Ωh∗
∂yη(x) dx = 0. Finally, we define φ
 by φ(Ψ) = φ
∗.
Then (φ, h∗ , x
∗
0, y
∗
0) ∈ H1×HM for all  sufficiently small. Due to the minimality
of (φ∗, h∗, x∗0, y
∗
0) we infer for all  sufficiently small
0 ≤F(φ, h∗ , x∗0, y∗0)−F(φ∗, h∗, x∗0, y∗0)
=
ρf
2
∫
Ω
h∗
|∇φ(x)|2 dx− ρf
2
∫
Ωh∗
|∇φ∗(x)|2 dx+ E(h∗ , x∗0, y∗0)− E(h∗, x∗0, y∗0).
We compute
ρf
2
∫
Ω
h∗
|∇φ(x)|2 dx
=
ρf
2
∫
Ω
h∗
|(∇φ∗) ◦Ψ−1 (x)DΨ−1 (x)|2 dx
=
ρf
2
∫
Ωh∗
|∇φ∗(x)(DΨ)−1(x)|2 | detDΨ(x)| dx
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=
ρf
2
∫
Ωh∗
|∇φ∗(x)|2(1 + ∂yη(x)) dx
− 2ρf
2
∫
Ωh∗
∇φ∗(x)
(
0 0
∂xη(x) ∂yη(x)
)
∇φ∗(x) dx+ o(),
and therefore,
ρf
2
∫
Ω
h∗
|∇φ(x)|2 dx− ρf
2
∫
Ωh∗
|∇φ∗(x)|2 dx
=
ρf
2
∫
Ωh∗
|∇φ∗(x)|2∂yη(x) − 2∇φ∗(x)
(
0 0
∂xη(x) ∂yη(x)
)
∇φ∗(x) dx
+ o()
=
ρf
2
∫
Ωh∗
∇.
(
|∇φ∗(x)|2
(
0
η(x)
)
− 2
(
0
η(x)
)
.∇φ∗(x)∇φ∗(x)
)
dx
+ o(),
since φ∗ is smooth and harmonic in Ωh∗ . With
E(h∗ , x∗0, y∗0)− E(h∗, x∗0, y∗0)
=
ρfg ∫
I
h∗(x)ψ(x) dx+ σ
∫
I
h∗′(x)√
1 + h∗′(x)2
d
dx
ψ(x) dx
+ o()
we obtain
0 =
ρf
2
∫
Ωh∗
∇.
(
|∇φ∗(x)|2
(
0
η(x)
)
− 2
(
0
η(x)
)
.∇φ∗(x)∇φ∗(x)
)
dx
+ ρfg
∫
I
h∗(x)η(x, h∗(x)) dx+ σ
∫
I
h∗′(x)√
1 + h∗′(x)2
d
dx
η(x, h∗(x)) dx.
Remark 5.17. If the minimizer (φ∗, h∗, x∗0, y
∗
0) is sufficiently smooth, we directly
see that φ∗ satisfies
∆φ∗ = 0 in Ωh∗ ,
φ∗ = G on ∂Ωh∗ ∩ {y = 0},
ν.∇φ∗ = 0 on Sh∗ ,
φ∗(R, y) = φ∗(−R, y)− 2cR if 0 ≤ y ≤ h∗(R).
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Moreover, if we integrate equation (5.4) by parts we obtain
ρf
2
∫
Sh∗
|∇φ∗(x)|2
(
0
η(x)
)
.ν(x)− 2
(
0
η(x)
)
.∇φ∗(x) ν(x).∇φ∗(x)︸ ︷︷ ︸
=0
dH1
+ ρfg
∫
I
h∗(x)η(x, h∗(x)) dx− σ
∫
I
d
dx
 h∗′(x)√
1 + h∗′(x)2
 η(x, h∗(x)) dx
=
∫
I
ρf
2
|∇φ∗(x, h∗(x))|2 + ρfgh∗(x)− σ h
∗′′(x)√
1 + h∗′(x)2
3
 η(x, h∗(x)) dx
=0,
which yields
ρf
2
|∇φ∗(x, h∗(x))|2 + ρfgh∗(x)− σ h
∗′′(x)√
1 + h∗′(x)2
3 = constant
since
∫
I
η(x, h∗(x)) dx = 0.
Remark 5.18. In the more physical setting, the minimizer (φ∗, h∗, x∗0, y
∗
0) of
F in NH1 × HM has similar properties. Of course, the only difference is that
φ∗ ∈ NH1 satisfies homogeneous Neumann boundary data in a weak sense, i.e.
0 =
∫
Ωh∗
∇φ∗(x).∇ψ(x) dx
for all ψ ∈ C∞(Ωh∗) with Trψ(−R, y) = Trψ(R, y).
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Chapter 6
Difficulties
In 1987, Babenko showed in [Bab87] that the hydrodynamic problem without
surface tension in two dimensions can be reduced to a single pseudo-differential
equation for a function of a single real variable. This formulation is complicated
since it involves the non-local Hilbert transform. In [BDT98] the authors showed
that this formulation with and without surface tension is the Euler-Lagrange
equation of an appropriate energy functional. They consider the total energy
of a wave consisting of the kinetic energy, the potential energy and surface en-
ergy. The surface is given parametrically. They proceed introducing a new time
variable such that the velocity potential is only given implicitly. Finally, using
the Hilbert transform they reduce the problem to finding stationary points of a
functional defined on a space of a single real valued function. In [BDT00a] and
[BDT00b], the authors show that critical points correspond to solutions of the
steady water wave problem. Then bifurcation theory is used to show existence.
In order to find a variational model describing the motion of a floating body
we started following the ideas of B.Buffoni, E.N. Dancer and J.F. Toland in
[BDT98]. We assumed the surface of the water to be given parametrically:
S :=
{
γ(t) =
(
u(t)
v(t)
)
: t ∈ [−R,R]
}
,
where t 7→ (u(t)−t, v(t)) is 2R periodic. On a fixed subinterval [t1, t2] ⊂ [−R,R]
the curve describes the wetted part of the floating body. Therefore,
(u(t)− x0)2 + (v(t)− y0)2 = r2 on [t1, t2].
Moreover, we can write
γ(t) = γ(t) =
(
x0 + r cos(p(t))
y0 + r sin(p(t))
)
for t ∈ [t1, t2],
where p : [t1, t2]→ [0, 4pi] is a parameter transformation which guarantees that
γ(ti) = γ(ti), i = 1, 2 and p
′(t) ≥ 0, p(t1) ∈ [0, 2pi], p(t2) ∈ [p(t1), p(t1) + 2pi].
Now following the argumentation as in [BDT98] a transformation of variable
and the Hilbert transform should lead to a one-dimensional problem. However,
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since the Hilbert transform is a non-local operator it is not clear how to use it
if a floating body is present. No other way to reduce the problem occurred to
us. Then the energy functional F takes the following form
F(φ, u, v, x0, y0) =ρf
2
∫
Ω
|∇φ(x)|2 dx+ ρf
2
g
R∫
−R
u′(t)v(t)2 dt+ ρbg|Br(x0, y0)|y0
+ σ
∫
I\[t1,t2]
√
u′(t)2 + v′(t)2 dt+ α
t2∫
t1
√
u′(t)2 + v′(t)2 dt,
since the contact set is given by {(u(t), v(t)) : t ∈ [t1, t2]} for each admissible
parametrization. The volume constraint is given by
V =
∫
I
u′(t)v(t) dt.
We then define the space of admissible parametrizations:
H =
{
γ = (u, v) ∈ C0,1([−R,R])×BVper([−R,R]) :
i)
∫ R
−R
v(t) u′(t) dt = V,
ii) v(t) ≥ 0,
iii) ∃ (x0, y0) ∈ [−R,R]× [r,∞), such that
(u(t)− x0)2 + (v(t)− y0)2 = r2 ∀t ∈ [t1, t2],
iv) u(t)− t 2R periodic
}
,
with ‖γ‖H = ‖u‖C0,1([−R,R]) + ‖v‖BV .
However, the general formulation of the surface to be given parametrically and
not being a graph from the outset provokes difficulties, for example:
1. We have to ensure that γ does not enter the ball, i.e. γ(t) /∈ Br((x0, y0))
for all t ∈ [−R,R]. To handle this we formulate the problem as an obstacle
problem, see Definition 2.7.
2. The parametrization should be injective when describing the free surface.
3. Due to our construction it can occur that the parametrization γ is not
injective when describing the wetted part of the ball, for example if the
ball touches the surface of the fluid only in one point.
4. In this formulation the boundedness of a minimal sequence is not clear
such that we have to consider the space for M,k > 0
HM, k =
{
γ = (u, v) ∈ H : v(t) ≤M, ‖u‖C0,1([−R,R]) ≤ k
}
.
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5. The space of admissible parametrizations has to be complete with respect
to the minimization. However, as we can see in Lemma 2.12 and in Ex-
ample 2.13 it is not clear that the minimizer, say γ∗, if it exists, does not
possess further contact points (u∗(t), v∗(t)) where t /∈ [t1, t2]. In this case
the functional in the static case E(u∗, v∗, x∗0, y∗0) does not describe correctly
the full energy of this configuration. Using the characteristic function in
(1.11) we get this difficulty under control.
6. In Chapter 2.4 we show, using the Isoperimetric Inequality, that small
gaps do not occur. In fact, we use that the volume of the gap, denoted
by |A|, tends to zero if the opening |x1 − x2| tends to zero, see Chapter
2.4. In the parametric setting the volume of the gap does not necessarily
depend on the distance |x1 − x2| = |u(τ1)− u(τ2)|.
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