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Introduction
La Simulation des Grandes E´chelles (SGE) est maintenant reconnue comme un outil pour
la compre´hension et la pre´diction des e´coulements turbulents. Cette approche ouvre aujour-
d’hui la voie a` des pre´visions fiables dans des situations de plus en plus complexes qui sont
soit fondamentales soit rencontre´es dans l’industrie. Cette technique est, en fait, un compromis
entre la simulation de toutes les e´chelles turbulentes pre´sentes dans l’e´coulement (Simulation
Nume´rique Directe, SND) et la mode´lisation de tous les effets de la turbulence (e´quations de
Navier-Stokes moyenne´s, RANS en anglais). La SGE prend en compte les instationnarite´s a` grande
e´chelle de l’e´coulement. Elle donne ainsi des re´sultats pre´cis pour des e´coulements pre´sentant des
de´collements, pour la pre´diction des sources de bruit ou de la transition laminaire/turbulent, par
exemple. Par ailleurs, la SGE est de plus en plus utilise´e sur des configurations caracte´rise´es par
le couplage avec d’autres types de phe´nome`nes (acoustique, transport de particules, d’espe`ces
re´actives ...).
Nous nous concentrons ici sur un e´coulement de ge´ome´trie simple : une cavite´ bidimension-
nelle qui met en jeu une physique relativement complexe. Cet e´coulement a fait l’objet d’une
e´tude soigne´e a` la fois d’un point de vue expe´rimental [34] et nume´rique [63, 62]. E´tudie´ in-
tense´ment depuis les anne´es 60, ce type d’e´coulements se rencontre a` la fois en ae´rodynamique
interne et externe. Ils peuvent eˆtre a` l’origine de fortes fluctuations de pression qui donnent
naissance a` des nuisances vibro-acoustiques et, suivant le nombre de Mach peut causer un risque
d’endommagement des structures. Ces e´coulements de cavite´s sont par exemple rencontre´s dans
les industries ae´ronautique civile (train d’atterrissage), ferroviaire (espace entre deux wagons)
et automobile (toit ouvrant). Pour l’ae´ronautique militaire, les proble`mes de furtivite´ imposent
de placer les charges a` l’inte´rieur de la cellule. Leur largage se fait par la pre´sence de cavite´s
et ce a` des vitesses aussi e´leve´es que possible. Ceci pose d’importants proble`mes structurels.
Ainsi, beaucoup d’e´coulements pre´sents dans des configurations industrielles peuvent pre´senter
localement des e´coulements de cavite´. La compre´hension et le controˆle de ce type d’e´coulements
s’ave`re donc essentiel pour les industriels.
D’un autre coˆte´, les strate´gies de controˆle sont actuellement en plein essor. Elles posent ce-
pendant des contraintes nume´riques nouvelles, notamment la prise en compte des actuateurs qui
sont, par construction, de taille re´duite. Ceci implique une “raideur” nume´rique supple´mentaire
qui ne´cessite une ame´lioration des sche´mas. Un tel travail est pre´sente´ ici. L’objectif est d’adap-
ter les techniques nume´riques sur un cas de controˆle que l’on sait performant. Le dispositif de
controˆle retenu pour cette e´tude consiste a` placer un cylindre de taille re´duite dans la couche
limite turbulente amont de la cavite´, en re´gime haut-subsonique. Ceci s’ave`re eˆtre a` la fois simple
et efficace [86]. Une e´tude expe´rimentale [47] a re´cemment e´te´ effectue´e. Au cours de celle-ci, une
diminution sensible des modes de Rossiter a e´te´ obtenue sur diffe´rentes configurations, ce qui a
permis une meilleure compre´hension de l’action d’un tel dispositif. Malgre´ cette e´tude, la raison
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de la re´duction du bruit de cavite´ par la pre´sence du barreau reste mal comprise. Cependant,
cette e´tude a permis d’obtenir une base de donne´es pour la validation de la simulation instation-
naire de cette configuration que nous nous proposons d’effectuer ici. La Simulation des Grandes
E´chelles se propose naturellement comme un candidat pour re´aliser celle-ci. En effet, elle a per-
mis re´cemment a` la fois de re´aliser des simulations re´alistes d’e´coulements de cavite´ sans cylindre
[63, 62] et de pre´voir l’e´coulement autour d’un cylindre [58]. Il est donc important de ve´rifier si
cet outil nume´rique est capable de re´aliser la simulation de l’e´coulement de cavite´ en pre´sence
de cylindre. Ceci permettrait e´galement d’avancer dans la compre´hension physique de l’efficacite´
du barreau. Cependant, la configuration e´tudie´e par Illy [47] est marque´e par un fort caracte`re
multi-e´chelle. Ceci est duˆ au rapport d’aspect entre la taille de la cavite´ et celle du cylindre, d’un
facteur 20 dans l’expe´rience [47]. L’e´coulement vise´ posse`de ainsi une grande disparite´ d’e´chelles
entre les petites structures lie´es a` la pre´sence du cylindre et les grandes structures pre´sentes
dans la couche de me´lange des e´coulements traditionnels de cavite´. Cette disparite´ d’e´chelles
rend la simulation d’un tel e´coulement tre`s couˆteuse au point qu’il est actuellement impossible
de re´aliser ce calcul. Pour effectuer une telle simulation, il est donc impe´ratif de re´aliser une
e´conomie nume´rique importante. Ceci permettrait d’accroˆıtre ainsi le champ d’application de la
SGE.
Pour re´duire le temps de calcul de la SGE, trois techniques comple´mentaires existent. La
premie`re concerne l’ame´lioration de la mode´lisation de la turbulence. Ceci peut eˆtre obtenu par
un travail sur la mode´lisation sous-maille ou par le de´veloppement de me´thodes de couplage
RANS/SGE. Ces optimisations de la mode´lisation des effets de la turbulence permettent de
re´duire le nombre de cellules de calcul pour un meˆme cas d’e´tude. Concernant la mode´lisation
sous-maille, les progre`s actuels ne sont pas aussi rapides que l’on aurait souhaite´ puisque la
partie a` mode´liser en SGE est moindre et plus universelle que celle a` mode´liser en RANS. Par
conse´quent, le roˆle de la mode´lisation sous-maille est moins crucial pour des applications in-
dustrielles. En ce qui concerne les me´thodes de couplages RANS/SGE, elles sont habituellement
utilise´es pour effectuer des calculs SGE de configurations rencontre´es en industrie [92]. Ces tech-
niques sont donc largement utilise´es au cours de ce travail. Cependant, pour pouvoir traiter la
configuration retenue ici, il est impe´ratif de tenir compte des instationnarite´s de l’e´coulement
dans une grande partie du domaine de calcul. Par conse´quent, le domaine ou` la SGE est utilise´e
prend une part plus grande du domaine de calcul, rendant ainsi le couˆt informatique exorbitant.
Ainsi, ces techniques de couplage ne permettent pas l’e´conomie nume´rique vise´e. La deuxie`me
technique dont le but est de re´duire le couˆt de la SGE est base´e sur une bonne re´solution spatiale
a` moindre frais. Un raffinement local ou une adaptation de maillage peuvent eˆtre utilise´s dans
ce but. Pour cette e´tude, un raffinement local de maillage est adopte´ pour prendre en compte les
petites e´chelles dynamiquement actives pre`s des parois. Par contre, le surcouˆt de calcul duˆ a` la
disparite´ d’e´chelles de l’e´coulement conside´re´ n’est pas re´duit. En ce qui concerne l’adaptation
de maillage, cette technique est par de´finition adapte´e aux proble`mes multi-e´chelles. Cependant,
pour l’instant, d’une part, la validation en SGE ne concerne que des cas acade´miques (canal plan,
couche de me´lange ...) et, d’autre part, cette technique entraˆıne, pour le moment, un surcouˆt
de calcul [66]. Ces deux raisons nous poussent a` ne pas retenir cette approche. Finalement,
la troisie`me technique visant a` re´duire de fac¸on significative ce dernier consiste a` optimiser
la me´thode nume´rique. Ceci permet d’acce´le´rer la re´solution d’un pas de temps. Optimiser la
me´thode nume´rique repose sur un travail sur la discre´tisation spatiale et/ou l’inte´gration tempo-
relle. Concernant la discre´tisation spatiale, comme cette e´tude porte sur l’utilisation de la SGE
sur des configurations industrielles, il est difficile de re´aliser le compromis pre´cision/robustesse.
C’est pourquoi des sche´mas d’ordre deux vont eˆtre retenus pour cette e´tude. En revanche, la
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technique d’inte´gration temporelle repre´sente une source de gains potentiels inte´ressante.
Concernant ce point, deux types de me´thodes d’inte´gration temporelle existent : les tech-
niques explicites et implicites en temps. L’emploi de sche´mas explicites est tre`s adapte´ a` la SGE
du fait de la tre`s grande pre´cision de ce type de sche´mas. Par ailleurs, lors de l’utilisation de
tels sche´mas, le pas de temps est limite´ par deux types de contraintes. Il s’agit, d’une part,
de contraintes nume´riques de stabilite´ de type CFL, et d’autre part, de contraintes physiques
lie´es aux e´chelles de temps caracte´ristiques de l’e´coulement turbulent que l’on souhaite simuler.
Ce dernier type de contraintes doit eˆtre impe´rativement satisfait pour repre´senter correctement
la physique de l’e´coulement conside´re´. Le type de contraintes nume´riques lie´ a` la stabilite´ des
sche´mas explicites peut s’ave´rer tre`s pe´nalisant. C’est le cas lorsque sont envisage´es des confi-
gurations ou` le rapport de taille entre la plus petite et la plus grande maille du domaine de
calcul est grand. Par exemple, ceci est rencontre´ pour des calculs de couche limite ou` le premier
point du maillage doit eˆtre tre`s pre`s de la paroi. L’emploi de me´thode d’inte´gration temporelle
implicite permet de s’affranchir de cette contrainte nume´rique. Ainsi, pour certaines applica-
tions ou` la contrainte nume´rique est se´ve`re, les me´thodes implicites sont plus attractives que les
me´thodes explicites.
Les me´thodes implicites ont, dans un premier temps e´te´ de´veloppe´es pour la recherche ef-
ficace d’une solution stationnaire. Elles ont ensuite e´te´ e´tendues aux proble`mes instationnaires
laminaires, puis, depuis environ une quinzaine d’anne´es, elles ont e´te´ utilise´es pour des calculs
pre´cis en temps d’e´coulements turbulents. Par exemple, les sche´mas implicites ont permis d’ef-
fectuer des SND sur des cas “acade´miques” de couches limites turbulentes [103, 102, 78]. Ils ont
aussi e´te´ utilise´s dans le cadre de l’interaction choc/couche limite [134], pour le de´veloppement
d’une couche limite sur une plaque plane [6] et pour le calcul de couches limites soumises a`
des gradients adverses de pression, sur des surfaces courbe´es avec ou sans de´collement [5]. Ces
me´thodes d’inte´gration temporelle ont e´galement permis d’effectuer des SGE de cas industriels
plus applique´es comme une couche limite transitionnelle sur un profil d’aile [140, 83], comme
l’e´coulement autour des pales d’un ge´ne´rateur de tourbillon [23], de l’e´clatement tourbillonnaire
derrie`re une aile delta [81], d’e´coulements de turbine basse pression [106], d’e´coulements de ca-
vite´s [62]. Les me´thodes implicites ont meˆme e´te´ utilise´es pour simuler des e´coulements a` faible
nombre de Mach [71, 4].
Malgre´ ces succe`s, des progre`s sont toujours ne´cessaires puisque ces me´thodes ne permettent
pas d’effectuer la configuration retenue pour cette e´tude. La nouvelle difficulte´ lie´e a` l’e´mergence
des dispositifs de controˆle est due a` la simulation de phe´nome`nes physiques multi-e´chelles qui
repre´sente un formidable challenge nume´rique. Pour passer outre ces contraintes nume´riques,
des me´thodes pre´cises en temps permettent au pas de temps de varier localement [27]. Ces tech-
niques sont pour l’instant utilise´es en conjonction avec des sche´mas explicites. Leur extension
avec l’emploi de sche´mas implicites implique un traitement spe´cifique au niveau des conditions
aux limites base´ sur des interpolations et des extrapolations. Ceci peut engendrer des erreurs
nume´riques importantes. Par ailleurs, To`th et al. [131] utilisent une me´thode hybride expli-
cite/implicite. L’ide´e de base de cette technique est que le sche´ma d’avancement en temps peut
changer d’un bloc a` un autre pour un pas de temps donne´ : un sche´ma explicite est utilise´ ou` la
condition de stabilite´ locale n’est pas viole´e et un sche´ma implicite est utilise´ dans les blocs ou`
le sche´ma explicite serait instable. Les deux me´thodes pre´ce´demment cite´es sont certes adapte´es
a` la simulation de phe´nome`nes physiques multi-e´chelles. Cependant, elles impliquent toutes les
deux l’emploi de sche´mas explicites.
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C’est la motivation premie`re de cette e´tude. Elle consiste a` proposer une technique nume´rique
adapte´e aux grandes disparite´s d’e´chelles et base´e sur l’inte´gration temporelle implicite. Ceci per-
mettrait de re´aliser l’e´conomie nume´rique ne´cessaire a` la simulation du controˆle d’e´coulement de
cavite´ par l’interme´diaire d’un cylindre, dans le but d’aider, a` terme, a` fournir une explication
de l’efficacite´ d’un tel dispositif de controˆle.
Tout d’abord, les e´quations de mode´lisation retenues sont expose´es (chapitre 1), les choix
retenus y sont pre´sente´s. Par la suite, les aspects nume´riques inhe´rents a` la SGE sont aborde´s
(chapitre 2). Par exemple, une motivation pour l’emploi de me´thodes implicites pour un calcul de
type SND ou SGE est introduite. Une revue bibliographique des me´thodes implicites rencontre´es
dans la litte´rature pour ce type de calcul est effectue´e. Puis, les me´thodes nume´riques qui ont
servi de base a` cette e´tude sont pre´sente´es (chapitre 3). En particulier, la me´thode implicite
utilise´e dans [83] et [62] qui a servi de point de de´part a` ce travail y est de´taille´e. La de´marche
a ensuite consiste´, dans un premier temps, a` justifier l’emploi de cette me´thode pour des calculs
SGE. Pour cela une e´valuation the´orique de cette me´thode a tout d’abord e´te´ mene´e. Puis,
une e´valuation nume´rique de cette dernie`re a e´galement e´te´ effectue´e. Un des objectifs de cette
e´valuation nume´rique est notamment de savoir si la me´thode implicite initiale e´tait capable de
pre´dire correctement les phe´nome`nes complexes (transition, de´collement). Pour cela, le cas de
la couche limite transitionnelle [83] a e´te´ re´utilise´. L’objectif a e´te´ de retrouver avec la me´thode
implicite le champ moyen, les fluctuations de vitesse et les spectres de pression obtenus avec une
me´thode de re´fe´rence explicite (chapitre 4). Ensuite, au vu des re´sultats, plusieurs propositions
sont faites pour re´duire le temps de calcul sans de´te´riorer la pre´cision des re´sultats (chapitre 4).
Certaines visaient a` ame´liorer la pre´cision de la me´thode initiale, d’autres a` accroˆıtre l’efficacite´
de celle-ci. La totalite´ de ces suggestions a e´te´ mise a` l’e´preuve a` la fois sur un cas laminaire
(advection de tourbillon) et sur un cas turbulent re´aliste (couche limite transitionnelle sur un
profil d’aile en incidence). Finalement, une nouvelle approche a e´te´ de´veloppe´e et valide´e sur ces
deux cas tests. Elle permet d’effectuer l’e´conomie nume´rique suffisante pour re´aliser la SGE d’un
e´coulement de cavite´ controˆle´ par la pre´sence d’un cylindre dans la couche amont (chapitre 5).
Cette nouvelle simulation est valide´e par comparaison avec les mesures expe´rimentales de Illy
[47].
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Chapitre 1
La simulation des e´coulements
turbulents par l’approche des
Grandes E´chelles
L’objectif de ce chapitre est de pre´senter rapidement l’approche des Grandes E´chelles. Cette
dernie`re permet de de´crire plus pre´cise´ment la structure de l’e´coulement que l’approche moyenne´e
(RANS), mais elle reste inabordable dans l’optique de configuration de type avion complet.
Dans un premier temps, un bref rappel sur les e´coulements turbulents est fait. Ensuite, le
principe de l’approche des Grandes E´chelles base´ sur la notion de se´paration d’e´chelles ainsi
que la mode´lisation des petites e´chelles de l’e´coulement est rappele´. Les e´quations utilise´es
ainsi que le mode`le choisi sont rapidement pre´sente´s. Pour plus de de´tails concernant ces deux
points, le lecteur pourra se reporter a` [64]. Finalement, certaines limites de cette approche
instationnaire sont mises en avant. A` partir de celles-ci, les me´thodes hybrides permettant de
conserver la pre´cision de l’approche des Grandes E´chelles dans certaines re´gions de l’e´coulement
tout en conservant les avantages des mode`les RANS dans les re´gions ou` une description fine de
la turbulence n’est pas indispensable sont e´voque´es. Un regard attentif est porte´ sur la DES de
Spalart [124] puisque cette proce´dure a e´galement e´te´ retenue pour effectuer une simulation de
l’e´coulement de cavite´ en pre´sence de cylindre.
1.1 E´coulements turbulents
Les e´coulements turbulents sont pre´sents et observables aussi bien dans la nature (oce´ans,
fleuves, atmosphe`re, avalanches ...) que dans l’industrie (ae´ronautique, automobile, re´acteurs ...).
Les effets de la turbulence sur l’e´coulement peuvent eˆtre ne´fastes (augmentation de la traˆıne´e,
diminution de la portance, augmentation du bruit ae´rodynamique) ou positifs (diffusion de la
pollution, ame´lioration du me´lange et des transferts thermiques). La turbulence n’est pas une
proprie´te´ du fluide mais elle caracte´rise l’e´tat d’agitation dans lequel se trouve ce dernier a` un
instant donne´.
Les phe´nome`nes turbulents sont dans l’ensemble caracte´rise´s par les e´le´ments suivants :
– le nombre de Reynolds est suffisamment grand,
– la turbulence a un caracte`re ale´atoire, impre´visible et non-reproductible,
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– les phe´nome`nes infiniment petits peuvent avoir une grande importance (caracte´ristique des
syste`mes chaotiques),
– des structures cohe´rentes appele´es tourbillons existent,
– un e´coulement turbulent est tridimensionnel et rotationnel,
– une large gamme de mouvements coexiste avec transformation (e´change d’e´nergie) des gros
tourbillons en tourbillons plus petits.
Bien que la question de la de´finition pre´cise et ge´ne´rale de la turbulence soit toujours ouverte,
nous allons nous inte´resser ici a` la simulation de celle-ci ou au moins de ses effets.
1.2 E´quations de Navier-Stokes
On conside`re ici un fluide newtonien, compressible, non pesant en e´coulement instation-
naire, ve´rifiant l’hypothe`se de Stokes ainsi que les lois des gaz parfaits et de Fourier. E´crivons
les diffe´rentes e´quations de conservation de masse, de quantite´ de mouvement et d’e´nergie en
utilisant la convention d’Einstein sur les indices re´pe´te´s :
∂tρ+ ∂xj (ρuj) = 0 masse
∂t (ρui) + ∂xj (ρuiuj + pδij − τij) = 0 quantite´ de mouvement
∂t (ρe) + ∂xj (ρeuj + puj − τjkuk + qj) = 0 e´nergie
(1.1)
ou` ρ est la masse volumique, ui sont les composantes de la vitesse de la particule fluide, e
l’e´nergie totale spe´cifique, p la pression.
La loi des gaz parfaits permet d’e´crire :
p = ρ (γ − 1) ε avec ρe = ρε+ 1
2
ρuiui et γ = 1.4
ou` γ est le rapport des chaleurs calorifiques et ε l’e´nergie interne spe´cifique.
Le tenseur des contraintes visqueuses τij est de´fini comme :
τij = −2
3
µ (∂xkuk) δij + µ
(
∂xjui + ∂xiuj
)
La viscosite´ dynamique du fluide µ est relie´e a` la tempe´rature T suivant la loi de Sutherland :
µ = µ0
(
T
T0
) 3
2 T + 110.4
T0 + 110.4
avec T0 = 273.16 K et µ0 = 1.711 × 10−5kg.m−1.s−1 les tempe´rature et viscosite´ dynamique de
re´fe´rence.
Le flux de chaleur qj est donne´ par la loi de Fourier :
qj = −κ (T ) ∂xjT avec κ (T ) =
µ (T )Cp
Pr
ou` Pr est le nombre de Prandtl, Pr = 0.72 et Cp est la chaleur calorifique a` pression constante.
Rajoutons que la relation liant l’e´nergie interne spe´cifique et la tempe´rature s’e´crit : ε = CvT
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avec Cv est la chaleur calorifique a` volume constant.
Les e´quations instationnaires de Navier-Stokes peuvent eˆtre re´solues nume´riquement sans
ajout de termes additionnels de fermeture. Cette approche, appele´e simulation nume´rique directe
SND (ou DNS en anglais pour Direct Numerical Simulation) ne´cessite de prendre en compte la
dynamique de toutes les e´chelles spatio-temporelles du mouvement. Ceci implique l’utilisation
de maillages tre`s fins puisque la taille des mailles doit eˆtre de l’ordre de l’e´chelle de Kolmogorov.
De plus, les pas de temps utilise´s doivent eˆtre tre`s petits : infe´rieurs aux temps caracte´ristiques
des plus petites structures. Finalement, la me´thode nume´rique doit re´pondre a` certains crite`res :
elle doit eˆtre d’ordre e´leve´, ne doit ni dissiper ni diffuser afin de ne pas de´grader la dynamique
des petites structures de l’e´coulement. Ces conside´rations nume´riques seront aborde´es plus en
de´tails dans le chapitre suivant.
En pratique la SND est limite´e a` des nombres de Reynolds relativement faibles sur des confi-
gurations simples. En effet, la gamme d’e´chelles a` re´soudre de´pend grandement du nombre de
Reynolds. Le rapport entre la dimension caracte´ristique des plus grosses structures L et l’e´chelle
de Kolmogorov η se comporte comme
L
η
= Re
3/4
L en turbulence homoge`ne isotrope (voir [10] par
exemple). Pour des applications dans le domaine ae´ronautique ou` les nombres de Reynolds sont
de l’ordre de 106-108, ce type de calcul ne´cessiterait l’utilisation de ressources informatiques qui
de´passent largement la capacite´ des super-calculateurs actuels. La SND est donc utilise´e essen-
tiellement pour des e´tudes a` caracte`res fondamentaux de la turbulence sur des cas acade´miques.
Elle permet ne´anmoins de comprendre la dynamique de la turbulence et aussi de valider les
mode`les de turbulence : ces simulations constituent des expe´riences nume´riques de re´fe´rence. Le
lecteur avise´ pourra se reporter a` [88] pour avoir un aperc¸u assez large de la SND en recherche.
L’ide´e de base de la simulation des grandes e´chelles SGE (ou LES en anglais pour Large-Eddy
Simulation) est de re´duire le nombre de degre´s de liberte´, c’est-a`-dire la gamme d’e´chelles a`
re´soudre nume´riquement. Pour cela, seule la dynamique des grandes e´chelles (les plus e´nerge´tiques,
responsables d’une part importante de quantite´ de mouvement et de chaleur) est calcule´e direc-
tement. Par ailleurs, un mode`le dit de sous-maille est utilise´ pour repre´senter les interactions
entre les e´chelles re´solues et les e´chelles sous-maille non re´solues. La se´paration entre les e´chelles
re´solues et non re´solues se fera par l’interme´diaire d’un filtre passe-bas en fre´quence ou en
nombre d’onde. De la meˆme fac¸on que la SND, la SGE sert de validation pour les mode`les de
turbulence. Pour obtenir des grandeurs moyenne´es comparables aux re´sultats expe´rimentaux,
un traitement statistique est effectue´ inde´pendamment du calcul, contrairement aux approches
RANS. Le lecteur inte´resse´ par une description de´taille´e de la SGE pourra se reporter aux travaux
[37, 69, 118].
1.3 Notion de filtrage
Le premier e´le´ment a` de´finir est le filtrage qui permet de se´parer les e´chelles qui sont re´solues
explicitement, de celles qui doivent eˆtre mode´lise´es. Le lecteur inte´resse´ par ce point pourra se
reporter aux travaux [36, 118].
Soit une variable f (x, t) de l’e´coulement avec (x, t) ∈ Ω × IR+ avec Ω ⊂ IR3. On peut lui
appliquer un filtre spatial passe-haut en e´chelle (passe-bas en fre´quence et en nombre d’onde).
Ce filtre est de´fini dans l’espace physique comme un produit de convolution. Ainsi, la partie
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re´solue f (x, t) de f (x, t) s’e´crit :
f (x, t) =
∫
Ω
G∆ (x− ξ) f (ξ, t) dξ
note´ symboliquement f = G∆ ∗ f ou` le noyau de convolution G∆ est caracte´ristique du filtre
utilise´ et associe´ a` une e´chelle de coupure en espace note´e ∆. Notons qu’un filtrage en espace
induit un filtrage en temps puisque la dynamique des e´quations de Navier-Stokes permet d’as-
socier un temps caracte´ristique a` chaque e´chelle de longueur caracte´ristique. On note f
′
(x, t) la
partie non re´solue ou haute fre´quence. Ainsi, on a :
f = f + f
′
On remarque que le filtre spatial ainsi de´fini n’est pas ne´cessairement idempotent comme peut
l’eˆtre l’ope´rateur de Reynolds pour l’approche RANS. Ainsi, on a a priori f 6= f et f ′ 6= 0.
Afin de pouvoir manier les e´quations de Navier-Stokes filtre´es plus facilement, le filtre spatial
doit posse´der les proprie´te´s suivantes :
– conservation des constantes : ∀a ∈ IR a = a
– line´arite´ : f + g = f + g
– commutativite´ avec les de´rivations : ∂αf = ∂αf avec α = t, xi.
Nous allons maintenant voir sous quelles conditions, ces proprie´te´s sont ve´rifie´es. La conservation
des constantes est e´quivalente a` :
∀x ∈ Ω
∫
Ω
G∆ (x− ξ) dξ = 1
La line´arite´ est assure´e puisqu’elle est de´ja` ve´rifie´e par le produit de convolution. Par contre, la
commutation du filtre par rapport aux de´rive´es partielles (en espace) n’est ve´rifie´e que lorsque
le domaine de filtrage est infini et lorsque le filtre est homoge`ne. Par conse´quent, la longueur de
coupure ∆ doit eˆtre une constante ne de´pendant ni du temps, ni de l’espace.
La SGE est classiquement de´finie a` l’aide d’un filtre spatial, comme cela vient d’eˆtre fait
ici. Cependant, une autre approche existe et est base´e sur un filtrage temporel comme le font
Pruett et al. [98]. Dans ce cas, pour obtenir la commutation avec la de´rive´e partielle en temps,
il faut e´galement conside´rer un temps de coupure τ constant ne de´pendant ni du temps, ni de
la variable spatiale.
En the´orie, pour effectuer une SGE, un filtre explicite devrait eˆtre utilise´. C’est ce qui est
fait dans [75] ou` le lecteur trouvera des informations concernant l’utilisation de filtres explicites.
Cependant, en pratique, dans un contexte industriel notamment, le filtrage est fait de fac¸on
implicite a` travers le maillage. Ceci implique force´ment que la convergence en maillage n’est pas
atteinte au vu de la de´pendance de la solution par rapport a` ce dernier. Par contre, on remarque
que la SGE tend vers la SND lorsque le maillage est suffisamment fin, toutes les e´chelles spatiales
e´tant alors re´solues. Par ailleurs, pour conserver la proprie´te´ de commutation avec la de´rive´e
spatiale, il est ne´cessaire que le maillage soit a` pas d’espace constant. Or, pour la simulation
d’e´coulements parie´taux, les cellules de calcul doivent diminuer pre`s des parois pour capter les
plus petites e´chelles dynamiquement actives. Ainsi, le filtre conside´re´ n’est pas homoge`ne. Par
conse´quent, il n’y a plus de commutation entre le filtre et les de´rive´es partielles en espace. Ghosal
et Moin [39] ont donc e´tendu la notion du filtrage aux filtres non homoge`nes. Ceci est fait par
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l’interme´diaire d’un changement de variable d’un domaine borne´ (ou non) a ≤ x ≤ b en un
domaine infini −∞ ≤ ξ ≤ +∞ via une fonction monotone ξ = g(x) telle que g(a) = −∞ et
g(b) = +∞. Dans l’espace relatif a` ξ, il n’y a pas de limites ainsi la largeur du filtre est uniforme
∆. Par contre, dans l’espace relatif a` x, la largeur ne l’est pas. Ghosal et Moin montrent que
l’erreur de commutation ainsi introduite est d’ordre deux :
∂xif = ∂xif +O(∆
2)
lorsque le filtre (non homoge`ne) est syme´trique. Un filtre syme´trique ve´rifie G∆ (−ξ) = G∆ (ξ)
ce qui implique
∫ +∞
−∞ ξG∆ (ξ) dξ = 0. On parle ainsi de filtres commutant du second ordre. Par
contre, lorsque le filtre n’est pas syme´trique, l’erreur de commutation est d’ordre un (puisque∫ +∞
−∞ ξG∆ (ξ) dξ 6= 0). Il est cependant admis que ces erreurs sont ne´gligeables [118]. Par ailleurs,
Vasilyev et al. [136] ont e´tendu la technique de Ghosal et Moin pour obtenir des filtres commutant
d’ordre plus e´leve´. En contrepartie, ces filtres doivent ve´rifier des proprie´te´s supple´mentaires afin
d’e´liminer les termes d’ordre non e´leve´. Par ailleurs, comme le maillage n’est pas homoge`ne, la
longueur de coupure varie en fonction de la direction conside´re´e. Cependant, le filtrage fait le
plus souvent appel a` une seule longueur de coupure par maille. Il faut donc la de´finir. Ceci est
fait classiquement comme suit :
∆ =
(
3∏
i=1
∆xi
)1/3
avec ∆xi la longueur de coupure du filtre dans la direction xi (i ∈ {1, 2, 3}).
L’application du filtre aux e´quations de Navier-Stokes en incompressible ne pose pas de
proble`me : seul un proble`me de fermeture apparaˆıt. En compressible ceci est plus de´licat, voila`
pourquoi une ponde´ration par la densite´ est utilise´e en analogie avec ce qui se fait en RANS. On
utilise donc le changement de Favre :
f˜ =
ρf
ρ
f = f˜ + f
′′
Nous allons maintenant appliquer le filtre ∗ : f 7→ f aux e´quations de Navier-Stokes (1.1).
1.4 E´quations constitutives de la SGE
En utilisant les proprie´te´s de commutation entre le filtre et les de´rive´es partielles, de line´arite´
et de conservation des constantes du filtre, le syste`me des e´quations filtre´es s’e´crit :
∂tρ+ ∂xj (ρuj) = 0
∂t (ρui) + ∂xj (ρuiuj + pδij − τij) = 0
∂t (ρe) + ∂xj (ρeuj + puj − τjkuk + qj) = 0
avec
p = (γ − 1) ρε et ρe = ρε+ 12ρuiui
Comme la ponde´ration par la masse volumique est utilise´e, les variables accessibles sont (ρ, u˜ i, p, T˜ ).
Les e´quations filtre´es vont donc eˆtre exprime´es en fonction de ces variables.
Pour l’e´quation de la conservation de masse, aucun proble`me n’apparaˆıt :
∂tρ+ ∂xj (ρu˜j) = 0 (1.2)
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L’e´quation filtre´e de la quantite´ de mouvement s’e´crit simplement :
∂t (ρu˜i) + ∂xj
(
ρu˜iu˜j + pδij − τ˜∗ij
)
= − ∂xj
[
ρ (u˜iuj − u˜iu˜j)
]
︸ ︷︷ ︸
A1
+ ∂xj
(
τij − τ˜∗ij
)
︸ ︷︷ ︸
A2
(1.3)
avec
p = ρ (γ − 1) ε˜ et τ˜∗ij = −
2
3
µ
(
T˜
)
(∂xk u˜k) δij + µ
(
T˜
) (
∂xj u˜i + ∂xi u˜j
)
La relation liant ε˜ et T˜ s’e´crit simplement :
ε˜ =
ρε
ρ
=
ρCvT
ρ
= Cv
ρT
ρ
= CvT˜
Le tenseur sous-maille τ˜Lij = ρ (u˜iuj − u˜iu˜j) est ainsi introduit.
Par contre, pour l’e´quation filtre´e de la conservation de l’e´nergie totale, plusieurs approches
existent. Le lecteur inte´resse´ par une revue de´taille´e des celles-ci peut se reporter a` [22]. L’e´nergie
totale filtre´e s’e´crit :
ρe˜ = ρε˜+
1
2
ρu˜iu˜i +
1
2
ρ (u˜iui − u˜iu˜i) = ρε˜+ 1
2
ρu˜iu˜i +
1
2
τ˜Lii
Il apparaˆıt ainsi pour l’e´quation filtre´e de l’e´nergie la trace du tenseur sous-maille dans la de´rive´e
temporelle. Une mode´lisation de 12 τ˜
L
ii a e´te´ utilise´e par Yoshizawa [147] pour des applications
faiblement compressibles, mais son ade´quation a` des situations plus compressibles a e´te´ remise en
question par Speziale et al. [125]. Pour contrecarrer ce proble`me, une possibilite´ est d’incorporer
la trace du tenseur sous-maille dans l’e´nergie interne. Ceci a pour conse´quence de modifier la
pression et la tempe´rature re´solues :
ρεˇ = ρε˜+
1
2
τ˜Lii = ρCvTˇ =
pˇ
γ − 1
avec
pˇ = p+
γ − 1
2
τ˜Lii et Tˇ =
pˇ
ρCv(γ − 1)
La pression et la tempe´rature re´solues deviennent pˇ et Tˇ . Par conse´quent, l’e´quation filtre´e de
la quantite´ de mouvement devient :
∂t (ρu˜i) + ∂xj
(
ρu˜iu˜j + pˇδij − τ˜∗ij
)
= ∂xj
[
(pˇ− p)δij
]
− ∂xj
(
τ˜Lij
)
+ ∂xj
(
τij − τ˜∗ij
)
En notant σLij la partie de´viatrice du tenseur sous-maille (σ
L
ij = τ
L
ij − 13τLll ), l’e´quation devient :
∂t (ρu˜i) + ∂xj
[
ρu˜iu˜j +
(
pˇ+
5− 3γ
6
τ˜Lll
)
δij − τ˜∗ij
]
= −∂xj
(
σ˜Lij
)
+ ∂xj
(
τij − τ˜∗ij
)
On remarque que pour un gaz monoatomique 5−3γ6 τ˜
L
ll = 0 car γ = 5/3. De plus, on a :
5− 3γ
6
τ˜Lll
pˇ
=
5− 3γ
3
γM2sgs avec M
2
sgs =
|τ˜Lll |
2γpˇ
=
|τ˜Lll |
2ρcˇ2
On constate que ne´gliger le terme 5−3γ6 τ˜
L
ll par rapport a` pˇ suppose que l’on a
5−3γ
3 γM
2
sgs  1.
L’approche qui vient d’eˆtre de´crite est notamment utilise´e par Lesieur et Comte [68]. Elle posse`de
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l’avantage d’eˆtre conservative et donc adapte´e aux traitements des discontinuite´s. Une autre
approche existe et consiste a` ne conside´rer que l’e´nergie filtre´e calculable (note´e par la suite e˜∗).
Ainsi, une e´quation d’e´volution de la trace du tenseur sous-maille est utilise´e. Cette de´marche a
e´te´ de´veloppe´e par Vreman et al. [138]. Suite au travail [64], c’est cette dernie`re qui est retenue
pour notre e´tude.
Ainsi, l’e´quation d’e´volution de l’e´nergie filtre´e calculable s’e´crit :
∂t
(
ρe˜∗
)
+ ∂xj
(
ρe˜∗u˜j + pu˜j − τ˜∗jku˜k + q˜∗j
)
= − ∂xj
(
ρεuj − ρεu˜j
)
︸ ︷︷ ︸
B1
−
(
p∂xjuj − p∂xj u˜j
)
︸ ︷︷ ︸
B2
− ∂xj
[
ρ (u˜iuj − u˜iu˜j) u˜i
]
︸ ︷︷ ︸
B3
+ ρ
(
u˜iuj − u˜iu˜j
)
∂xj u˜i︸ ︷︷ ︸
B4
+
(
τjk∂xjuk − τjk∂xj u˜k
)
︸ ︷︷ ︸
B5
+ ∂xj
(
τjku˜k − τ˜∗jku˜k
)
︸ ︷︷ ︸
B6
+ ∂xj
(
q˜∗j − qj
)
︸ ︷︷ ︸
B7
(1.4)
avec
e˜∗ = ε˜+
1
2
u˜iu˜i et q˜∗j = −κ
(
T˜
)
∂xj T˜
Cette me´thode n’est pas conservative au vue de la pre´sence des termes B2, B4 et B5.
1.5 Fermeture des e´quations
La re´solution nume´rique du syste`me d’e´quations forme´ par (1.2), (1.3) et (1.4) implique la
fermeture de celui-ci. Pour cela, il convient de mode´liser, ou de ne´gliger, les termes A1, A2 et
B1, ..., B7. Vreman et al. [138] dans le contexte de SND de couches de me´lange bidimensionnelles
ont compare´ le poids de chacun de ces termes. Finalement, ils prennent uniquement en compte
les termes A1 (pour l’e´quation de la quantite´ de mouvement), B1, B2 et B3 (pour l’e´quation
de l’e´nergie). La pre´sence de B2 implique que l’e´quation lie´e a` l’e´nergie n’est toujours pas
conservative. La mode´lisation des termes restants est classiquement base´e sur le cadre the´orique
de la turbulence homoge`ne isotrope, les e´chelles sous-mailles e´tant suppose´es isotropes [69].
1.5.1 Fermeture de l’e´quation de conservation de quantite´ de mouvement
D’un point de vue physique
La simulation d’un e´coulement rentre dans le cadre de la SGE lorsque l’e´coulement conside´re´
est turbulent et lorsque celui-ci posse`de des structures tourbillonnaires dont l’e´chelle spatiale
caracte´ristique est infe´rieure a` la taille de maille.
Les mode`les sous-maille sont construits a` partir de proprie´te´s connues de la turbulence. La
plus grande partie des mode`les sous-maille de´veloppe´s est base´e sur des outils the´oriques mis
au point dans le cadre de la turbulence homoge`ne isotrope [67]. Toutes ces the´ories de´crivent
le sce´nario suivant pour le transfert entre les diffe´rentes e´chelles pre´sentes dans l’e´coulement.
Les grands tourbillons (associe´s aux petits nombres d’onde) extraient de l’e´nergie cine´tique a`
l’e´coulement moyen. Il y a un transfert e´nerge´tique direct des grandes e´chelles vers les plus
petites jusqu’a` ce que la viscosite´ mole´culaire dissipe l’e´nergie cine´tique de ces dernie`res en
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k
Production
Dissipation
Transfert
Fig. 1.1: Spectre de l’e´nergie turbulente : repre´sentation de la cascade directe
e´nergie interne. Ainsi, le spectre d’e´nergie cine´tique d’une turbulence homoge`ne isotrope com-
prend d’abord une zone de production aux petits nombres d’onde, ensuite une zone de transfert
d’e´nergie cine´tique des petits nombres d’onde vers les grands, et enfin une zone de dissipation
aux grands nombres d’onde. Ceci est repre´sente´ sur la figure (1.1). La zone de transfert appele´e
aussi zone inertielle est caracte´rise´e par une de´croissance de la densite´ spectrale d’e´nergie suivant
la loi de Kolmogorov (pente en k−5/3 avec k le nombre d’onde). Il existe e´galement un transfert
des petites e´chelles aux plus grandes qui est un phe´nome`ne de cascade inverse, mais ce transfert
est d’intensite´ plus faible que dans le sens direct, sauf pour les petits nombres d’onde.
Les mode`les sous-maille sont construits en supposant que le nombre d’onde de coupure du
filtre (kc = 2pi/∆) se trouve dans la zone inertielle et que les e´chelles plus petites que la longueur
de coupure associe´e ∆ sont isotropes. Sagaut [117] fixe un cadre pour le de´veloppement des
mode`les sous-maille. Ceux-ci doivent respecter a` la fois des contraintes physiques et nume´riques.
Concernant les contraintes physiques, les mode`les sous-maille doivent :
– conserver les proprie´te´s de l’e´quation initiale,
– eˆtre nuls lorsqu’il n’y a pas d’e´chelles sous-maille,
– avoir un effet de meˆme nature (dispersif ou dissipatif) que les termes a` mode´liser,
– ne pas de´truire la dynamique des e´chelles re´solues.
Finalement, d’un point de vue nume´rique, on impose aux mode`les sous-maille :
– d’avoir un couˆt algorithmique acceptable, et donc d’eˆtre local a` la fois en temps et en
espace,
– de ne pas de´stabiliser la simulation nume´rique,
– d’eˆtre re´alisables de fac¸on discre`te, ce qui signifie que la discre´tisation ne doit pas alte´rer
les effets du mode`le.
La mode´lisation sous-maille retenue pour cette e´tude vise a` reproduire le comportement
me´canique exerce´ par les petites e´chelles sur les grandes e´chelles. Il s’agit de la mode´lisation
fonctionnelle pour reprendre la classification de Sagaut [117]. Un terme additionnel est donc
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introduit pour avoir le meˆme effet (dissipatif ou dispersif) sans avoir la meˆme structure que les
termes sous-maille. Ainsi, la connaissance des me´canismes d’e´change d’e´nergie entre les e´chelles
est ne´cessaire. Pour cela, la the´orie de la turbulence homoge`ne isotrope de Kolmogorov est utilise´e
puisque les petites e´chelles sont suppose´es isotropes. Au vu de la cascade directe d’e´nergie, les
petites e´chelles jouent un roˆle principalement dissipatif puisqu’elles captent l’e´nergie des gros
tourbillons. Ainsi, le but du mode`le sous-maille est de dissiper l’e´nergie cine´tique turbulente, les
petites e´chelles n’e´tant pas re´solues par le calcul.
D’un point de vue pratique
Finalement, au vu des conside´rations e´voque´es pre´ce´demment, la mode´lisation du tenseur
sous-maille τ˜Lij = ρ (u˜iuj − u˜iu˜j) se limite a` une interpre´tation purement e´nerge´tique des effets
de ce tenseur, transfe´rant l’e´nergie des e´chelles re´solues vers les e´chelles sous-maille. C’est ce
qui motive l’ide´e d’introduire une viscosite´ sous-maille νt afin de mode´liser le tenseur sous-
maille. Ce concept de viscosite´ sous-maille est tout a` fait analogue a` l’hypothe`se de Boussinesq
utilise´e pour les approches RANS. La mode´lisation par une viscosite´ turbulente semble donc
mieux justifie´e que dans les mode`les statistiques, car on peut espe´rer avoir une turbulence quasi-
isotrope pour les petites e´chelles. D’un point de vue nume´rique, introduire une dissipation permet
aussi d’accroˆıtre la stabilite´ de la re´solution nume´rique. Le tenseur sous-maille repose ainsi sur
la de´finition suivante :
τ˜Lij = ρ (u˜iuj − u˜iu˜j) =
2
3
ρνLt (∂xk u˜k) δij − ρνLt
(
∂xj u˜i + ∂xi u˜j
)
+
1
3
τ˜Lll δij (1.5)
avec νLt la viscosite´ cine´matique sous-maille. Comme Erlebacher et al. [32], τ˜
L
ll est suppose´e
ne´gligeable devant la pression thermodynamique et est donc ignore´e. Les auteurs montrent que
cette supposition implique γM 2sgs  1. On remarque que, pour l’air (γ = 1.4), cette approxima-
tion est 3.75 fois plus restrictive que celle de Lesieur et Comte [68] ( 5−3γ3 γM
2
sgs  1). Finalement,
il ne reste donc plus qu’a` e´valuer la viscosite´ cine´matique sous-maille introduite.
1.5.2 Le mode`le d’e´chelles mixtes se´lectives
Le mode`le d’e´chelles mixtes
Le mode`le de viscosite´ sous-maille choisi est le mode`le d’e´chelles mixtes de´veloppe´ par Loc et
Sagaut [117]. Ce mode`le est base´ sur une combinaison non-line´aire entre la longueur de coupure
du filtre ∆, le taux de de´formation de l’e´coulement re´solu S∗ et l’e´nergie cine´tique turbulente
des e´chelles pre`s de la coupure (plus petites e´chelles re´solues) qc. Il s’e´crit :
νLt = fem
= Cm|S|1/2
(
q2c
)1/4
∆3/2
(1.6)
avec Cm = 0.06 obtenue a` partir de conside´rations fonde´es sur l’e´tude de la turbulence homoge`ne
isotrope et avec :
|S| =
√
2S˜∗ijS˜
∗
ij
S∗ij =
1
2
(
∂xj u˜i + ∂xi u˜j
)
∆ =
(
∆x∆y∆z
)1/3
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ou` ∆i repre´sente la longueur de coupure dans la direction i. L’e´nergie cine´tique turbulente des
e´chelles proches de la coupure qc est donne´e par :
q2c =
1
2
(
u˜k − ̂˜uk)(u˜k − ̂˜uk)
ou` la notation .̂ de´signe l’application d’un filtre test dont la longueur de coupure note´e ∆̂ est
supe´rieure a` ∆.
Fonction de se´lection
Afin de de´terminer la pre´sence ou non d’e´chelles sous-maille associe´es a` une turbulence
pleinement de´veloppe´e, un senseur est utilise´. Celui-ci, propose´ par David [26], est base´ sur des
constatations issues de calculs SND selon lesquelles, pour une turbulence homoge`ne isotrope, la
densite´ de probabilite´ des variations angulaires locales du vecteur vorticite´ est maximale aux
alentours de 20 degre´s. Ainsi, l’angle θ forme´ entre le vecteur tourbillon instantane´ ~ω et un
vecteur tourbillon pseudo-moyen ~˜ω est calcule´ :
θ = arcsin
(
||~ω ∧ ~˜ω||
||~ω||||~˜ω||
)
Si θ est supe´rieur a` 20◦, il est alors suppose´ que les plus petites e´chelles re´solues pre´sentent
les caracte´ristiques de la turbulence homoge`ne isotrope. En conse´quence, les hypothe`ses sur
lesquelles la mode´lisation sous-maille repose sont ve´rifie´es, il est donc tout a` fait le´gitime d’utiliser
le mode`le pre´sente´ pre´ce´demment. Par contre, si θ est strictement infe´rieur a` 20◦, on conside`re
qu’il n’existe pas d’e´chelles sous-maille au sens strictement turbulent du terme. On utilise donc
la fonction suivante :
f20 (θ) =
{
1 si θ ≥ 20◦
0 sinon
et la viscosite´ sous-maille est obtenue comme ceci :
νLt = f20 (θ) fem (1.7)
Pour e´viter les instabilite´s nume´riques dues a` la forte discontinuite´ de f20, la formulation due a`
Sagaut [118] est finalement utilise´e :
f20 (θ) =
{
1 si θ ≥ 20◦
r (θ) sinon
avec r (θ) la fonction de´finie par :
r (θ) =
tan4 (θ/2)
tan4 (20◦/2)
On obtient ainsi le mode`le d’e´chelles mixtes se´lectives de´veloppe´ par Lenormand [65, 64]. Ce
mode`le s’annule lorsque l’e´coulement est correctement re´solu ou laminaire, ce qui n’est pas le
cas du mode`le initial de Smagorinsky [121] qui s’ave`re eˆtre trop dissipatif. Le mode`le d’e´chelles
mixtes se´lectives a e´te´ utilise´ avec succe`s sur une grande gamme de configurations ae´ronautiques
complexes. On peut citer par exemple une transition avec de´collement sur un profil d’aile [83],
un e´clatement tourbillonnaire derrie`re une aile delta [81], des e´coulements de cavite´ [63, 62] et
un e´tage d’aube de turbine [106].
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1.5.3 Fermeture de l’e´quation de conservation de l’e´nergie
Cette de´finition du tenseur sous-maille τ˜Lij permet a` la fois de mode´liser le terme A1, mais
aussi le terme B3. Il reste alors donc a` mode´liser la contribution des termes B1 et B2. Le flux
de chaleur turbulent note´ q˜tj
L est ainsi introduit en regroupant ces deux termes :
B1 +B2 = −∂xj q˜tj L
L’expression de q˜tj
L est e´galement obtenue a` l’aide du concept de viscosite´ sous-maille introduit
pre´ce´demment. Ce flux de chaleur turbulent s’e´crit :
q˜tj
L = −ρν
L
t Cp
PrLt
∂xj T˜
avec PrLt le nombre de Prandtl turbulent fixe´ ici a` 0, 72 et Cp la chaleur calorifique a` pression
constante.
1.5.4 Syste`me ferme´ des e´quations de Navier-Stokes filtre´es
Finalement, le syste`me des e´quations filtre´es ferme´es s’e´crit :
∂tρ+ ∂xj (ρu˜j) = 0
∂t (ρu˜i) + ∂xj
(
ρu˜iu˜j + pδij − τ˜∗ij
)
= −∂xj τ˜Lij
∂t
(
ρe˜∗
)
+ ∂xj
(
ρe˜∗u˜j + pu˜j − τ˜∗jku˜k + q˜∗j
)
= −∂xj q˜tj L − ∂xj
(
τ˜Ljku˜k
) (1.8)
avec
τ˜Lij =
2
3
ρνLt (∂xk u˜k) δij − ρνLt
(
∂xj u˜i + ∂xi u˜j
)
q˜tj
L = −ρν
L
t Cp
PrLt
∂xj T˜ et Pr
L
t = 0, 72
νLt = f20 (θ) fem
Heuristiquement, ρνLt est simplement rajoute´ a` sa contrepartie mole´culaire. Le syste`me finale-
ment obtenu est conservatif et correspond a` celui de Normand et Lesieur [94]. La seule diffe´rence
entre ces deux syste`mes (ferme´s) vient de l’ine´galite´ des valeurs respectives du nombre de Prandtl
turbulent PrLt . Normand et Lesieur prennent la valeur donne´e par la the´orie EDQNM [67] :
PrLt = 0.6. Par contre, pour cette e´tude, le nombre de Prandtl turbulent est e´gal au nombre de
Prandtl mole´culaire.
L’approche des Grandes E´chelles ne se limite pas au syste`me ferme´ d’e´quations qui vient
d’eˆtre pre´sente´ et qui va eˆtre re´solu nume´riquement. En effet, cette approche implique plusieurs
contraintes. Certaines sont lie´es a` la me´thode nume´rique utilise´e pour re´soudre les e´quations (1.8)
et vont eˆtre aborde´es dans le chapitre suivant. D’autres, au contraire, sont d’ordre technologique
et sont e´voque´es ici.
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1.6 Limitations de la SGE
L’approche des Grandes E´chelles est limite´e par son couˆt de calcul qui reste trop grand
pour pouvoir aborder des configurations complexes de type avion complet. Ainsi, elle a, dans
un premier temps, e´te´ employe´e sur des configurations plus acade´miques (canal plan, plaque
plane ...). Maintenant, graˆce a` l’augmentation des performances des moyens de calcul, elle est
de plus en plus utilise´e sur des applications complexes rencontre´es dans le contexte industriel.
Cependant, au vu de son potentiel, on souhaite l’exploiter sur des configurations toujours plus
ambitieuses et ainsi e´largir son champ d’application. Un exemple est l’application de la SGE
pour l’e´tude du controˆle d’e´coulements turbulents. Pour cela, une e´tude pre´liminaire est son
utilisation sur des dispositifs de controˆle passif que l’on sait efficaces. L’exemple retenu pour
cette e´tude est le dispositif de controˆle d’e´coulements de cavite´ e´tudie´ expe´rimentalement par
Illy [47]. Le dispositif de controˆle conside´re´ est un cylindre place´ dans la couche limite amont de
la cavite´. La SGE d’une telle configuration n’est pas possible au vu des capacite´s informatiques
actuelles. Ceci est duˆ au caracte`re multi-e´chelle du proble`me physique conside´re´. En effet, pour
effectuer une SGE re´aliste de ce dernier, il est ne´cessaire de conside´rer a` la fois les petites struc-
tures pre´sentes dans le sillage du cylindre [58] et les grandes structures se de´veloppant dans la
cavite´ [62]. Cette grande disparite´ d’e´chelles rend le couˆt de calcul de la SGE de ce dispositif de
controˆle exorbitant. Pour le re´duire, nous allons travailler ici sur la me´thode nume´rique. Cela
permet de conserver le caracte`re instationnaire de la SGE dans la totalite´ du domaine de calcul.
Pour la configuration vise´e ici, il s’agit de la couche limite turbulente amont dans laquelle baigne
le cylindre, du sillage du cylindre et de la cavite´.
Cependant, d’autres techniques permettent e´galement de re´duire le couˆt de calcul de la
SGE, il s’agit des me´thodes hybrides RANS/SGE. Les approches statistiques RANS (pour Rey-
nolds Averaged Navier-Stokes) sont base´es sur un moyennage temporel des e´quations re´gissant
l’e´coulement. Elles permettent d’obtenir des re´sultats satisfaisants tant que l’e´coulement ne
pre´sente pas de phe´nome`nes trop complexes (zone de recirculation, couplage avec d’autres
phe´nome`nes : acoustique, combustion ...). Pour plus de de´tails, le lecteur pourra se reporter
a` [10]. Afin de ne pas surcharger le manuscrit, l’approche statistique est pre´sente´e rapidement
dans l’annexe (A) ou` le mode`le de Spalart et Allmaras [122], utilise´ ici pour les calculs, est
e´voque´. En revanche, la SGE permet de de´crire plus finement la structure de l’e´coulement que
les approches RANS puisque le caracte`re instationnaire est pris en compte. Les me´thodes hy-
brides RANS/SGE ont donc pour but de conserver les avantages des mode`les RANS et la pre´cision
de la SGE dans certaines re´gions ou` la turbulence doit eˆtre de´crite finement. Le lecteur avise´
pourra se reporter aux travaux suivants [119, 92] pour plus de de´tails concernant ces techniques.
Par de´finition, avec ce type de me´thodes, le caracte`re instationnaire de la SGE n’est pas conserve´
dans la totalite´ du domaine de calcul. Une de ces me´thodes hybrides RANS/SGE est l’approche
DES (pour Detached Eddy Simulation) initialement propose´e par Spalart et al. [124]. Elle a
e´te´ retenue pour re´aliser la simulation du dispositif de controˆle vise´. Comme la simulation de
l’e´coulement turbulent autour du cylindre s’ave`re couˆteuse, c’est celui-ci qui va eˆtre simule´ a`
l’aide de la DES. Le reste (comprenant le sillage du cylindre, la cavite´ ainsi que la partie aval)
de l’e´coulement est simule´ avec la SGE. Cette simulation hybride repre´sente un premier re´sultat
nume´rique. Ce dernier va eˆtre compare´ aux re´sultats de Illy [47] ainsi qu’a` la SGE (comple`te) que
nous souhaitons effectuer. Cette comparaison est faite dans le chapitre (5). La suite du chapitre
est consacre´e a` une pre´sentation sommaire de l’approche DES de Spalart.
Cette strate´gie hybride entre une simulation RANS instationaire et une SGE profite de la
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ressemblance entre les deux syste`mes d’e´quations filtre´es (1.8) et moyenne´es (A.5). En effet, ce
mode`le hybride varie continuellement du mode`le RANS pre`s de la paroi au mode`le SGE. Cette
variation de´pend de la distance a` la paroi et de la taille des cellules de calcul. Ces calculs sont
effectue´s en 3D pour que le traitement SGE soit re´aliste. Le mode`le RANS retenu au cours de
cette e´tude est le mode`le de Spalart et Allmaras [122]. Les structures “attache´es” a` la paroi sont
traite´es en RANS, et celles e´tant “de´tache´es” de la paroi sont simule´es en SGE. Le mode`le de
Spalart et Allmaras, avec une distance d dans le terme de destruction remplace´e par une e´chelle
de longueur proportionnelle a` la taille de maille ∆, peut eˆtre conside´re´e comme un mode`le sous-
maille a` une e´quation de transport pour la viscosite´ sous-maille, relativement proche du mode`le
de Smagorinsky [17]. La distance a` la paroi d est ainsi remplace´e par une distance modifie´e d˜ :
d˜ = min(d,CDES∆)
Cette substitution fait que l’on a finalement un mode`le unique qui agit comme le mode`le RANS
de Spalart et Allmaras pour d << ∆ (en proche paroi) et comme un mode`le sous-maille lorsque
d >> ∆ (cf. figure (1.2)). Les de´tails de la simulation de la cavite´ en pre´sence de cylindre utili-
∆
LES
RANS
y
x
>>∆d
Fig. 1.2: Repre´sentation sche´matique des diffe´rentes zones traite´es par la DES dans le cas d’une
couche limite
sant cette approche seront de´taille´s dans le chapitre (5).
Ce chapitre a permis finalement de de´crire l’approche des Grandes E´chelles, en particulier le
principe sur lequel elle est base´e, ses limites dues a` son couˆt de calcul ainsi que la mode´lisation
des petites structures turbulentes de l’e´coulement retenue pour les simulations pre´sente´es dans
cette e´tude. Cependant, les contraintes nume´riques lie´es a` l’emploi de ce type de mode´lisation
n’ont pas e´te´ aborde´es. C’est ce qui est fait dans le chapitre suivant.
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Chapitre 2
Aspects nume´riques de la SGE
Diffe´rents aspects nume´riques lie´s a` l’emploi de la SGE sont pre´sente´s dans ce chapitre. En
effet, la me´thode nume´rique utilise´e pour discre´tiser les e´quations pre´sente´es dans le chapitre
pre´ce´dent doit ve´rifier plusieurs contraintes. Celles-ci sont expose´es par la suite. Elles concernent
a` la fois la discre´tisation spatiale et l’inte´gration temporelle. A` partir des contraintes lie´es a` l’ap-
proximation temporelle, l’usage de sche´mas implicites en SGE ou en SND est introduit. Finale-
ment, les diverses me´thodes nume´riques, mettant en jeu des sche´mas d’inte´gration temporelle
implicite dans le contexte de la SGE ou de la SND, rencontre´es dans la litte´rature sont e´galement
pre´sente´es.
2.1 Exigences nume´riques inhe´rentes a` l’utilisation de la SGE
Concernant l’application de la SGE, plusieurs obligations d’un point de vue nume´rique
doivent eˆtre respecte´es. Tout d’abord, par de´finition, la SGE ne´cessite la re´solution tridimen-
sionnelle et instationnaire d’e´quations de type Navier-Stokes, comme nous venons de le voir
dans le chapitre (1). C’est e´galement le cas de la SND. Ces simulations instationnaires visent
a` re´pondre a` plusieurs objectifs physiques. Nous souhaitons, par exemple, re´aliser des calculs
instationnaires d’e´coulements turbulents, laminaires et/ou transitionnels. Par conse´quent, des
objectifs nume´riques doivent eˆtre satisfaits. La me´thode nume´rique utilise´e pour effectuer ces
simulations doit donc eˆtre pre´cise, mais elle doit e´galement offrir un bon compromis entre ef-
ficacite´ et robustesse. De plus, que ce soit pour la SND ou la SGE, on s’attache a` pre´server
la dynamique des plus petites structures de l’e´coulement, qu’elles soient mode´lise´es (SGE) ou
simule´es (SND). Ainsi, dans les deux cas, les contraintes nume´riques sont relativement proches.
Celles relatives aux discre´tisations spatiale et temporelle sont pre´sente´es par la suite. Le lecteur
inte´resse´ par ces conside´rations nume´riques pourra se reporter a` l’ouvrage de Geurts [37] pour
plus de de´tails.
2.1.1 Concernant la discre´tisation spatiale
Toute me´thode nume´rique introduit une erreur de discre´tisation. Cette erreur nume´rique est
ge´ne´ralement de´compose´e en deux parties : l’erreur de troncature et l’erreur de repliement (ou
aliasing en anglais). L’erreur de troncature re´sulte de l’approximation nume´rique et discre`te
des de´rive´es partielles. En revanche, l’erreur de repliement de´coule de l’e´valuation des termes
non-line´aires pre´sents dans les e´quations de la SGE. Les effets des erreurs de troncature et de
repliement des me´thodes diffe´rences finies et spectrales ont e´te´ e´tudie´s par Kravchenko et Moin
[57]. Ils ont notamment montre´ que les erreurs de troncature des me´thodes diffe´rences finies
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d’ordre faible pouvaient masquer l’influence du mode`le sous-maille. Ainsi, il est habituellement
e´tabli que la SGE implique l’utilisation d’un sche´ma de discre´tisation en espace centre´ d’ordre
e´leve´. Ceci est indispensable afin d’utiliser le moins de dissipation et de diffusion nume´rique pos-
sible. Cela permet, en effet, de ne pas affecter la dynamique des petites structures de l’e´coulement
conside´re´. Ceci est possible sur des cas acade´miques. Par contre, sur des cas plus applique´s tels
que ceux qui nous inte´ressent dans cette e´tude, les sche´mas d’ordre e´leve´ ne sont pas couram-
ment utilise´s pour des raisons de couˆt, mais aussi de robustesse. De plus, des e´tudes nume´riques
montrent que des re´sultats satisfaisants peuvent eˆtre obtenus avec des sche´mas pre´cis d’ordre
deux en espace aussi bien en SND [146] qu’en SGE [55].
2.1.2 Concernant l’inte´gration temporelle
D’une part, pour des raisons similaires a` ce que nous venons de voir dans la partie pre´ce´dente,
la SGE et/ou la SND exigent des techniques d’inte´gration temporelle d’ordre e´leve´, au moins
d’ordre supe´rieur ou e´gal a` deux. En effet, la SGE et la SND sont par nature instationnaires. La
pre´cision temporelle de la me´thode utilise´e est donc importante.
La me´thode des lignes me`ne a` un grand syste`me d’e´quations diffe´rentielles ordinaires de la
forme :
d
dt
U(t) +G(U) = 0 (2.1)
avec G(U) = GC(U) +Gν(U) contenant les termes discrets de convection et de diffusion.
Un proble`me non-line´aire complique´ apparaˆıt et la question principale est de savoir comment
l’inte´grer en temps. Pour cela, deux types de me´thodes existent : des me´thodes explicites et
implicites. Les me´thodes explicites peuvent s’e´crire sous la forme :
Un+1 = F (Un)
ou` l’indice n repre´sente le niveau temporel : tn = n∆t avec ∆t le pas de temps. Ces me´thodes
sont soumises a` des limitations sur le pas de temps dues aux contraintes impose´es par la stabilite´
(CFL : Courant-Friedrichs-Lewy). La valeur maximale du nombre ge´ne´ralise´ (tenant compte a`
la fois des termes de convection et de diffusion) CFLm sur le domaine conside´re´ Ωm est de´finie
en 1D comme :
CFLm = max
i∈Ωm
(
CFL
loc
i
)
avec CFLloc = ∆tmax
(
|u|+ c
∆x
, 2γ
µ
Pr + ρ
νt
Prt
ρ∆x2
)
et sera nomme´e par la suite CFL par simplicite´. Les me´thodes explicites peuvent e´galement
fournir une pre´cision d’ordre e´leve´, elles sont faciles a` imple´menter et ne´cessitent un faible couˆt
de calcul par pas de temps. Par opposition, les me´thodes implicites qui s’e´crivent sous la forme :
Un+1 = F
(
Un+1, Un, ...
)
permettent l’utilisation de pas de temps dont la taille peut eˆtre prise plus grande que celle auto-
rise´e par la stabilite´. Cependant, elles sont beaucoup plus che`res par pas de temps, spe´cialement
pour des e´coulements tridimensionnels. De plus, ces me´thodes induisent une perte de la pre´cision
due a` l’emploi de grands pas de temps, comme cela va eˆtre pre´cise´ par la suite.
La question la plus naturelle est donc de savoir quelle est l’approche la plus efficace d’un point
de vue informatique. Malheureusement, il est impossible de re´pondre a` cette question dans un
29
cadre ge´ne´ral. En effet, la re´ponse de´pend de l’application, comme nous allons le voir par la suite.
Cependant, une conside´ration importante est la se´lection d’une valeur approprie´e du pas de
temps nume´rique utilise´ pour la simulation. En effet, le temps CPU de la simulation est directe-
ment relie´ a` la taille de ce dernier. En pratique, il faut eˆtre conforme a` deux besoins diffe´rents.
D’une part, il faut respecter la physique de l’e´coulement instationnaire que l’on souhaite simuler.
Ceci implique une limite supe´rieure du type :
∆t ≤ ∆tϕ
ou` ∆tϕ repre´sente la valeur maximale autorise´e par la physique de l’e´coulement conside´re´. En
effet, Choi et Moin [19] ont montre´ sur la SND d’un canal plan incompressible que l’utilisation de
trop grands pas de temps pouvait entraˆıner des “relaminarisations” nume´riques parasites. ∆tϕ
est a` relier a` la plus grande fre´quence dynamiquement active de l’e´coulement. Le pas de temps
nume´rique ∆t peut eˆtre vu comme un filtre temporel applique´ a` la solution nume´rique. En effet,
∆t est associe´ a` une fre´quence note´e f∆t. Utiliser ∆t pour un calcul revient a` ne pas prendre en
compte les fre´quences supe´rieures a` f∆t. Ainsi, l’emploi de trop grands pas de temps implique
la de´gradation des grandes fre´quences temporelles, ce qui peut alte´rer la solution globale [88].
En effet, d’apre`s l’hypothe`se de Taylor, une alte´ration de fre´quences temporelles entraˆıne une
alte´ration de fre´quences spatiales. De plus, comme l’ont montre´ Moin et Mahesh [88], l’emploi
de grands pas de temps implique un caracte`re dissipatif meˆme si la discre´tisation spatiale ne
l’est pas. Il est cependant difficile de spe´cifier ∆tϕ. Choi et Moin [19] ont conclu que le pas de
temps ne devait pas eˆtre beaucoup plus petit que l’e´chelle de temps de Kolmogorov pour leur
SND. Cependant, peu de choses sont connues sur le pas de temps maximal pour un calcul SGE
implicite. Le pas de temps doit eˆtre probablement plus petit que l’e´chelle de temps correspondant
au nombre d’onde de coupure comme le sugge`re Weber [139]. Finalement, le filtre re´ellement
utilise´ lors des calculs re´sulte a` la fois :
– du filtrage implicite lie´ au maillage,
– du filtrage induit par les erreurs du sche´ma nume´rique (discre´tisations spatiale et tempo-
relle),
– du filtrage affilie´ a` la taille du pas de temps.
D’autre part, il faut que la me´thode nume´rique utilise´e soit stable. Concernant ce point, la
notion de A-stabilite´ est introduite pour la suite de cette e´tude. Pour cela, nous allons nous placer
dans le cadre d’e´quations diffe´rentielles ordinaires du type du/dt = λu, ou` λ est un complexe. En
effet, l’analyse classique est a` la fois line´aire et scalaire. Par conse´quent, les de´finitions pre´sente´es
par la suite ne sont valables que dans ce cadre la`. On note D (⊂ lC) le domaine de stabilite´ de
la me´thode nume´rique utilise´e. D est l’ensemble des valeurs z = λ∆t telles que la solution
nume´rique obtenue par la me´thode soit toujours borne´e.
De´finition 2.1.1 Un sche´ma est dit A-stable [24] lorsque :
lC− ⊂ D
avec lC− = {z ∈ lC, Re(z) ≤ 0}.
Les sche´mas A-stables sont inconditionnellement stables, ce qui signifie que, the´oriquement, le
pas de temps n’est pas limite´ en taille par des contraintes nume´riques. Par exemple, le sche´ma
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utilise´ par Choi et Moin [19] est A-stable. Par contre, pour les sche´mas conditionnellement
stables comme les sche´mas explicites, la stabilite´ de la me´thode implique e´galement une limite
supe´rieure de type :
∆t ≤ ∆tnum
ou` ∆tnum repre´sente la valeur du pas de temps donne´e par la condition de stabilite´ de la me´thode
d’inte´gration temporelle. Par exemple, les me´thodes explicites sont stables si le pas de temps
est plus petit qu’une certaine limite supe´rieure (CFL . 1). Par contre, les me´thodes implicites
peuvent eˆtre construites pour ne pas avoir une telle limitation.
La plupart des SND ou des SGE de´crites dans la litte´rature ont e´te´ re´alise´es a` l’aide de sche´mas
explicites. De plus, au vu des travaux de Choi et Moin [19], l’emploi de me´thodes implicites en
temps en SND comme en SGE est tre`s controverse´. Cependant, comme cela va eˆtre montre´ par
la suite, dans certains cas de figure, les sche´mas implicites se sont ave´re´s tre`s efficaces. Une
motivation pour l’utilisation de sche´mas implicites en temps est pre´sente´e maintenant. Ensuite,
diffe´rentes me´thodes d’inte´gration temporelle implicite pour des SGE ou SND compressibles
rencontre´es dans la litte´rature vont eˆtre passe´es en revue.
2.2 Motivation pour l’inte´gration temporelle implicite
Lors de la simulation d’e´coulements turbulents, le concept de l’e´chelle de temps ∆tϕ ca-
racte´ristique de la physique des petites structures de l’e´coulement conside´re´ est important. Meˆme
s’il est en ge´ne´ral difficile de le de´finir pre´cise´ment, on peut intuitivement supposer qu’une telle
e´chelle de temps existe pour une application donne´e.
Si cette e´chelle de temps ∆tϕ est du meˆme ordre de grandeur que le pas de temps ∆tnum
donne´ par la condition de stabilite´ CFL, alors une me´thode d’inte´gration temporelle explicite
est efficace. En effet, avec une me´thode implicite, la taille du pas de temps nume´rique ne devra
pas de´passer celle de ∆tϕ qui est a` peu pre`s la meˆme que celle du pas de temps utilise´ pour
la me´thode explicite. Ainsi, comme le couˆt de calcul d’une ite´ration en temps est beaucoup
plus e´leve´ avec une me´thode implicite, un calcul explicite sera plus attractif. Voila` pourquoi la
plupart des SGE rencontre´es dans la litte´rature sont effectue´es a` l’aide de sche´mas explicites.
En revanche, il se peut que l’e´chelle de temps ∆tϕ soit beaucoup plus grande que le pas
de temps ∆tnum (∆tϕ >> ∆tnum). Dans ce cas, la me´thode explicite ne´cessite plus de pas de
temps que ne´cessaire pour repre´senter correctement la physique de l’e´coulement e´tudie´. Ainsi,
l’utilisation d’une me´thode implicite qui n’est pas limite´e au niveau de la stabilite´ nume´rique
peut eˆtre plus efficace. A` titre d’exemple, celui donne´ par Geurts [37] est rappele´ ici. Il conside`re
l’e´quation de convection :
∂tu+ v∂xu = 0 avec v = cste pour (x, t) ∈ [0, 1] × IR+ (2.2)
avec comme condition initiale u(x, 0) = sin(x/a) et comme condition aux limites u(0, t) =
sin(−vt/a). La solution analytique est connue et elle s’e´crit :
u(x, t) = sin
(
x− vt
a
)
L’e´chelle de temps caracte´ristique (lie´e a` ∆tϕ) de la solution est a/v.
Par soucis de simplicite´, une grille uniforme de pas d’espace ∆x et un sche´ma d’espace
de´centre´ du premier ordre sont conside´re´s pour re´soudre ce proble`me. Si le sche´ma d’Euler
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Fig. 2.1: Repre´sentation de la solution u(x, t)
explicite est utilise´ pour inte´grer en temps l’e´quation de convection line´aire (2.2), la condition
de stabilite´ s’e´crit :
∆t ≤ ∆x
v
Ainsi, par temps caracte´ristique a/v,N = av∆t pas de temps sont ne´cessaires lorsque le sche´ma
d’Euler explicite est utilise´. Le the´ore`me de Shannon laisse a` supposer qu’il existe un nombre
optimal d’intervalles (M) divisant l’e´chelle de temps a/v permettant de capter pre´cise´ment tous
les signaux associe´s a` ce temps. La physique du proble`me conside´re´ ici ne´cessite donc un pas de
temps e´gal a` avM soit seulement M pas de temps par e´chelle de temps caracte´ristique a/v. Ainsi,
lorsque N >> M , le modeste couˆt par pas de temps du sche´ma d’Euler explicite est de´passe´ par
le tre`s grand nombre de pas de temps requis pour capter correctement le signal. Un raffinement
de maille sera encore plus pe´nalisant pour la me´thode explicite. La me´thode implicite quant a`
elle utilisera M pas de temps. Cet exemple pre´sente´ par Geurts [37] est e´galement applicable
pour des proble`mes plus ge´ne´raux d’e´coulements. En effet, la limitation de stabilite´ sur le pas de
temps peut eˆtre particulie`rement se´ve`re. C’est le cas lorsqu’on s’inte´resse a` des configurations
ou` le rapport entre la plus grande et la plus petite maille du domaine de calcul est e´leve´.
Par opposition, les me´thodes implicites permettent de s’affranchir des limitations nume´riques
concernant le pas de temps. Ceci les rend plus efficaces dans ce type d’application.
Plusieurs auteurs ont notamment utilise´ des me´thodes implicites pour rendre re´alisables des
SGE ou SND compressibles. A` ce propos, certains travaux [139, 134, 37] nous seront des plus
utiles. Les me´thodes implicites rencontre´es dans la litte´rature vont maintenant eˆtre pre´sente´es.
2.3 E´tat de l’art des me´thodes implicites en SGE ou en SND
Les me´thodes implicites pre´cises en temps utilise´es en SGE ou en SND compressibles et
rencontre´es dans la litte´rature sont expose´es ici. Pour cela, il s’agit de replacer chacune de ces
e´tudes dans le cadre ge´ne´ral des sche´mas implicites.
2.3.1 E´criture ge´ne´rale de sche´mas implicites
Les sche´mas implicites en temps pour inte´grer le syste`me d’e´quations diffe´rentielles ordinaires
(2.1) peuvent se diviser en deux cate´gories suivant qu’ils utilisent une ou plusieurs e´tapes pour
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aller de la date tn a` la date tn+1. Comme nous l’avons de´ja` dit auparavant, il faut que ces
sche´mas offrent un bon compromis entre pre´cision temporelle et stabilite´.
Sche´mas implicites a` plusieurs e´tapes
Un exemple de sche´mas implicites a` plusieurs e´tapes rencontre´ dans la litte´rature est les
sche´mas implicites de type Runge-Kutta. Ceux-ci ont e´te´ utilise´s pour des calculs instationnaires
laminaires incompressibles [79] et compressibles [14, 54].
Un sche´ma de Runge-Kutta implicite a` L e´tapes s’e´crit :
U (l) = Un −∆t
l∑
i=0
βliG
(
U (i)
)
∀l ∈ {1, L}
avec U (0) = Un et Un+1 = U (L)
(2.3)
Les coefficients βli sont par la suite calcule´s de fac¸on a` ce que la de´rive´e en temps soit ap-
proxime´e a` l’ordre de´sire´. Ces sche´mas sont de type Runge-Kutta car ils sont caracte´rise´s par
des e´valuations successives de G a` diffe´rents instants interme´diaires entre tn et tn+1. La pre´cision
de ces sche´mas peut eˆtre facilement augmente´e de la meˆme fac¸on que leurs contreparties expli-
cites. Ces sche´mas sont e´galement A-stables. Les comparaisons entre les sche´mas implicites de
Runge-Kutta et les sche´mas de type Gear ou Crank-Nicolson (sche´mas a` une e´tape pre´sente´s
par la suite) montrent en effet une meilleure pre´cision des sche´mas implicites de Runge-Kutta
[79, 14]. Ainsi, re´cemment, ils ont e´te´ utilise´s pour re´aliser une SGE d’un e´coulement bas-mach
dans un canal muni de perturbateurs [12]. Cependant, ces sche´mas ne´cessitent la re´solution de
plusieurs proble`mes non-line´aires par pas de temps : un par e´tape. Ceci n’est pas le cas pour les
sche´mas a` une e´tape pre´sente´s dans la partie suivante ou` un seul proble`me non-line´aire doit eˆtre
re´solu. Comme nous craignons que la re´solution de plusieurs proble`mes non-line´aires engendre
un temps de calcul trop important pour le calcul d’e´coulements tridimensionnels, nous n’avons
pas retenu ce type de sche´mas pour cette e´tude.
Sche´mas implicites a` une e´tape
La classe de sche´mas implicites pre´sente´e dans la partie pre´ce´dente est a` un seul pas de temps
et a` plusieurs e´tapes pour obtenir l’ordre temporel de´sire´. Par opposition, les sche´mas implicites
a` une e´tape ne´cessitent l’emploi de plusieurs pas de temps pour atteindre l’ordre souhaite´. De
cette fac¸on, ils peuvent s’e´crire sous la forme suivante [43] :
1
∆t
n+1∑
j=n−k
αjU
j +
n+1∑
j=n−k
βjG(U
j) = 0 (2.4)
αj et βj sont des constantes avec βn+1 6= 0. Il y a en effet une seule e´tape pour aller de la date
tn a` la date tn+1 et k solutions pre´ce´dentes sont utilise´es pour approximer les de´rive´es spatiales
et temporelles. Par simplicite´, le pas de temps est pris constant par rapport a` la variable tem-
porelle. Toutefois, il est possible de conside´rer le pas de temps comme e´tant non constant, les
re´els αl et βl deviennent alors des fonctions du temps.
Trois exemples de sche´mas implicites commune´ment utilise´s correspondant a` l’e´criture (2.4)
sont maintenant pre´sente´s. Tout d’abord, le sche´ma d’Euler re´trograde dont les coefficients sont
donne´s dans le tableau (2.1) est un sche´ma d’ordre un en temps. Au vu des conside´rations
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Sche´mas k αn+1 αn αn−1 βn+1 βn βn−1 ordre
Euler re´trograde 0 1 -1 / 1 0 / O(∆t)
Crank-Nicolson 0 1 -1 / 1/2 1/2 / O(∆t2)
Gear 1 3/2 -2 1/2 1 0 0 O(∆t2)
Tab. 2.1: Coefficients et ordre de trois exemples de sche´mas implicites a` une e´tape
e´voque´es sur les exigences nume´riques lie´es a` l’utilisation de la SGE ou de la SND, ce sche´ma
n’est pas utilise´ pour des simulations instationnaires.
Ensuite, le sche´ma de Crank-Nicolson, e´galement pre´sent dans le tableau (2.1), est pre´cis
a` l’ordre deux en temps. Il est aussi rencontre´ dans la litte´rature sous le nom de trapezoidal
scheme. Il a e´te´ utilise´ dans le contexte instationnaire de la SND par van Buuren et al. [134] et
de la SGE par Weber et Ducros [140] ainsi que par Lessani et al. [71].
Finalement, le sche´ma de Gear ou BDF2 (Backward Differentiation Formula) de´fini dans
le tableau (2.1) est e´galement d’ordre deux en temps et est, lui aussi, largement utilise´ pour
des SND de couches limites turbulentes subsoniques et supersoniques [103, 102, 78] et des SGE
[4, 23, 110, 109, 71] compressibles.
Pino Martin et Candler [78] proposent un sche´ma modifie´ “d’ordre deux” en temps afin de
minimiser les erreurs de dispersion du sche´ma de Gear. Ce sche´ma posse`de les coefficients sui-
vants : αn+1 = 3/2, αn = −2, αn−1 = 1/2, βn+1 = 1/2 et βn = 1/2. Il semble, malheureusement,
que contrairement a` ce qu’affirment les auteurs, ce sche´ma n’est que d’ordre un en temps. C’est
pourquoi ce sche´ma n’est pas retenu pour la suite.
L’avantage de tels sche´mas est le fait qu’ils soient A-stables (pour G line´aire), ce qui signi-
fie que leurs re´gions de stabilite´ contiennent en entier le demi-plan complexe de partie re´elle
ne´gative. Ainsi, le pas de temps nume´rique n’est the´oriquement pas limite´ par des raisons de
stabilite´.
Avec l’emploi de me´thodes implicites a` une e´tape pour inte´grer le syste`me d’e´quations
diffe´rentielles ordinaires (2.1), un proble`me non-line´aire a` chaque ite´ration temporelle apparaˆıt
sous la forme :
H
(
Un+1, Un, ..., Un−k
)
= 0 (2.5)
On peut de´composer H en une somme de trois termes :
H = HT +HC +Hν
avec HT , HC et Hν les contributions temporelle, convective et visqueuse respectivement.
Ainsi, ce proble`me non-line´aire (2.5) doit eˆtre re´solu. Pour ce faire, les deux algorithmes les
plus re´pandus sont ceux de Picard et de Newton [20]. Ces deux me´thodes ite´ratives ont d’ailleurs
e´te´ rencontre´es dans la litte´rature afin de re´aliser des SGE et des SND compressibles. Ces travaux
vont eˆtre pre´sente´s en meˆme temps que les deux techniques ite´ratives.
2.3.2 Re´solution du proble`me non-line´aire
Les deux algorithmes de Picard et de Newton largement employe´s pour la re´solution du
proble`me non-line´aire (2.5) sont expose´s. Pour cela, dans un premier temps, un proble`me non-
line´aire mode`le est introduit. Ensuite, les travaux utilisant ces techniques pour des SND ou SGE
compressibles sont rappele´s.
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Ite´ration de Picard et variantes
La me´thode ite´rative de Picard est utilise´e pour re´soudre un proble`me non-line´aire de la
forme :
h(x) = 0 avec h : IR → IR
Celle-ci est e´quivalente a` rechercher le point fixe d’une fonction f , en effet, en de´finissant
f(x) = x − ah(x) avec a ∈ IR. En effet, toutes les solutions de h(x) = 0 ve´rifient f(x) = x
et re´ciproquement. A` partir d’une valeur initiale x0 que l’on se donne, on construit la suite (xn)
de la fac¸on suivante :
xn+1 = f(xn)
ce qui revient a` e´crire xn+1 = xn − ah(xn).
Fig. 2.2: Exemple de solution convergente
Cette technique est rencontre´e dans la litte´rature pour la re´solution du proble`me non-line´aire
(2.5). Elle apparaˆıt lorsque la me´thode de pas de temps dual ou de pseudo pas de temps est
utilise´e en conjonction avec le sche´ma d’Euler explicite en temps dual. Voila` pourquoi, la me´thode
de pas de temps dual ou de pseudo pas de temps est pre´sente´e maintenant.
Cette dernie`re initialement propose´e par Jameson [50] consiste a` rajouter une de´rive´e en
temps dual (ou pseudo-temps) :
dU
dτ
+H
(
U,Un, ..., Un−k
)
= 0 (2.6)
ou` τ est le temps dual. Une solution stationnaire du syste`me (2.6) est recherche´e. Elle correspond
a` la solution instationnaire de´sire´e du syste`me (2.5). Afin d’obtenir l’e´tat stationnaire de ce type
de proble`me, la de´rive´e par rapport au temps dual doit eˆtre discre´tise´e. Ainsi, la` encore se pose
le choix d’utiliser une me´thode explicite ou implicite en temps dual. Le principal avantage de
cette proce´dure est que toutes les techniques d’acce´le´ration de convergence de´veloppe´es pour
des calculs stationnaires peuvent eˆtre utilise´es pour la variable de temps dual τ . C’est le cas
par exemple, comme nous le verrons par la suite, de la me´thode de pas de temps local ou de
l’approche multigrille. Ces techniques d’acce´le´ration sont utilise´es uniquement pour le pas de
temps dual et n’ont ainsi aucun effet sur la pre´cision temporelle de la solution instationnaire
de´sire´e du syste`me (2.5). Nous allons nous inte´resser dans un premier temps a` l’utilisation de
sche´mas explicites en temps dual pour inte´grer l’e´quation (2.6) en pseudo-temps. En utilisant le
sche´ma explicite d’Euler, nous avons :
U (l+1) − U (l) + ∆τH
(
U (l), Un, ..., Un−k
)
= 0
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avec ∆τ le pas de temps dual. Cette e´quation peut eˆtre vue comme l’ite´ration de Picard suivante :
U (l+1) = F
(
U (l)
)
avec F
(
U (l)
)
= U (l) −∆τH
(
U (l), Un, ..., Un−k
)
Comme une solution stationnaire temps dual est recherche´e, l’utilisation d’un sche´ma d’ordre un
en pseudo-temps n’affecte pas la pre´cision temporelle de la solution nume´rique donne´e par H.
L’ite´ration de Picard ne demande aucun stockage me´moire. Par contre, pour pouvoir converger,
elle est soumise a` une contrainte forte sur le pseudo pas de temps ∆τ de type CFL. De plus, le
processus peut diverger [20].
Pour e´viter ce proble`me de stabilite´, une variante de l’ite´ration de Picard est utilise´e. Ainsi, la
recherche de la solution stationnaire en temps dual τ est faite via l’utilisation d’un sche´ma expli-
cite de Runge-Kutta a` plusieurs e´tapes. Un sche´ma de Runge-Kutta a` L e´tapes pour l’e´quation
(2.6) s’e´crit de la fac¸on suivante :
U (0) = Un
U (l) = U (0) − θl∆τH
(
U (l−1), Un, ..., Un−k
)
avec l ∈ {1, ..., L}
Un+1 = U (L)
(2.7)
avec
H
(
U (l−1), Un, ..., Un−k
)
=
αn+1
∆t
U (l−1) + βn+1G
(
U (l−1)
)
+
1
∆t
n∑
j=n−k
αjU
j +
n∑
j=n−k
βjG(U
j)
Or, Arnone et al. [7] montrent que ce sche´ma de Runge-Kutta est instable lorsque le pas de
temps physique ∆t est du meˆme ordre que le pseudo pas de temps ∆τ ou plus petit. Ce re´sultat
a e´galement e´te´ justifie´ par Melson et al. [87] qui ont montre´ que l’instabilite´ est cause´e par le
premier terme αn+1∆t U qui devient l’expression dominante pour de petits pas de temps physiques
∆t. Ainsi, ils proposent de traiter ce terme implicitement, ce qui donne pour la lie`me e´tape :(
1 + θlαn+1
∆τ
∆t
)
U (l) = U (0) − θl∆τH
(
U (l−1), Un, ..., Un−k
)
+ θlαn+1
∆τ
∆t
U (l−1) (2.8)
C’est exactement ce qu’ont utilise´ Alkishriwi et al. [4]. En effet, pour effectuer leur SGE
d’e´coulements a` bas-mach, ils ont utilise´ la me´thode de pas de temps dual. Ils re´solvent le
proble`me stationnaire en pseudo-temps avec un sche´ma explicite de Runge-Kutta a` cinq pas
et utilisent la correction de Melson et al. [87] pour ne pas rencontrer les proble`mes e´voque´s
pre´ce´demment. De plus, afin d’acce´le´rer la convergence vers l’e´tat stationnaire la me´thode de
pas de temps local et l’approche multigrille sont utilise´es dans ce travail.
De fac¸on identique Arad et Martinelli [6] ont re´alise´ une SGE de couche limite de plaque plane
a` l’aide d’une me´thode du pas de temps dual en conjonction avec un sche´ma de Runge-Kutta a`
cinq pas. La` encore, la correction de Meslon et al. [87] est utilise´e pour ne pas voir apparaˆıtre
des proble`mes de stabilite´. Finalement, afin d’acce´le´rer la convergence vers l’e´tat stationnaire
en temps dual τ , les me´thodes multigrille, de pas de temps local et de moyenne des re´sidus sont
combine´es. Arad [5] a ensuite utilise´ cette me´thode pour la SGE de couches limites soumises a`
des gradients adverses de pression, sur des surfaces courbe´es avec ou sans se´paration.
De meˆme, Lessani et al. [71] ont effectue´ des SGE d’e´coulements bas-mach de cylindre et de
canal a` l’aide de la me´thode de pas de temps dual en conjonction avec un sche´ma explicite de
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Runge-Kutta a` cinq pas tout en utilisant l’approche de Melson et al. pour des raisons de stabilite´
et une me´thode multigrille pour des raisons d’efficacite´.
Conway et al. [23] ont eux aussi utilise´ la me´thode de pas de temps dual en conjonction
avec un sche´ma explicite de Runge-Kutta a` quatre pas pour effectuer la SGE de l’e´coulement a`
travers les pales d’un ge´ne´rateur de tourbillons.
Afin d’e´viter des restrictions de stabilite´ CFL trop restrictives sur le pas de temps dual, il est
e´galement possible d’utiliser un sche´ma implicite en temps dual pour re´soudre l’e´quation (2.6).
Pour cela, comme on ne s’inte´resse qu’a` l’e´tat stationnaire de (2.6), une discre´tisation d’ordre
un en temps dual τ est ge´ne´ralement utilise´e. D’ailleurs, van Buuren et al. [133] ont montre´ que
le sche´ma implicite d’Euler re´trograde est plus efficace que l’emploi de sche´mas Runge-Kutta
pour la recherche de l’e´tat stationnaire en temps dual. Ceci est tout a` fait en accord avec Dailey
et Pletcher [25] qui ont compare´ les deux techniques et qui trouvent l’utilisation du sche´ma
implicite d’Euler re´trograde plus efficace. C’est pour cela que les proce´dures mettant en jeu la
me´thode de pas de temps dual avec un sche´ma explicite en pseudo-temps ne sont pas utilise´es
au cours de ce travail. Nous allons donc maintenant nous focaliser sur la me´thode du pas de
temps dual en conjonction avec un sche´ma implicite.
Me´thode du pas de temps dual en conjonction avec un sche´ma implicite en pseudo-
temps
En appliquant le sche´ma d’Euler re´trograde pour inte´grer l’e´quation (2.6), cela donne :
U (l+1) − U (l)
∆τ
+H
(
U (l+1), Un, ..., Un−k
)
= 0 (2.9)
ou` l’indice (l) correspond au niveau de temps dual l∆τ . La pre´cision d’ordre un de ce sche´ma
n’a pas d’effet sur la pre´cision de la solution nume´rique U n+1, celle-ci e´tant donne´e par (2.5).
Ensuite, classiquement pour les proble`mes stationnaires, les termes non line´aires sont line´arise´s
de la fac¸on suivante :
H
(
U (l+1), Un, ..., Un−k
)
= H
(
U (l), Un, ..., Un−k
)
+A(U (l))∆U (l) +O(∆τ2)
avec A(U (l)) = ∂UH
(
U (l), Un, ..., Un−k
)
la matrice Jacobienne associe´e a` H et ∆U (l) = U (l+1)−
U (l), ce qui donne finalement :(
1
∆τ
I +A(U (l))
)
∆U (l) = −H
(
U (l), Un, ..., Un−k
)
(2.10)
Explicitons cette e´quation lors de l’utilisation du sche´ma de Crank-Nicolson ou du sche´ma
de Gear :
1
∆t
[
(α+
∆t
∆τ
)I + β∆t∂UG(U
(l))
]
∆U (l) = −H
(
U (l), Un, ..., Un−k
)
(2.11)
avec (α, β) = (1, 1/2) pour Crank-Nicolson et (α, β) = (3/2, 1) pour Gear.
Cette technique a d’ailleurs e´te´ utilise´e par van Buuren et al. [134] pour effectuer une SND
d’interaction choc/couche limite. Comme nous allons le voir, cette technique est une variante de
la me´thode de Newton.
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Me´thode de Newton
Le me´thode de Newton est une me´thode de re´solution de l’e´quation :
h(x) = 0 avec h : IR → IR
On construit la suite (xn) de´finie par x0 et par :
xn+1 = xn − h(x
n)
h
′
(xn)
Si x0 est suffisamment proche de x, la convergence de la suite xn est quadratique.
h(x)
y
xx x x x310 2
Fig. 2.3: Exemple de solution convergente
Cette me´thode de re´solution peut se ge´ne´raliser pour des syste`mes non-line´aires de grandes
tailles. La me´thode de Newton a e´te´ utilise´e par Pulliam [99] afin d’e´tendre les sche´mas implicites
de´veloppe´s dans le cadre de calculs stationnaires au cadre instationnaire. Cette me´thode est
obtenue a` partir de la line´arisation de l’e´quation (2.5) :
H
(
U (l+1), Un, ..., Un−k
)
≈ H
(
U (l), Un, ..., Un−k
)
+A(U (l))∆U (l)
Afin d’annuler H, U (l+1) est construit de la fac¸on suivante :
A(U (l))∆U (l) = −H
(
U (l), Un, ..., Un−k
)
U (l+1) = U (l) + ∆U (l)
(2.12)
On remarque que chaque ite´ration de cette proce´dure de Newton implique l’inversion du syste`me
line´aire (2.12). Le second membre de l’e´quation −H
(
U (l), Un, ..., Un−k
)
est appele´ re´sidu ex-
plicite ou re´sidu du Newton et le premier membre ope´rateur implicite. Ainsi, la matrice A doit
eˆtre inverse´e pour effectuer la mise a` jour.
Ainsi, deux boucles ite´ratives sont emboˆıte´es l’une dans l’autre. La boucle “externe” permet
l’avancement en temps de la solution nume´rique : de la date tn a` la date tn+1. Par contre, la
boucle “interne” dont l’ite´re´ est (l) permet la convergence de la suite
(
U (l)
)
l
vers la solution du
proble`me non-line´aire (2.5). La me´thode de Newton a largement e´te´ utilise´e dans la litte´rature
pour effectuer des SND [103, 102, 78] et des SGE [140, 110, 109].
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Ce qui donne avec le sche´ma de Crank-Nicolson ou le sche´ma de Gear :
1
∆t
(
αI + β∆t∂UG(U
(l))
)
∆U (l) = −H
(
U (l), Un, ..., Un−k
)
(2.13)
avec (α, β) = (1, 1/2) pour Crank-Nicolson et (α, β) = (3/2, 1) pour Gear.
Ainsi, la me´thode de pas de temps dual avec un sche´ma implicite en temps dual ressemble
fort a` la me´thode de Newton, les ite´rations en pas de temps dual correspondant aux ite´rations
du processus de Newton. En comparant les e´quations (2.11) et (2.13) , la seule diffe´rence est le
rapport
∆t
∆τ
. Ainsi si ∆τ est grand par rapport a` ∆t on retombe sur la me´thode de Newton.
Cependant, comme nous l’avons de´ja` dit, le pas de temps physique ∆t est limite´ par la physique
de l’e´coulement conside´re´, il doit donc eˆtre suffisamment petit. Par contre, il n’y a aucune limite
concernant le pas de temps dual ∆τ : aucune limite de type nume´rique car le sche´ma utilise´ est
le sche´ma implicite d’Euler re´trograde et aucune limite de type physique puisqu’on recherche un
e´tat stationnaire. Prendre un petit ∆τ accentue la dominance diagonale de l’ope´rateur implicite,
ce qui rend le syste`me plus robuste mais cela entraˆıne e´galement une convergence plus lente.
Ainsi, il n’y a aucun inte´reˆt a` prendre ∆τ de l’ordre de ∆t ce qui fait que nous retombons sur
la me´thode de Newton. Par ailleurs, des comparaisons entre la me´thode de Newton et le pas de
temps dual ont e´te´ effectue´es [137]. Finalement, la me´thode de Newton s’ave`re eˆtre plus efficace,
c’est pour c¸a que c’est elle qui est retenue pour cette e´tude. Ainsi, seuls des sche´mas implicites
de type Newton seront utilise´s ici.
2.3.3 Approximations de la Jacobienne et re´solution du proble`me line´aire
Nous voulons obtenir la solution du proble`me non-line´aire (2.5) le plus pre´cise´ment et le
plus rapidement possible. La me´thode de Newton exacte est la plus apte a` re´pondre a` ce double
objectif du fait de sa convergence quadratique. Cette me´thode implique le calcul exact de la
matrice Jacobienne A et la re´solution exacte du syste`me line´aire (2.12). De plus, le processus
ite´ratif ne s’arreˆte qu’a` l’obtention de la solution exacte U n+1 avec une pre´cision de l’ordre du
ze´ro machine.
La me´thode exacte de Newton permet d’obtenir la solution exacte du proble`me en temps
(2.5). Ainsi, aucune erreur nume´rique n’est introduite pour la re´solution du proble`me non-
line´aire. Or, des erreurs nume´riques sont de´ja` pre´sentes dans l’e´quation (2.1) du fait de la
discre´tisation spatiale. L’extreˆme pre´cision de la me´thode exacte de Newton n’est donc pas
indispensable. Il est ainsi plus pertinent d’introduire des approximations engendrant des erreurs
du meˆme ordre de grandeur que les erreurs spatiales. De plus, au vu des applications vise´es dans
cette e´tude, il se peut que la me´thode exacte de Newton soit impossible a` utiliser en pratique. Par
exemple, le calcul exact de la Jacobienne peut eˆtre tre`s couˆteux en temps de calcul et en me´moire.
En effet, comme des sche´mas d’ordre supe´rieur ou e´gal a` deux en espace sont utilise´s, line´ariser de
fac¸on exacte les flux nume´riques peut s’ave´rer eˆtre tre`s complexe et ne´cessiter une grande place
me´moire. Il en est de meˆme pour line´ariser le mode`le sous-maille utilise´ en fonction des variables
conservatives. De la meˆme fac¸on, la re´solution exacte du syste`me line´aire implique l’inversion
d’une matrice de grande taille (13 × 5 × Nb, 13 car les sche´mas sont d’ordre deux, utilisent 5
points par direction et l’espace 3D, 5 est le nombre d’inconnues, Nb le nombre de points qui est
de l’ordre du million), mal conditionne´e (comme nous venons juste de le voir) ce qui, la` aussi,
peut avoir un couˆt de calcul exorbitant. Ces deux temps de calcul (calcul de A et inversion
de A) sont d’autant plus e´leve´s du fait que l’on souhaite simuler des e´coulements turbulents
qui ne´cessitent une re´solution spatiale fine. De fac¸on identique, pour ce type d’applications, la
pre´cision machine n’est jamais cherche´e. Ainsi, d’une part, des approximations sont introduites
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pour faciliter le calcul de la matrice A. Ensuite, d’autres le sont e´galement pour simplifier la
re´solution du proble`me line´aire. Ces deux types d’approximations sont lie´es dans le sens ou` si
la matrice A est approche´e, il est inutile d’effectuer une re´solution exacte (et donc couˆteuse) du
syste`me line´aire :
Aappr(U (l))∆U (l) = −H
(
U (l), Un, ..., Un−k
)
(2.14)
De la meˆme fac¸on, il est inutile de calculer exactement la matrice A si son inversion est approche´e.
D’autre part, comme la pre´cision machine n’est pas recherche´e, la convergence comple`te du pro-
cessus ite´ratif n’est pas de´sire´e. Certains parame`tres sont donc mis en place pour piloter l’arreˆt
du processus ite´ratif. Finalement, trois types d’erreurs sont introduits du fait des approximations
dont nous venons de parler. Ils sont cause´s par :
– les approximations de la Jacobienne (εja),
– la re´solution approche´e du proble`me line´aire (εre),
– le fait que la convergence comple`te n’est pas atteinte (εco).
Avant de pre´senter les diffe´rentes approximations utilise´es par les auteurs, nous allons mettre
en avant les effets de ces trois sortes d’erreurs nume´riques introduites.
Des approximations de A sont donc utilise´es. Cette matrice peut se de´composer en trois
matrices :
A = AT +AC +Aν
associe´es aux contributions temporelle, convective et visqueuse. AT est en ge´ne´ral facile a` obtenir
contrairement aux deux autres qui sont issues du calcul de ∂UG. Les approximations concernent
donc les ope´rateurs de convection et de diffusion ainsi que le traitement des conditions aux
limites dans l’ope´rateur implicite. Ces dernie`res n’alte`rent pas la pre´cision temporelle de la so-
lution nume´rique. En effet, les ite´rations du processus de Newton gomment les erreurs dues a`
ces approximations [99]. Par conse´quent, la pre´cision temporelle est influence´e uniquement par
les erreurs de convergence εco. Par contre, εja et εre agissent sur la vitesse de convergence du
processus ite´ratif et donc sur le nombre d’ite´rations de Newton ne´cessaire a` un niveau de conver-
gence suffisant. Nous allons maintenant pre´senter les diffe´rentes approximations utilise´es pour
le calcul de la Jacobienne et la re´solution du syste`me line´aire rencontre´es dans la litte´rature.
Celles-ci sont range´es des plus pre´cises aux plus grossie`res.
Concernant la re´solution du syste`me line´aire, les me´thodes de Krylov tels que GMRES [116]
(Generalized Minimal RESidual) sont les plus adapte´es du fait de leurs convergences rapides.
Utiliser des me´thodes de re´solution aussi pre´cises n’est pertinent que si des approximations
propres de la Jacobienne sont utilise´es. Comme les me´thodes de Krylov ne´cessitent un besoin
en me´moire important, certains auteurs utilisent en conjonction des techniques permettant de
re´duire le stockage me´moire. Ainsi, beaucoup d’auteurs utilisent une approche sans-matrice
(matrix-free approach en anglais) [101, 77, 13] permettant de ne pas stocker et de ne pas cal-
culer la matrice Jacobienne a` inverser. L’ide´e de cette approche est d’approximer le produit
de la Jacobienne et de l’incre´ment du vecteur d’inconnu par l’incre´ment du vecteur-flux. Afin
d’ame´liorer les performances du solveur line´aire GMRES, un pre´conditionnement est e´galement
utilise´. Pour plus de de´tails, le lecteur pourra se reporter a` [56] pour une revue de´taille´e. Les
me´thodes de Krylov sont complexes et leur utilisation dans un algorithme multidomaine ou
paralle`le n’est pas e´vidente. Des de´te´riorations de leur convergence peuvent apparaˆıtre. Comme
des applications “ambitieuses” d’e´coulements turbulents a` l’aide d’un solveur multi-bloc sont
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vise´es, de telles me´thodes ne sont pas conside´re´es dans cette e´tude.
Ainsi, pour la re´alisation de SGE ou de SND, les auteurs utilisent classiquement des approxi-
mations pour le calcul de la Jacobienne et pour la re´solution du syste`me line´aire.
Concernant l’estimation de l’ope´rateur implicite, certains auteurs [110, 109] utilisent des
diffe´rences centre´es d’ordre deux pour les termes de convection et de diffusion en conjonction
avec les termes de dissipation non-line´aire de Jameson et al. [51] pour augmenter la stabilite´.
Cependant, pour l’ope´rateur de convection, la plupart des auteurs utilisent des de´centrements
d’ordre un [37]. Certains de ces de´centrements font intervenir une matrice 5× 5 et ils sont donc
qualifie´s de l’adjectif matriciel [103, 102, 134]. D’autres sont appele´s scalaires [140, 78] car ils ne
font intervenir qu’un re´el. Pour l’ope´rateur de diffusion, certains auteurs conside`rent l’ensemble
des termes de cet ope´rateur Aν et utilisent une formulation scalaire d’ordre deux [140, 78].
Cependant, d’autres auteurs [103, 102], afin d’effectuer des SND de couches limites turbulentes
ne conside`rent que les termes de Aν dans la direction normale a` la paroi. Ceux-ci sont repre´sente´s
avec des formulations matricielles d’ordre deux. Une autre possibilite´ propose´e par Geurts [37] est
de ne´gliger la diffusion. Toutefois, lorsqu’on conside`re des e´coulements visqueux, comme c’est le
cas dans cette e´tude, il semble plus pertinent de conside´rer l’ensemble des termes de diffusion afin,
d’une part, de renforcer la robustesse de l’algorithme, et, d’autre part, d’assurer une meilleure
consistance entre l’ope´rateur implicite et le re´sidu explicite. Cette meilleure consistance conduit
a` une meilleure vitesse de convergence de la me´thode ite´rative.
Des approximations supple´mentaires sont e´galement rencontre´es dans la litte´rature. En effet,
afin de re´duire le nombre d’ite´rations de Newton ne´cessaire a` une convergence suffisante, une
extrapolation quadratique peut eˆtre utilise´e pour l’initialisation du processus de Newton [140].
Afin de re´duire le couˆt de calcul du processus ite´ratif, la me´thode de Semi-Newton peut eˆtre
utilise´e [134]. Meˆme si les auteurs utilisent cette dernie`re avec la technique de pas de temps
dual en conjonction avec le sche´ma d’Euler implicite, il est aise´ment possible de l’appliquer a`
une me´thode de Newton. La me´thode de Semi-Newton consiste a` ne calculer qu’une seule fois
la Jacobienne A par pas de temps physique. Ainsi, elle n’est pas mise a` jour lors des ite´rations
de Newton. En utilisant cette approximation au syste`me nume´rique (2.12), on obtient :
A∆U (l) = −H
(
U (l), Un, ..., Un−k
)
ou` A est maintenant une matrice fixe´e. Seul le second membre est mis a` jour. D’une part, les
auteurs montrent que cette approximation supple´mentaire n’a pas d’effet sur le taux de conver-
gence. D’autre part, le gain obtenu avec cette ame´lioration est d’environ 2.3 sur leur SND de
l’interaction choc/couche limite. On remarque que cette technique permet uniquement de faire
l’e´conomie nume´rique de la mise a` jour de la matrice Jacobienne. Par conse´quent, si des ap-
proximations plus simples pour le calcul de A que celles employe´es par les auteurs sont utilise´es,
le gain de re´duction sera alors infe´rieur a` 2.3.
Il reste de´sormais a` inverser le syste`me line´aire (2.14). Cette re´solution a toutefois e´te´ sim-
plifie´e par les approximations mentionne´es auparavant. Pour ce faire, deux types de re´solution
sont rencontre´s dans la litte´rature : des factorisations approche´es comme celle propose´e par
Beam et Warming [11] et des me´thodes de relaxation comme celle de Jameson et Yoon [53].
Ces me´thodes ont e´te´ de´veloppe´es dans le cadre de calculs stationnaires ou` une re´solution de
syste`me line´aire est e´galement pre´sente.
La premie`re factorisation rencontre´e est la factorisation ADI (Alternating Direction Implicit)
propose´e par Beam et Warming [11]. L’ope´rateur implicite tridimensionnel de l’e´quation (2.12)
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est alors remplace´ par le produit de trois ope´rateurs unidimensionnels. Par conse´quent, les termes
d’erreurs de factorisation introduits sont en O(∆t3) en 3D et en O(∆t2) en 2D. Cette technique
a, par exemple, e´te´ utilise´e pour re´aliser des SND de couches limites turbulentes subsonique [103]
et supersonique (M = 2.15) [102]. Elle a e´galement e´te´ utilise´e pour des SGE de l’e´coulement
bas-mach autour d’un cylindre [110] et d’une couche limite supersonique [109].
Un autre type de re´solution du syste`me line´aire existe et est largement rencontre´ dans la
litte´rature. Il s’agit de la factorisation LU-SGS (Lower-Upper Symmetric Gauss-Seidel) propose´e
par Jameson et Yoon [53]. Cette factorisation tient son nom du fait qu’elle soit base´e sur une
factorisation LU approche´e et sur une relaxation syme´trique de type Gauss-Seidel. De plus,
elle permet d’e´liminer la ne´cessite´ d’inverser des matrices de grande taille. Cette factorisation
ne´cessite la dominance diagonale de l’ope´rateur implicite. Elle est notamment utilise´e par Weber
et Ducros [140] et e´galement par van Buuren et al. [134].
De la meˆme fac¸on, Martin et Candler [78], pour une SND de couches limites turbulentes
subsonique et supersonique, utilisent la factorisation DP-LUR (Data-Parrallel Lower-Upper Re-
laxation) [15]. Cette factorisation est, en fait, une version paralle`le de la factorisation LU-SGS.
En effet, les balayages de type Gauss-Seidel de la factorisation LU-SGS sont remplace´s par une
se´rie de pas de relaxation par point. De plus, les auteurs utilisent 4 pas de relaxation pour la
re´solution du proble`me line´aire.
Contrairement aux approches de type ADI, la me´thode LU-SGS ne pre´sente pas d’instabi-
lite´s pour un syste`me d’e´quations hyperbolique line´aire tridimensionnel [52]. De plus, les termes
en O(∆t3) peuvent re´duire le taux de convergence [53]. Une comparaison directe entre les deux
me´thodes [148] montre qu’en terme d’efficacite´ la me´thode LU-SGS est supe´rieure. A` ce pro-
pos, Weber [139] a prouve´ le bien-fonde´ de l’utilisation de la me´thode LU-SGS pour re´aliser
des calculs SGE compressibles (de´veloppement d’ondes de Tollmien-Schlichting, couche limite de
plaque plane, e´coulement transitionnel autour du profil A). Finalement, au cours de cette e´tude,
seuls des sche´mas implicites utilisant la me´thode de Newton et la factorisation LU-SGS seront
conside´re´s.
De plus, comme nous l’avons de´ja` dit, pour des raisons d’efficacite´, le proble`me non-line´aire
(2.5) n’est pas re´solu jusqu’a` la pre´cision machine. En effet, cela peut eˆtre tre`s pe´nalisant en terme
de temps CPU. Ainsi, les auteurs utilisent plusieurs outils pour stopper le processus ite´ratif. Par
exemple, Rai et Moin [103] utilisent entre deux et quatre ite´rations dans le processus de Newton
a` chaque pas de temps pour obtenir un niveau de convergence suffisant. De la meˆme fac¸on,
Rizzetta et al. [110] et Rizzetta et Visbal [109] utilisent trois ite´rations par pas de temps. Rai et
al. [102] utilisent deux ite´rations internes par pas de temps. Par contre, pour Weber et Ducros
[140], les ite´rations du processus de Newton sont effectue´es jusqu’a` ce que la norme L2 du re´sidu
non-line´aire ait diminue´ de trois ordres de grandeur. Ce qui correspond a` 60 ite´rations pour
leur SGE de couche limite transitionnelle subsonique autour d’un profil d’aile avec un fort angle
d’attaque. Enfin, Martin et Candler [78] utilisent deux parame`tres comme crite`res d’arreˆt du
processus de Newton. Tout d’abord, au maximum vingt ite´rations de Newton sont utilise´es pour
limiter le couˆt de la me´thode. Ensuite, ils fixent un parame`tre d’erreur de tole´rance. Ces diverses
techniques font intervenir des erreurs de convergence εco. Ce sont ces erreurs qui influencent la
pre´cision temporelle de la solution nume´rique. Weber [139] a e´galement utilise´ une technique de
correction temporelle visant a` re´duire ces erreurs de convergence a` chaque pas de temps.
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Chapitre 3
Me´thodes nume´riques
L’outil nume´rique qui constitue le point de de´part de cette e´tude est pre´sente´ ici. Pour cela,
les discre´tisations spatiale et temporelle sont expose´es et resitue´es par rapport aux conside´rations
e´voque´es dans le chapitre pre´ce´dent, lie´es a` l’utilisation de la SGE.
3.1 Proble`me continu
Comme cela a de´ja` e´te´ montre´ dans le chapitre (1), avec l’utilisation d’un filtre de se´paration
d’e´chelles, le syste`me (1.8) est obtenu. Celui-ci peut s’e´crire sous la forme suivante :
∂tU +∇.F (U) = ∇.F ν (U) dans D× IR+ (3.1)
ou` U est le vecteur des inconnues conservatives, F et F ν correspondent aux termes de convection
et de diffusion. D est un domaine de IR3. Lorsque l’approche RANS est utilise´e, le syste`me obtenu
(A.5) s’e´crit de la meˆme fac¸on. Le lecteur inte´resse´ par l’obtention du syste`me (A.5) pourra se
reporter a` l’annexe (A) ou` sont rappele´s les fondements de l’approche statistique. En omettant
les f et les f˜ , on a imme´diatement :
U =
 ρρui
ρe
 , F =
 ρujρuiuj + pδij
ρhuj
 et F ν =
 0τij
τjkuk + κ∂xjT
 (3.2)
Les de´finitions du tenseur τij et du re´el κ diffe`rent selon l’utilisation de la SGE ou de l’approche
RANS.
La proce´dure de discre´tisation suit la me´thode des lignes. Le syste`me d’e´quations de conser-
vation (3.1) est ainsi re´solu se´pare´ment en espace et en temps. Dans le contexte de recherche de
solution stationnaire, ceci est une fac¸on pratique de rendre la solution inde´pendante de la taille
du pas de temps [53]. On pre´sentera dans un premier temps la discre´tisation spatiale et ensuite
l’inte´gration temporelle de la me´thode nume´rique.
3.2 Discre´tisation spatiale
3.2.1 Inte´gration sur un volume de controˆle
On suppose que l’on a un maillage structure´ K du domaine D compose´ de volumes de
controˆle. Nous discre´tisons le proble`me continu (3.1) par une approche de type volumes finis
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“cell-centered” sur le maillage K. Soit Ωijk une cellule, on a :∫
Ωijk
∂tU (x, t) dx+
∫
Ωijk
∇.F (U (x, t)) dx =
∫
Ωijk
∇.F ν (U (x, t)) dx
avec (x, t) ∈ D× IR+ et Ωijk ∈ K.
(3.3)
En utilisant deux fois le the´ore`me de la divergence, on obtient :
d
dt
∫
Ωijk
U (x, t) dx+
∫
∂Ωijk
F (U (θ, t)) .~n (θ) dθ =
∫
∂Ωijk
F ν (U (θ, t)) .~n (θ) dθ (3.4)
Or, d’une part, la moyenne de la solution sur chaque volume de controˆle Ωijk ∈ K est donne´e
par :
Uijk(t) ≡ 1|Ωijk|
∫
Ωijk
U(x, t)dx (3.5)
ou` |Ωijk| est la mesure du volume Ωijk.
D’autre part, Ωijk a six faces, ce qui nous donne :∫
∂Ωijk
F (U (θ, t)) .~n (θ) dθ =
6∑
l=1
∫
∂Ωijk,l
F (U (θ, t)) .~nijk,ldθ (3.6)
ou` ∂Ωijk,l repre´sente la lie`me interface de la cellule Ωijk et ~nijk,l est le vecteur normal unitaire
sortant associe´. Il y a e´videmment deux interfaces par direction (i, j ou k). Pour terminer de
i
k
j
n
ijk
n
i+1/2i-1/2
Fig. 3.1: Notation pour une cellule volume fini Ωijk
de´finir la discre´tisation en espace, il faut pre´ciser la fac¸on de calculer les flux approche´s.
3.2.2 Fonction flux nume´rique
La fonction flux nume´rique qui est une approximation du flux physique doit eˆtre pre´cise´e :
Hχ±1/2(t) ≈ ±
∫
Sχ±1/2
H(U(θ, t)).~nχ±1/2dθ (3.7)
ou` χ est la direction i,j ou k. Sχ±1/2 est l’interface associe´e au flux conside´re´. ~nχ±1/2 est le
vecteur unitaire normal a` cette interface dans la direction des χ croissants. Cette convention
explique la pre´sence du ± devant l’inte´grale surfacique.
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Les maillages conside´re´s e´tant inde´formables, on obtient :
|Ωijk| d
dt
Uijk (t) +Rijk(U) = 0 (3.8)
Rijk contient tous les termes provenant de la discre´tisation spatiale de ∇.F (U)−∇.F ν (U) :
Rijk =
(
Hi+1/2 −Hi−1/2
)
+
(
Hj+1/2 −Hj−1/2
)
+
(
Hk+1/2 −Hk−1/2
)
(3.9)
Il s’agit du bilan de flux nume´rique H.
Ce flux nume´rique H contient une composante convective et une composante visqueuse :
Hχ+1/2 = Fχ+1/2 − Fνχ+1/2 (3.10)
avec Fχ+1/2 = Fχ+1/2|Sχ+1/2| ou` |Sχ+1/2| est la mesure de la surface Sχ+1/2.
Avant de s’inte´resser imme´diatement a` l’inte´gration temporelle, la partie suivante pre´sente
comment est discre´tise´e chacune des deux parties convective et visqueuse du flux nume´rique H.
3.2.3 Flux convectifs
Comme il est pre´cise´ dans le chapitre pre´ce´dent (2), des sche´mas d’ordre e´leve´ sont ne´cessaires
pour les termes d’advection. Cependant, des e´tudes nume´riques montrent que la SGE peut donner
de tre`s bons re´sultats avec des me´thodes d’ordre faible si le maillage est suffisamment fin. On
peux citer l’article de Wu et al. [146], par exemple. Ainsi, seulement des sche´mas d’ordre deux
sont conside´re´s pour cette e´tude.
Le sche´ma utilise´ a e´te´ propose´ par Mary et Sagaut [83]. Il est base´ sur une formulation ap-
proche´e du sche´ma de type “Flux-Vector Splitting” (FVS) dit AUSM+(P) (“Advection Upstream
Splitting Method”) de´veloppe´ originellement par Edwards et Liou [30]. Cette approximation est
a` la fois conservative et consistante. Ce flux dont la dissipation est proportionnelle a` la vitesse
locale du fluide est bien adapte´ aux simulations de couche limite a` bas nombre de Mach. Les
modifications introduites par Mary et Sagaut [83] permettent d’optimiser la pre´cision et le couˆt
nume´rique. De plus, le sche´ma ainsi obtenu ne posse`de aucune proprie´te´ de capture de chocs.
Le lecteur inte´resse´ par une e´tude du comportement de ce sche´ma pourra se reporter a` [80].
Cette approximation des flux de convection joue un roˆle essentiel dans la pre´cision de la
SGE. Elle a d’ailleurs e´te´ valide´e sur une large palette de configurations re´alistes : couche limite
transitionnelle sur un profil d’aile [83, 93], e´clatement tourbillonnaire derrie`re une aile delta [81],
e´coulements de cavite´ en haut re´gime subsonique [62, 63], e´coulements de turbine basse pression
[106], par exemple. Il n’y a pas de pre´sence de chocs dans ces e´coulements ce qui n’est pas geˆnant
au vu de l’absence de proprie´te´s de capture de chocs du sche´ma utilise´. Or, dans l’e´coulement
de la cavite´ en pre´sence du cylindre, des chocs apparaissent au niveau du barreau. Mais, ce n’est
pas geˆnant car, d’une part, les chocs pre´sents ne sont pas se´ve`res et, d’autre part, beaucoup de
cellules de calcul sont pre´sentes autour du cylindre ce qui fait que le sche´ma AUSM+(P) modifie´
se comporte bien, meˆme sans proprie´te´s de capture de chocs.
Le flux nume´rique utilise´ a` l’interface i+ 1/2 s’e´crit :
Fi+1/2 =
1
2
[ui+1/2(WL +WR)− Ui+1/2(WR −WL) + P (UL, ~n) + P (UR, ~n)] (3.11)
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avec
ui+1/2 =
1
2
(ΘL + ΘR)− c2(pR − pL) ou` c2 = cste et Θ = ~V .~n
Ui+1/2 = Smax
(
1
2
|ΘL + ΘR|, c1
)
ou` c1 = cste
W =
 ρρui
ρh
 , P (U,~n) =
 0pni
0
 et ~V =
u1u2
u3

Les indices L,R de´signent les e´tats gauche et droit, respectivement, provenant de l’inter-
polation MUSCL de Van Leer [135]. Cette phase de reconstruction des variables conservatives
permet d’augmenter l’ordre de la discre´tisation spatiale. Ainsi, pour l’interface indice´ i + 1/2
i−1/2 i+1/2 i+3/2x x x
i+1/2,Ri+1/2,L
U U
Fig. 3.2: E´tats droit et gauche de l’interface i+ 1/2
repre´sente´e sur la figure (3.2), les e´tats droit et gauche sont donne´s par :

Ui+1/2,L = Ui +
1
6
(
2(Ui+1 − Ui) + (Ui − Ui−1)
)
Ui+1/2,R = Ui+1 −
1
6
(
2(Ui+1 − Ui) + (Ui+2 − Ui+1)
)
Par ailleurs, ~n est le vecteur unitaire normal a` l’interface conside´re´e. On remarque que
les constantes c1 et c2 permettent d’ajuster la dissipation nume´rique du sche´ma. Ainsi, ces
constantes sont choisies les plus petites possibles. Cependant, elles ne peuvent eˆtre mises a`
ze´ro pour des raisons de stabilite´. En effet, afin d’assurer la robustesse de ce sche´ma dans des
configurations complexes, un minimum de dissipation nume´rique doit eˆtre pre´sent. Des valeurs
optimise´es pour un bon compromis pre´cision/robustesse ont e´te´ propose´es par Mary [80] :
c1 ≈ 0.04Uref et c2 ≈ 0.04
ρrefUref
En outre, S est un senseur binaire utilise´ pour minimiser la dissipation nume´rique du sche´ma.
Ceci est, comme nous l’avons de´ja` vu, un des parame`tres du succe`s pour la SGE. Le sche´ma ainsi
propose´ est un sche´ma hybride centre´/de´centre´. Le senseur S de´pend uniquement de la re´gularite´
des variables primitives Q = (ρ, uχ, p)
t. Par exemple dans la direction i, si aucune oscillation
parasite n’est de´tecte´e sur Q a` la cellule ijk, S est nul. Sinon S est fixe´ a` 1 aux interfaces i+1/2
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et i− 1/2. Pour de´tecter une oscillation parasite, les fonctions suivantes sont utilise´es :
∆Qi =
{ −1 si (Qi+2 −Qi+1) (Qi+1 −Qi) < 0
+1 sinon
ψQk =
{
1 si ∆Qi + ∆
Q
i+1 < 0 ou ∆
Q
i−1 + ∆
Q
i < 0
0 sinon
S = max (ψQk) pour k ∈ {1, ..., 5}
Remarque 3.2.1
Comme nous l’avons de´ja` dit, ce flux nume´rique n’a aucune proprie´te´ de capture de chocs. Ainsi,
ce sche´ma n’est pas TVD (Total Variation Diminishing). Les sche´mas TVD voient leur pre´cision
se re´duire au premier ordre dans la zone de la discontinuite´ et alte`rent ainsi les structures
de petites e´chelles de l’e´coulement. Ce type de sche´mas n’est pas de´sire´ pour les e´coulements
turbulents. Bien que n’e´tant pas TVD, ce sche´ma posse`de malgre´ tout une diffusion nume´rique
par l’interme´diaire du senseur. Ceci a pour effet d’accroˆıtre la robustesse du sche´ma dans les
configurations complexes que nous e´tudions. En conjonction avec la grande quantite´ de points
autour du cylindre, cette diffusion permet e´galement au sche´ma de bien se comporter face aux
chocs pre´sents dans cette re´gion de l’e´coulement de cavite´ perturbe´ par un cylindre.
3.2.4 Flux visqueux
Les flux visqueux sont eux par nature dissipatifs. Ils sont donc classiquement discre´tise´s a`
l’aide d’un sche´ma centre´ pre´cis a` l’ordre deux. Ce calcul ne´cessite la connaissance des quantite´s
suivantes : uχ (χ = i, j ou k), µ, νt et la de´rive´e de la vitesse et de la tempe´rature aux interfaces
du volume de controˆle. Ces quantite´s sont obtenues par une moyenne arithme´tique au centre
des cellules de part et d’autre des interfaces. Ensuite la de´rive´e de la variable ϑ (ϑ = uχ ou T )
au milieu de la cellule Ωijk peut eˆtre approxime´e en utilisant le the´ore`me de Gauss :(
∂xχϑ(x, t)
)
ijk
≈ 1|Ωijk|
∫
Ωijk
∂xχϑ(x, t)dV
≈ 1|Ωijk|
∫
∂Ωijk
ϑ(θ, t)nχ(θ)dθ
ou` nχ est la χie`me composante du vecteur normal a` l’interface de la cellule et ∂Ωijk est la limite
du volume de controˆle Ωijk. Comme nous l’avons de´ja` vu, cette surface peut se de´composer en
six interfaces, c’est-a`-dire deux par direction : χ± 1/2 avec χ = i, j ou k. Ainsi, on a :
(
∂xχϑ(x, t)
)
ijk
≈ 1|Ωijk|
(∫
Sχ+1/2
ϑ(θ, t)dθ −
∫
Sχ−1/2
ϑ(θ, t)dθ
)
≈ 1|Ωijk|
(
ϑχ+1/2|Sχ+1/2| − ϑχ−1/2|Sχ−1/2|
)
avec ϑχ+1/2 =
ϑχ + ϑχ+1
2
. Ainsi, une formule analogue aux diffe´rences finies centre´es est obtenue.
Nous venons de montrer comment calculer les flux lorsqu’on a deux e´tats UL et UR se´pare´s
par une interface. Il est important maintenant de pre´ciser ce qu’il faut faire lorsque l’un des
deux e´tats n’existe pas, c’est a` dire au bord du domaine de calcul.
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3.2.5 Conditions aux limites
Les conditions aux limites doivent eˆtre bien repre´sente´es pour espe´rer effectuer des simu-
lations re´alistes. En effet, les conditions aux limites permettent de respecter la physique du
proble`me. Pour une me´thode volumes finis “cell-centered”, les conditions sont traite´es en impo-
sant le flux nume´rique a` l’interface. Pour cela, l’emploi de cellules fictives est utilise´ (cf Figure
(3.3)) : une range´e supple´mentaire de cellules est rajoute´e autour du domaine conside´re´.
Cellules réellesCellules fictives
Frontière du domaine
Fig. 3.3: Prise en compte des conditions aux limites : cellules fictives
Les conditions aux limites utilise´es dans cette e´tude n’ont pas ne´cessite´ de modifications.
A` ce titre, elles ne seront pas de´veloppe´es par la suite mais juste cite´es, le lecteur pourra se
reporter a` Pe´chier [96] pour plus de de´tails. Ces conditions sont de trois types :
- concernant les frontie`res d’entre´e-sortie : elles sont traite´es a` l’aide de la the´orie des ca-
racte´ristiques. Ceci est notamment de´taille´ dans la the`se de Lionel Larcheveˆque [61],
- concernant les parois mate´rielles : c’est le cas des conditions de type paroi (adiabatique ou
isotherme) ou` la condition d’adhe´rence doit eˆtre ve´rifie´e,
- concernant les raccords entre domaines puisque le solveur est multi-bloc. Deux cate´gories
de raccords informatiques utilise´s pour assurer la connection entre les diffe´rents domaines
sont employe´es. En effet, ils peuvent eˆtre :
+ “conformes” lorsque les deux domaines ont le meˆme nombre de cellules dans le plan
du raccord, ce qui consiste en un simple report dans la cellule fictive des valeurs de
la cellule re´elle avec laquelle s’effectue le raccord,
+ “non-conformes” lorsque les deux domaines ont un nombre diffe´rent de cellules dans le
plan du raccord.
Des raccords “non-conformes” sont rencontre´s pour des raccords RANS/RANS (entre deux
domaines utilisant la mode´lisation RANS), RANS/SGE (entre un domaine RANS et un do-
maine SGE) ou SGE/SGE. Le remplissage des cellules fictives est, dans ce cas, plus complexe
que celui des raccords “conformes”. En effet, la discontinuite´ des longueurs caracte´ristiques du
maillage entre deux blocs entraˆıne une discontinuite´ dans la repre´sentation spectrale du champ
de l’e´coulement pour la SGE [100]. Par conse´quent, lorsqu’on passe du maillage fin au maillage
grossier, une proce´dure de restriction fre´quentielle est ne´cessaire. De meˆme, pour passer du
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maillage grossier au maillage fin, une proce´dure d’enrichissement fre´quentiel doit eˆtre utilise´e.
Pour plus de de´tails concernant ces deux proce´dures, le lecteur pourra se reporter a` [81].
3.3 Inte´gration temporelle
Finalement, nous avons a` re´soudre un syste`me d’e´quations (3.8) qui s’e´crit sous la forme :
|Ωijk| d
dt
Uijk (t) +Rijk(U) = 0
Rappelons que la fonction Rijk est connue et calculable, bien que son expression soit complexe.
Cette e´quation diffe´rentielle ordinaire est le point de de´part de la re´solution temporelle. On peut
en effet facilement, a` partir de cette e´quation, utiliser une technique d’inte´gration temporelle
explicite ou implicite. Comme il s’agit d’effectuer des simulations de type SND ou SGE, le
contexte instationnaire est au centre de cette e´tude. Des me´thodes nume´riques pre´cises en temps
et d’ordre e´leve´ sont donc indispensables comme nous l’avons de´ja` vu dans le chapitre pre´ce´dent.
3.3.1 Me´thode explicite : le sche´ma Runge-Kutta compact a` trois pas
Les me´thodes explicites sont bien adapte´es aux simulations d’e´coulements instationnaires.
En effet, il est aise´ment possible d’augmenter l’ordre de la pre´cision temporelle de celles-ci. Ces
techniques ont, en plus, l’avantage d’eˆtre simples a` mettre en oeuvre et de ne´cessiter un faible
couˆt de stockage me´moire.
La me´thode explicite retenue est un sche´ma Runge-Kutta compact a` trois pas d’ordre trois
en temps [144]. Ce dernier inte`gre l’e´quation (3.8) en prenant le bilan des flux nume´riques a`
l’instant n. Ce sche´ma pre´sente l’avantage d’offrir un bon compromis entre pre´cision, couˆt de
stockage et couˆt de calcul. Les sche´mas de Runge-Kutta sont caracte´rise´s par des e´valuations
successives du bilan de flux nume´riques R a` diffe´rents instants entre n et n + 1. Par souci de
simplicite´, les indices ijk sont omis dans l’e´criture du sche´ma retenu :
∀l ∈ {1, 2, 3} U (l) = U (l−1) −∆tβ(l)R(l−1)modif (3.12)
avec ∆t le pas de temps, U (0) = Un et
R
(0)
modif = R(U
n)
R
(l)
modif = R(U
(l)) + α(l)R
(l−1)
modif l ∈ {1, 2}
Voici les valeurs de β(l) et α(l) retenues :
β(1) = 1/2
β(2) = 0.9106836
β(3) = 0.3660254
α(1) = −0.6830127
α(2) = −4/3
Ces valeurs ont e´te´ propose´es par Lowery et Reynolds [74].
On pose ensuite Un+1 = U (3). Le sche´ma ainsi obtenu est formellement d’ordre trois. Comme
toutes les me´thodes explicites, ce sche´ma est conditionnellement stable.
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Condition de stabilite´
Afin d’assurer la stabilite´ du sche´ma, le pas de temps ∆t doit ve´rifier a` la fois les contraintes
de stabilite´ convective et visqueuse. Ainsi, le pas de temps, suppose´ constant, est e´value´ par :
∆t = CFLmin (∆tc,∆tν) (3.13)
ou` ∆tc et ∆tν sont respectivement les pas de temps convectif et visqueux, et CFL est le nombre
ge´ne´ralise´ de Courant-Friedrichs-Lewy. La limite de stabilite´ the´orique pour une e´quation mode`le
line´aire utilisant une discre´tisation centre´e du second ordre est donne´e par :
CFL ≤
√
3
Le pas de temps convectif ∆tc est donne´ par :
∆tc =
min(∆x,∆y,∆z)
|~V .~n|+ c
avec ∆x,∆y et ∆z les pas d’espace dans les trois directions,
|~V .~n| + c le rayon spectral de la Jacobienne des flux convectifs ou` ~V est le vecteur vitesse et c
la vitesse du son.
Le pas de temps visqueux s’exprime pour sa part de la manie`re suivante :
∆tν = ρ
min(∆x2,∆y2,∆z2)
2γ( µPr + ρ
νt
Prt
)
Lorsque la SGE est utilise´e (νt = ν
L
t ), νt est la viscosite´ sous-maille donne´e par l’e´quation (1.6).
Sinon, lorsque l’approche RANS est choisie (νt = ν
R
t ), νt est la viscosite´ turbulente dont l’e´quation
(A.4) de´crit l’e´volution de cette dernie`re. La de´finition de νt de´pend ainsi de la mode´lisation de
la turbulence.
Ce sche´ma explicite a e´te´ utilise´ avec succe`s dans le contexte de la SGE pour un e´coulement
de canal plan par Lenormand et al. [65], une couche limite sur une plaque plane adiabatique
sans gradient de pression par Weber et al. [141] et un e´coulement de cavite´ par Larcheveˆque et
al. [63], par exemple.
Utilisation pratique
Leur grande pre´cision ainsi que la facilite´ de leur mise en oeuvre rendent les me´thodes
explicites tout a` fait adapte´es a` la simulation d’e´coulements instationnaires.
Cependant, elles sont lie´es a` une contrainte de stabilite´ qui peut s’ave´rer tre`s contraignante
lorsqu’on s’inte´resse a` des configurations ou` le rapport de taille entre la plus petite et la plus
grande maille du domaine de calcul est grand. Ceci est, en effet, le cas pour le calcul de couches
limites turbulentes ou` le premier point du maillage est place´ tre`s pre`s de la paroi. Cette contrainte
de stabilite´ (CFL) peut imposer par conse´quent l’utilisation d’un pas de temps tre`s infe´rieur a`
l’e´chelle de temps caracte´ristique (∆tϕ) du phe´nome`ne physique que l’on cherche a` simuler. Par
exemple, pour le calcul de couche limite transitionnelle autour d’un profil d’aile, le pas de temps
explicite est impose´ par la taille des mailles se trouvant pre`s du bord d’attaque, dans la zone ou`
la couche limite est laminaire. Le pas de temps utilise´ s’ave`re donc inutilement trop petit pour
de´crire la physique de l’e´coulement turbulent sur le reste du profil.
Par ailleurs, beaucoup d’applications concernent des phe´nome`nes basses fre´quences, tel que
le de´filement des sillages dans les turbomachines [105] par exemple. Ce type d’application rend
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les simulations explicites tre`s couˆteuses en temps CPU. En outre, les simulations de type SND
ou SGE ne´cessitent de longs temps d’inte´gration afin d’obtenir les statistiques turbulentes (fluc-
tuation de vitesses et de pression) converge´es sur un long temps de calcul. L’emploi de me´thodes
implicites permet de passer outre la contrainte nume´rique de stabilite´. Le pas de temps est alors
uniquement limite´ par la physique de l’e´coulement que l’on veut simuler.
Ne´anmoins, sur certaines applications ou` la contrainte CFL n’est pas trop restrictive, comme
c’est le cas, par exemple, lorsque le maillage est relativement re´gulier, les me´thodes explicites
restent alors tre`s attractives par rapport aux me´thodes implicites.
3.3.2 Me´thode implicite
Il s’agit ici de pre´senter la me´thode d’inte´gration temporelle implicite originelle, une descrip-
tion plus exhaustive de celle-ci e´tant faite dans [96]. Ici, contrairement a` la partie pre´ce´dente,
le bilan des flux est e´value´ a` l’instant n + 1. Cette me´thode a e´te´, tout d’abord, de´veloppe´e et
valide´e dans un contexte RANS instationnaire [97]. Cependant, elle a e´galement e´te´ utilise´e avec
succe`s dans le contexte de la SGE sur diffe´rents types d’applications : couche limite sur un profil
d’aile [83], e´clatement tourbillonnaire derrie`re une aile delta [81], e´coulement autour d’une aube
de turbine [106] et e´coulement de cavite´ [62] par exemple.
Sche´ma de Gear pour l’inte´gration temporelle
On s’inte´resse au contexte de la SGE, donc de simulations instationnaires. Ainsi, des sche´mas
pre´cis en temps sont ne´cessaires. Le sche´ma retenu est le sche´ma propose´ par Gear [35] car
il est pre´cis a` l’ordre deux en temps et A-stable (inconditionnellement stable pour l’e´quation
du/dt = λu avec λ ∈ lC de partie re´elle ne´gative). Cette proprie´te´ de A-stabilite´ permet d’affirmer
que le sche´ma est inconditionnellement stable lorsque la discre´tisation spatiale l’est. En effet,
lors d’une analyse de stabilite´ au sens de von Neumann, la discre´tisation des termes spatiaux
conduit a` la re´solution temporelle d’une e´quation de type : du/dt = λu avec λ ∈ lC. Si la
discre´tisation spatiale est stable, la partie re´elle de λ est alors ne´gative. Le sche´ma de Gear
largement utilise´ dans le contexte de simulations instationnaires d’e´coulements turbulents de
type SND [103, 102, 78] et de type SGE [23, 110, 109, 71, 4] s’e´crit pour l’e´quation (3.8) :
3Un+1ijk − 4Unijk + Un−1ijk
2∆t
|Ωijk|+Rn+1ijk = 0 (3.14)
Analyse de l’erreur de troncature du sche´ma de Gear
Une bre`ve analyse du sche´ma de Gear est expose´e ici afin de comprendre le comportement
de celui-ci. Tout d’abord, pour de´terminer son erreur de troncature, seul le proble`me
temporel est conside´re´. Ainsi, ce sche´ma est applique´ a` l’e´quation mode`le suivante :
du
dt
= f(u) avec f : IR → IR (3.15)
ce qui donne :
3un+1 − 4un + un−1
2∆t
= f
(
un+1
)
En utilisant les de´veloppements de Taylor de un et de un−1 autour du temps tn+1, on a :
dtu
n+1 = f
(
un+1
)
+
1
3
∆t2d3tttu
n+1 +O
(
∆t3
)
(3.16)
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Ainsi, pour l’e´quation mode`le (3.15), l’erreur de troncature du sche´ma de Gear est en
1
3
∆t2d3tttu
n+1, ce qui montre l’ordre deux de ce sche´ma.
Analyse de la stabilite´ au sens de von Neumann
Nous allons maintenant utiliser la me´thode de von Neumann pour analyser ses proprie´te´s
d’amortissement. Cette me´thode est applique´e a` des e´quations line´aires avec des condi-
tions aux limites pe´riodiques. Ainsi, il est vrai qu’avec cette e´tude, on est loin de trai-
ter des proble`mes non-line´aires comme celui qui est au coeur de ce travail (e´quations de
Navier-Stokes). Par conse´quent, des phe´nome`nes tel que le repliement ne peuvent eˆtre
conside´re´s. Cependant, la stabilite´ line´aire est une condition ne´cessaire pour les proble`mes
non-line´aires [43]. De plus, cette e´tude va nous donner des informations sur le compor-
tement du sche´ma de Gear. Nous conside´rons ainsi, dans un premier temps, l’e´quation
d’advection line´aire suivante unidimensionnelle :
∂tu+ a∂xu = 0 avec a ∈ IR+ et (x, t) ∈ IR× IR+
On applique le sche´ma de Gear en conjonction avec une discre´tisation spatiale centre´e
d’ordre deux et donc non-dissipative a` cette e´quation :
3un+1i − 4uni + un−1i
2∆t
+ a
un+1i+1 − un+1i−1
2∆x
= 0, i ∈ ZZ
La me´thode de von Neumann est base´e sur la transforme´e de Fourier. On pose donc :
uni = uˆ
neJik∆x
ou` uˆn est l’amplitude, J =
√−1 et k∆x l’angle de phase associe´ au nombre d’onde k, le
sche´ma peut s’e´crire sous la forme :
3
2
uˆn+1 − 2uˆn + 1
2
uˆn−1 +
σ
2
uˆn+1
(
eJk∆x − e−Jk∆x
)
= 0
avec σ = a∆t∆x le nombre CFL lie´ a` la convection. En introduisant le facteur d’amplification
h = uˆ
n+1
uˆn =
uˆn
uˆn−1
, on a tout de suite le polynoˆme du second degre´ :(
3 + 2Jσ sin(k∆x)
)
h2 − 4h+ 1 = 0
On montre que ce polynoˆme a deux racines complexes de la forme :
h± =
4± δ
2
(
3 + 2Jσ sin(k∆x)
) avec δ = α− J 4σ sin(k∆x)
α
ou` α =
√
2 + 2ζ et ζ =
√
1 + 4σ2 sin2(k∆x) Ces deux racines correspondent a` la racine
physique et a` un mode parasite. La racine physique ve´rifie la relation |h(k = 0)| = 1
qui concorde avec la consistance du sche´ma. Ainsi, on montre aise´ment que h = h+. Par
conse´quent, on a :
|h|2 =
(
4 + α
)2
+ 16σ
2 sin2(k∆x)
α2
4
(
9 + 4σ2 sin2(k∆x)
)
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Fig. 3.4: Facteur d’amplification |h| du sche´ma de Gear pour diffe´rents nombres CFL
La norme du facteur d’amplification est repre´sente´e sur la figure (3.4). On retrouve les
re´sultats de Weber [139] : l’amortissement des moyennes fre´quences augmente avec le
nombre CFL. Pour de grands pas de temps, le sche´ma de Gear est donc dissipatif meˆme si
la discre´tisation spatiale ne l’est pas. Ce comportement est de´montre´ pour le cadre d’une
e´quation d’advection line´aire scalaire.
Regardons maintenant son comportement sur une e´quation line´aire scalaire de convection-
diffusion :
∂tu+ a∂xu = ν∂
2
x2u avec (a, ν) ∈ IR+ × IR+
En appliquant le sche´ma de Gear en conjonction avec des sche´mas centre´s pour approximer
les de´rive´es spatiales, on a :
3un+1i − 4uni + un−1i
2∆t
+ a
un+1i+1 − un+1i−1
2∆x
− ν u
n+1
i+1 − 2un+1i + un+1i−1
∆x2
= 0, i ∈ ZZ
Comme pre´ce´demment, on pose uni = uˆ
neJik∆x et on cherche l’e´quation ve´rifie´e par le
facteur d’amplification h qui est :[
3− 4β
(
cos(k∆x)− 1
)
+ 2Jσ sin(k∆x)
]
h2 − 4h+ 1 = 0
avec σ = a∆t∆x et β =
ν∆t
∆x2
. Le nombre CFL ge´ne´ralise´ est : CFL = max(σ, 2β). On fait
e´galement intervenir le nombre de Reynolds de maille Re = σ/β = a∆xν .
On montre apre`s quelques calculs que :
|h|2 = (4 + α)
2 + 16σ
2 sin2(k∆x)
α2
4
(
3− 4β(cos(k∆x)− 1)
)2
+ 16σ2 sin2(k∆x)
avec α =
√
2c+ 2
√
B ou` c = 1 + 4β(cos(k∆x) − 1) et B =
(
1 + 4β(cos(k∆x) − 1)
)2
+
4σ2 sin2(k∆x).
La norme du facteur d’amplification est donne´e par la figure (3.5). Sur la figure de gauche,
l’influence du nombre de Reynolds de maille a` nombre CFL fixe´ est repre´sente´e. On voit
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ainsi que la taille du domaine des fre´quences amorties augmente en meˆme temps que le
nombre de Reynolds diminue : le caracte`re diffusif de la solution devenant pre´ponde´rant.
Sur la figure de droite, l’effet du nombre CFL a` nombre de Reynolds fixe´ sur l’amplitude
du facteur d’amplification est donne´. La` encore, le sche´ma de Gear a un comportement
k∆x
|h|
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Fig. 3.5: Facteur d’amplification |h| du sche´ma de Gear : pour diffe´rents Re a` CFL=4 (gauche)
pour diffe´rents CFL a` Re = 100 (droit)
dissipatif lorsque de grands pas de temps sont utilise´s. Pour les applications vise´es, le
nombre de Reynolds de maille est de l’ordre de 100-1000.
Concernant les e´quations de Navier-Stokes tridimensionnelles, il est difficile de faire une
e´tude similaire a` celle qui vient d’eˆtre pre´sente´e. Cependant, le comportement dissipatif
de ce sche´ma a e´te´ e´galement observe´ pour des calculs de type Navier-Stokes. En effet,
Arad et Martinelli [6] observent sur le calcul SGE d’une couche limite sur une plaque plane
que le sche´ma de Gear posse`de de fortes proprie´te´s d’amortissement sur le champ moyen.
Malgre´ cet effet inde´sirable, il reste un sche´ma populaire pour la simulation instationnaire
d’e´coulements turbulents.
Me´thode de Newton approche´e
Il apparaˆıt que, dans l’e´quation (3.14), on a un proble`me non line´aire a` re´soudre a` chaque
ite´ration en temps de la forme :
F(Un+1) = 0 (3.17)
Avec pour le sche´ma de Gear, en omettant les indices ijk :
F(U) = 3U − 4U
n + Un−1
2
+
∆t
|Ω|R(U)
Pour re´soudre ce proble`me non-line´aire, une me´thode de Newton-Raphson est utilise´e comme
pour les calculs SND [103, 102, 78] et SGE [140, 110, 109] :
∂UF
(
U (l)
)
∆U (l) = −F (U (l))
U (l+1) = U (l) + ∆U (l)
(3.18)
Lorsque le processus de Newton converge, on a ∆U (l) = 0 et donc, U (l) = U (l+1) = Un+1.
Comme cela a de´ja` e´te´ dit, deux boucles sont imbrique´es l’une dans l’autre : une boucle “externe”
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permettant l’avancement en temps de la solution nume´rique et une boucle “interne” permettant
la convergence de la suite
(
U (l)
)
l
vers la solution au pas de temps suivant avec la pre´cision
de´sire´es.
Ite´rer jusqu’a` la convergence comple`te a` chaque pas de temps peut s’ave´rer exorbitant en
terme de temps de calcul. Pour re´duire l’effort informatique, le choix a e´te´ de limiter le nombre
d’ite´rations internes, ainsi le syste`me n’est pas re´solu jusqu’a` la pre´cision machine, mais avec
une pre´cision raisonnable. Pour cela, le nombre d’ite´rations de Newton ne´cessaire a` l’obtention
d’un niveau de pre´cision suffisant est utilise´. Dans ce cas, il faut que l’erreur de convergence
introduite soit de l’ordre de grandeur de l’erreur de troncature du sche´ma. Pratiquement, le
nombre d’ite´rations N est fixe´, comme le font Rai et Moin [103], Rai et al. [102] et Rizzetta et
al. [110, 109] qui utilisent tous entre deux et quatre ite´rations par pas de temps. Finalement,
l’indice l varie de 0 a` N − 1. On pose :
U (0) = Un et Un+1 = U (N)
D’une part, ce nombre N affecte la pre´cision de la solution nume´rique par l’interme´diaire de la
convergence incomple`te du Newton. Il est cependant de´licat de savoir the´oriquement l’influence
de N sur l’ordre du sche´ma re´ellement utilise´. Cependant, afin d’avoir des e´le´ments de re´ponse,
une e´tude de´taille´e sur l’influence de cette convergence incomple`te est mene´e dans le chapitre
(4). Dans un premier temps, cette e´tude utilise le cadre the´orique d’analyse de stabilite´ au sens
de von Neumann pour des e´quations line´aires. Ensuite, cette e´tude est effectue´e dans un cadre
nume´rique plus applique´ sur un cas laminaire (advection de tourbillon) et sur un cas transitionnel
(couche limite sur un profil d’aile) pour les e´quations de type Navier-Stokes. D’autre part, il est
e´vident que ce nombre N dicte le temps de calcul de la simulation nume´rique. Le meilleur
compromis doit eˆtre trouve´ pour obtenir une simulation pre´cise et efficace.
Regardons, maintenant, l’expression de la Jacobienne ∂UF(U) pour le sche´ma de Gear :
∂UF(U) = 3
2
I5 +
∆t
|Ω|∂UR(U) (3.19)
avec I5 la matrice identite´ 5× 5.
La me´thode de Newton exacte n’est jamais utilise´e malgre´ sa convergence quadratique car le
calcul de la Jacobienne exacte ∂UR est trop couˆteux. Cependant la me´thode de Newton converge
si des approximations approprie´es sont utilise´es.
La matrice Jacobienne utilise´e dans (3.19) peut eˆtre de´compose´e comme une somme de trois
matrices : D repre´sentant la diagonale principale, L la partie infe´rieure et G la partie supe´rieure
de celle-ci.
Pour la cellule Ωijk, les matrices blocs sont donne´es par :
Dijk = D
T
ijk +D
C
ijk +D
ν
ijk
Lijk = L
C
ijk + L
ν
ijk
Gijk = G
C
ijk +G
ν
ijk
(3.20)
ou` l’on distingue les contributions temporelle (T ), convective (C) et visqueuse (ν). On remarque
d’apre`s (3.19) que :
DTijk =
3
2
I5 (3.21)
Nous allons maintenant montrer les diffe´rentes approximations utilise´es pour connaˆıtre les
contributions convective et visqueuse de la matrice Jacobienne de la fonction a` annuler a` chaque
ite´ration.
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Approximations utilise´es pour l’ope´rateur de convection
Par exemple pour la direction i, on note :
Ai = ∂U
(
F (Uijk).~ni|Si|
)
, Ai±1 = ∂U
(
F (Ui±1jk).~ni±1|Si±1|
)
et ceci pour toutes les directions χ (χ = i, j ou k) avec |Sχ| la moyenne arithme´tique des sur-
faces des interfaces note´es χ+ 1/2 et χ− 1/2 et ~nχ le vecteur arithme´tique moyen des vecteurs
normaux aux interfaces note´es χ+ 1/2 et χ− 1/2 oriente´s dans la direction χ.
Nous partons du de´centrement du premier ordre propose´ par Jameson et Yoon [53] de´ja`
utilise´ pour des calculs SND [78] et SGE [140] :
F
n+1
i+1/2 ≈ Fni+1/2 +A+i ∆Uijk +A−i+1∆Ui+1jk (3.22)
avec A± =
1
2
(A± rAI5) ou` rA est le rayon spectral de la matrice A et ∆U = U n+1 − Un.
Cette de´composition des flux est utilise´e pour obtenir la Jacobienne issue de l’ope´rateur de
convection et non pour le flux de convection explicite Fni+1/2, celui-ci e´tant obtenu en utilisant
le flux AUSM+(P) modifie´ pre´sente´ pre´ce´demment.
Ce qui nous donne finalement :
DCijk =
∆t
|Ωijk|
(
rAi + rAj + rAk
)
I5
LCijk = −
∆t
|Ωijk|
(
A+i−1 +A
+
j−1 +A
+
k−1
)
GCijk =
∆t
|Ωijk|
(
A−i+1 +A
−
j+1 +A
−
k+1
)
Approximations utilise´es pour l’ope´rateur de diffusion
Pour les e´coulements visqueux, la contribution des termes de diffusion est prise en compte.
Pour cela, l’extension tridimensionnelle de ce que Coakley propose dans le cas unidimensionnel
[21] est retenue. Ainsi, comme dans [140, 78], le vecteur flux de diffusion est line´arise´ de la fac¸on
suivante :
(Fν)n+1i+1/2 − (Fν)ni+1/2 ≈ δiijk (∆Ui+1jk −∆Uijk) (3.23)
le scalaire utilise´ ici est :
δχijk =
|Sχ|2
|Ωijk|max
(
4
3
(ν + νt) , γ
ν + νt
Pr
)
ijk
La de´finition de νt de´pend de l’approche retenue (SGE ou RANS).
Ce qui nous donne finalement les contributions visqueuses diagonale, infe´rieure et supe´rieure
suivantes :
Dνijk = 2
∆t
|Ωijk|
(
δiijk + δ
j
ijk + δ
k
ijk
)
Lνijk = −
∆t
|Ωijk|
(
δiijk + δ
j
ijk + δ
k
ijk
)
Gνijk = −
∆t
|Ωijk|
(
δiijk + δ
j
ijk + δ
k
ijk
)
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On remarque que le scalaire δ agit de la meˆme fac¸on que le rayon spectral des Jacobiennes
convectives, ce qui augmente la dominance diagonale du syste`me line´aire. Ceci permet de rendre
le sche´ma plus robuste et ainsi d’accroˆıtre sa stabilite´.
Re´solution du syste`me line´aire
Finalement, en de´composant la Jacobienne comme une somme de trois matrices, nous avons
a` re´soudre a` chaque ite´ration du processus de Newton le syste`me line´aire suivant :
(L+D +G) ∆U (l) = −F
(
U (l)
)
(3.24)
Ce qui s’e´crit pour la cellule Ωijk en omettant les indices (l) du processus interne par souci
de lisibilite´ :
Dijk∆Uijk +
∆t
|Ωijk|
(
A−i+1∆Ui+1jk −A+i−1∆Ui−1jk +
A−j+1∆Uij+1k −A+j−1∆Uij−1k +
A−k+1∆Uijk+1 −A+k−1∆Uijk−1
)
− ∆t|Ωijk|
(
δiijk∆Ui+1jk + δ
i
ijk∆Ui−1jk +
δjijk∆Uij+1k + δ
j
ijk∆Uij−1k +
δkijk∆Uijk+1 + δ
k
ijk∆Uijk−1
)
= −F(U)ijk
avec
Dijk =
[
3
2
+
∆t
|Ωijk|
(
rAi + rAj + rAk + 2δ
i
ijk + 2δ
j
ijk + 2δ
k
ijk
)]
I5
Pour re´soudre le syste`me (3.24), la factorisation LU-SGS (pour Lower-Upper Symmetric
Gauss-Seidel) propose´e par Jameson & Yoon [53] est utilise´e. L’avantage de celle-ci est son
faible couˆt informatique. De plus, un modeste stockage de me´moire est ne´cessaire ce qui est
particulie`rement inte´ressant lorsqu’on s’inte´resse a` des ge´ome´tries complexes. Cette technique a
d’ailleurs e´te´ utilise´e dans [140, 134]. Ainsi, le syste`me (3.24) est re´solu de la fac¸on suivante :
1 : (L+D)∆V (l) = −F (U (l)) Balayage infe´rieur
2 : D−1∆V ∗(l) = ∆V (l)
3 : (D +G)∆U (l) = ∆V ∗(l) Balayage supe´rieur
(3.25)
Nous re´solvons finalement le syste`me suivant :
(L+D)D−1(D +G)∆U (l) = −F
(
U (l)
)
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ce qui introduit une erreur en LD−1G∆U (l).
Le syste`me (3.25) est inverse´ en balayant sur les mailles des plans obliques i+ j + k =cste.
Les termes L∆V (l) et G∆U (l) deviennent alors connus et sont ajoute´s dans le terme de droite
ce qui conduit uniquement a` des inversions scalaires. Ceci est singulie`rement avantageux en
terme de temps de calcul. Une proprie´te´ importante pour le succe`s d’une telle factorisation est
la dominance diagonale du syste`me a` inverser [52].
Conditions aux limites
Au de´but de chaque re´solution de syste`me line´aire (3.25), on fixe ∆V (l) = 0 dans les cellules
fictives. Ceci correspond a` une condition de Dirichlet : l’incre´ment temporel est en effet fixe´ a`
ze´ro. Ainsi, toutes les conditions aux limites sont traite´es de fac¸on explicite, ce qui a l’avantage
d’eˆtre tre`s peu couˆteux informatiquement. Le roˆle des ite´rations du processus interne de Newton,
en plus de gommer les erreurs dues a` la line´arisation des flux et a` la factorisation approche´e, est
de supprimer celles dues au traitement explicite des conditions aux limites.
3.3.3 Remarques sur l’inte´gration temporelle implicite
Toutes les approximations utilise´es dans le processus de Newton (line´arisation des flux,
re´solution du syste`me line´aire, conditions aux limites, ...) produisant un processus stable et
convergeant peuvent eˆtre utilise´es. Elles n’affectent pas la pre´cision de la solution nume´rique,
puisque le second terme F (U (l)) est mene´ a` ze´ro avec une pre´cision raisonnable. Par contre,
elles ont une influence importante sur la vitesse de convergence du processus ite´ratif et donc sur
le taux de convergence du sche´ma.
Au vu de la me´thode d’inte´gration temporelle implicite que nous venons de pre´senter, plu-
sieurs questions fondamentales apparaissent :
– Le processus approche´ de Newton est-il convergent ?
– A` quelle pre´cision le syste`me non-line´aire doit-il eˆtre re´solu ?
– Quelle est la sensitivite´ de la pre´diction des diffe´rentes quantite´s de l’e´coulement du taux
de convergence ?
– Est-il possible de re´soudre le proble`me non-line´aire avec une pre´cision arbitraire et ceci
pour toutes les tailles de pas de temps ?
– Quelle taille peut avoir le pas de temps choisi afin de re´soudre pre´cise´ment la solution
instationnaire ?
Il est difficile, voire impossible de re´pondre pre´cise´ment a` ces questions. Cependant, pour avoir
des e´le´ments de re´ponse, nous allons effectuer dans le chapitre suivant une e´valuation de´taille´e
de cette me´thode.
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Chapitre 4
E´valuation et ame´lioration de la
me´thode implicite
4.1 Pre´ambule
L’e´valuation de la me´thode implicite pre´sente´e dans le chapitre (3) est expose´e ici dans
le contexte de calculs instationnaires d’e´coulements turbulents. Pour cela, deux cas tests de
SND/SGE compressibles sont conside´re´s :
– l’advection d’un tourbillon : cas simple bidimensionnel laminaire non visqueux peu couˆteux
en temps de calcul permettant, d’une part, l’e´valuation de plusieurs propositions pour
ame´liorer la me´thode implicite et, d’autre part, l’obtention d’un tre`s bon taux de conver-
gence du processus interne sans trop d’effort informatique,
– la couche limite transitionnelle sur un profil d’aile en forte incidence : cas plus re´aliste
pre´sente beaucoup de re´gimes d’e´coulement (laminaire, transition, turbulence pleinement
de´veloppe´e) dont la pre´diction reste un des objectifs de la SGE. Un tre`s bon taux de
convergence peut pour ce cas s’ave´rer excessivement couˆteux : un compromis doit eˆtre
trouve´ pour obtenir des simulations re´alistes a` moindre couˆt.
Cette e´valuation permet d’une part d’identifier les parame`tres pilotant la convergence du pro-
cessus de Newton, et d’autre part de comprendre le fonctionnement de cette me´thode afin de
pouvoir proposer des ame´liorations. De plus, comme nous souhaitons pouvoir traiter une appli-
cation ambitieuse, nous allons ve´rifier par la meˆme occasion si cette me´thode nume´rique permet
de retrouver nume´riquement la pre´diction de phe´nome`nes aussi complexes que la transition par
exemple. En effet, dans l’e´tude de Mary et Sagaut [83], la solution nume´rique obtenue avec cette
me´thode est compare´e, avec succe`s, avec des mesures expe´rimentales dans la zone ou` la couche
limite est pleinement turbulente. Cependant, la zone ou` la transition laminaire/turbulent s’effec-
tue, n’est pas du tout e´tudie´e. La simulation d’un tel phe´nome`ne s’ave`re discriminante pour la
me´thode nume´rique. En effet, Raverdy [105] montre que la pre´diction de la transition peut eˆtre
affecte´e par la pre´cision de la me´thode nume´rique ce qui justifie une e´tude fine de la technique
pre´sente´e sur ce type de simulation.
D’autre part, il est absolument ne´cessaire d’ame´liorer cette me´thode nume´rique pour pou-
voir re´aliser des e´tudes aussi couˆteuses que celle vise´e ici. En effet, sans perfectionnement de la
me´thode nume´rique, une telle simulation est impossible au vu des ressources informatiques ac-
tuelles. Ainsi, les diffe´rentes voies envisage´es au cours de ce travail pour l’ame´lioration ne´cessaire
de cette me´thode implicite sont e´galement expose´es dans ce chapitre. Pour bonifier celle-ci, nous
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pouvons travailler sur le sche´ma d’inte´gration temporelle proprement dit, sur les approximations
utilise´es dans la me´thode de Newton puisque nous nous limitons dans cette e´tude aux sche´mas
implicites de type Newton au vu des conclusions de Venkateswaran et Merkle [137]. Ces approxi-
mations portent sur la Jacobienne mais aussi sur la re´solution du syste`me line´aire. Comme cela
a de´ja` e´te´ dit auparavant, concernant la re´solution du proble`me line´aire, nous nous limitons a`
l’emploi de la factorisation LU-SGS au vu de sa popularite´ et du travail [148].
Les propositions effectue´es dans ce travail sont classe´es suivant deux cate´gories concernant :
– le perfectionnement de la pre´cision de la me´thode nume´rique afin de pouvoir utiliser des pas
de temps plus grands que ceux permis par la me´thode initiale pour des erreurs nume´riques
du meˆme ordre de grandeur,
– l’ame´lioration de l’efficacite´ de l’algorithme afin de re´duire son couˆt de calcul.
Dans une certaine mesure, ces deux besoins sont en opposition. En effet, ame´liorer la pre´cision
se fait en ge´ne´ral au de´triment de l’efficacite´ et inversement. Comme cela a de´ja` e´te´ mentionne´
pre´ce´demment, il est indispensable d’obtenir un bon compromis entre ces deux aspects afin de
recueillir l’e´conomie nume´rique indispensable a` la simulation re´aliste envisage´e dans ce travail.
Concernant la pre´cision de la me´thode nume´rique, au regard des erreurs induites par cette
dernie`re, trois axes de recherche ont e´te´ explore´s :
– l’augmentation de l’ordre formel du sche´ma implicite utilise´ pour les simulations,
– la re´duction de l’erreur de troncature de la discre´tisation temporelle,
– la diminution des erreurs de convergence du processus interne de Newton puisque ce sont
ces erreurs qui ont un effet sur la pre´cision temporelle de la solution nume´rique.
Ensuite, concernant l’efficacite´ de la me´thode nume´rique, deux ide´es se sont de´gage´es :
– l’acce´le´ration de la vitesse de convergence de la proce´dure de Newton,
– la re´duction du couˆt de calcul d’une ite´ration temporelle.
4.2 E´valuation de la me´thode nume´rique
La me´thode nume´rique pre´sente´e dans le chapitre pre´ce´dent (3) a e´te´ utilise´e avec un certain
succe`s pour des SGE dans diffe´rentes configurations [83, 81, 106, 62]. Certains de´sagre´ments
sont toutefois apparus. En effet, concernant, la simulation d’e´coulements de cavite´, il apparaˆıt
que les modes acoustiques transverses sont amplifie´s par l’utilisation de l’inte´gration temporelle
implicite [61]. Cependant cette amplification disparaˆıt lorsque le nombre d’ite´rations internes est
augmente´. Afin de mieux comprendre le fonctionnement de la me´thode d’inte´gration temporelle
implicite pre´sente´e pre´ce´demment et de pouvoir ainsi proposer plus facilement des ame´liorations,
cette dernie`re va eˆtre e´value´e sur deux cas test de SND/SGE compressibles : une advection lami-
naire bidimensionnelle d’un tourbillon et une couche limite transitionnelle sur un profil d’aile.
Notre volonte´ est e´galement de savoir si cette me´thode implicite est capable de reproduire cor-
rectement des phe´nome`nes complexes tels que la pre´diction de la transition laminaire/turbulent
qui est un des objectifs principaux de la SGE ou de la SND. En outre, les diffe´rents parame`tres
de convergence du processus de Newton vont eˆtre clairement identifie´s.
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4.2.1 Analyse de stabilite´ au sens de von Neumann
L’analyse de stabilite´ effectue´e lors du chapitre pre´ce´dent concerne le sche´ma de Gear. Ce-
pendant finalement, comme nous l’avons vu, ce n’est pas exactement ce sche´ma qui est utilise´.
En effet, une proce´dure de Newton approche´e est e´galement employe´e. Pour connaˆıtre les ef-
fets de ces approximations, nous avons e´tendu l’e´tude faite au chapitre pre´ce´dent au sche´ma
de Gear avec la me´thode de Newton. Pour cela, nous conside´rons l’e´quation scalaire line´aire de
convection :
∂tu+ a∂xu = 0 avec a ∈ IR+
Le sche´ma de Gear en conjonction avec une discre´tisation spatiale centre´e d’ordre deux donne :
3un+1i − 4uni + un−1i
2∆t
+ a
un+1i+1 − un+1i−1
2∆x
= 0
Pour re´soudre ce proble`me, une me´thode de Newton approche´e est utilise´e. Concernant la
line´arisation du flux de convection, nous utilisons un de´centrement d’ordre un :
fn+1i+1/2 ≈ fni+1/2 +
a+
∆x
(
un+1i − uni
)
+
a−
∆x
(
un+1i+1 − uni−1
)
avec a± = (a± |a|)/2. Comme a est positif, on a :
fn+1i+1/2 ≈ fni+1/2 +
a
∆x
(
un+1i − uni
)
avec fni+1/2 = a
uni+1−u
n
i−1
2∆x . Finalement, on obtient pour 0 ≤ l ≤ N − 1 :
[ 3
2∆t
+
a
∆x
] (
u
(l+1)
i − u(l)i
)
− a
∆x
(
u
(l+1)
i−1 − u(l)i−1
)
= −3u
(l)
i − 4uni + un−1i
2∆t
− au
(l)
i+1 − u(l)i−1
2∆x
avec u(0) = un et u(N) = un+1. On remarque que l’ope´rateur implicite est triangulaire infe´rieur.
Par conse´quent, la factorisation LU-SGS revient a` effectuer une re´solution exacte du syste`me
line´aire. Ainsi, pour cette e´quation de convection, les effets de la re´solution approche´e sont
transparents. Comme pre´ce´demment, on pose uni = uˆ
neJki∆x. De plus, on pose u
(l)
i = uˆ
(l)eJki∆x
avec uˆ(0) = uˆn et uˆ(N) = uˆn+1. On a donc :[3
2
+ σ(1− cos(k∆x)) + Jσ sin(k∆x)
] (
uˆ(l+1) − uˆ(l)
)
= −
[3
2
+ Jσ sin(k∆x)
]
uˆ(l) + 2uˆn − 1
2
uˆn−1
avec σ = a∆t∆x . On va maintenant conside´rer le facteur d’amplification d’une ite´ration du Newton :
g(l) = uˆ(l+1)/uˆ(l). On remarque que :
h =
uˆn+1
uˆn
=
uˆ(N)
uˆ(0)
=
N−1∏
l=0
g(l)
On a donc :[3
2
+ σ(1− cos(k∆x)) + Jσ sin(k∆x)
]
g(l) = σ(1 − cos(k∆x)) +
(
2− uˆ
n−1
2uˆn
)
uˆn
uˆ(l)
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Tout d’abord, on a 1/h = uˆn−1/uˆn. Ensuite, par simplicite´ pour la suite, on pose α = 32 +σ(1−
cos(k∆x)) + Jσ sin(k∆x), τ = σ(1 − cos(k∆x)) et γ = 2− 12h . Par ailleurs, on remarque que :
uˆn
uˆ(0)
= 1 et ∀l ≥ 1 uˆ
n
uˆ(l)
=
1
l−1∏
k=0
g(k)
On montre par re´currence que ∀l ≥ 0 :
l∏
k=0
g(k) =
( τ
α
)l+1
+
γ
α
l∑
j=0
( τ
α
)j
Donc en particulier pour l = N − 1 :
h =
( τ
α
)N
+
γ
α
N−1∑
j=0
( τ
α
)j
En remplac¸ant γ par sa valeur, on obtient finalement le polynoˆme d’ordre deux suivant :
2h2 − 2
[ ( τ
α
)N
+
2
α
N−1∑
j=0
( τ
α
)j ]
h+
1
a
N−1∑
j=0
( τ
α
)j
= 0
qui posse`de deux racines. La` encore, la racine correcte ve´rifie |h(k = 0)| = 1 pour assurer la
consistance du sche´ma. La norme du facteur d’amplification et l’erreur de phase du sche´ma
sont donne´es sur la figure (4.1). Ainsi, on e´value sur ces deux variables l’influence du taux de
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Fig. 4.1: Effet du taux de convergence du processus interne sur la norme du facteur d’amplifi-
cation |h| (gauche) et sur l’erreur de phase relative (droit) a` CFL=4
convergence par rapport au sche´ma de Gear exact que l’on a de´ja` e´tudie´. On remarque d’une
part que lorsque beaucoup d’ite´rations internes sont utilise´es, on retombe sur les caracte´ristiques
du sche´ma de Gear, ce qui signifie que le processus de Newton a converge´. D’autre part, il
semble qu’un faible taux de convergence permet d’amoindrir l’effet de dissipation intrinse`que au
sche´ma de Gear. En effet, avec N = 2 ou N = 4, les moyennes fre´quences sont clairement moins
atte´nue´es. Par contre, on voit que l’erreur de phase relative est plus importante. Cependant, il
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est montre´ que lorsque peu d’ite´rations sont utilise´es, il y a un bon accord avec le sche´ma de Gear
pour les faibles nombres d’ondes. Augmenter N revient a` agrandir le domaine de concordance
entre les deux sche´mas : ce sont les plus grands nombres d’onde qui ne´cessitent un fort taux
de convergence. Or, au vu de l’ordre deux du sche´ma spatiale, ces grands nombres d’ondes sont
alte´re´s par celui-ci (cf. figure (4.2)). Ainsi, une convergence comple`te du processus de Newton
k∆x
k’ ∆
x
0.5 1 1.5 2 2.5 3
0.5
1
1.5
2
2.5
3 exact
ordre 2
Fig. 4.2: Comparaison entre le nombre d’onde exacte k et le nombre d’onde modifie´ obtenu avec
le sche´ma d’ordre deux k
′
peut eˆtre inutile. En effet, l’ordre deux en temps, et donc la concordance avec le sche´ma de
Gear exact, ne doit concerner que les nombres d’ondes bien repre´sente´s par la discre´tisation
spatiale. Par conse´quent, lorsque peu d’ite´rations sont utilise´es, la de´croissance du re´sidu est
faible. Ceci est du a` l’erreur significative commise pour les grands nombres d’ondes au vu de la
figure (4.1). Pourtant, les nombres d’ondes vise´s sont bien repre´sente´s avec la pre´cision de´sire´e.
Par conse´quent, une solution nume´rique pre´cise peut eˆtre obtenue avec une faible de´croissance
du re´sidu. Par contre, l’effet d’anti-dissipation (pour les moyens et hauts nombres d’onde) duˆ a`
la convergence incomple`te du processus de Newton peut eˆtre ne´faste lors de l’emploi de sche´ma
non-dissipatif.
Nous allons maintenant effectuer la meˆme analyse pour l’e´quation de convection-diffusion :
∂tu+ a∂xu = ν∂
2
x2u
Le sche´ma de Gear en conjonction avec des sche´mas de discre´tisation spatiale centre´s donne :
3un+1i − 4uni + un−1i
2∆t
+ a
un+1i+1 − un+1i−1
2∆x
− ν u
n+1
i+1 − 2un+1i + un+1i−1
∆x2
= 0
Ce sche´ma a de´ja` e´te´ e´tudie´ pre´ce´demment et le sche´ma re´ellement employe´ utilise les line´arisations
suivantes : 
fn+1i+1/2 ≈ fni+1/2 +
a
∆x
(
un+1i − uni
)
fν,n+1i+1/2 ≈ fν,ni+1/2 +
ν
∆x2
(
un+1i+1 − uni+1 − un+1i + uni
)
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On a donc :
(
3
2
+ σ + 2β)
(
u
(l+1)
i − u(l)i
)
− (σ + β)
(
u
(l+1)
i−1 − u(l)i−1
)
− β
(
u
(l+1)
i+1 − u(l)i+1
)
= −3
2
u
(l)
i + 2u
n
i −
1
2
un−1i −
σ
2
(
u
(l)
i+1 − u(l)i−1
)
+β
(
u
(l)
i+1 − 2u(l)i + u(l)i−1
)
Pour de´terminer le sche´ma exactement utilise´, il reste a` e´crire la factorisation LU-SGS. Pour
cette e´quation mode`le, les erreurs de re´solution auront e´galement un effet. En utilisant les har-
moniques, on a tout de suite pour la premie`re e´tape de factorisation :
θ
(
vˆ(l+1) − vˆ(l)
)
= 2uˆn − 1
2
uˆn−1 +
(
−3
2
+ 2β(cos(k∆x)− 1)− Jσ sin(k∆x)
)
uˆ(l)
avec θ =
(
3
2
+ σ(1− cos(k∆x)) + β(2− cos(k∆x)) + J(σ + β) sin(k∆x)
)
. Concernant la deuxie`me
e´tape de la factorisation, on a :
vˆ∗(l+1) − vˆ∗(l) = (3
2
+ σ + 2β)
(
vˆ(l+1) − vˆ(l)
)
Et pour la dernie`re e´tape on a :
α
(
uˆ(l+1) − uˆ(l)
)
= vˆ∗(l+1) − vˆ∗(l)
avec α =
3
2
+ σ + β(2 − cos(k∆x)) − Jβ sin(k∆x). Par soucis de simplicite´, on pose D =
3
2 + σ + 2β
θ
. On a donc :
α
(
uˆ(l+1) − uˆ(l)
)
= D
(
2uˆn − 1
2
uˆn−1 +
(
−3
2
+ 2β(cos(k∆x)− 1)− Jσ sin(k∆x)
)
uˆ(l)
)
La` encore, le facteur d’amplification d’une ite´ration du processus interne intervient ce qui donne :
αg(l) = D
(
−3
2
+ 2β(cos(k∆x)− 1)− Jσ sin(k∆x)
)
+ α+D(2− 1
2h
)
uˆn
uˆ(l)
En posant, τ = D(− 32 + 2β(cos(k∆x)− 1)− Jσ sin(k∆x)) + α et γ = D(2− 12h), on montre de
la meˆme fac¸on que pour l’e´quation de convection que :
h =
( τ
α
)N
+
γ
α
N−1∑
j=0
( τ
α
)j
D’ou`
2h2 − 2
[ ( τ
α
)N
+
2D
α
N−1∑
j=0
( τ
α
)j ]
h+
D
a
N−1∑
j=0
( τ
α
)j
= 0
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Fig. 4.3: Effet du taux de convergence du processus interne sur la norme du facteur d’amplifi-
cation |h| a` CFL=4 (gauche) et a` CFL=8 (droit)
L’effet du taux de convergence du processus de Newton est repre´sente´ sur la figure (4.3). Les
observations sont similaires a` l’e´tude faite sur la convection pure. En effet, avec un grand nombre
d’ite´rations internes, on retrouve les caracte´ristiques du sche´ma de Gear exact. On remarque
e´galement que ce sont les hauts nombres d’onde qui ne´cessitent une forte demande nume´rique
de convergence du processus de Newton. De plus, pour un nombre d’onde donne´, lorsque le
nombre CFL augmente, le nombre d’ite´rations ne´cessaire a` la concordance entre le sche´ma de
Gear exact et le sche´ma utilise´ doit augmenter e´galement. Ceci montre que le nombre d’ite´rations
internes ne´cessaire a` l’ordre deux pour l’intervalle de nombres d’ondes bien repre´sente´s par la
discre´tisation spatiale augmente en fonction du nombre CFL. Or, l’augmentation du nombre CFL
peut eˆtre du a` :
– une augmentation du pas de temps ∆t,
– une re´duction du pas d’espace ∆x.
Pour la simulation d’e´coulements visqueux parie´tales, un raffinement de maillage est ne´cessaire
pour prendre en compte les effets visqueux. Par conse´quent, le nombre CFL peut varier dans le
domaine de calcul.
Cette e´tude mets en avant des comportements de la me´thode nume´rique qui est utilise´e dans
[83, 81, 106, 62]. Cependant, elle se limite a` des e´quations scalaires line´aires. La complexite´
des e´quations de Navier-Stokes tridimensionnelles n’est certainement pas reproduite. Trouver
de fac¸on the´orique le nombre d’ite´rations internes optimale est tre`s difficile, voire impossible.
Ceci de´pends, comme nous venons de le voir, des discre´tisations temporelle et spatiale, mais
e´galement des erreurs provenant des conditions aux limites et de la mode´lisation de la tur-
bulence. Par ailleurs, le nombre N est fortement lie´ a` l’erreur de convergence du processus
ite´ratif. Comme le font remarquer Martin et Candler [78], cette erreur de convergence doit
eˆtre choisie se´parativement d’un proble`me a` un autre. C’est pourquoi il est impe´ratif d’e´valuer
nume´riquement cette me´thode nume´rique dans un contexte plus complexe et re´aliste. C’est ce
qui est fait par la suite. On s’attend, cependant, a` ce que le comportement mis en e´vidence par
l’approche line´aire soit toujours ve´rifie´ meˆme s’il doit eˆtre perturbe´ par des effets non-line´aires.
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4.2.2 Advection laminaire 2D d’un tourbillon
Ce cas test acade´mique a e´te´ retenu afin de faciliter l’e´valuation de la me´thode implicite et
d’avoir des informations rapides sur la stabilite´ et la convergence de celle-ci. Dans un premier
temps, le cas test ainsi que le domaine de calcul utilise´ sont expose´s. Puis, l’impact de diffe´rents
parame`tres sur la convergence et les erreurs nume´riques induites par les approximations utilise´es
sont e´value´s, en particulier l’effet de la convergence incomple`te du processus interne de Newton.
Pre´sentation du cas test
Le cas test retenu est l’advection de tourbillon pre´sente´e par Hu et Shu [45]. Le champ initial
est constitue´ d’un e´coulement laminaire uniforme 2 D de´fini par :
ρ0 = 1
u0 = 1
v0 = 0
p0 = 1
(4.1)
auquel on superpose un tourbillon. On perturbe la vitesse et la quantite´ T =
p
ρ
tout en conservant
une entropie constante S =
p
ργ
:

δu =

2pi
e0.5(1−r
2)(yc − y)
δv =

2pi
e0.5(1−r
2)(x− xc)
δT = −(γ − 1)
2
8γpi2
e1−r
2
δS = 0
(4.2)
avec  = 5, r2 = (x− xc)2 + (y − yc)2 et (xc, yc) les coordonne´es du centre du tourbillon.
La solution analytique de ce proble`me est connue et elle s’exprime sous la forme :
ρ = ρ0 + δρ
u = u0 + δu
v = v0 + δv
p = p0 + δp
(4.3)
ou` δu et δv sont connus. Afin d’obtenir δρ et δp, nous re´solvons le syste`me suivant :
T0 + δT =
p0 + δp
ρ0 + δρ
S0 = 1 =
p0 + δp
(ρ0 + δρ)γ
(4.4)
Ce qui nous donne finalement ρ = 1 + (1 + δT )
1
γ−1 et p = 1 + (1 + δT )
γ
γ−1 .
La solution exacte de ce proble`me de Cauchy est la simple advection du tourbillon par le
champ initial comme cela est montre´ sur la figure (4.4).
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Fig. 4.4: Repre´sentation sche´matique de la translation laminaire du tourbillon 2D et du domaine
de calcul
Pre´sentation du domaine de calcul
Nous nous plac¸ons dans un domaine 2 D de longueur L = 20 et de largeur l = 10. Nous
prenons les pas d’espace suivants : ∆x = ∆y = 1/24. Les conditions aux limites utilise´es en x = 0,
x = 20, y = 0 et y = 10 sont des conditions de pe´riodicite´. Le pas de temps est fixe´ : ∆t = 0.1702,
ce qui correspond a` un nombre CFL maximal de l’ordre de 12. Les re´sultats obtenus avec le sche´ma
de Runge-Kutta compact d’ordre trois et avec la me´thode implicite pre´ce´demment pre´sente´e
sont compare´s. L’objectif est ici de retrouver les re´sultats explicites avec la proce´dure implicite.
Comme l’inte´reˆt de cette e´tude porte sur l’inte´gration temporelle, la re´fe´rence conside´re´e ici
en terme de pre´cision n’est pas la solution analytique. L’e´cart entre les solutions explicites et
implicites ne concernent que l’inte´gration temporelle puisque le sche´ma en espace est le meˆme.
La comparaison avec l’explicite permet ainsi de s’affranchir des erreurs spatiales. Pour ce cas
test le maillage est re´gulier, ainsi la condition de stabilite´ n’est pas discriminante. Le sche´ma
explicite est donc ici compe´titif. D’ailleurs aucune comparaison en terme de temps de calcul ne
sera donne´e puisque le sche´ma explicite est ici le plus attractif. Les comparaisons se feront en
terme de pre´cision uniquement afin de connaˆıtre les sources d’erreurs de convergence introduites
et les parame`tres qui pilotent le taux de convergence du processus de Newton. Pour cela, nous
allons regarder l’effet du taux de convergence sur la solution nume´rique, tout comme l’influence
du pas de temps ainsi que les erreurs induites par le traitement explicite des conditions aux
limites.
Effet du taux de convergence
Dans un premier temps, l’influence du nombre d’ite´rations internesN sur la solution nume´rique
est examine´e. Pour cela, nous faisons varier N a` CFL fixe´ (CFL=12). Les valeurs (xc, yc) =
(5, 5) sont choisies et le tourbillon est advecte´ vers le point (x, y) = (15, 5). Dans un pre-
mier temps, nous allons nous assurer que le processus ite´ratif utilise´ (me´thode de Newton ap-
proche´e) converge. Pour cela, nous cherchons a` ce que la norme du re´sidu du processus de
Newton (l) = −F (U (l−1)) soit constante. Un calcul a e´te´ effectue´ avec N = 320. La conver-
gence de l’e´quation de continuite´ est repre´sente´e sur la figure (4.5). Il s’agit comme dans la suite
du me´moire d’une repre´sentation de la de´croissance du re´sidu pour un pas de temps donne´. Le
comportement est pratiquement identique d’un pas de temps a` un autre. Les autres variables
conservatives ont une convergence semblable. Il est notable de voir que le logarithme de la norme
L2 du re´sidu se comporte line´airement par rapport aux nombre d’ite´rations internes. On voit un
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Fig. 4.5: Convergence comple`te du processus de Newton approche´ pour l’e´quation de continuite´
avec CFL=12
brusque changement de pente autour de 25-35 ite´rations internes. Il y a un ralentissement de
la convergence de la proce´dure de Newton. Cette vitesse de convergence est conserve´e jusqu’a`
l’obtention de la solution exacte du proble`me non-line´aire vers N = 248. En pratique, pour
des raisons e´videntes de couˆt de calcul, N est choisi dans la premie`re partie (line´aire) de la
de´croissance du re´sidu.
L’effet de la re´solution incomple`te du proble`me non-line´aire est donc maintenant e´tudie´. Afin
d’avoir une solution nume´rique de re´fe´rence en terme de pre´cision, un calcul explicite a e´te´ mene´
a` l’aide du sche´ma de Runge-Kutta compact d’ordre trois pre´sente´ pre´ce´demment. Le tableau
(4.1) pre´sente les valeurs de N utilise´es pour les diffe´rentes calculs implicites pre´sente´s par la
suite. Les solutions nume´riques obtenues avec le sche´ma explicite (CFL = 1) sont compare´es
CFL = 12
N = 6 12 20
Tab. 4.1: Valeurs de N choisies pour l’advection du tourbillon a` CFL=12
avec celles obtenues avec la me´thode implicite (CFL = 12) ou` 6, 12 et 20 ite´rations dans le
processus de Newton sont utilise´es. Ces solutions nume´riques sont repre´sente´es sur la figure
(4.6). Seules les variables ρ et ρe sont repre´sente´es car les observations de ρu et ρv me`nent
aux meˆmes conclusions. Les profils en y = 5 en fonction de la direction de l’advection sont
e´tudie´s. On voit ainsi que lorsque N est trop faible, c’est-a`-dire lorsque le processus interne de
Newton n’est pas suffisamment converge´ (le proble`me non-line´aire n’est pas bien re´solu), il y a
une diffe´rence flagrante entre les solutions nume´riques obtenues avec la me´thode implicite et la
re´fe´rence explicite. D’une part, il y a un retard sur la position du centre du tourbillon. D’autre
part, une diffe´rence d’amplitude est e´galement observe´e : elle est atte´nue´e pour la variable ρ et
augmente´e pour ρe. On voit aussi des oscillations sur la premie`re moitie´ du domaine de calcul :
[0, 10]. Les erreurs de convergence peuvent ici eˆtre interpre´te´es a` la fois comme des erreurs de
dissipation (diffe´rence d’amplitude) et de dispersion (de´phasage) nume´rique. Ce comportement
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Fig. 4.6: Effet du taux de convergence sur la pre´cision solution nume´rique : comparaison entre
calculs explicite et implicites pour les profils de densite´ (gauche) et d’e´nergie volumique (droit)
a` y = 5
a de´ja` e´te´ observe´ lors de l’analyse de stabilite´ au sens de von Neumann effectue´e pre´ce´demment.
Augmenter N revient e´videment a` diminuer ces erreurs de convergence, mais ceci est fait bien
entendu au de´triment du temps de calcul de la simulation. On voit, en effet, un meilleur accord
entre l’implicite et l’explicite lorsque 12 ite´rations sont utilise´es. D’une part, l’amplitude des
oscillations est re´duite. D’autre part, les diffe´rences de phase et d’amplitude sont elles-aussi
re´duites. Cette tendance est e´galement observe´e en utilisant 20 ite´rations dans le processus
interne. Cependant les diffe´rences entre les solutions implicites avec 12 et 20 ite´rations sont
x
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Fig. 4.7: Comparaison entre la solution donne´e par le processus de Newton comple`tement
converge´ et la solution obtenue avec 20 ite´rations internes
beaucoup moins visibles. Cela montre qu’une fois la pre´cision suffisante atteinte, il n’est plus
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ne´cessaire d’augmenter N : le gain espe´re´ en pre´cision est largement de´passe´ par le surcouˆt
de calcul. A` ce propos, il est a` noter que les solutions implicites avec N = 20 et N = 320
repre´sente´es sur la figure (4.7) sont superposables alors qu’il y a un facteur 16 de re´duction du
temps CPU entre les deux simulations implicites. Les diffe´rences sur la figure (4.7) entre les
calculs explicites et implicites sont uniquement dues au comportement du sche´ma de Gear de´ja`
mis en e´vidence dans l’analyse de von Neumann.
La convergence du processus de Newton pour l’e´quation de continuite´ est donne´e par la figure
(4.8) pour une ite´ration temporelle. La norme L2 (gauche) et la norme L∞ (droite) du re´sidu
de Newton (l) = −F (U (l−1)) sont repre´sente´es en e´chelle logarithmique . D’une part, on voit
que les trois simulations donnent la meˆme vitesse de convergence. Seul le taux de convergence
diffe`re. Pour la simulation avec N = 20, l’erreur initiale est pratiquement divise´e par 1000.
Pour N = 12, l’erreur initiale est divise´e par 50. Ceci soutient e´galement le bon accord entre
les re´sultats obtenus avec ces deux simulations et le re´sultat explicite de re´fe´rence. Les taux de
convergence sont en effet tout a` fait satisfaisants. En ce qui concerne le cas N = 6, l’erreur initiale
est seulement divise´e par 6. Ce faible taux de convergence entraˆıne une mauvaise pre´cision de la
solution nume´rique qui est effectivement bien diffe´rente de celle donne´e par la re´fe´rence explicite.
Cependant, comme cela va eˆtre montre´ par la suite, il serait re´ducteur de penser que seul le taux
de convergence influence la pre´cision de la solution nume´rique.
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Fig. 4.8: Convergence de la me´thode de Newton pour une ite´ration temporelle : de´croissance du
re´sidu du Newton pour l’e´quation de continuite´ en norme L2 (gauche) et en norme L∞ (droit)
Effet du pas de temps nume´rique
Nous allons maintenant nous inte´resser a` l’effet de la taille du pas de temps nume´rique sur la
convergence du processus interne de Newton. La figure (4.9) repre´sente les solutions nume´riques
obtenues avec la me´thode implicite avec le rapport CFL/N constant. Les solutions nume´riques
obtenues avec un processus de Newton dont l’erreur initiale a e´te´ divise´e par un facteur de 5-8
sont repre´sente´es sur la figure de gauche. On voit qu’il y a un bon accord entre celles-ci. Sur
la figure de droite, les solutions repre´sente´es sont obtenues avec un taux de convergence plus
grand que pre´ce´demment (le facteur de re´duction de l’erreur initiale est de 50-85). Ces solutions
posse`dent le meˆme comportement en dehors du coeur du tourbillon et situent sa position au
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Fig. 4.9: Sensibilite´ de la solution nume´rique au pas de temps a` convergence “fixe” du Newton
pour deux niveaux de convergence : insuffisant ||ε(N)1 ||2/||ε(1)1 ||2 ≈ 6 − 8 (gauche) et suffisant
||ε(N)1 ||2/||ε(1)1 ||2 ≈ 50− 85 (droit)
meˆme endroit. Cependant, on voit que plus le pas de temps augmente, plus l’amplitude du coeur
du tourbillon est dissipe´e. Les erreurs de convergence du processus de Newton e´tant tre`s faibles
pour ces trois simulations, la raison d’une telle action provient du comportement du sche´ma de
Gear mis en e´vidence au chapitre pre´ce´dent.
La convergence du processus de Newton pour l’e´quation de continuite´ est donne´e sur la figure
(4.10). D’une part, on remarque que la taille du pas de temps dicte la vitesse de convergence. En
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Fig. 4.10: Effet de la taille du pas de temps sur la convergence de la me´thode de Newton pour
une ite´ration temporelle
effet, plus le pas de temps est grand, plus la convergence est lente. D’autre part, la figure montre
que le niveau de convergence est du meˆme ordre de grandeur entre les trois simulations. En
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effet, pour (CFL, N) = (24, 24), l’erreur initiale est divise´e par 87. Ceci implique une tre`s bonne
convergence de la me´thode de Newton malgre´ le mauvais accord entre la solution nume´rique
obtenue et la solution explicite. Pour le cas (CFL, N) = (18, 18), l’erreur initiale est divise´e par 70.
La` encore, la taux de convergence est tout a` fait correct. Finalement, pour (CFL, N) = (12, 12),
l’erreur est divise´ par 50 et la solution nume´rique obtenue est beaucoup plus en accord avec la
re´fe´rence. Ceci est duˆ au fait, d’une part que les erreurs de convergence sont ne´gligeables par
rapport aux erreurs du sche´ma de Gear au vu du taux de convergence, et d’autre part que les
erreurs de diffusion du sche´ma de Gear sont grandes au vu des nombres CFL.
Erreurs induites par le traitement explicite des conditions aux limites
Les erreurs nume´riques induites par le traitement explicite des conditions aux limites pre´sente´
dans le chapitre (3) sont mises en e´vidence dans cette section. Pour re´aliser des calculs sur des
Fig. 4.11: Repre´sentation du maillage du domaine de calcul constitue´ d’un seul domaine (gauche)
et de deux domaines (droit)
configurations complexes, des raccords entre domaines sont ne´cessaires avec l’emploi d’un solveur
multi-blocs. Ainsi, les erreurs souligne´es ici sont donc toujours pre´sentes sur les configurations
re´alistes telles que celles des travaux de´ja` cite´s [83, 81, 106, 62]. Le domaine de calcul est donc ici
divise´ en deux parties : [0, 10] × [10, 20] comme le montre la figure (4.11). Les valeurs (xc, yc) =
(5, 5) sont conserve´es, mais le tourbillon est advecte´ cette fois-ci vers le point (x, y) = (10, 5),
ce qui correspond a` la frontie`re des deux sous-domaines. Pour mettre en e´vidence les erreurs
nume´riques induites par le traitement explicite des conditions aux limites, les calculs fait sur un
unique domaine (sans la condition aux limites a` x = 10) et sur deux domaines (avec la condition
aux limites a` x = 10) avec (CFL, N) = (12, 6) et (CFL, N) = (12, 12) sont compare´s.
Les solutions nume´riques sont repre´sente´es sur la figure (4.12). Si, a` premie`re vue, celles-ci
sont en bon accord (figure de gauche). On observe sur la figure de droite que des diffe´rences
apparaissent entre les solutions “sans” la condition aux limites et celles “avec”. Un ne´faste
changement de pente est pre´sent et il s’accompagne d’une zone ou` les solutions sont diffe´rentes
dans le voisinage de la position de la frontie`re entre les deux domaines (x = 10). De plus, cette
zone diminue lorsque N augmente. Ceci est tout a` fait naturel puisque les ite´rations internes
ont e´galement le roˆle de gommer les erreurs nume´riques introduites par ce traitement.
Le re´sidu du processus de Newton pour l’e´quation de continuite´ a e´te´ repre´sente´ pour la
simulation implicite avec N = 12 sur la figure (4.13). Il met e´galement en e´vidence les erreurs de
conditions aux limites. En effet, une grande valeur du re´sidu apparaˆıt au niveau de la condition
aux limites des deux sous-domaines. Cela engendre une convergence irre´gulie`re du processus
de Newton. Pour la dernie`re ite´ration du processus interne, les erreurs nume´riques dues a` la
condition aux limites sont grandement re´duites.
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Fig. 4.12: Effet du traitement explicite des conditions aux limites sur la pre´cision de la solution
nume´rique : profil de densite´ en fonction de la direction d’advection a` y = 5 sur la totalite´ de la
longueur du domaine de calcul (gauche) et dans la re´gion de raccord x = 10 (droit)
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Fig. 4.13: Effet du traitement explicite de la condition aux limites entre deux domaines sur le
re´sidu du processus de Newton pour l’e´quation de l’e´nergie en fonction de la direction d’advection
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Fig. 4.14: Sensibilite´ de ∇~V au traitement explicite de la condition aux limites
La figure (4.14) montre l’impact du traitement des conditions aux limites sur la divergence
du vecteur vitesse. Il apparaˆıt clairement que ce traitement a une influence marquante sur cette
variable. Par conse´quent, ce dernier engendre un bruit nume´rique. Ces perturbations peuvent
ainsi fortement influencer sur le de´clenchement de la transition laminaire/turbulent.
L’e´valuation de cette me´thode implicite se poursuit maintenant sur un cas re´aliste de calcul
de couche limite. Ainsi, l’influence des parame`tres de convergence (N,∆t) du processus interne
va eˆtre observe´e sur les fluctuations de vitesse et de pression ainsi que sur les spectres de pression.
Il est e´galement impe´ratif de savoir si cette me´thode est capable de reproduire correctement des
phe´nome`nes aussi complexes que la transition laminaire/turbulent.
4.2.3 Couche limite transitionnelle sur un profil d’aile
Pre´sentation du cas test
Le second cas test retenu est le cas d’un couplage zonal RANS/SGE d’une couche limite
transitionnelle sur un profil d’aile proche du de´crochage. Des e´tudes pre´ce´dentes ont e´te´ mene´es
sur cette configuration [140, 83, 93]. La physique de ce cas test est donc bien connue. Le nombre
de Reynolds, base´ sur la vitesse a` l’infini (u∞ = 50 m.s
−1) et sur la corde (c = 0.6 m) est de
2.1 × 106, tandis que l’angle d’attaque et le nombre de Mach de l’e´coulement libre sont fixe´s
a` 13.3◦ et 0.15. A` cause du fort gradient de pression adverse, la transition s’effectue de fac¸on
naturelle, sans forc¸age externe ou amont. La transition laminaire/turbulent se produit avec un
bulbe de se´paration laminaire a` x/c = 0.09 qui conduit a` un re´attachement turbulent de la
couche limite a` x/c = 0.12. En effet, de par la pre´sence du bulbe de se´paration, le profil de
vitesse longitudinale est inflectionel. Par conse´quent, il est fortement instable. Des structures
bidimensionnelles de type Kelvin-Helmoltz sont ainsi cre´e´es et amplifie´es lors de leur advection
vers l’aval. Cette amplification suit, dans un premier temps, la the´orie de stabilite´ line´aire.
Lorsque ces perturbations deviennent suffisamment significatives, des interactions non-line´aires
apparaissent. Ainsi, tre`s rapidement, des structures tridimensionnelles sont engendre´es. Ceci
est conforme avec le sce´nario de´crit dans [108] ou` une comparaison entre un calcul SGE et la
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Fig. 4.15: Isosurface des fluctuations de pression tire´ de [83]
the´orie de stabilite´ line´aire est effectue´e. Les isosurfaces des fluctuations de pression repre´sente´es
sur la figure (4.15) mettent en e´vidence l’apparition de structures bidimensionnelles devenant
rapidement tridimensionnelles.
Comme cela a de´ja` e´te´ mentionne´ auparavant, ce cas test est re´aliste et repre´sentatif des cas
ambitieux que l’on souhaite traiter en SGE. Il est notamment caracte´rise´ par :
– des petites mailles a` la paroi (de l’ordre de 1 a` 2 microns dans la couche limite laminaire),
– un maillage 3D curviligne (pour prendre en compte la ge´ome´trie du profil),
– une physique complexe (transition avec de´collement laminaire).
Par ailleurs, la simulation de cette configuration est tre`s restrictive pour la me´thode nume´rique
a` cause de la taille des plus petites mailles. Ceci conduit a` un pas de temps extreˆmement petit
pour les me´thodes explicites, ce qui rend ces simulations tre`s couˆteuses. De plus, Raverdy et al.
[106] ont montre´ que la pre´diction de la transition laminaire/turbulent pouvait eˆtre modifie´e par
l’inte´gration temporelle (explicite ou implicite) adopte´e pour la simulation.
Pre´sentation du domaine de calcul
Un de´tail du domaine de calcul centre´ sur le profil est pre´sente´ sur la figure (4.16). La
zone SGE (x/c ∈ [0.07; 0.2]) contient la totalite´ de la zone de transition et elle s’e´tend dans les
re´gions ou` la couche limite est laminaire et turbulente pleinement de´veloppe´e pour minimiser les
proble`mes de raccord entre les re´gions RANS et SGE. Le lecteur trouvera dans la re´fe´rence [93]
plus de de´tails concernant ce raccord. Cette zone SGE contient 6× 105 cellules : 416 × 48 × 30
dans les directions longitudinale, normale a` la paroi et transverse respectivement.
Un premier calcul explicite (avec un nombre CFL = 1.3) a e´te´ effectue´ afin d’obtenir un
re´sultat de re´fe´rence. En effet, du fait de la taille du bulbe, des mesures expe´rimentales dans
la zone de transition ne sont pas a` disposition. Ainsi, le re´sultat nume´rique obtenu avec la
me´thode explicite est conside´re´ ici comme une re´fe´rence. L’objectif est donc de retrouver les
re´sultats explicites en utilisant la me´thode implicite. En effet, des sche´mas Runge-Kutta d’ordre
trois sont couramment utilise´s pour des e´tudes acade´miques de transition en SND [3]. Un des
objectifs de cette partie est de savoir si, avec cette me´thode d’inte´gration implicite, la pre´diction
d’une transition avec de´collement est possible. L’e´valuation est base´e sur l’e´coulement moyen,
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Fig. 4.16: Repre´sentation du maillage utilise´ pour les calculs tire´ de [93]
les profils des tensions de Reynolds et les spectres de pression parie´tale a` diffe´rentes positions
longitudinales : dans les re´gions laminaire, de transition et turbulente pleinement de´veloppe´e.
La me´thode nume´rique utilise´e dans [83, 81, 106, 62] est ainsi e´value´e sur un cas re´aliste et
complexe.
Le tableau (4.2) re´sume l’exploration du plan de parame`tres (CFL, N). Le calcul effectue´
CFL = 17 CFL = 34 CFL = 68 CFL = 136
N = 4 8 12 8 16 16 32 32 64
Tab. 4.2: Parame`tres (CFL,N) pour les calculs de couche limite
avec (CFL, N)=(17,4) est semblable a` celui re´alise´ par Mary et Sagaut [83] ou` les re´sultats
nume´riques sont en tre`s bon accord avec les re´sultats expe´rimentaux dans la zone pleinement
turbulente. Le pas de temps nume´rique utilise´ pour ce calcul correspond a` ∆t = 0.25µs. Dans
un premier temps, l’influence de N est examine´e a` un nombre maximal de CFL fixe´ a` 17. Ainsi,
nous verrons l’influence du taux de convergence du processus interne de Newton sur le champ
moyen, les fluctuations de vitesses et de pression ainsi que celle du spectre de pression sur le taux
de convergence du processus interne de Newton. Nous verrons e´galement avec quelle pre´cision
le syste`me non-line´aire doit eˆtre re´solu sur ce cas pour obtenir des re´sultats en bon accord avec
ceux donne´s par le calcul explicite. Ensuite, l’effet de la taille du pas de temps nume´rique est
e´tudie´. Pour cela, les simulations sont refaites avec de plus grands pas de temps et donc de plus
grandes CFL. Nous verrons ainsi s’il est possible d’augmenter le pas de temps sans de´te´riorer
la pre´cision de la solution nume´rique. Comme cela a de´ja` e´te´ spe´cifie´ pre´ce´demment, utiliser de
grands pas de temps introduit de la dissipation nume´rique [88]. Nous verrons ainsi qu’elle en est
l’effet sur les fluctuations de vitesse et le spectre de pression.
Effet du taux de convergence
L’influence du niveau de convergence du processus de Newton sur la pre´cision de la solution
nume´rique est tout d’abord e´value´e. Ainsi, nous trouverons le nombre d’ite´rations optimal et
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donc le taux de convergence optimal pour pouvoir retrouver les re´sultats explicites concernant
les fluctuations de vitesse et le spectre de pression.
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Fig. 4.17: Sensibilite´ de la vitesse longitudinale moyenne en x/c = 0.09 (gauche), en x/c = 0.13
(centre) et en x/c = 0.17 (droit) sur le taux de convergence du processus interne
Dans un premier temps, l’e´coulement moyen longitudinal en fonction de la distance a` la
paroi est observe´. Cette observation est faite a` plusieurs positions longitudinales : x/c = 0.09
(dans la zone du de´collement laminaire), x/c = 0.13 (dans la zone du recollement turbulent) et
x/c = 0.17 (dans la re´gion ou` la turbulence est pleinement de´veloppe´e). Les solutions nume´riques
sont repre´sente´es sur la figure (4.17). Il apparaˆıt que l’e´coulement moyen semble peu sensible
au taux de convergence. En effet, les trois simulations implicites donnent des solutions en bon
accord avec la re´fe´rence explicite. On note quelques diffe´rences en x/c = 0.09 et x/c = 0.13 dans
la zone ou` la transition s’effectue entre la simulation avec N = 4 et les autres. Cependant ces
erreurs sont tout a` fait acceptables puisque le comportement est bien repre´sente´.
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Fig. 4.18: Sensibilite´ de la fluctuation de vitesse longitudinale en x/c = 0.09 (gauche), en
x/c = 0.13 (centre) et en x/c = 0.17 (droit) sur le taux de convergence du processus interne
Ensuite, nous nous inte´ressons aux fluctuations de vitesses repre´sentatives de l’instationna-
rite´ de l’e´coulement simule´. Ces variables sont mal repre´sente´es par des calculs RANS meˆme
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instationnaires. Il est donc pertinent de voir la sensibilite´ de ces grandeurs sur le taux de conver-
gence du processus interne. Des diffe´rences notables sont observe´es dans la zone du de´collement
laminaire (x/c = 0.09). Les erreurs de convergence ont ici un effet de diffusion conse´quent
puisque les pics de la variable urms obtenus avec la me´thode explicite sont tre`s atte´nue´es avec
le calcul implicite N = 4. Re´duire les erreurs de convergence revient a` re´duire cette diffusion
nume´rique. Le triple pic de urms, caracte´ristique de la pre´sence d’un bulbe de se´paration [84],
te´moigne d’une bonne pre´diction du sce´nario de la transition. Le meˆme phe´nome`ne de diffusion
nume´rique lie´ a` la convergence incomple`te du processus de Newton dans la zone du recollement
turbulent (x/c = 0.13) est observe´. Les diffe´rences entre les solutions implicites sont cependant
moins marque´es. Par contre, dans la zone ou` la turbulence est pleinement de´veloppe´e dans la
couche limite, l’accord entre les simulations explicite et implicites est tout a` fait acceptable. On
voit tout de meˆme l’effet de la dissipation ou` le second pic de urms est plus atte´nue´ avec N = 4
qu’avec N = 12. Mais les diffe´rences engendre´es restent ici ne´gligeables. Le profil de urms obtenu
a` x/c = 0.17 est analogue a` celui obtenu par Aubertine et Eaton [9] dans le cas d’une couche
limite turbulente soumise a` un gradient de pression adverse.
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Fig. 4.19: Sensibilite´ des fluctuations de vitesse longitudinale et transverse (gauche) et de pres-
sion (droit) a` y+ ≈ 30 sur le taux de convergence du processus interne
Ensuite, notre attention se porte sur l’e´volution longitudinale des fluctuations de vitesse et
de pression repre´sente´e sur la figure (4.19). Il apparaˆıt clairement que c’est dans la zone de
transition (x/c ∈ [0.09, 0.15]) que l’influence du nombre d’ite´rations internes est le plus visible.
La valeur du pic de urms de´croˆıt avec N et sa position se de´place vers l’aval. Ceci est e´galement
observe´ sur prms. Sur ces deux variables, on remarque que les erreurs de convergence ont un
effet dissipatif au vu de l’atte´nuation du pic et un effet dispersif au vu du de´placement du pic.
Le de´placement pour ces deux variables est d’ailleurs un retard. Il y a un de´calage du point
de transition. Par contre, pour wrms, le comportement est totalement oppose´. Les erreurs de
convergence ont un effet d’amplification du signal (anti-diffusion) mais impliquent e´galement un
de´placement du pic vers l’aval (avance). Par conse´quent, il semble qu’un faible taux de conver-
gence implique une plus rapide transformation des structures bidimensionnelles en structures
tridimensionnelles. Le niveau de la fluctuation longitudinale n’a donc pas le temps d’atteindre le
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niveau maximal donne´ par la re´fe´rence et de´croˆıt plus vite. Cependant, dans la zone pleinement
turbulente x/c ≥ 0.17, les comportements asymptotiques des solutions nume´riques explicite et
implicites sont similaires meˆme avec le taux de convergence le plus faible (N = 4). Cependant,
on observe que sur la variable wrms, la solution implicite avec N = 4 ne´cessite plus de temps
pour recoller avec le comportement asymptotique explicite. En fait, Mary et Sagaut [83] montrent
que cette solution a un comportement en accord avec les donne´es expe´rimentales pour x/c ≥ 0.3.
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Fig. 4.20: Sensibilite´ du spectre de pression en x/c = 0.09 (gauche) et en x/c = 0.17 (droit) sur
le taux de convergence du processus interne
Finalement, le spectre de la pression est repre´sente´ sur la figure (4.20). Les pics du spectre
de pression sont lie´s aux instabilite´s de Kelvin-Helmotz qui se de´veloppent dans le bulbe lami-
naire ou` le profil de vitesse est inflectionel. Les plus grandes valeurs des pics sont obtenues avec
l’inte´gration explicite pour x=¸0.09. Avec N = 8, ces pics sont bien retrouve´s. Par contre, avec
N = 4 tous les niveaux des pics sont atte´nue´s. La fre´quence du mode fondamentale (7 000Hz)
correspond a` environ 570 pas de temps a` CFL=17. La` encore, les erreurs de convergence ont,
semble-t-il, un effet de dissipation. De plus, le deuxie`me a` 14 000 Hz et le troisie`me a` 21 000 Hz
harmoniques sont carre´ment supprime´s. Les e´carts entre les solutions implicites avec N = 8 et
N = 4 sont lie´s au fait que la transition ne se de´roule pas de la meˆme fac¸on dans les deux simu-
lations. Du fait de la plus grande rapidite´ de la transformations des structures bidimensionnelles
en structures tridimensionnelles, le calcul avec N = 4 ne repre´sente pas correctement les inter-
actions qui se produisent. Dans la zone ou` la turbulence est pleinement de´veloppe´e (x/c = 0.17),
les diffe´rences entre les spectres sont atte´nue´es et la de´croissance pour les hautes fre´quences est
la meˆme pour les calculs explicites et implicites.
Nous allons maintenant nous inte´resser au taux de convergence du processus interne. La
norme L2 du re´sidu du Newton pour l’e´quation de la premie`re composante de la quantite´ de
mouvement est donne´e sur la figure (4.21). Comme pour le tourbillon, la vitesse de convergence
est pratiquement la meˆme pour les trois simulations, seuls les taux de convergence diffe`rent. La
norme de l’erreur initiale est divise´e par 5.9 pour N = 4, par 18.2 pour N = 8 et par 40.7 pour
le cas N = 12. On voit que l’on est tre`s loin du taux de convergence que l’on obtenait avec le
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Fig. 4.21: Convergence du processus de Newton sur l’e´quation de la premie`re composante de la
quantite´ de mouvement
tourbillon. Ceci est du a` la complexite´ du cas simule´. Cependant, on voit que l’on peut avoir des
re´sultats re´alistes avec un faible taux de convergence. Obtenir un meilleur taux de convergence
est tre`s cher au niveau du temps CPU. Les couˆts de calcul des simulations implicites sont rap-
Explicite N=4 N=8 N=12
Temps CPU (%) 100 25 50 75
Tab. 4.3: Comparaison des temps CPU des simulations explicite et implicites a` CFL=17
pele´s sur le tableau suivant (4.3). Le facteur de re´duction du temps de calcul par rapport a` la
re´fe´rence explicite est de 4 pour N = 4, 2 pour N = 8 et 3/4 pour N = 12.
En conclusion de toutes les observations mene´es ici, la valeur N = 4 qui est satisfaisante
dans [83], est ici insuffisante au vu de la sous-estimation des pics du spectre de pression dont la
pre´diction est primordiale pour les e´tudes ae´roacoustiques. Par contre, la valeur N = 8 permet de
retrouver ces pics : les positions ainsi que les valeurs sont en bon accord avec la re´fe´rence explicite.
De plus, concernant les fluctuations de vitesse et de pression, le comportement asymptotique
explicite est retrouve´ et la position du pic lie´ a` la transition est relativement en bon accord avec
la re´fe´rence.
Effet de la taille du pas de temps nume´rique
Comme cela a e´te´ dit pour le cas du tourbillon, le nombre d’ite´rations internes n’est pas
le seul e´le´ment influant sur la pre´cision de la solution nume´rique. En effet, la taille du pas de
temps nume´rique a elle aussi un impact sur la vitesse de convergence du Newton. De plus,
comme dit pre´ce´demment, utiliser de trop grands pas de temps peut alte´rer la dynamique des
e´chelles responsables de la physique de l’e´coulement que l’on veut simuler. Ainsi, il est possible
d’observer des relaminarisations parasites comme l’ont vu Choi et Moin [19] sur leur SND de
canal plan incompressible. De plus, comme un sche´ma implicite A-stable est utilise´, la taille du
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pas de temps n’est limite´e the´oriquement par aucune contrainte de stabilite´ nume´rique. Il est
naturel de vouloir savoir jusqu’a` quelle taille de pas de temps, nous pouvons aller pour re´soudre
pre´cise´ment le proble`me instationnaire. Voila`, donc les raisons qui nous poussent a` regarder
l’influence du pas de temps sur la pre´cision de la solution nume´rique.
explicite implicite implicite
CFL 1.3 17 34 68 136 17 34 68 136
N / 8 16 32 64 4 8 16 32
CFL/N) / ≈ 2 ≈ 4
temps CPU (%) 100 50 25
Tab. 4.4: Efficacite´ informatique des simulations implicites compare´es a` la re´fe´rence explicite
Nous conside´rons les couples de meˆme couˆt informatique (CFL,N)=(17, 4), (34, 8), (68, 16)
et (136, 32) par rapport aux couples deux fois plus chers informatiquement (CFL, N) = (17, 8),
(34, 16), (68, 32) et (136, 64). Le tableau (4.4) re´sume le couˆt informatique des simulations im-
plicites par rapport a` l’explicite. Par ailleurs, La fre´quence du mode fondamentale (7 000Hz)
des instabilite´s correspond a` environ 285 pas de temps a` CFL=34, 142 pas de temps a` CFL=68
et a` 71 ∆t pour CFL=136.
La figure (4.22) montre que les fluctuations rms avec (CFL, N)=(17, 4), (34, 8) et (68, 16)
sont similaires. Les pics ont la meˆme position, le meˆme niveau et les comportements asympto-
tiques sont similaires. On remarque que les fluctuations obtenues avec (CFL, N)=(136,32) sont
le´ge`rement diffe´rentes des autres. De plus, les spectres de pression dans la zone de transition et
dans la zone turbulente sont en bon accord entre les solutions implicites. Pour les fre´quences
supe´rieures a` 50 000Hz, ce qui correspond a` 10 pas de temps lorsqu’on choisit CFL=136, on
observe des diffe´rences pour le spectre dans la zone turbulente. Ceci est probablement du a` la
grande du taille du pas de temps pour CFL=136. Comme il a e´te´ vu dans le paragraphe pre´ce´dent,
les diffe´rences avec la re´fe´rence explicite sont notables du fait de la trop faible convergence du
processus interne.
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Fig. 4.22: Fluctuations de vitesse longitudinale et transverse a` y+ ≈ 30
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Fig. 4.23: Spectre de pression a` x/c = 0.09 (droit) et a` x/c = 0.17 (gauche)
La figure (4.24) montre e´galement un bon accord entre les cas (17, 8), (34, 16) et (68, 32).
Pour les fluctuations de vitesse urms et wrms a` y
+ ≈ 30, les pics ont la meˆme position et la
meˆme valeur. De plus le meˆme comportement asymptotique est obtenu en faisant croˆıtre x/c.
Par contre, les re´sultats obtenus avec (CFL, N) = (136, 64) ne sont pas en accord avec les autres.
Comme le taux de convergence est relativement proche des autres calculs implicites, ceci est duˆ a`
la trop grande taille du pas de temps. Par ailleurs, la figure (4.24) montre le spectre de pression a`
x/c = 0.09 et a` x/c = 0.09. Les valeurs des pics et les fre´quences sont assez proches non seulement
entre les solutions implicites mais aussi avec la re´fe´rence explicite. On remarque cependant que
les principaux pics obtenus avec (CFL, N)=(34, 16) et (68, 32) sont significativement plus e´troits
que ceux obtenus du calcul explicite et de la simulation avec (CFL, N)=(17, 8). Ceci montre une
perte d’information. On retrouve la de´gradation du spectre pour des fre´quences supe´rieures a`
50 000Hz avec CFL=136 qui est lie´e a` la “trop” grande taille du pas de temps.
Par conse´quent, en contraste avec les simulations de canal plan incompressible de Choi &
Moin [19], il semble que de grands pas de temps et donc de grands nombres CFL peuvent eˆtre
utilise´s sans de´te´riorer l’accord avec la simulation explicite du moment que N soit suffisamment
grand. Le nombre CFL dans l’article de Choi et Moin est base´ sur la convection (dont la vitesse
caracte´ristique est |u|+c). Dans notre e´tude, nous utilisons le nombre CFL ge´ne´ralise´ qui prend en
compte la contrainte la plus restrictive entre celle lie´e a` la convection et celle lie´e a` la diffusion.
On montre sur le cas pre´sent que que l’e´chelle de temps donne´e par la condition de stabilite´
nume´rique est tre`s restrictive par rapport a` l’e´chelle de temps physique puisque l’emploi de
grands nombres CFL ne de´te´riore pas la solution nume´rique. Ceci justifie l’emploi de sche´mas
implicites sur ce cas. Comme N doit augmenter proportionnellement par rapport au nombre
CFL, aucun gain n’est obtenu. En fait comme cela a de´ja` e´te´ observe´ par Hahn & Choi [40]
sur un jet plan dans un e´coulement laminaire incompressible, une convergence lente est obtenue
pour de plus grands nombres CFL (cf. figure (4.26)). Par conse´quent, pour obtenir une pre´cision
suffisante avec ces nombres CFL maximaux, un plus grand nombre d’ite´rations internes doit
eˆtre obtenus. La norme L2 de l’erreur initiale est divise´e par 18.2 pour (CFL, N) = (17, 8),
par 24.5 pour (CFL, N) = (34, 16), par 25.7 pour le cas (CFL, N) = (68, 32) et par 28.8 pour
(CFL, N) = (136, 64). On retrouve ainsi que le taux de convergence du processus de Newton
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Fig. 4.26: Convergence du processus de Newton sur l’e´quation de la premie`re composante de la
quantite´ de mouvement
n’est pas le seul a` influer sur la qualite´ des re´sultats implicites.
La pre´diction des statistiques dans la zone de transition montre une plus grande demande
nume´rique que celle dans la zone turbulente de´veloppe´e [83]. En fait, meˆme si le rapport CFL/N ≈
17/4 permet une re´duction du temps CPU par un facteur 4 comparativement a` la re´fe´rence
explicite. Cependant la diffe´rence entre les deux solutions nume´riques obtenues est significative.
Nous devons par conse´quence doubler le nombre d’ite´rations N , ce qui permet de diviser par 2
le temps CPU du calcul explicite sans alte´rer la qualite´ des re´sultats. De plus, les simulations
effectue´es avec des nombres CFL plus e´leve´s me`nent a` des observations similaires : il y a un tre`s
bon accord entre les solutions nume´riques si le rapport CFL/N est garde´ constant.
Maintenant que la me´thode nume´rique a e´te´ e´value´e et que l’on a montre´ que cette me´thode
implicite permettait de retrouver correctement une transition avec de´collement laminaire, il faut
se concentrer sur l’ame´lioration ne´cessaire de cette dernie`re pour pouvoir re´aliser la simulation
ambitieuse souhaite´e.
4.3 Ame´lioration de la pre´cision de la me´thode nume´rique
Deux types d’erreurs de´te´riorent la pre´cision de la proce´dure qui vient d’eˆtre e´value´e. Il
s’agit de l’erreur du sche´ma nume´rique (due aux discre´tisations spatiale et temporelle de´crites
dans le chapitre pre´ce´dent) et de l’erreur de convergence du processus ite´ratif. Concernant la
discre´tisation spatiale, le choix a e´te´ de conserver le sche´ma de Mary et Sagaut puisqu’il offre
un bon compromis entre efficacite´, pre´cision et robustesse.
Par conse´quent, la pre´cision de la me´thode nume´rique de´pend a` la fois du sche´ma d’inte´gration
temporelle retenu, mais e´galement de la re´solution du syste`me non-line´aire. Pour des raisons
d’efficacite´, le syste`me non-line´aire n’est pas re´solu jusqu’a` la pre´cision machine. Ainsi, pour
augmenter la pre´cision de la me´thode nume´rique, il est possible soit de changer le sche´ma
d’inte´gration temporelle, soit d’utiliser des techniques permettant de re´soudre de fac¸on plus
pre´cise le proble`me non-line´aire.
On s’attend a` ce que cela se fasse au de´triment de l’efficacite´ soit par une augmentation du
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stockage de la me´moire, soit par des ope´rations supple´mentaires, ce qui va se traduire par une
augmentation du temps de calcul. Il faudra ainsi toujours ve´rifier si l’efficacite´ n’est pas trop
de´grade´e par l’ame´lioration de la pre´cision.
4.3.1 Augmentation de l’ordre formel du sche´ma de discre´tisation temporelle
Afin d’ame´liorer la pre´cision, l’ide´e la plus naturelle est d’accroˆıtre l’ordre formel de la
discre´tisation temporelle. Cela se fait en modifiant le sche´ma d’inte´gration temporelle. Par
exemple, plusieurs auteurs [6, 5] ont utilise´ comme discre´tisation temporelle une approxima-
tion d’ordre trois en temps pour reme´dier au caracte`re dissipatif du sche´ma de Gear. Le sche´ma
a` une e´tape satisfaisant ces exigences est le sche´ma BDF3 (Backward Difference Formula) qui
s’e´crit sous la forme suivante :
11Un+1ijk − 18Unijk + 9Un−1ijk − 2Un−2ijk
6∆t
|Ωijk|+Rn+1ijk = 0
Ce sche´ma ne´cessite un niveau de temps en plus par rapport au sche´ma de Gear, ce qui implique
un besoin en me´moire plus important pour le stockage de ce dernier. Le temps de calcul doit a
priori eˆtre du meˆme ordre de grandeur du fait de la line´arisation de Rn+1ijk .
Analyse de l’erreur de troncature du sche´ma BDF3
En appliquant ce sche´ma a` l’e´quation mode`le (3.15) et en utilisant les de´veloppements de
Taylor de un, de un−1 et de un−2 autour du temps tn+1, on a :
dtu
n+1 = f
(
un+1
)
+
1
4
∆t3d4ttttu
n+1 +O
(
∆t4
)
(4.5)
Ceci confirme bien l’ordre trois du sche´ma en temps. D’autre part, pour l’e´quation mode`le (3.15),
l’erreur de troncature du sche´ma BDF3 est en
1
4
∆t3d4ttttu
n+1.
Mais, contrairement au sche´ma de Gear, il n’est pas A-stable ce qui signifie que pour cer-
tains sche´mas en espace et pour certains proble`mes, il peut diverger. En effet, Dahlquist [24] a
montre´ que les me´thodes nume´riques a` coefficients constants et a` plusieurs niveaux de temps
(par exemple, les sche´mas d’Euler explicite, d’Euler implicite, Gear, Crank-Nicolson, BDF3, ...)
ne pouvaient pas eˆtre A-stables si l’ordre de leur pre´cision en temps e´tait supe´rieur ou e´gal a`
trois. Ainsi, un sche´ma line´aire a` plusieurs niveaux de temps A-stable est au mieux d’ordre deux
en temps.
Re´sultats nume´riques
Le sche´ma BDF3 est maintenant e´value´ sur les deux cas tests pre´sente´s pre´ce´demment. Pour
cela, les solutions nume´riques obtenues avec les sche´mas de Gear et BDF3 sont compare´es.
Pour effectuer cette comparaison, le meˆme nombre d’ite´rations internes N est utilise´. Cette
comparaison va eˆtre repre´sentative des comportements des deux sche´mas. La re´fe´rence nume´rique
reste le calcul explicite (avec CFL = 1). Les solutions nume´riques sont repre´sente´es sur la figure
(4.27).
On voit que lorsque peu d’ite´rations sont utilise´es (N = 6) de fortes oscillations apparaissent
ce qui montre d’e´ventuels proble`mes de stabilite´. Par contre, la position du coeur du tourbillon
obtenue avec le sche´ma BDF3 est meilleure que celle donne´e par Gear. Lorsqu’on augmente le
nombre d’ite´rations N , d’une part les oscillations sont re´duites et d’autre part la position du
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Fig. 4.27: Comparaison des sche´mas de Gear et BDF3 sur l’advection de tourbillon
coeur du tourbillon devient quasiment identique a` celle donne´e par la re´fe´rence explicite. Les
diffe´rences entre Gear et BDF3 s’estompent e´galement. En revanche, meˆme lorsque beaucoup
d’ite´rations internes sont utilise´es (N = 20), bien que fortement atte´nue´es les oscillations sont
toujours pre´sentes. Ceci vient du fait de la non A-stabilite´ du sche´ma BDF3, ce qui peut donc
poser des proble`mes sur des configurations plus complexes.
A` ce sujet, le calcul avec le couple de parame`tres (CFL, N) = (17, 8) pour le second cas test
a e´te´ effectue´ avec le sche´ma BDF3. Comme cela a de´ja` e´te´ remarque´, le calcul avec ces deux
parame`tres donne avec Gear des re´sultats implicites proches des re´sultats explicites. Par contre,
avec BDF3, ce calcul diverge.
Avec le sche´ma en espace que nous utilisons, on voit apparaˆıtre des proble`mes de stabilite´ du
sche´ma BDF3. La proprie´te´ de A-stabilite´ est donc importante pour la simulation instationnaire
d’e´coulements turbulents dans cette e´tude. Cependant, avec un autre sche´ma en espace, il est
tout a` fait possible que le sche´ma BDF3 n’engendre pas de tels proble`mes de robustesse. Ainsi,
dans cette e´tude, les sche´mas conside´re´s sont a` une e´tape et A-stables. Ils sont donc au mieux
d’ordre deux en temps [24].
4.3.2 Re´duction de l’erreur de troncature de l’inte´gration temporelle
Dahlquist [24] a e´galement montre´ que le sche´ma de Crank-Nicolson avait la plus faible er-
reur de troncature de tous les sche´mas line´aires a` plusieurs niveaux de temps A-stables. Ainsi, ce
sche´ma posse`de les meˆmes proprie´te´s que le sche´ma de Gear (A-stabilite´ et pre´cision d’ordre deux
en temps) tout en ayant une erreur de troncature plus faible. A` ce propos, Marx [79] montre qu’il
est moins dissipatif et plus pre´cis que le sche´ma de Gear dans le cadre d’e´coulements instation-
naires laminaires. De plus, il a e´te´ utilise´ avec succe`s dans le contexte instationnaire turbulent
de la SND d’interaction choc/couche limite [134], de la SGE de couche limite transitionnelle sur
un profil d’aile [140] et pour la SGE d’e´coulements a` bas-mach de canal et de cylindre [71]. Le
sche´ma de Crank-Nicolson applique´ a` l’e´quation (3.8) s’e´crit sous la forme :
Un+1ijk − Unijk
∆t
|Ωijk|+ 1
2
(
Rn+1ijk +R
n
ijk
)
= 0
D’une part, ce sche´ma ne ne´cessite pas le stockage du niveau temporel n − 1 mais il exige le
stockage de Rnijk, ce qui revient exactement au meˆme en terme de me´moire. De la meˆme fac¸on,
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le couˆt de calcul de ce dernier doit eˆtre du meˆme ordre de grandeur que celui de Gear du fait
de la line´arisation de Rn+1ijk .
Analyse de l’erreur de troncature du sche´ma de Crank-Nicolson
Afin d’obtenir l’erreur de troncature de ce sche´ma, il faut se concentrer uniquement sur le
proble`me temporel. Ainsi nous l’appliquons a` l’e´quation mode`le (3.15), ce qui donne, en utilisant
le de´veloppement de Taylor de un autour du temps tn+1 :
dtu
n+1 = f
(
un+1
)
+
1
12
∆t2d3tttu
n+1 +O
(
∆t3
)
(4.6)
On voit ainsi que le sche´ma de Crank-Nicolson approche l’e´quation (3.15) a` l’ordre 2 en temps,
de plus, son erreur de troncature est en
1
12
∆t2d3tttu
n+1. Cette erreur de troncature est plus faible
que celle du sche´ma de Gear en comparant les deux e´quations (3.16) et (4.6), ce qui est en accord
avec la litte´rature [24].
Analyse de la stabilite´ au sens de von Neumann
Pour effectuer cette analyse, nous conside´rons dans un premier temps l’e´quation d’advection
line´aire suivante :
∂tu+ a∂xu = 0 avec a ∈ IR+
En appliquant le sche´ma de Crank-Nicolson avec une discre´tisation spatiale centre´e d’ordre deux,
on obtient :
un+1i − uni
∆t
+
1
2
(
a
un+1i+1 − un+1i−1
2∆x
+ a
uni+1 − uni−1
2∆x
)
= 0, i ∈ ZZ
Tout comme cela a e´te´ fait pour le sche´ma de Gear, on introduit l’harmonique uni = uˆ
neJik∆x,
ce qui nous donne :
uˆn+1 − uˆn + uˆn+1σ
4
(
eJk∆x − e−Jk∆x
)
+ uˆn
σ
4
(
eJk∆x − e−Jk∆x
)
= 0
avec σ = a∆t∆x . On obtient donc le facteur d’amplification h =
uˆn+1
uˆn suivant :
h =
2− Jσ sin(k∆x)
2 + Jσ sin(k∆x)
On remarque donc que pour tout nombre d’onde k et pour tout pas de temps, on a :
|h| = 1
Cela prouve que ce sche´ma n’est pas dissipatif contrairement au sche´ma de Gear. Les erreurs in-
troduites par ce sche´ma sont dispersives et entraˆınent donc un de´phasage du signal sans atte´nuer
son amplitude.
Nous allons maintenant effectuer la meˆme e´tude en conside´rant l’e´quation de convection-
diffusion :
∂tu+ a∂xu = ν∂
2
x2u avec (a, ν) ∈ IR+ × IR+
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En appliquant le sche´ma de Crank-Nicolson en conjonction avec des sche´ma centre´s pour ap-
proximer les de´rive´es spatiales, on a :
un+1i − uni
∆t
+
1
2
(
a
un+1i+1 − un+1i−1
2∆x
− ν u
n+1
i+1 − 2un+1i + un+1i−1
∆x2
)
+
1
2
(
a
uni+1 − uni−1
2∆x
− ν u
n
i+1 − 2uni + uni−1
∆x2
)
= 0
Avec l’utilisation de l’harmonique uni = uˆ
neJik∆x, le facteur d’amplification est :
h =
2 + 2β
(
cos(k∆x)− 1
)
− Jσ sin(k∆x)
2− 2β
(
cos(k∆x)− 1
)
+ Jσ sin(k∆x)
avec σ = a∆t/∆x et β = ν∆t/∆x2. On fait intervenir ici aussi le nombre de Reynolds de maille
Re = σ/β = a∆x/ν. On montre facilement que :
|h|2 =
[
2 + 2β
(
cos(k∆x)− 1
)]2
+ σ2 sin2(k∆x)[
2− 2β
(
cos(k∆x)− 1
)]2
+ σ2 sin2(k∆x)
La norme du facteur d’amplification est donne´e par la figure (4.28). Sur la figure de gauche,
l’influence du nombre de Reynolds de maille a` nombre CFL fixe´ est repre´sente´e. On voit ainsi
que lorsque la convection l’emporte sur la diffusion (Re ≥ 10), plus le nombre de Reynolds de
maille est grand, plus les hautes fre´quences sont atte´nue´es. Le domaine des fre´quences atte´nue´es
augmente e´galement avec Re. Par contre, lorsque la diffusion devient significative (Re = 1),
les basses et moyennes fre´quences sont fortement atte´nue´es ce qui montre un caracte`re diffusif.
Sur la figure de droite, l’effet du nombre CFL a` nombre de Reynolds fixe´ sur l’amplitude du
facteur d’amplification est donne´. Plus le nombre CFL augmente, plus les hautes fre´quences sont
atte´nue´es. Par contre les basses et moyennes fre´quences ne le sont pas. On voit la` encore le
caracte`re non-diffusif du sche´ma de Crank-Nicolson contrairement au sche´ma de Gear. Ainsi,
seules des erreurs de dispersion sont cre´e´es par ce sche´ma. Marx [79] montre que ces erreurs
peuvent eˆtre tre`s grandes lorsque le pas de temps est grand et que ceci peut de´stabiliser la
simulation.
Par ailleurs, on remarque que lorsqu’on conside`re uniquement la diffusion (a = 0 et σ = 0),
on a lim
∆t→+∞
h = −1. On obtient donc une solution nume´rique oscillante en temps pour de trop
grands pas de temps. La monotonie du sche´ma (0 ≤ h ≤ 1) n’est plus respecte´e. De plus, comme
|h| tend vers 1, les erreurs ne sont pas atte´nue´es. Cela ave`re ce que Marx [79] avait trouve´.
Cependant, le sche´ma utilise´ n’est pas le sche´ma exact de Crank-Nicolson. Nous allons donc
e´tendre l’e´tude faite au sche´ma approche´. Pour cela, l’e´quation de convection-diffusion suivante
∂tu+a∂xu = ν∂
2
x2u est conside´re´e. Comme pre´ce´demment, on utilise des discre´tisations spatiales
centre´es, une proce´dure de Newton associe´e a` des approximations concernant la Jacobienne et
a` une re´solution approche´e. En posant uni = uˆ
neJki∆x, u
(l)
i = uˆ
(l)eJki∆x avec uˆ(0) = uˆn et
uˆ(N) = uˆn+1, et en faisant intervenir le facteur d’amplification g(l) le facteur d’amplification
d’une ite´ration du processus de Newton, on obtient :
αg(l) = τ + γ
uˆn
uˆ(l)
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Fig. 4.28: Facteur d’amplification |h| du sche´ma de Crank-Nicolson : pour diffe´rents Re a` CFL=4
(gauche) pour diffe´rents CFL a` Re = 100 (droit)
avec τ = D
[
− 1 + β(cos(k∆x)− 1)− J σ2 sin(k∆x)
]
+ α, D =
1+ σ
2
+β
θ ,
θ = 1 + σ2 (1− cos(k∆x) + β2 (2− cos(k∆x) + J σ+β2 sin(k∆x),
α = 1 + σ2 +
β
2 (2− cos(k∆x)− J β2 sin(k∆x) et γ = D
[
1 + β(cos(k∆x)− 1)− J σ2 sin(k∆x)
]
.
On montre comme pre´ce´demment que :
h =
( τ
α
)N
+
γ
α
N−1∑
j=0
( τ
α
)j
L’effet de la convergence incomple`te du processus de Newton est repre´sente´ sur la figure (4.29).
Comme cela a de´ja` e´te´ vu, avec un grand nombre d’ite´rations interne, on retombe sur le sche´ma
de Crank-Nicolson exact. La` encore, ce sont les hauts nombre d’onde qui re´clament un bon
taux de convergence. Cependant, on remarque que les faibles taux de convergence ont un effet
d’anti-diffusion. Ce comportement rend instable le calcul au vu du caracte`re non-disspatif du
sche´ma de Crank-Nicolson. Ainsi, la robustesse du calcul ne´cessite une grande de´croissance du
re´sidu du Newton avec l’emploi du sche´ma de Crank-Nicolson.
Re´sultats nume´riques
Le sche´ma de Crank-Nicolson est maintenant e´value´ sur les deux cas tests de SND/SGE com-
pressibles de´ja` aborde´s auparavant. Pour cela, les solutions nume´riques obtenues avec les sche´mas
de Gear et de Crank-Nicolson (CN) seront compare´es en utilisant le meˆme nombre d’ite´rations
internes N et le meˆme pas de temps (et donc meˆme CFL). Ces solutions sont repre´sente´es sur
la figure (4.30). On remarque que lorsque 12 ite´rations sont utilise´es, la solution obtenue avec
le sche´ma de Crank-Nicolson est plus pre´cise que celle produite par le sche´ma de Gear. En
effet, il n’y a pas d’oscillations dans la premie`re moitie´ du domaine de calcul et la position
du coeur du tourbillon est en bon accord avec celle donne´e par la re´fe´rence explicite. L’am-
plitude se comporte e´galement mieux. On retrouve ici ce que Marx avait de´ja` montre´ [79] : le
sche´ma de Crank-Nicolson est moins diffusif que le sche´ma de Gear. Ce qui est tout a` fait en
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Fig. 4.30: Comparaison des sche´mas de Gear et de Crank-Nicolson sur l’advection de tourbillon
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accord avec Weber [139] qui trouve le sche´ma de Crank-Nicolson plus pre´cis pour des calculs de
de´veloppement d’ondes de Tollmien-Schlichting et de couche limite de plaque plane. Lessani et
al. [71] trouvent la meˆme chose pour un e´coulement a` bas-mach de canal turbulent.
De plus, la convergence du processus de Newton avec l’emploi de ces deux sche´mas d’inte´gration
temporelle implicite est repre´sente´e sur la figure (4.31). Le sche´ma de Crank-Nicolson permet a`
la me´thode de Newton de converger plus vite augmentant ainsi le taux de convergence lorsque
le meˆme nombre d’ite´rations internes est utilise´. Ce re´sultat est en ade´quation avec la meilleure
pre´cision de la solution obtenue avec Crank-Nicolson. Avec l’utilisation du sche´ma de Crank-
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Fig. 4.31: Convergence du processus interne avec l’emploi des sche´mas de Gear ou de Crank-
Nicolson
Nisolson, la norme L2 de l’erreur initiale est divise´e par 160 avec N = 12. Pour le sche´ma de
Gear, on a vu que ce facteur ne valait seulement que 50. Le sche´ma de Crank-Nicolson pre´sente
finalement deux avantages par rapport au sche´ma de Gear. D’une part, il n’est pas dissipatif pour
de grands pas de temps (cf analyse de von Neumann du sche´ma exact de Crank-Nicolson). Pour
s’en convaincre, nous avons effectue´ comme pour le sche´ma de Gear des calculs en augmentant
le pas de temps. Les re´sultats sont montre´s sur la figure (4.32). Il apparaˆıt clairement que les
solutions nume´riques sont en bon accord. L’amplitude du coeur du tourbillon n’est pas atte´nue´e.
Par contre, avec un grand pas de temps, la position du centre du tourbillon est modifie´e et des
oscillations apparaissent. Ceci signifie que les erreurs de dispersion augmentent avec le pas de
temps. Ceci est d’ailleurs la cause de la de´stabilisation observe´e par Marx [79]. Par contre le
caracte`re non-dissipatif du sche´ma de Crank-Nicolson est encore ave´re´. Ceci signifie que si le
processus de Newton a bien converge´ la solution nume´rique de Crank-Nicolson se comportera
mieux que celle de Gear. D’autre part, le sche´ma de Crank-Nicolson permet au processus de
Newton d’acce´le´rer sa convergence. Ces deux raisons montrent toute l’attractivite´ de ce sche´ma.
Cependant, le calcul avec le sche´ma de Crank-Nicolson ou` 6 ite´rations sont utilise´es, diverge.
Ceci est du a` l’effet d’anti-dissipation que nous avons mis en lumie`re lors de l’e´tude de von
Neumann. En effet, cette anti-diffusion n’est pas compense´e car le sche´ma de Crank-Nicolson
n’est pas diffusif. De la meˆme fac¸on, pour la couche limite transitionnelle des proble`mes de
robustesses apparaissent. En particulier, le calcul avec (CFL, N) = (17, 8) diverge. Pour obtenir
un calcul ne divergeant pas, il faut utiliser 16 ite´rations internes. Les re´sultats sont donne´s par
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Fig. 4.32: Sensibilite´ de la solution nume´rique du sche´ma de Crank-Nicolson (gauche) et du
sche´ma de Gear (droit) au pas de temps
la suite. L’e´coulement moyen est repre´sente´ sur la figure (4.33). On voit qu’il y a une forte
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Fig. 4.33: Comparaison des re´sultats obtenus avec Gear et Crank-Nicolson pour la vitesse lon-
gitudinale moyenne en x/c = 0.09 (gauche), en x/c = 0.13 (centre) et en x/c = 0.17 (droit)
influence du comportement du sche´ma de Crank-Nicolson sur l’e´coulement moyen dans la zone
du de´collement. Par contre, dans la zone du recollement et dans la zone ou` la turbulence est
pleinement de´veloppe´e, les re´sultats obtenus par Crank-Nicolson et par Gear sont semblables.
Cette tendance est e´galement confirme´e par l’observation des fluctuations de vitesse (figure
4.34). Il semble que dans la zone de transition, le sche´ma de Crank-Nicolson amplifie les trois pics
de urms. En effet, le comportement ge´ne´ral est identique a` celui obtenu par le sche´ma explicite et
par le sche´ma de Gear. Les valeurs sont cependant augmente´es. Ceci peut eˆtre lie´ au caracte`re
non-dissipatif du sche´ma de Crank-Nicolson. Par contre, plus loin sur le profil d’aile, les re´sultats
nume´riques sont en tre`s bon accord.
L’e´volution longitudinale des fluctuations de vitesse et de pression est repre´sente´e sur la figure
(4.35). Ceci corrobore tout a` fait les conclusions e´mises pre´ce´demment. A` savoir, dans la zone
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Fig. 4.34: Comparaison des re´sultats obtenus avec Gear et Crank-Nicolson pour la fluctuation
de vitesse longitudinale en x/c = 0.09 (gauche), en x/c = 0.13 (centre) et en x/c = 0.17 (droit)
de transition, pour x/c ∈ [0.09, 0.13], l’influence du sche´ma de Crank-Nicolson est notable. On
voit que cela se traduit par un de´clenchement de la transition plus toˆt. Par contre, dans la zone
ou` la transition est pleinement de´veloppe´e, les re´sultats nume´riques obtenus avec le sche´ma de
Crank-Nicolson sont en bon accord avec le sche´ma de Gear et le sche´ma explicite. Les re´sultats
x/c
m
.
s-
1
0.09 0.12 0.15 0.18
0
5
10
15
20 explicite
Gear N=4 CFL=17
Gear N=8 CFL=17
CN N=16 CFL=17
urms
wrms
x/c
Pa
0.09 0.12 0.15 0.18
0
200
400
600
800 explicite
Gear N=4 CFL=17
Gear N=8 CFL=17
CN N=16 CFL=17
Fig. 4.35: Comparaison des re´sultats obtenus avec Gear et Crank-Nicolson pour les fluctuations
de vitesse longitudinale et transverse (gauche) et de pression (droit) a` y+ ≈ 30 sur le taux de
convergence du processus interne
obtenus avec le sche´ma explicite et le sche´ma de Crank-Nicolson ont un comportement similaire.
L’erreur du sche´ma de Crank-Nicolson se traduit par une avance de phase plutoˆt que par un
amortissement des variables. On retrouve le fait que ce sche´ma induit des erreurs de dispersion
et non de dissipation comme Marx [79] le trouvait e´galement.
L’e´valuation du sche´ma de Crank-Nicolson se poursuit par l’exploitation des spectres de
pression dans la zone du de´collement et dans la zone turbulente repre´sente´s sur la figure (4.36).
Le spectre dans la zone de transition a` x/c = 0.09 obtenu par le sche´ma de Crank-Nicolson est
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tre`s diffe´rent de celui obtenu avec le sche´ma de Gear et le sche´ma explicite. En effet, les pics sont
de´place´s. Le mode fondamentale est de 7 000 Hz pour les sche´mas de Gear et de Runge-Kutta.
Pour Crank-Nicolson, il est de 6 415 Hz. Cette diffe´rence de fre´quence est certainement a` relie´e a`
la diffe´rence du profil moyen que nous avons mise en e´vidence. Le comportement ge´ne´ral donne´
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Fig. 4.36: Comparaison des re´sultats obtenus avec Gear et Crank-Nicolson pour le spectre de
pression en x/c = 0.09 (gauche) et en x/c = 0.17 (droit)
par le sche´ma explicite semble eˆtre tout de meˆme retrouve´. Dans la zone turbulente a` x/c = 0.17,
il existe toujours une diffe´rence de la fre´quence du mode fondamental 7 000 Hz pour Gear et
Runge-Kutta et 6 415 Hz pour Crank-Nicoslon. Il y a cependant un tre`s bon accord global entre
les diverses solutions nume´riques.
Comme cela a e´te´ fait pour le cas du tourbillon, nous avons e´galement compare´ le taux de
convergence des sche´mas implicites de Gear et de Crank-Nicolson sur le cas sensible de la couche
limite transitionnelle. Celui-ci est repre´sente´ sur la figure (4.37). On retrouve la` encore, le fait
que le sche´ma de Crank-Nicolson implique une plus grande vitesse de convergence que le sche´ma
de Gear.
Le sche´ma de Crank-Nicolson a des proprie´te´s inte´ressantes (bonne pre´cision, non-diffusion,
meilleure convergence du processus interne). Cependant, lorsqu’on s’inte´resse a` des cas re´alistes
ou` il est difficile d’obtenir des taux de convergence excellents, on voit apparaˆıtre des proble`mes
de robustesse. Par ailleurs, sur le cas de la couche limite transitionnelle, ce sche´ma se montre
deux fois plus cher que Gear en donnant des fre´quences diffe´rentes que celles obtenues par l’ex-
plicite (figure (4.36)). C’est pour cette raison que le sche´ma de Crank-Nicolson n’a pas e´te´ retenu
pour notre e´tude.
Les principaux re´sultats obtenus lors de la comparaison des trois sche´mas d’inte´gration tem-
porelle implicite sont donne´s dans le tableau suivant (4.5). Le sche´ma retenu jusqu’a` la fin
de l’e´tude est le sche´ma de Gear pour sa robustesse. En effet, comme nous l’avons de´ja` vu
pre´ce´demment, le type d’applications re´alistes vise´ nous pousse a` privile´gier la robustesse de
l’algorithme a` la pre´cision de la me´thode nume´rique puisque un tre`s bon taux de convergence
du processus de Newton est difficile et cher a` obtenir. De plus, le sche´ma de Gear s’ave`re moins
sensible aux erreurs de convergence par rapport aux proble`mes de pre´cision et de robustesse.
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Fig. 4.37: Convergence du processus de Newton sur l’e´quation de la premie`re composante de la
quantite´ de mouvement avec les sche´mas de Gear et de Crank-Nicolson
Gear Crank-Nicolson BDF3
Ordre en temps 2 2 3
Tourbillon (CFL, N) = (12, 6) diverge
Profil (CFL, N) = (17, 8) en accord avec l’explicite diverge diverge
Tab. 4.5: Re´sultats de robustesse des trois sche´mas d’inte´gration temporelle
Cependant, la pre´cision de la me´thode nume´rique ne provient pas uniquement du sche´ma
d’inte´gration temporelle. En effet, celle-ci de´pend e´galement de la manie`re dont est re´solu le
proble`me non line´aire qui re´sulte du sche´ma d’inte´gration temporelle. Pour des raisons d’effi-
cacite´, celui-ci n’est pas re´solu jusqu’a` la convergence comple`te du processus de Newton. Des
erreurs de convergence sont donc introduites. La partie suivante expose deux moyens de les
re´duire.
4.3.3 Minimisation des erreurs de convergence du processus interne
Re´duire les erreurs issues de la convergence incomple`te du processus interne de Newton
permet e´galement d’ame´liorer la pre´cision de la proce´dure nume´rique. Pour cela, dans un premier
temps, une initialisation plus pre´cise du processus interne ite´ratif de´ja` utilise´e dans [140] va eˆtre
teste´e. Cette dernie`re doit re´duire les erreurs commises de`s le de´but de la me´thode de Newton.
Puis une technique de correction des erreurs de convergence est e´galement e´value´e. Celle-ci a
e´galement e´te´ utilise´e dans [139, 71, 70].
Initialisation du processus interne
On se propose ici de chercher une meilleure initialisation pour la me´thode de Newton. Ceci
permettrait de minimiser l’erreur commise lors de la premie`re ite´ration et ainsi de rappro-
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cher la solution initiale du processus de Newton a` la solution du proble`me non-line´aire. Par
conse´quent, les erreurs a` corriger pour atteindre un taux de convergence suffisant sont re´duites.
Le nombre d’ite´rations internes ne´cessaire est donc diminue´. Techniquement, on recherche U (0)
plus proche de Un+1 que Un. Plusieurs extrapolations base´es sur des de´veloppements de Tay-
lor sont possibles. Regardons dans un premier temps l’extrapolation a` l’ordre un. A` partir des
de´veloppements de Taylor suivants :
Un+1 = Un + ∆tdtU
n +O(∆t2)
Un−1 = Un −∆tdtUn +O(∆t2)
on a tout de suite : 
Un+1 − Un = ∆tdtUn +O(∆t2)
Un − Un−1 = ∆tdtUn +O(∆t2)
Ce qui donne :
Un+1 − Un = Un − Un−1 +O(∆t2)
D’ou` l’initialisation suivante :
U (0) = 2Un − Un−1 (4.7)
Cette extrapolation est a` deux niveaux de temps et un seul pas de temps.
Inte´ressons nous maintenant a` l’extrapolation d’ordre deux. De la meˆme fac¸on, a` partir des
de´veloppements de Taylor suivants :
Un+1 = Un + ∆tdtU
n +
∆t2
2
d2ttU
n +O(∆t3)
Un−1 = Un −∆tdtUn + ∆t
2
2
d2ttU
n +O(∆t3)
Un−2 = Un − 2∆tdtUn + 2∆t2d2ttUn +O(∆t3)
on obtient imme´diatement :
Un+1 − Un−1 = 2∆tdtUn +O(∆t3)
3Un − 4Un−1 + Un−2 = 2∆tdtUn +O(∆t3)
Ce qui donne :
Un+1 − Un−1 = 3Un − 4Un−1 + Un−2 +O(∆t3)
D’ou` l’initialisation suivante :
U (0) = 3Un − 3Un−1 + Un−2 (4.8)
Cette extrapolation est a` trois niveaux de temps. Elle est d’ailleurs utilise´e dans [140] pour la
SGE de l’e´coulement turbulent sur un profil d’aile. Weber [139] montre sur le de´veloppement
d’ondes de Tollmien-Schlichting que cette extrapolation permet a` la fois un calcul plus pre´cis du
facteur d’amplification de ces ondes et une re´duction sensible du couˆt de calcul.
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On remarque que les initialisations (4.7) et (4.8) sont des ite´rations de Picard. Elles peuvent
donc rencontrer des proble`mes de robustesse. A` ce propos, Pe´chier [96] a observe´ qu’une ini-
tialisation plus pre´cise du processus de Newton pouvait engendrer une de´stabilisation. Cette
observation a e´te´ retrouve´e sur les calculs de l’advection du tourbillon. En effet, le calcul a di-
verge´ avant que le tourbillon arrive a` sa position finale. C’est pour cela que cette technique n’a
pas e´te´ retenue pour la suite de cette e´tude malgre´ son attractivite´.
On remarque qu’il existe une sorte d’analogie entre cette extrapolation temporelle et l’extra-
polation MUSCL [135]. En effet, ces deux techniques ont pour but de renforcer la pre´cision de la
me´thode nume´rique, mais elles posse`dent toutes les deux des effets de´stabilisant. Pour conserver
l’avantage de l’extrapolation MUSCL tout en stabilisant la me´thode nume´rique, des limiteurs
sont utilise´s. De la meˆme fac¸on, un moyen de stabiliser l’emploi de l’extrapolation temporelle est
peut-eˆtre d’utiliser des limiteurs temporels afin d’avoir des sche´mas TVD en temps. Par faute
de temps, cette voie n’a pas e´te´ plus examine´e.
Cependant, il existe une autre technique permettant la re´duction des erreurs induites par la
convergence incomple`te du processus de Newton.
Correction temporelle
La correction temporelle pre´sente´e ici a initialement e´te´ introduite par Hirt et Harlow [44].
Elle a ensuite e´te´ utilise´e par Marx [79] pour des calculs instationnaires laminaires et dans [139,
71] pour des calculs instationnaires d’e´coulements turbulents. A` ce propos, Weber montre que
cette correction temporelle permet une ame´lioration de la pre´cision de la solution. Cependant,
celle-ci s’ave`re pour lui moins efficace que l’extrapolation temporelle.
Comme nous l’avons vu auparavant, le syste`me non-line´aire (3.17) n’est pas re´solu jusqu’a` la
pre´cision machine. Supposons que l’on soit a` la date tn ou` Un et Un−1 sont connues, on cherche
ainsi a` trouver Un+1. Finalement, a` la fin du processus ite´ratif, nous obtenons :
F(Un+1) = 
ou` U
n+1
= U (N) est une valeur approche´e de Un+1 et  est un petit parame`tre de tole´rance
puisque le syste`me est re´solu avec une pre´cision suffisante. Ce qui donne lorsque le sche´ma de
Gear est utilise´ :
3U
n+1
2
+
∆t
|Ω|R(U
n+1
) = Φn + 
avec Φn =
4Un − Un−1
2
comme terme source
(4.9)
Le plus simple est de poser Un+1 = U
n+1
pour la mise a` jour, c’est d’ailleurs ce qui est fait
actuellement. Cependant, une autre proce´dure permet d’e´liminer l’erreur  due a` la convergence
incomple`te du processus interne de Newton. Cette proce´dure consiste a` calculer Ûn+1 a` partir
du calcul de U
n+1
en e´crivant l’ite´ration de Picard suivante :
3Ûn+1
2
+
∆t
|Ω|R(U
n+1
) = Φn (4.10)
On pose ensuite Un+1 = Ûn+1 pour la mise a` jour. On remarque que U
n+1 − Ûn+1 = 2
3
. Il est
donc bien naturel de conside´rer Ûn+1 comme une valeur approche´ de Un+1.
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Ainsi, pour le calcul du syste`me au temps (n+2)∆t, on cherche U n+2 en re´solvant le proble`me
non-line´aire suivant :
3Un+2
2
+
∆t
|Ω|R(U
n+2) = Φn+1 (4.11)
avec
Φn+1 =

4U
n+1 − Un
2
pour la premie`re proce´dure
4Ûn+1 − Un
2
pour la deuxie`me proce´dure
Ce qui donne en remplac¸ant U
n+1
et Ûn+1 par leurs expressions donne´es dans les e´quations
(4.9) et (4.10), respectivement :
3Un+2
2
+
∆t
|Ω|R(U
n+2) =

13Un − 4Un−1
6
+ α1 pour la premie`re proce´dure
13Un − 4Un−1
6
+ α2 pour la deuxie`me proce´dure
avec 
α1 = − 4∆t
3|Ω|R(U
n+1
) +
4
3
 pour la premie`re proce´dure
α2 = − 4∆t
3|Ω|R(U
n+1
) pour la deuxie`me proce´dure
Si l’on compare ces deux expressions avec celle exacte du sche´ma de Gear :
3Un+2
2
+
∆t
|Ω|R(U
n+2) =
13Un − 4Un−1
6
− 4∆t
3|Ω|R(U
n+1)
il est clair que ces deux proce´dures sont des approximations de ce dernier. On remarque qu’avant
la re´solution du proble`me non-line´aire (4.11), des erreurs nume´riques sont de´ja` introduites. Elles
sont issues de la re´solution du proble`me non-line´aire a` l’ite´ration pre´ce´dente (calcul de U n+1).
On peut observer qu’avec la premie`re proce´dure, deux types d’erreurs sont introduites :
 et
4∆t
3|Ω|
(
R(Un+1)−R(Un+1)
)
Par contre, avec la deuxie`me proce´dure, l’erreur de re´solution  est elle supprime´e. Cette tech-
nique de correction temporelle permet de re´duire l’accumulation d’erreurs lors de l’inte´gration
en temps, ce qui peux permettre l’emploi d’un taux de convergence moins contraignant et donc
moins d’ite´rations internes. Cependant, il est difficile de comparer les normes ||α1|| et ||α2|| et
donc de savoir si l’une des deux proce´dures est a priori plus efficace. Weber [139] montre que
l’emploi de cette correction ame´liore la pre´cision de ses re´sultats. Cependant, l’ite´ration explicite
(4.10) peut devenir instable pour de grands pas de temps [79].
Pour le cas test de l’advection du tourbillon, lorsque 12 ite´rations sont utilise´es, le calcul
ne diverge pas et la correction ame´liore la pre´cision du re´sultat comme nous pouvons le voir
sur la figure (4.38). En effet, les re´sultats nume´riques obtenus avec N = 12 et la correction
temporelle sont tout a` fait comparables avec ceux obtenus avec N = 20 sans la correction en
terme de pre´cision. Si on observe la convergence du processus de Newton sur la figure (4.39), on
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Fig. 4.39: Effet de la correction temporelle sur la convergence du Newton
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remarque que la correction temporelle n’a pratiquement aucun effet sur celle-ci. Ceci est tout a`
fait naturel puisque les approximations utilise´es dans le processus interne sont identiques pour
les deux calculs.
Par contre pour N = 6, des proble`mes de robustesse sont observe´s : le calcul diverge avant
que le tourbillon arrive a` sa position finale. Il semble, donc que la correction soit efficace unique-
ment lorsque le nombre d’ite´rations internes soit suffisant pour obtenir de bons re´sultats. C’est
e´galement ce qu’a observe´ Lessani [70] sur sa SGE de canal plan. Cependant, sur les configu-
rations complexes envisage´es dans cette e´tude, il est difficile d’obtenir une solution ayant bien
converge´. Ceci est en effet trop couˆteux en terme de temps de calcul. Comme la correction tem-
porelle posse`de des proble`mes de robustesse dans ce cas, elle n’a pas e´te´ retenue pour la suite
de l’e´tude.
4.3.4 Conclusions
Finalement, pour ame´liorer la pre´cision de la me´thode implicite, nous avons tester plusieurs
sche´mas d’inte´gration temporelle diffe´rents. Le sche´ma de Crank-Nicolson se comporte mieux que
celui de Gear, lorsque le processus interne est bien converge´. Cependant, il pre´sente toutefois
des proble`mes de robustesse pour de faible taux de convergence. Ces proble`mes font que ce
sche´ma n’est pas retenu. Deux techniques visant a` re´duire les erreurs de convergence interne ont
e´galement e´te´ essaye´es. La` encore, des effets de´stabilisant sont observe´s. Par conse´quent, elles
ne sont pas non plus retenues.
Cependant, ame´liorer la me´thode nume´rique n’implique pas seulement un perfectionnement
de sa pre´cision. En effet, augmenter son efficacite´ sans de´te´riorer sa pre´cision est e´galement une
possibilite´. C’est ce que nous avons cherche´ a` faire dans la suite de cette e´tude.
4.4 Ame´lioration de l’efficacite´ de la me´thode nume´rique
L’efficacite´ de la me´thode nume´rique de´pend du compromis a` faire entre la vitesse de conver-
gence du processus ite´ratif (efficacite´ intrinse`que) et le couˆt de calcul d’une ite´ration temporelle.
Nous avons, ainsi travaille´ sur ces deux parame`tres. Dans un premier temps, l’objectif a e´te´
d’acce´le´rer la vitesse de convergence du processus de Newton afin de ne´cessiter moins d’ite´rations
internes pour obtenir un taux de convergence suffisant. Pour cela, deux line´arisations diffe´rentes
des flux de convection ont e´te´ teste´es. La premie`re est une extension matricielle du de´centrement
“scalaire” pre´sente´ pre´ce´demment. La deuxie`me concerne la line´arisation plus pre´cise du flux
explicite utilise´. Ensuite, nous avons travaille´ sur la re´duction du couˆt de calcul d’un pas de
temps en ve´rifiant que la pre´cision n’e´tait pas de´te´riore´e par celle-ci.
4.4.1 Accroissement de l’efficacite´ intrinse`que du processus interne
Comme cela a de´ja` e´te´ mentionne´, toutes les approximations utilise´es dans le processus de
Newton produisant un processus stable et convergeant peuvent eˆtre utilise´es. Dans ce cas, afin
d’acce´le´rer la vitesse de convergence du processus ite´ratif, nous nous proposons de travailler sur
les diffe´rentes approximations qui ont e´te´ utilise´es dans le processus interne. En effet, utiliser de
meilleures approximations pour la Jacobienne permettrait de sensibles variations de la vitesse
de convergence. Par exemple, une ame´lioration de la convergence a e´te´ observe´e dans le contexte
de calcul stationnaire [139].
Nous gardons toutefois a` l’esprit que l’efficacite´ de la me´thode propose´e de´pend du compromis
entre la vitesse de convergence du processus ite´ratif (que l’on cherche ici a` augmenter) et le
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couˆt d’une ite´ration temporelle. Nous allons ici regarder de plus pre`s deux approximations des
Jacobiennes issus des flux de convection.
Approche matricielle de type Flux-Vector Splitting
L’approche propose´e par Jameson & Yoon [53] est base´e sur une de´composition de type
Flux-Vector Splitting. Nous allons conserver cette ide´e mais en utilisant les travaux de Steger &
Warming [128] ce qui signifie en reprenant l’e´quation (3.22) :
F
n+1
i+1/2 ≈ Fni+1/2 +A+i ∆Uijk +A−i+1∆Ui+1jk (4.12)
avec A± =
1
2
(A± |A|).
Comme le syste`me des e´quations d’Euler est hyperbolique, la matrice A est diagonalisable
dans IR. On peut ainsi e´crire :
A = R−1ΛR
avec Λ = diag
(
~V .~n− c, ~V .~n, ~V .~n+ c
)
|S| ou` ~V est le vecteur vitesse, ~n le vecteur normal a` la
surface conside´re´e, |S| la mesure de celle-ci et c =
√
γ
p
ρ
la vitesse du son.
La valeur propre ~V .~n est triple. La matrice R correspond aux vecteurs propres a` droite de A et
R−1 aux vecteurs propres a` gauche. On pose :
|A| = R−1|Λ|R avec |Λ| = diag
(
|~V .~n− c|, |~V .~n|, |~V .~n+ c|
)
|S|
Pour plus de de´tails, le lecteur inte´resse´ pourra se reporter a` l’annexe (B).
Ainsi, par rapport a` l’e´quation (3.22), le rayon spectral rAI5 est remplace´ par la matrice va-
leur absolue |A|. On voit ainsi que cela implique beaucoup d’ope´rations supple´mentaires : d’une
part le calcul de |A| (deux multiplications de matrices) pour chaque interface et d’autre part
l’inversion d’un syste`me matriciel 5× 5. Le calcul de la Jacobienne est grandement complexifie´,
mais on espe`re que la vitesse de convergence sera suffisamment augmente´e pour compenser cela.
En outre, on remarque que le de´centrement (4.12) est lie´ au signe des valeurs propres. Ceci
peut poser des proble`mes de stabilite´ lorsqu’on s’inte´resse a` des e´coulements tels que | ~V .~n| et c
sont du meˆme ordre de grandeur. Ainsi, les valeurs propres ~V .~n ± c peuvent changer de signe
rapidement. Ceci peut eˆtre a` l’origine d’instabilite´s nume´riques. C’est le cas lorsqu’on effectue
la simulation de l’advection du tourbillon pre´sente´e pre´ce´demment. Cependant, pour des appli-
cations subsoniques telle que la couche limite sur le profil d’aile, ces instabilite´s n’apparaissent
pas. Voila` pourquoi nous avons le´ge`rement modifie´ le tourbillon du Hu et Shu [45] afin de ne pas
avoir les instabilite´s dues au nombre de Mach. Pour ce faire, nous conservons les formules (4.1)
et (4.2) en prenant u0 = 1/10 et  = 1/2. Nous allons donc maintenant comparer l’approche
scalaire et l’approche matricielle du de´centrement de Jameson et Yoon [53] a` la fois en terme
de taux de convergence (efficacite´ intrinse`que) mais aussi en terme de couˆt de calcul (efficacite´
globale). Pour cela, nous allons nous placer pour les deux approches au meˆme pas de temps (et
donc meˆme CFL) et meˆme nombre d’ite´rations du Newton N . Nous nous plac¸ons donc toujours
a` CFL = 12.
Le re´sidu du processus Newton obtenu avec les deux approches est repre´sente´ sur la figure
(4.40) pour les premie`re et deuxie`me composantes de la quantite´ de mouvement. Il apparaˆıt
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Fig. 4.40: Comparaison du taux de convergence entre les approches scalaire et matricielle
clairement que l’efficacite´ intrinse`que de la me´thode est ame´liore´e en utilisant des approximations
“plus propres” de la Jacobienne. En effet, le taux de convergence a augmente´ avec l’utilisation
du de´centrement matriciel. Par exemple, il suffit de 3 ou 4 ite´rations avec ce dernier pour obtenir
un taux de convergence semblable a` celui atteint avec 6 ite´rations pour l’approche scalaire. Ceci
n’est pas suffisant pour conclure que cette nouvelle approximation est plus inte´ressante. Pour
cela, il faut que le couˆt d’une ite´ration temporelle reste abordable. Voila` pourquoi, nous allons
maintenant comparer en terme de couˆt de calcul ces deux approximations dans le tableau (4.6)
avec (CFL, N) = (12, 6). Il y a ainsi un facteur 2.5 entre les couˆts des deux approches. Ce
Approche scalaire Approche matricielle
Temps CPU (%) 100 249
Tab. 4.6: Couˆt informatique des deux approches scalaire et matricielle
facteur n’est pas compense´ par la re´duction du nombre d’ite´rations de Newton autorise´e par
l’augmentation du taux de convergence. Ainsi, le calcul d’une ite´ration du processus de Newton
devient beaucoup trop important avec l’approche matricielle. Par exemple, la premie`re (descente)
et la troisie`me (monte´e) e´tapes de la factorisation LU-SGS voient leurs couˆts multiplie´s par 4.
Le couˆt de la deuxie`me e´tape de la factorisation est multiplie´ par 9.
Ainsi, si l’approche matricielle de type Flux-Vector Splitting permet une augmentation sen-
sible du taux de convergence, celui-ci n’est pas suffisant pour contrebalancer le surcouˆt de calcul
d’une ite´ration. Ceci rend finalement cette approximation matricielle inefficace et elle n’est donc
pas retenue pour la suite de cette e´tude. Cependant, l’augmentation du taux de convergence
reste un point positif. Pour que l’approche matricielle soit un succe`s, il faut soit re´duire son
couˆt, soit encore augmenter le taux de convergence de celle-ci. Par la suite, nous avons cherche´
a` satisfaire le deuxie`me objectif.
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Line´arisation du sche´ma AUSM+(P) modifie´
Afin d’approcher au mieux la Jacobienne du re´sidu explicite, nous avons de´cide´ de line´ariser
le plus pre´cise´ment possible le flux convectif utilise´ dans ce dernier. Ce flux propose´ par Mary et
Sagaut [83] est base´ sur la discre´tisation AUSM+(P) mais comme nous nous inte´ressons a` des
SGE, la dissipation nume´rique a e´te´ grandement diminue´e, comme nous l’avons de´ja` vu.
Comme auparavant, nous conside´rons pour la line´arisation une version de´centre´e du flux de
convection :
Fi+1/2 = F(UL, UR)
ou` UL = Uijk et UR = Ui+1jk dans l’e´quation (3.11). Ainsi, nous avons :
F
n+1
i+1/2 ≈ Fni+1/2 +A1i+1/2∆Uijk +A2i+1/2∆Ui+1jk (4.13)
ou`
A1i+1/2 = ∂UijkFi+1/2 et A
2
i+1/2 = ∂Ui+1jkFi+1/2
Pour plus de de´tails, le lecteur inte´resse´ pourra se reporter a` l’annexe (C).
Par rapport a` l’e´quation (4.12), les matrices A+ sont remplace´es par les matrices A1 et les
matrices A− par les matrices A2. Ainsi le calcul de la Jacobienne et son inversion restent toujours
aussi one´reux que pour l’approche FVS que nous venons de pre´senter. Par contre, en line´arisant
plus pre´cise´ment le re´sidu explicite, on espe`re augmenter encore le taux de convergence de l’algo-
rithme pour pouvoir contrebalancer le surcouˆt de calcul d’une ite´ration de Newton. Cependant,
il est a` note´ que le sche´ma line´arise´, utilise´ dans l’e´quation (3.11) n’est pas TVD. Cela peut
impliquer certains de´sagre´ments. Ceci est du au fait qu’il existe un lien entre sche´ma TVD et
dominance diagonale. Avant de le montrer, nous allons faire un bref rappel sur les proprie´te´s
d’un sche´ma TVD. Pour plus de de´tails, concernant ces sche´mas, le lecteur pourra se reporter
aux travaux de LeVeque [73] et de Hirsch [43].
Rappel sur les sche´mas TVD
Par souci de simplicite´, nous allons nous inte´resser a` des sche´mas explicites a` trois points
pour des proble`mes unidirectionnels pour ces rappels. Nous pouvons utiliser plusieurs
e´critures possibles du meˆme sche´ma :
– l’e´criture sous forme explicite :
un+1i = G(u
n
i−1;u
n
i ;u
n
i+1)
– l’e´criture sous forme conservative :
un+1i = u
n
i −
∆t
∆xi
(fni+1/2 − fni−1/2)
– l’e´criture sous forme incre´mentale :
un+1i = u
n
i + Ci+1/2
(
uni+1 − uni
)−Di−1/2 (uni − uni−1)
De´finition 4.4.1 Un sche´ma nume´rique est dit
– monotone s’il est de´fini explicitement par une fonction G qui est monotone croissante
par rapport a` chacun de ses arguments.
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– pre´servant la monotonie si, quand on l’applique a` une condition initiale monotone
(i.e. u0i+1 ≥ u0i pour une condition initiale monotone croissante) , il engendre une
solution nume´rique qui a` tout pas de temps, est aussi monotone (i.e. ∀n uni+1 ≥ uni
pour une condition initiale monotone croissante).
L’inte´reˆt de cette notion provient du fait que les sche´mas pre´servant la monotonie n’en-
traˆınent pas d’oscillations au voisinage des discontinuite´s (par de´finition). De plus, les
sche´mas monotones pre´servent la monotonie. Les sche´mas monotones ont donc l’avantage
d’eˆtre tre`s robustes au voisinage des discontinuite´s, mais ils ont un inconve´nient majeur :
The´ore`me 4.4.2 Tout sche´ma monotone est d’ordre un (et est dissipatif)
La recherche de sche´mas ayant a` la fois les proprie´te´s de robustesse des sche´mas monotones
pre`s des discontinuite´s et de pre´cision des sche´mas d’ordre deux dans les zones de re´gularite´
a fait l’objet de nombreuses e´tudes dans les anne´es 70 et 80. Ces e´tudes ont d’ailleurs
conduit a` introduire la notion de sche´mas TVD (pour Total Variation Diminishing) faisant
de´croˆıtre la variation totale de la solution. Pour cela on de´finit la variation totale d’une
fonction grille :
TV (un) =
∑
i
|uni − uni−1|
De´finition 4.4.3 On dit qu’un sche´ma est TVD si pour tout n ≥ 0, on a :
TV
(
un+1
) ≤ TV (un) (4.14)
Une proprie´te´ essentielle des sche´mas TVD est e´nonce´e par la suite :
The´ore`me 4.4.4 Tout sche´ma TVD pre´serve la monotonie.
Harten [41] a de´montre´ une condition suffisante pour qu’un sche´ma soit TVD.
The´ore`me 4.4.5 On conside`re un sche´ma e´crit sous forme incre´mentale :
un+1i = u
n
i + Ci+1/2
(
uni+1 − uni
)−Di−1/2 (uni − uni−1) (4.15)
Une condition suffisante pour que ce sche´ma soit TVD est que :
∀i Ci+1/2 ≥ 0
∀i Di−1/2 ≥ 0
∀i Ci+1/2 +Di+1/2 ≤ 1
Nous allons maintenant montrer le lien existant entre sche´ma TVD et dominance diagonale.
Pour cela, nous allons nous inte´resser a` une e´quation mode`le simple : l’e´quation scalaire 1D
non-line´aire suivante :
∂tu+ ∂xf(u) = 0
On note a(u) = f
′
(u). En inte´grant cette e´quation sur la maille Ii = [xi−1/2, xi+1/2], on a la
forme semi-discre`te :
dui
dt
+
1
∆xi
(
fi+1/2 − fi−1/2
)
= 0
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avec fi+1/2 le flux nume´rique. Cette forme semi-discre`te est e´crite sous sa forme conservative.
Sous sa forme incre´mentale, on a :
dui
dt
= Ai+1/2 (ui+1 − ui)− Bi−1/2 (ui − ui−1) (4.16)
On remarque que Ai+1/2 = ∆tCi+1/2 et Bi−1/2 = ∆tDi−1/2 en comparant les e´quations (4.15) et
(4.16). En line´arisant le flux implicite et en utilisant le sche´ma d’Euler implicite, on a :
[1 + Ci+1/2 +Di−1/2]∆ui −Di−1/2∆ui−1 − Ci+1/2∆ui+1
= − ∆t
∆xi
(
fni+1/2 − fni−1/2
)
Afin de trouver la condition la plus restrictive concernant la dominance diagonale de l’ope´rateur
implicite, nous avons conside´re´ le sche´ma d’Euler implicite. En effet, il posse`de, a` la fois, la
plus faible contribution diagonale issue de l’ope´rateur d’inte´gration temporelle (1 pour Euler et
Crank-Nicolson, 3/2 pour Gear et 11/6 pour BDF3) et, le plus e´leve´ facteur multiplicatif de
la Jacobienne des flux de convection et de diffusion (1 pour Euler, Gear et BDF3 et 1/2 pour
Crank-Nicolson).
Selon Chakravarthy [18], la condition pour avoir la dominance diagonale du syste`me line´aire
e´crit pre´ce´demment est que :
∀i Ci+1/2 ≥ 0 et Di−1/2 ≥ 0
Ces deux conditions font parties des trois conditions suffisantes e´nonce´es par Harten pour avoir
un sche´ma TVD [41]. De plus, ces conditions sont exactement les conditions pour que le sche´ma
semi-discret soit TVD. On voit ainsi comment la proprie´te´ TVD du sche´ma assure la dominance
diagonale de l’ope´rateur implicite qui re´sulte de sa line´arisation. En outre, si un sche´ma n’est
pas TVD, il est tout a` fait envisageable que la line´arisation de celui-ci entraˆıne la perte de la
dominance diagonale de l’ope´rateur implicite ce qui peut eˆtre pre´judiciable pour la stabilite´
de l’algorithme au vu du besoin de la factorisation LU-SGS. A` ce propos, pour l’advection du
tourbillon, des proble`mes de robustesse discriminants sont observe´s. Pour empeˆcher cela, nous
pouvons conside´rer une autre re´solution du syste`me line´aire. Cependant, comme nous l’avons
de´ja` dit, nous nous limitons ici a` l’utilisation de la factorisation LU-SGS. Pour contourner le
proble`me, un pre´conditionnement pourrait eˆtre mis en place. Mais, par faute de temps, nous
n’avons pas cherche´ plus en avant dans cette voie.
En paralle`le, nous avons e´galement effectue´ la line´arisation du flux de Roe [112] car ce
sche´ma est TVD. Pour ne pas avoir une inconsistance entre l’ope´rateur implicite et le re´sidu
explicite, le calcul de l’advection du tourbillon a e´te´ mene´ avec le flux de Roe comme sche´ma de
discre´tisation spatiale. Dans ce cas, contrairement a` l’utilisation du sche´ma AUSM+(P) modifie´,
aucun proble`me de stabilite´ n’est observe´. Ceci nous conforte dans l’ide´e que la de´stabilisation ob-
serve´e provient bien du sche´ma AUSM+(P) modifie´ lui-meˆme. Par ailleurs, Weber [139] propose
la line´arisation d’un sche´ma centre´ pour ses calculs instationnaires. Il montre par l’interme´diaire
d’une analyse de von Neumann et d’expe´riences nume´riques que les termes de dissipation artifi-
cielle de Jameson et al. [51] d’ordre 4 doivent eˆtre ajoute´s a` l’ope´rateur implicite pour stabiliser
son algorithme.
La me´thode originelle pre´sente´e dans le chapitre pre´ce´dent (3) posse`de finalement une vitesse
de convergence relativement modeste mais elle est tre`s robuste. Sur les diffe´rentes tentatives pro-
pose´es dans cette partie, il est apparu qu’augmenter la vitesse de convergence de cette me´thode
105
entraˆınait une de´te´rioration de sa robustesse. De plus, Weber [139] a lui aussi teste´ des for-
mulations matricielles. Il trouve, dans le cas de la simulation du de´veloppement d’ondes de
Tollmien-Schlichting, que ces approches sont moins efficaces que celle (scalaire) propose´e par
Jameson et Yoon [53]. Voila` pourquoi il retient cette dernie`re pour effectuer les SGE de couche
limite sur une plaque plane et sur un profil d’aile. Finalement, les approximations originelles ont
e´te´ conserve´es dans la suite de cette e´tude. Nous allons donc maintenant chercher a` re´duire le
couˆt de calcul d’une ite´ration en temps sans de´te´riorer la pre´cision de la solution nume´rique.
4.4.2 Re´duction du couˆt informatique d’une ite´ration temporelle
Me´thode de Semi-Newton
Cette technique utilise´e dans [134] rend l’algorithme ite´ratif plus efficace puisque la Jaco-
bienne n’est calcule´e qu’une seule fois a` chaque ite´ration en temps. Ainsi, au lieu de mettre a`
jour la Jacobienne a` chaque ite´ration du processus interne comme c’est le cas dans (3.18), cette
matrice est fige´e pendant un pas de temps :
∂UF
(
U (0)
)
∆U (l) = −F (U (l))
U (l+1) = U (l) + ∆U (l)
Ceci permet de re´duire le temps de calcul des simulations effectue´es. Si la Jacobienne n’est
calcule´e qu’une seule fois par ite´ration temporelle, l’inversion du syste`me line´aire se fait toujours
a` chaque ite´rations du processus interne. Il faut remarquer que cette re´duction de´pend, d’une
part, du nombre N d’ite´rations effectue´es et, d’autre part, des approximations utilise´es pour le
calcul de la Jacobienne. En effet, plus ce calcul est complexe, plus la re´duction du temps CPU est
significative. Cependant, cette technique ne´cessite de stocker la Jacobienne, ce qui peut devenir
trop couˆteux en me´moire pour des calculs tridimensionnels comportant un tre`s grand nombre
de points.
Re´sultats nume´riques
La me´thode de Newton a e´te´ compare´e avec la me´thode de Semi-Newton pour le cas de
l’advection du tourbillon. Les solutions nume´riques sont repre´sente´es sur la figure (4.41). Cette
nouvelle approximation de la Jacobienne ne de´te´riore ni la pre´cision de la solution, ni la conver-
gence du processus ite´ratif. De plus, une re´duction du temps de calcul de 16% environ est
obtenue. On est loin du facteur de re´duction de van Buuren et al. [134] qui est de 2.5. Cette
Newton Semi-Newton
Temps CPU (%) 100 ≈ 84
Tab. 4.7: Temps CPU des deux me´thodes ite´ratives pour l’advection du tourbillon
diffe´rence doit eˆtre relie´e au fait que nous utilisons des approximations scalaires alors que van
Buuren et ses coauteurs utilisent des approximations matricielles. Malgre´ son attractivite´, cette
me´thode n’a pas e´te´ retenue pour la suite de cette e´tude au vue de son surcouˆt en me´moire.
Une autre me´thode permet de re´duire le couˆt d’une ite´ration temporelle. Elle consiste a`
adapter localement les parame`tres pilotant la convergence du processus de Newton que nous
avons identifie´s pre´ce´demment. Cette technique est pre´sente´e dans la partie suivante.
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Fig. 4.41: Comparaison des me´thodes de Newton et Semi-Newton pour l’advection de tourbillon :
sur la solution nume´rique (droite) et sur le taux de convergence du processus ite´ratif (gauche)
4.4.3 Optimisation locale par blocs de la convergence du processus interne
Motivations
Le nombre d’ite´rations internes N optimal (ne´cessaire a` un taux de convergence suffisant)
de´pend de plusieurs parame`tres comme la nature de l’e´coulement,la grille de maillage, et le
choix du pas temps physique ∆t. Ainsi, comme nous l’avons de´ja` vu, a` type d’e´coulement
donne´, ce nombre N est e´troitement lie´ au nombre CFL. De cette fac¸on, afin d’avoir un niveau
de convergence acceptable, plus le nombre CFL maximal est grand, plus le nombre N d’ite´rations
internes doit l’eˆtre. Pour une configuration re´aliste d’e´coulements, la taille des mailles couvrent
une tre`s grande gamme d’e´chelles : des tre`s petites mailles pre`s de la paroi jusqu’aux tre`s
grosses dans les zones ou` l’e´coulement est quasiment uniforme. Comme le nombre CFL local
est directement lie´ a` l’inverse de la taille de maille, N pour la totalite´ du domaine de calcul
(et donc le temps CPU de la simulation) est fixe´ par la valeur maximale du nombre CFL qui
peut ne concerner seulement que quelques mailles. Dans ce cas, il y a une sorte de proble`me de
“surre´solution” [31]. Dans la re´gion ou` le nombre CFL local est bas, le proble`me non-line´aire est
re´solu de fac¸on tre`s pre´cise. Mais cela n’a aucun effet sur la pre´cision globale qui est dicte´e par
le (plus faible) taux de convergence dans la zone ou` le nombre CFL local est e´leve´. On propose
donc, dans le but de diminuer le temps de calcul en re´duisant le proble`me de surre´solution,
d’adapter localement (par blocs) le nombre d’ite´rations N dans le processus interne. Ceci permet
e´galement d’utiliser le nombre d’ite´rations internes ne´cessaire a` l’ordre deux pour la gamme de
nombres d’ondes bien repre´sente´s par la discre´tisation spatiale. De cette fac¸on, nous pensons
pouvoir augmenter significativement l’efficacite´ de la me´thode lorsque le maillage utilise´ pour la
simulation pre´sente des tailles de mailles disparates.
Pour cela, on va, une fois encore, mettre a` contribution la nature multi-bloc du solveur, de´ja`
utilise´e pour prendre en compte des ge´ome´tries complexes avec des mailles structure´es et pour
adapter la mode´lisation de la turbulence a` l’e´coulement conside´re´ afin d’obtenir des couplages
zonales RANS/SGE (voir [93] par exemple). Ici, par contre, il s’agit d’utiliser la nature multi-bloc
du solveur pour adapter la me´thode nume´rique.
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Cette approche peut eˆtre conside´re´e comme une extension aux proble`mes instationnaires de
la me´thode du pas de temps local. Cette dernie`re permet d’acce´le´rer la convergence vers un e´tat
stationnaire. Elle consiste a` utiliser un pas de temps qui diffe`re selon la cellule de calcul. D’autres
extensions aux proble`mes instationnaires existent dans la litte´rature. Ces me´thodes permettent
a` la taille du pas de temps de varier localement. Ainsi, elles permettent a` chaque cellule de calcul
d’avancer en temps soit d’un pas de temps soit de M plus petits afin d’assurer la consistance
en temps. Ces techniques sont uniquement utilise´es en conjonction avec des sche´mas explicites.
Osher et Sanders [95] ont notamment e´te´ les premiers a` proposer une technique de pas de temps
variant spatialement pour des e´quations de conservation 1D. Re´cemment, Dawson et Kirby [27]
ont eux de´veloppe´ des me´thodes de´centre´es pour la re´solution de lois de conservation permettant
un raffinement local du pas temps couple´ avec un raffinement local du pas d’espace. Ceci permet
d’obtenir des contraintes de stabilite´ identiques d’une maille a` l’autre. Ces techniques sont base´es
sur deux e´tapes :
– une e´tape de pre´diction afin de calculer les solutions a` chaque instants interme´diaires et
final,
– une e´tape de correction pour assurer la conservation des flux entre deux cellules avancant
en temps avec un pas de temps de taille diffe´rente.
Ces techniques n’ont pas e´te´ retenues car l’emploi de sche´mas explicites ne permets pas de nous
affranchir des se´ve`res contraintes de stabilite´ mise en e´vidence pre´ce´demment. Par contre, au-
cune e´tude ne concerne l’utilisation de telles techniques avec des me´thodes implicites pre´cises
en temps. Afin d’utiliser une proce´dure de pas de temps local pour des solutions instationnaires,
la consistance temporelle doit eˆtre maintenue. Pour cela des interpolations et des extrapola-
tions doivent eˆtre utilise´es pour repre´senter les solutions aux diffe´rents instants interme´diaires.
Ceci nous a paru introduire des erreurs au niveau du traitement des conditions aux limites
entre deux domaines ou` la taille du pas de temps diffe`re. C’est pourquoi nous n’avons pas re-
tenu cette voie. Une autre technique adapte´e a` la simulation de phe´nome`ne caracte´rise´ par la
pre´sence d’e´chelles spatiales et temporelles multiple existe. Il s’agit d’une me´thode hybride expli-
cite/implicite de´veloppe´e par To`th et al. [131] dans le contexte de la magne´tohydrodynamique.
Cette technique permet e´galement d’adapter la me´thode nume´rique aux blocs de calcul. En effet,
pour un pas de temps donne´, le bloc est re´solu a` l’aide d’un sche´ma explicite lorsque la condition
de stabilite´ est respecte´. Dans le cas contraire, un sche´mas implicite est utilise´. L’inconve´nient de
cette me´thode est que plus de blocs utilisent un sche´ma d’avancement en temps explicite, plus la
me´thode globale est efficace. C’est pourquoi, afin de pouvoir utiliser une me´thode implicite dans
la totalite´ du domaine de calcul, nous nous sommes oriente´s dans une voie analogue. Ici, afin
d’assurer la consistance en temps de la simulation, le pas de temps est pris constant. Profitant
du fait que la vitesse de convergence du processus de Newton diffe`re selon le domaine, seul le
nombre d’ite´rations internes varie selon le domaine. Ainsi, un taux de convergence semblable est
obtenu dans les diffe´rents domaines conside´re´s et ceci a` moindre couˆt. En d’autres termes, la
tole´rance de convergence est du meˆme ordre de grandeur d’un domaine a` l’autre. On remarque
que cette technique ne´cessite un de´coupage et par conse´quent, les erreurs nume´riques lie´es au
traitement explicite des conditions aux limites sont pre´sentes. Voila` pourquoi une implicitation
de cette dernie`re a e´galement e´te´ propose´e.
Pre´sentation de la proce´dure
Conside´rons maintenant deux domaines adjacents note´s D1 et D2 comme dans la figure
(4.42) tels que le nombre d’ite´rations internes diffe`re de l’un a` l’autre. On note N1 et N2 le
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Domaine 1 Domaine 2
mailles réelles pour D1 et fictives pour D2
Fig. 4.42: Repre´sentations de deux domaines adjacents dont les contraintes CFL sont diffe´rentes
du fait de la diffe´rence de discre´tisation spatiale
nombre d’ite´rations utilise´ dans D1 et D2, respectivement. Ensuite le nombre CFL maximal est
note´ CFL1 et CFL2 dans D1 et D2, respectivement. On se place dans le cas ou` CFL1 ≥ CFL2 ce
qui est le cas par exemple pour le calcul de couches limites ou` le nombre CFL maximal se trouve
dans la re´gion proche de la paroi a` cause de la taille des cellules de calculs concerne´es. Ainsi,
on a N1 ≥ N2 au vu des nombres CFL maximaux dans les deux domaines. Par simplicite´, on
suppose que :
N1 = mN2 avec m ∈ IN∗
Ainsi, il est clair que toutes les m ite´rations, D1 et D2 sont re´solus tous les deux. Pour les autres
ite´rations, seul D1 est re´solu. Ainsi, pendant qu’une ite´ration interne est utilise´e pour D1, m
ite´rations internes sont utilise´es pour D2. Il y a donc une analogie entre cette adaptation locale
de N et les travaux de Dawson et Kirby [27]. En effet, ils conside`rent une me´thode explicite qui
permet au pas de temps de varier spatialement pour re´soudre des proble`mes ne´cessitant un fort
raffinement spatial local. Ainsi, leur sche´ma permet a` chaque maille de prendre soit un pas de
temps en entier soit M pas plus petits. Il y a donc des similarite´s avec ce que nous proposons,
mais les contextes sont diffe´rents.
On note ld les ite´rations ou` les deux domaines sont re´solus. On remarque facilement que :
ld+1 = ld +m
Comme on suppose que lors de la premie`re ite´ration du processus interne de Newton (qui cor-
respond a` l = 0) les deux domaines sont re´solus, on a tout de suite :
ld = md avec d ∈ {0, ..., N2 − 1}
Lorsqu’on conside`re deux domaines adjacents ou` le nombre d’ite´rations N diffe`re de l’un a`
l’autre, le proble`me de la communication d’information d’un domaine a` l’autre se pose. On veut
ici pouvoir assurer la meilleure connection possible entre ces deux domaines. Nous voulons que
la re´solution des e´quations de conservation dans D2 prenne en compte l’e´volution des variables
conservatives dans D1. Par conse´quent, une implicitation de la condition au limite est propose´e
pour re´duire les erreurs nume´riques pre´sentes dans la re´solution de D2. Cette condition entre les
deux domaines intervient a` deux niveaux pour chaque domaine :
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– le calcul de L(l) = −F (U (l)), le second terme du processus de Newton dans l’e´quation
(3.18) ou` la connaissance des variables conservatives dans les deux domaines est ne´cessaire :
L(l)p = L(l)p
(
U
(l)
1 , U
(l)
2
)
avec p = 1 ou 2 (4.17)
ou` l’indice p repre´sente le domaine correspondant,
– la factorisation LU-SGS dans l’e´quation (3.25) avec :
∆V
(l)
Gp
= β(l)p avec p = 1 ou 2 (4.18)
ou` Gp est l’ensemble des mailles fictives du domaine Dp.
Lorsque la me´thode implicite originale est utilise´e, β
(l)
p est nul. Le choix que nous avons effectue´
est de porter une attention particulie`re sur les mailles qui sont a` la fois re´elles pour D1, le
domaine ou` le plus d’ite´rations internes sont effectue´es et a` la fois fictives pour D2, ou` moins
d’ite´rations sont effectue´es. On note Rp l’ensemble des mailles re´elles du domaine Dp (p = 1 ou 2).
A` la date tn, nous connaissons Un et Un−1 dans les deux domaines, le proble`me non-line´aire
doit eˆtre re´solu :
* pour l = 0 :
U
(1)
ijk =

U
(0)
ijk + ∆U
(0)
ijk si Ωijk ∈ R1
U
(0)
ijk + ∆U
(0)
ijk si Ωijk ∈ R2
avec Rp l’ensemble des mailles re´elles du domaine Dp.
Le calcul de ∆U (0) pour les deux domaines est expose´ dans la suite :
+ sur D1 :
- calcul de L(0)1
(
U
(0)
1 , U
(0)
2
)
comme dans l’e´quation (4.17) avec U (0) = Un.
- factorisation LU-SGS pour toutes les cellules re´elles de D1 avec β
(0)
1 = 0 dans
l’e´quation (4.18) ce qui correspond aux conditions de Dirichlet.
On obtient donc ∆U
(0)
ijk avec Ωijk appartenant a` R1.
+ sur D2 :
- calcul de L(0)2
(
U
(0)
2 , U
(0)
1
)
comme dans l’e´quation (4.17) avec U (0) = Un.
- factorisation LU-SGS pour toutes les cellules re´elles de D2 avec si les conditions
de Dirichlet sont utilise´es β
(0)
2 = 0 dans l’e´quation (4.18).
* pour l ou` ld−1 < l < ld (d 6= 0) :
U
(l+1)
ijk =

U
(l)
ijk + ∆U
(l)
ijk si Ωijk ∈ R1
U
(ld−1+1)
ijk si Ωijk ∈ R2
+ sur D1 :
- calcul de L(l)1
(
U
(l)
1 , U
(ld−1+1)
2
)
comme dans l’e´quation (4.17).
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- factorisation LU-SGS pour toutes les cellules re´elles de D1 avec β
(0)
1 = 0 dans
l’e´quation (4.18).
On obtient donc ∆U
(l)
ijk avec Ωijk appartenant a` R1.
+ sur D2 : rien, seulement D1 est re´solu
* pour l = ld (d 6= 0) :
U
(l+1)
ijk =

U
(l)
ijk + ∆U
(l)
ijk si Ωijk ∈ R1
U
(ld−1+1)
ijk + ∆U
(l)
ijk si Ωijk ∈ R2
+ sur D1 :
- calcul de R(l)1
(
U
(l)
1 , U
(ld−1+1)
2
)
comme dans l’e´quation (4.17)
- factorisation LU-SGS avec les conditions de Dirichlet : β
(l)
1 = 0 dans l’E´q.(4.18)
+ sur D2 :
- calcul de R(l)2
(
U
(ld−1+1)
2 , U
(l)
1
)
- factorisation LU-SGS avec l’E´q.(4.18)
β
(l)
2 =

l∑
m=ld−1+1
∆U (m)
]
D1
sur G2 ∩R1 si l’implicitation est utilise´e
0 sinon.
(4.19)
Pour les cellules qui sont a` la fois fictives pour D2 et re´elles pour D1, la somme
des incre´ments temporels calcule´s sur R1 ∩G2 entre les ite´rations ld−1 et ld.
Re´sultats nume´riques concernant l’advection du tourbillon
Cette adaptation locale de la convergence du processus de Newton a tout d’abord e´te´ e´value´e
sur l’advection du tourbillon. Pour cela, le domaine de calcul initial [0, 20] × [0, 10] a e´te´ divise´
en deux sous-domaines : [0, 10]× [0, 10] et [10, 20]× [0, 10]. Afin d’avoir un nombre CFL maximal
diffe´rent d’un domaine a` l’autre, la re´solution spatiale diffe`re entre les deux domaines. Ainsi,
le pas d’espace est choisi comme ∆x = ∆y = 1/24 dans le domaine fin et ∆x = ∆y = 1/12
dans le domaine grossier comme la figure (4.43) le repre´sente. Le pas de temps adimensionne´
est toujours fixe´ a` 0.1702 ce qui correspond a` une nombre CFL de 12 dans le domaine fin et
de 6 dans le domaine grossier. La solution est simule´e jusqu’a` ce que la position du centre du
tourbillon soit en (x, y) = (15, 5). L’objectif est ici de savoir si l’optimisation du processus de
Newton peut affecter la pre´cision de la solution nume´rique sur ce cas simple.
Ainsi, nous allons e´valuer ici a` la fois l’influence de l’optimisation locale de la convergence
mais aussi celle de l’implicitation de la condition aux limites entre les deux domaines. Au vue
des re´sultats concernant l’e´valuation de la me´thode implicite initiale sur l’advection du tour-
billon, 20 ite´rations internes permettent d’obtenir un re´sultat en bon accord avec la re´fe´rence
explicite. Au vue de la diffe´rence du nombre CFL maximal entre les deux domaines, nous vou-
lons savoir, lorsque 10 ite´rations internes sont utilise´es dans le second domaine, comment se
comporte la vitesse de convergence du processus de Newton et l’impact sur la pre´cision de la so-
lution nume´rique. Le tableau (4.8) re´sume les caracte´ristiques des diffe´rentes simulations qui ont
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Fig. 4.43: Repre´sentation de la re´solution spatiale de la totalite´ du domaine de calcul : domaine
fin en rouge et domaine grossier en vert
Simulations S1 S2 S3 S4
Domaines D1 D2 D1 D2 D1 D2 D1 D2
N 20 20 10 10 20 10 20 10
Implicitation (condition aux limite) / / Non Oui
Facteur de re´duction du re´sidu (ρ) 708 1905 24.5 102 562 199 708 301
Tab. 4.8: Parame`tres de calcul pour les simulations de l’advection du tourbillon
e´te´ effectue´es et qui sont pre´sente´es dans cette partie. Les calculs S1 et S2 utilisent la me´thode
implicite initiale avec un nombre d’ite´rations fixe´. Par contre, les calculs S3 et S4 emploient l’op-
timisation locale de la convergence du processus de Newton. Pour ces deux calculs, 20 ite´rations
internes sont utilise´es dans le premier domaine et 10 dans le second. La simulation S4 utilise
l’implicitation de la condition aux limites (4.19) contrairement au calcul S3.
Sur la figure (4.44), les solutions obtenues avec N = 20, N = 10 dans le processus interne sont
repre´sente´es. Elles sont compare´es avec celles obtenues avec les calculs S3 et S4. On remarque
ainsi que l’optimisation de la convergence permet d’obtenir une solution nume´rique en bon
accord avec la solution de la simulation implicite de re´fe´rence S1. En effet, les re´sultats S1 et
S3 ou S4 sont similaires. Cependant, sur ce cas, il semble que l’implicitation de la condition aux
limites n’a pas beaucoup d’effet sur les re´sultats nume´riques.
La convergence de l’e´quation de continuite´ est donne´e sur la figure (4.45) lorsque le centre
du tourbillon est dans la position x = 10 qui correspond a` la frontie`re des deux domaines. Tout
d’abord, on retrouve une fois de plus que la vitesse de convergence est identique pour les deux
calculs S1 et S2 et ceci dans les deux domaines (fin et grossier). De plus, on retrouve e´galement
que le taux de convergence dans le domaine grossier est supe´rieur a` celui du domaine fin a` cause
de la diffe´rence de la valeur CFL maximale entre les deux domaines. En effet, pour S1, l’erreur
initiale est divise´e par 708 dans le domaine fin et 1905 dans le domaine grossier. Par contre,
pour S2, le facteur est de 102 dans le domaine grossier et de 24.5 dans le fin. On rappelle que
c’est cette observation (nume´rique et the´orique) qui motive l’emploi de l’optimisation locale de
la convergence du processus de Newton afin d’obtenir des taux de convergence semblables entre
les deux domaines. Nous allons donc ve´rifier que l’objectif est bien atteint. Pour le domaine fin,
l’implicitation de la condition aux limites permet d’obtenir un taux de convergence identique a`
celui obtenu avec N = 20. Cependant, les diffe´rences concernant le taux de convergence dans
le domaine fin entre S1, S3 et S4 sont ne´gligeables. En effet, l’erreur initiale est divise´e par 562
pour le calcul S3 et 708 pour S1 et S4. Par contre, l’influence de l’implicitation de la condition
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Fig. 4.44: Effet de l’optimisation locale du processus ite´ratif de Newton pour l’advection du
tourbillon sur la densite´ : vue globale (gauche) et zoom (droit)
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Fig. 4.45: Norme L2 du re´sidu du processus de Newton pour l’e´quation de continuite´ dans le
domaine fin (gauche) et dans le domaine grossier (droit)
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aux limites est plus visible dans le domaine grossier : elle ame´liore le taux de convergence. En
effet, l’erreur initiale est divise´e par 199 pour S3 et par 301 pour S4.
Les re´sultats obtenus sont tre`s encourageants mais il est maintenant important de ve´rifier ce
potentiel sur un cas plus re´aliste.
Re´sultats nume´riques concernant la couche limite transitionnelle
L’optimisation de la convergence du processus de Newton est maintenant utilise´e pour la
simulation de la couche limite transitionnelle. Pour les calculs effectue´s dans cette partie, le
pas de temps est ici fixe´ a` ∆t = 0.25µs ce qui correspond a` CFL = 17. Comme cela a de´ja` e´te´
remarque´ pre´ce´demment lors de l’e´valuation de la me´thode implicite initiale, 8 ite´rations internes
doivent eˆtre utilise´es avec cette valeur CFL maximale pour obtenir des re´sultats nume´riques en
bon accord avec ceux donne´s par la re´fe´rence explicite. Le calcul implicite avec (CFL, N) = (17, 8)
est donc conside´re´ comme un calcul de re´fe´rence pour ce cas. Par la suite, le label Ref caracte´rise
ce calcul. Les re´sultats obtenus avec l’optimisation locale de convergence vont eˆtre compare´s
avec cette re´fe´rence implicite. Ainsi, nous allons voir si l’ame´lioration de l’efficacite´ propose´e est
pre´judiciable pour la pre´cision de la solution nume´rique.
Pour adapter localement le nombreN d’ite´rations internes, le domaine SGE doit eˆtre divise´ en
plusieurs sous-domaines. Nous avons conside´re´ ici deux types de de´coupages qui sont repre´sente´s
sur la figure (4.46).
Fig. 4.46: De´coupage nume´rique (gauche) et transitionnel (droit)
– Le premier type de de´coupage est qualifie´ de “nume´rique” car le domaine SGE est divise´
en deux domaines selon un crite`re purement nume´rique prenant en compte la re´duction de
la valeur maximale du nombre CFL entre les deux domaines. En pratique, la frontie`re entre
les deux sous-domaines est de´termine´e de telle fac¸on que la valeur maximale du nombre
CFL soit divise´e par 3 entre les deux domaines. Ainsi, le premier domaine proche de la
paroi contient contient 416× 20× 30 cellules dans la direction longitudinale, normale a` la
paroi et transverse, respectivement. Le dernier domaine contient, par contre, 416×28×30
cellules de calcul. La frontie`re j = 20 entre les deux domaines correspond a` y+ ≈ 70. La
valeur CFL maximale est divise´e environ par un facteur 3 entre les deux domaines SGE.
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Par contre, le nombre d’ite´rations internes N est seulement divise´ par 2. Il y a ici une sorte
de “se´curite´ nume´rique” par rapport au crite`re CFL/N =cste. Cette se´curite´ nume´rique
permet a priori l’obtention d’un niveau de convergence suffisant dans les deux domaines
SGE.
– Le deuxie`me type de de´coupage est qualifie´ de “transitionnel” car il tient compte de la
position de la zone de transition. Comme nous l’avons vu pre´ce´demment, cette zone est
sensible a` la pre´cision de la me´thode nume´rique utilise´e pour le calcul. Le reste du domaine
SGE, qui correspond a` la zone pleinement turbulente, est divise´ en deux domaines selon
un crite`re nume´rique comme ce qui est fait pour le premier type de de´coupage. Le premier
domaine contient 169× 48× 30 cellules dans la direction longitudinale, normale a` la paroi
et transverse, respectivement. La frontie`re i = 169 se´parant le premier domaine du reste
du domaine SGE correspond a` la position x/c ≈ 0.12. A` ce propos, le reste du domaine
SGE (x/c ∈ [0.12; 0.2]), contenu dans la re´gion ou` la turbulence est pleinement de´veloppe´e,
est divise´ en deux parties. Un parame`tre jc est introduit pour repre´senter la position de
la frontie`re entre ces deux dernie`res. Trois valeurs de jc sont conside´re´es pour e´valuer
l’influence de la position de cette frontie`re. La valeur jc = 20 correspond a` y
+ ≈ 70,
jc = 15 co¨ıncinde avec y
+ ≈ 45 et jc = 10 correspond a` y+ ≈ 30. Via ces trois calculs,
le rapport des valeurs CFL dans les deux domaines SGE dans la re´gion turbulente couvre
la gamme : CFL2/CFL3 ≈ 4 (tp1), CFL2/CFL3 ≈ 3 (tp2) et CFL2/CFL3 ≈ 2 (tp3). Pour
les deux calculs tp1 et tp2, il y a la` encore une se´curite´ nume´rique puisque le rapport des
valeurs CFL maximales est infe´rieur ou e´gale au rapport des nombres d’ite´rations internes.
Les abre´viations np, tp1, tp2 et tp3 repre´sentent les calculs avec le de´coupage nume´rique, le
de´coupage transitionnel avec jc = 20, avec jc = 15 et avec jc = 10 respectivement. Le tableau
(4.9) re´sume le nombre de domaines SGE, la valeur CFL maximale et le nombre d’ite´rations
internes N dans chaque domaine, la position des frontie`res et le couˆt de calcul espe´re´ en com-
paraison avec la re´fe´rence implicite et ceci pour tous les calculs pre´sente´s ici.
Ref np tp1 tp2 tp3
Domaines SGE 1 1 2 1 2 3 1 2 3 1 2 3
CFLmax 17 17 5.5 17 12.9 3.5 17 12.9 4.7 17 12.9 6.6
N 8 8 4 8 8 4 8 8 4 8 8 4
frontie`re (y+, jc) / (70, 20) (70, 20) (45, 15) (30, 10)
CPU the´or. (%) 100 70.8 82.7 79.6 76.5
Tab. 4.9: Parame`tres nume´riques pour l’optimisation de la convergence
Pour le calcul tp1, la position de la frontie`re dans la zone turbulente est la meˆme que celle
pour le calcul np. Ainsi, nous allons, dans un premier temps, comparer ces deux re´sultats par
rapport a` la re´fe´rence implicite (N = 8) et le calcul implicite N = 4 qui n’est pas satisfaisant
dans la zone de transition. Ceci va nous permettre de voir si la zone de transition doit eˆtre prise
en compte dans le de´coupage. Ensuite, l’effet de l’implicitation de la condition aux limites dans
le calcul tp1 est e´value´. Finalement, la position de la frontie`re dans la zone turbulente est elle
aussi e´value´e.
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Fig. 4.47: Vitesse moyenne longitudinale a` x/c = 0.09 (gauche), a` x/c = 0.13 (centre) et a`
x/c = 0.17 (droit)
Nous pouvons remarquer sur la figure (4.47) l’excellent accord sur l’e´coulement moyen entre
les solutions nume´riques de la me´thode implicite initiale utilisant N = 8 et de l’optimisation
locale de convergence pour les calculs np et tp1. On retrouve comme pre´ce´demment que le profil
de l’e´coulement moyen n’est pas sensible aux taux de convergence du processus interne. Ceci
explique le bon accord obtenu.
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Fig. 4.48: Fluctuation de vitesse longitudinale a` x/c = 0.09 (gauche), a` x/c = 0.13 (centre) et
a` x/c = 0.17 (droit)
Ensuite, la fluctuation de vitesse longitudinale est repre´sente´e dans la figure (4.48). L’op-
timisation locale de convergence avec les deux de´coupages donne des re´sultats en accord avec
Ref a` x/c = 0.09 contrairement a` la me´thode implicite avec N = 4. On remarque une le´ge`re
diffe´rence entre les courbes indice´es Ref et tp1. Ceci est assez surprenant puisque dans la zone
x/c ∈ [0.07 − 0.12], 8 ite´rations internes sont utilise´es pour ces deux calculs, ce qui devrait
conduire a` un taux de convergence semblable du processus ite´ratif. Cette diffe´rence est donc
duˆ a` l’influence amont du traitement explicite de la condition aux limites entre le Domaine 1
et le Domaine 2 pour tp1. Ensuite, a` x/c = 0.13 les re´sultats donne´s par tp1 sont en meilleur
accord avec ceux de Ref que ceux de np. Ceci montre l’influence du traitement explicite de la
condition aux limites entre les domaines 1 et 2 n’a pas d’effet dans la zone turbulente pleine-
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ment de´veloppe´e. Comme cela a de´ja` e´te´ observe´, les diffe´rences entre les solutions nume´riques
diminuent en augmentant x/c. Ainsi, a` x/c = 0.17, toutes les solutions nume´riques sont proches
entre elles : les fluctuations co¨ıncident favorablement. Cependant, les re´sultats de tp1 ont un
meilleur comportement par rapport a` ceux de Ref.
Concernant les fluctuations de vitesses transverse et longitudinale repre´sente´es sur la figure
(4.49), la transition se produit au meˆme endroit pour la solution nume´rique obtenue avec la
re´fe´rence implicite et celles avec l’optimisation locale. Ainsi, avec cette technique locale, au-
cune diffe´rence apparaˆıt pour la pre´diction sensible de la position de la transition. Les re´sultats
obtenues avec tp1 et Ref sont superposables. Ensuite, comme pour urms et wrms, les solutions
nume´riques avec N = 8 et avec l’optimisation locale du processus de Newton ont le meˆme com-
portement asymptotique en augmentant x/c. Cependant, on peux remarquer, d’une part, que la
valeur du pic de urms obtenue avec np est infe´rieure a` celle donne´e par les solutions Ref et tp1.
D’autre part, on remarque qu’il y a un petit e´cart pour la transition de wrms et que le maximum
de wrms est amplifie´ avec la technique locale sur le de´coupage “nume´rique”. L’observation de
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Fig. 4.49: Fluctuations de vitesse longitudinale et transverse (gauche) ; fluctuation de pression
(droit) a` y+ ≈ 30
l’e´volution longitudinale de la fluctuation de pression donne les meˆmes conclusions. L’optimisa-
tion locale de convergence permet de retrouver la position de la transition de prms obtenue avec
Ref. Cependant, la valeur du pic de cette variable trouve´e avec np est atte´nue´e par rapport a`
celle donne´e par les autres me´thodes conduisant a` un taux de convergence satisfaisant.
Nous allons maintenant nous inte´resser au spectre de pression repre´sente´ dans la figure (4.50).
Concernant le spectre de pression dans la zone proche du de´collement (a` x/c = 0.09), les valeurs
des pics et les fre´quences obtenues avec l’optimisation locale de convergence sont proches de
celles obtenues avec la me´thode implicite utilisant 8 ite´rations internes. Cette technique locale
est prometteuse puisqu’en l’utilisant la transition peut eˆtre retrouve´e sur ce cas test re´aliste. Ce-
pendant, on peut observer que np atte´nue (de 4 dB environ) la troisie`me harmonique (a` environ
21000Hz) et ne pre´dit pas la quatrie`me harmonique (a` environ 28000Hz). De la meˆme fac¸on, le
spectre dans la zone ou` la turbulence est pleinement de´veloppe´e (a` x/c = 0.09), un bon accord
entre les re´sultats implicite de re´fe´rence et ceux obtenus avec l’optimisation locale est trouve´.
On remarque cependant que np atte´nue le´ge`rement (de 2 dB) le mode fondamentale a` environ
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Fig. 4.50: Spectre de pression a` x/c = 0.09 (gauche) et a` x/c = 0.17 (droit)
7000Hz. Ainsi, au vu des re´sultats pre´ce´dents et du bon accord entre les re´sultats donne´s par Ref
et tp1, il est possible de re´duire le nombre d’ite´rations internes dans la partie haute d’une couche
limite. De meilleurs re´sultats sont obtenus lorsque cette couche limite est turbulente pleinement
de´veloppe´e et pas transitionnelle.
Par conse´quent, l’optimisation locale de convergence sur des de´coupages tenant compte de
la transition va eˆtre utilise´e pour la suite de cette partie. Dans un premier temps, les effets de
l’implicitation de la condition aux limites vont eˆtre e´value´s comme cela a e´te´ fait sur l’advection
du tourbillon. Cette implicitation a e´te´ introduite dans le but d’assurer la meilleure connection
possible entre deux domaines ou` le nombre d’ite´rations internes diffe`re. Les re´sultats obtenus
avec ou sans cette implicitation sont compare´s dans la figure (4.51). L’abbre´viation tp1 ss mf
correspond au calcul effectue´ avec l’optimisation locale du processus de Newton et l’utilisation
du de´coupage “transitionnel” avec jc = 20 sans l’emploi de l’implicitation de la condition aux
limites entre les domaines SGE 2 et SGE 3. Les re´sultats tp1 ss mf et tp1 sont compare´s a` ceux
de la re´fe´rence implicite. On remarque que la fluctuation de vitesse dans la re´gion turbulente
(x/c = 0.17) n’est pas sensible a` l’impact du traitement de la condition aux limites puisque
les profils sont relativement similaires. On remarque seulement que le maximum de urms est
tre`s le´ge`rement atte´nue´ lorsque l’implicitation de la condition aux limites n’est pas utilise´e.
Les diffe´rences sont cependant minimes. Par contre, l’emploi de cette implicitation entraˆıne un
meilleur comportement au raccord ou` les diffe´rences de pente sont minimise´es. L’effet du trai-
tement de la condition aux limites est plus visible sur la fluctuation de la pression. En effet, le
traitement implicite permet de retrouver le maximum dans le domaine le plus bas avec seule-
ment 1.6% de temps CPU en plus. On voit donc un effet diffusif du traitement explicite de la
condition aux limites. Par conse´quent, les erreurs cre´es par cette nouvelle condition aux limites
sont atte´nue´es par le traitement implicite de la condition aux limites. Ce dernier a e´te´ introduit
pour re´duire les erreurs nume´riques dans le domaine ou` le nombre d’ite´rations internes est le plus
petit. Voila pourquoi, il est assez surprenant de voir que les diffe´rences sont les plus visibles la`
ou` plus d’ite´rations internes sont utilise´es. Cependant, les diffe´rences ne sont pas significatives,
et le comportement au niveau du raccord est le´ge`rement ame´liore´.
118
prms (Pa)
y
(m
)
20 30 40 50
0
0.001
0.002
0.003
0.004
N=8 (Ref)
tp1
tp1 ss mf
urms (m.s-1)
y
(m
)
0 2 4 6 8 10 120
0.001
0.002
0.003
0.004
N=8 (Ref)
tp1
tp1 ss mf
Fig. 4.51: Fluctuation de pression a` x/c = 0.17 (gauche) et fluctuation de vitesse longitudinale
a` x/c = 0.17 (droit)
Nous allons maintenant e´valuer l’influence de la position de la frontie`re des deux domaines
composant le domaine SGE tel que x/c ∈ [0.12; 0.2] pour les calculs effectue´s sur les maillages
”transitionnels”. Pour cela, des simulations ont e´te´ effectue´es avec jc = 10 (y
+ ≈ 30) et jc = 15
(y+ ≈ 45) et compare´es a` jc = 20. On s’attend bien e´videmment a` ce que la position de cette
frontie`re affecte a` la fois la pre´cision de la solution nume´rique et le couˆt de calcul de la simulation.
Dans un premier temps, l’influence de la position de cette interface est e´value´e sur les profils
de vitesse longitudinale moyenne sur la figure (4.52). Il apparaˆıt que la frontie`re n’a pas d’effet
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Fig. 4.52: Sensibilite´ de la vitesse longitudinale moyenne en x/c = 0.09 (gauche), en x/c = 0.13
(centre) et en x/c = 0.17 (droit) sur la frontie`re
sur l’e´coulement moyen et ceci quelque soit la position longitudinale : dans la re´gion proche
du de´collement (x/c = 0.09), du recollement (x/c = 0.13) et dans la re´gion ou` la turbulence
est pleinement de´veloppe´e (x/c = 0.17). Concernant les fluctuations de vitesse longitudinale
repre´sente´es sur la figure (4.53), la` encore, l’effet est ne´gligeable. On remarque que dans la zone
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Fig. 4.53: Sensibilite´ de la fluctuation de vitesse longitudinale en x/c = 0.09 (gauche), en
x/c = 0.13 (centre) et en x/c = 0.17 (droit) sur le taux de convergence du processus interne
proche ou` la turbulence est pleinement de´veloppe´e (x/c = 0.17), le maximum de urms n’est
pas retrouve´ avec tp3. Par contre, la position de l’interface des deux blocs constituant la zone
turbulent semble avoir un impact pour l’e´volution longitudinale des fluctuations de vitesses
longitudinale et transverse a` y+ ≈ 30. En effet, urms est sous-estime´e dans la re´gion (x/c ≥ 0.15)
avec un faible jc (effet de dissipation) et cet effet s’accentue lorsque jc diminue. De la meˆme
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Fig. 4.54: Sensibilite´ des fluctuations de vitesse longitudinale et transverse (gauche) et de pres-
sion (droit) a` y+ ≈ 30 sur le taux de convergence du processus interne
fac¸on, pour wrms, les diffe´rences entre les profils peuvent eˆtre remarquables dans la re´gion ou` N
est adapte´ localement en fonction de la valeur du nombre CFL (x/c ≥ 0.12). La valeur de wrms
est sure´value´e avec des petits jc. Ceci est lie´ au fait que la convergence incomple`te du processus
de Newton amplifie cette variable. Concernant le spectre de pression repre´sente´e sur la figure
(4.55), l’interface n’a pas d’effet dans la zone du de´collement. Par contre, on remarque que le
pic principal du spectre est atte´nue´e avec une position basse de cette interface. Par contre, ce
pic est bien retrouve´ avec le calcul tp 1.
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Fig. 4.55: Sensibilite´ des fluctuations de vitesse longitudinale et transverse (gauche) et de pres-
sion (droit) a` y+ ≈ 30 sur le taux de convergence du processus interne
L’utilisation de l’optimisation locale du taux de convergence du processus de Newton per-
met de retrouver la pre´cision de la me´thode initiale. En effet, sur le cas sensible de transition,
les re´sultats implicites de re´fe´rence eux-meˆmes en bon accord avec le calcul explicite ont e´te´
retrouve´s. Ensuite, le traitement implicite de la condition aux limites permet d’obtenir une
pre´cision suffisante dans la zone turbulente pleinement de´veloppe´e ou` N est adapte´ localement
selon la valeur CFL. Cependant, seulement une petite re´duction du temps CPU est obtenue ici.
Ceci est due, d’une part, a` la se´curite´ nume´rique que nous utilisons pour obtenir des re´sultats
corrects. Ainsi, le domaine ou` N est re´duit est de petite taille. Mais, cette efficacite´ modeste de la
me´thode sur le cas pre´sent est e´galement lie´e a` la petite taille du domaine SGE initial repre´sente´
sur la figure (4.16). En effet, pour ce cas test, ce domaine est adapte´ pour la transition lami-
naire/turbulent que nous voulons simuler. Par conse´quent, la zone de transition repre´sente une
grande part de ce domaine SGE mais une faible part de la couche limite sur le profil d’aile. La
vectorisation de l’algorithme se fait mal sur de petits domaines. Ceci explique donc la faible
re´duction de temps obtenue. Cependant, les re´sultats sont encourageants puisque la pre´cision
de la solution nume´rique n’est pas affecte´e. Pour que la re´duction du temps de calcul soit plus
importante, il faut que le domaine SGE soit plus grand. C’est le cas pour des cas re´els. Cette
me´thode posse`de un vrai potentiel sur des cas plus ambitieux caracte´rise´s par des e´chelles phy-
siques tre`s disparates, ce qui va engendrer une large plage de nombre CFL local. C’est ce qui est
de´montre´ dans le chapitre suivant.
4.5 Remarques de conclusion
Les diffe´rentes tentatives essaye´es au cours de cette e´tude concernent :
– le sche´ma d’inte´gration temporelle (le sche´ma Crank-Nicolson a un meilleur comportement
que celui de Gear, mais ne´cessite un bon taux de convergence),
– la re´duction des erreurs de convergence (la technique d’initialisation a des effets de´stabilisant
et la technique corrective ne´cessite un bon taux de convergence),
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– l’ame´lioration de la convergence du processus interne (l’approche matricielle de type FVS
qui le permet pour des applications bas-mach est trop couˆteuse),
– la re´duction du couˆt d’un pas de temps (re´alise´e a` la fois par la fixation de la Jacobienne
et par l’adaptation locale du taux de convergence).
L’avantage de ces dernie`res est qu’elles peuvent se combiner. Ainsi, il est envisageable de
conside´rer l’emploi du sche´ma de Crank-Nicolson en conjonction avec la correction temporelle,
l’utilisation de la me´thode de Semi-Newton avec des approximations de type FVS pour des ap-
plications bas-mach et avec l’optimisation locale du processus ite´ratif. Ce sche´ma ne´cessite un
bon taux de convergence au vue des exigences du sche´ma de Crank-Nicolson et de la correction
temporelle. Ceci implique un grand nombre d’ite´rations internes qui peut eˆtre re´duit par l’in-
terme´diaire des approximations de type FVS. Ceci va ne´cessiter un grand couˆt de calcul qui sera
re´duit par l’utilisation conjointe du Semi-Newton et de l’adaptation locale de convergence. Ces
deux dernie`re me´thodes sont comple´mentaires. En effet, d’une part, l’adaptation du processus
de Newton permet de re´duire le nombre d’ite´rations internes dans la partie du domaine de calcul
ou` cela est envisageable. D’autre part, la me´thode de Semi-Newton re´duit le couˆt informatique
proportionnellement au nombre d’ite´rations internes. Ainsi, le temps de re´solution de la partie
ou` le plus d’ite´rations du processus de Newton sont utilise´ est grandement re´duit. Il est tout a`
fait possible que le sche´ma utilisant toutes ces proce´dures soit plus efficace que la me´thode im-
plicite initiale pre´sente´e dans le chapitre (3). Les comparaisons ne´cessaires a` une telle conclusion
n’ont pas e´te´ faites puisque le but de cette e´tude est de trouver un moyen permettant l’e´conomie
nume´rique ne´cessaire a` la simulation de la re´duction de bruit de cavite´ par l’interme´diaire d’un
cylindre. L’objectif du chapitre suivant est donc de montrer que via l’adaptation locale du taux
de convergence du processus de Newton, une simulation SGE re´aliste peut eˆtre effectue´e.
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Chapitre 5
Simulation d’un dispositif de
controˆle passif d’e´coulements de
cavite´
Une e´conomie nume´rique est ne´cessaire pour effectuer la SGE d’un dispositif de controˆle
d’e´coulements de cavite´ par l’interme´diaire d’un cylindre. Ce constat a de´ja` e´te´ rappele´ aupara-
vant. L’optimisation locale du processus interne, pre´sente´e et valide´e dans le chapitre pre´ce´dent,
permet, comme cela est montre´ dans ce chapitre, de re´aliser cette e´conomie. Une SGE est donc
effectue´e sur la configuration ambitieuse du controˆle d’e´coulements de cavite´ a` l’aide d’un cy-
lindre. C’est ce qui est pre´sente´ dans ce chapitre. Dans un premier temps, un bref rappel est
fait concernant les e´coulements de cavite´. Les re´sultats rappele´s montrent l’importance et la
ne´cessite´ du controˆle de tels e´coulements pour certaines applications industrielles. Un cylindre
place´ dans la couche limite amont de la cavite´ s’ave`re eˆtre tre`s efficace pour cet objectif de
controˆle. Une simulation de type SGE est faite pour cette configuration. Concernant ce disposi-
tif, une e´tude expe´rimentale a e´te´ mene´e auparavant dans le cadre d’une the`se au De´partement
d’Ae´rodynamique Fondamentale et Expe´rimentale de l’ONERA par Herve´ Illy [47, 48, 49]. Ces
donne´es expe´rimentales nous permettent de valider la simulation pre´sente´e dans ce chapitre. Puis,
a` partir des donne´es nume´riques, une discussion relative a` l’efficacite´ du cylindre est mene´e.
5.1 Introduction aux e´coulements de cavite´
5.1.1 Pre´sentation ge´ne´rale
Les e´coulements de cavite´s sont rencontre´s dans beaucoup d’applications industrielles (fer-
roviaire, automobile, ae´ronautique civile et militaire ...) a` la fois en ae´rodynamique interne et
externe. Ils peuvent entraˆıner de fortes fluctuations de pression qui engendrent un bruit acous-
tique intense ainsi qu’un risque d’endommagement des structures. Bien que la configuration
ge´ome´trique soit relativement simple, la physique et l’acoustique d’e´coulements de cavite´ sont
complexes. Au vu des nombreuses applications industrielles touche´es, ces e´coulements ont e´te´
grandement e´tudie´s de fac¸on expe´rimentale mais e´galement nume´rique. En effet, les techniques
de simulation fournissent a` la fois une possibilite´ de gagner encore dans la compre´hension et un
outil pour pre´dire non seulement les fre´quences du bruit de cavite´ mais aussi leurs amplitudes.
Nous allons exposer rapidement ce qui est connu concernant les e´coulements de cavite´. Le lecteur
inte´resse´ par un revue plus de´taille´e relatif a` ce sujet pourra se reporter aux travaux [33, 61].
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Nous conside´rons dans cette e´tude une cavite´ rectangulaire comme le repre´sente la figure
(5.1). On note L sa longueur, D sa profondeur et W sa largeur. A` partir de ces dimensions
L
W
D
Fig. 5.1: Description sche´matique d’une cavite´ rectangulaire
ge´ome´triques, les e´coulements de cavite´ peuvent eˆtre range´s en diffe´rentes cate´gories. Si L/D
est infe´rieur a` 1, la cavite´ est dite “profonde” et “peu profonde” dans le cas contraire. Si L/W
est infe´rieur a` 1, la cavite´ est conside´re´e comme “bidimensionnelle”, et “tridimensionnelle” dans
le cas contraire. Par contre, l’e´coulement de cavite´ est dans tous les cas tridimensionnel [85].
Une autre classification plus physique des e´coulements de cavite´ existe. Elle est base´e sur le
re´attachement de la couche de me´lange au fond de la cavite´. Ainsi, une cavite´ est dite “ferme´e”
si le re´attachement se produit, et “ouverte” dans le cas contraire. Par extension, la cavite´ est
qualifie´e de “transitionnelle” lorsque le re´attachement de´pend du temps ou lorsque plusieurs
zones de recirculation successives existent sans re´attachement. On peut remarquer qu’il est tout
a` fait envisageable qu’une cavite´ profonde soit ouverte. D’autres classifications existent et le
lecteur inte´resse´ par ces conside´rations peut se reporter a` [33, 61], par exemple.
Les e´coulements au-dessus de cavite´ sont responsables d’une e´mission acoustique intense qui
re´sulte d’un couplage entre l’ae´rodynamique et l’acoustique. L’apparition d’oscillations auto-
entretenues a` des fre´quences bien de´finies se manifeste par la pre´sence de structures cohe´rentes
de grande taille dans la couche de me´lange. Sche´matiquement, les oscillations de l’e´coulement
Fig. 5.2: Description sche´matique de la boucle de couplage pour un e´coulement de cavite´ tire´
de [61]
au-dessus d’une cavite´ sont la conse´quence d’une boucle de re´troaction comme le repre´sente la
figure (5.2). Tout d’abord, au vu de la ge´ome´trie, une couche de me´lange est cre´e´e au bord
amont de la cavite´. Le profil de vitesse est donc inflectionel ce qui le rend instable. Ainsi, des
instabilite´s de Kelvin-Helmholtz se de´veloppent dans la couche de me´lange. Par conse´quent, les
perturbations initiales sont convecte´es et amplifie´es vers le bord aval, donnant naissance a` de
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grosses structures tourbillonnaires visualise´es sur la figure (5.3). Ces tourbillons impactent le
bord aval de la cavite´, ce qui donne lieu a` une re´troaction engendrant la naissance de nouvelles
perturbations dans le coin amont de la cavite´.
Fig. 5.3: E´coulement de cavite´ obtenu par strioscopie tire´ de [47]
Nature de la re´troaction
La re´troaction peut eˆtre de deux natures diffe´rentes : acoustique ou hydrodynamique. Ceci
de´pend surtout de la vitesse de l’e´coulement incident, de la longueur de la cavite´ L et de la nature
du fluide. Pour des e´coulements incompressibles, la re´troaction est purement hydrodynamique.
Elle est assimile´e a` une transmission instantane´e au bord amont par l’interme´diaire de la loi de
Biot et Savart. Le couplage est alors qualifie´ de couplage “fluide-fluide”.
Pour des e´coulements compressibles comme celui qui est e´tudie´ ici, la longueur d’onde acous-
tique est de l’ordre de grandeur de la longueur de la cavite´. Ainsi, la re´troaction est essentiel-
lement acoustique. Ce sont donc les ondes acoustiques cre´e´es par l’impact des tourbillons sur
le bord aval qui viennent exciter la couche de me´lange produite par le bord amont comme le
montre la figure (5.4). On parle dans ce cas de couplage “fluide-acoustique” (cf. [111]). Nous
Fig. 5.4: Comparaison entre les photographies Schlieren de Krishnamurty [59] avec les contours
de gradients de densite´ de la SND de Rowley et al. [114] a` M=0.8
allons maintenant nous inte´resser aux me´canismes physiques qui sont a` l’origine du passage de
l’une a` l’autre des deux physiques : ae´rodynamique-acoustique.
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Transformation de l’acoustique en ae´rodynamique au bord amont de la cavite´
L’onde acoustique remonte l’e´coulement et vient exciter la couche de me´lange au bord amont
de la cavite´. Morkovin et Paranjape [90] ont e´tudie´ une couche de me´lange excite´e par des
perturbations de pression. Ils montrent que, sous l’influence d’un gradient de pression vertical
du a` l’onde acoustique, un mouvement alternatif vertical se produit a` proximite´ du point de
se´paration. Ceci engendre des perturbations rotationelles (hydrodynamiques).
Transformation de l’ae´rodynamique en acoustique au bord aval de la cavite´
La re´gion aval de la cavite´ est caracte´rise´e par un processus pe´riodique d’entre´e et sortie de
fluide. Ce processus est lie´ au battement de la couche de me´lange. Lorsque le fluide entre dans
la cavite´, une zone de compression se cre´e sur la paroi verticale aval et des ondes de pression
sont alors e´mises.
Boucle de re´troaction
A` partir d’observations effectue´es pour un e´coulement de cavite´ supersonique, Heller et Bliss
[42] proposent un sce´nario pour la description de la boucle de re´troaction. Ce sce´nario est
repre´sente´ sur la figure (5.5) et peut se de´composer en six e´tapes :
A
B
C
F
E
D
Fig. 5.5: Sche´ma d’un cycle d’oscillation de cavite´ donne´ par Heller et Bliss [42] et repris dans
[33, 61]
* E´tape (A) :
- Au bord amont : la couche de me´lange est au dessus du coin amont. Une onde de
pression arrive au bord amont de la cavite´.
- Au bord aval : Une onde re´fle´chie auparavant sur la paroi amont atteint la paroi aval.
* E´tape (B) :
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- Au bord amont : L’onde de pression venant d’eˆtre re´fle´chie sur la paroi amont repart
vers l’aval. Cette re´flection est accompagne´e par un de´placement vers le haut de la
couche de me´lange.
- Au bord aval : La hauteur de la couche de me´lange au-dessus du bord aval diminue. Il
y a donc une entre´e de masse cre´ant ainsi une zone de compression.
* E´tape (C) :
- Au bord amont : L’onde provenant de la paroi amont continue de se de´placer vers l’aval,
s’accompagnant d’un de´placement vers le haut de la couche de me´lange.
- Au bord aval : La zone de compression s’intensifie et une nouvelle onde de pression est
e´mise.
* E´tape (D) : Les ondes re´fle´chie de l’amont et e´mise de l’aval se croisent et interagissent.
* E´tape (E) : L’onde e´mise de l’aval est de´forme´e par la traverse´e de la couche de me´lange.
* E´tape (F) : La couche de me´lange se de´place vers le haut cre´ant ainsi une sortie de masse.
Les fronts d’ondes se de´placent vers les bords amont et aval, respectivement.
Mode´lisation
La plupart des mode`les propose´s pour la boucle de re´troaction pre´disent uniquement la
fre´quences des modes de cavite´. Peu d’entre eux permettent de calculer leur amplitude.
Rossiter [113] est le premier a` proposer une mode´lisation fre´quentielle de la boucle de
re´troaction d’e´coulements de cavite´. Ce mode`le est beaucoup employe´. Il suppose que le me´canisme
est d’origine acoustique. Une repre´sentation sche´matique de ce mode`le est donne´e sur la figure
(5.6).
λv
α
ma λaat’
a
mv λv
Uc t’
t = 0
L
λat = t’
Fig. 5.6: Repre´sentation sche´matique de la mode´lisation de Rossiter tire´ de [47]
La couche de me´lange est repre´sente´e par une succession de tourbillons qui sont advecte´s a` la
vitesse Uc vers l’aval. Lorsqu’un tourbillon atteint le bord aval de la cavite´, une onde acoustique
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est e´mise et se propage vers l’amont a` la vitesse a. Cette onde vient exciter la couche de me´lange
cre´ant ainsi un nouveau tourbillon. On pose λv la distance se´parant deux tourbillons dans la
couche de me´lange et λa la distance se´parant deux ondes acoustiques. On suppose e´galement
qu’a` l’instant t = 0, une perturbation acoustique soit e´mise au bord aval de la cavite´. Cette
dernie`re re´sulte de l’interaction entre un tourbillon et le bord aval. Ce tourbillon est maintenant
localise´ a` une distance α du bord aval. Par ailleurs, l’onde acoustique la plus proche du bord
aval est a` une distance maλa (ma ∈ IN+) du bord aval. Cette dernie`re arrive au bord amont au
bout d’un temps que l’on note t
′
. Dans le meˆme temps le tourbillon qui a ge´ne´re´ l’onde e´mise
au bord aval s’est de´place´ vers l’aval de la distance Uct
′
. La distance entre ces deux tourbillons
est mvλv (mv ∈ IN+). Par conse´quent, on a le syste`me suivant :
mvλv = L + α+ Uct
′
L = maλa + at
′
En e´liminant t
′
dans les deux expressions, on a imme´diatement l’expression suivante :
mvλv − L− α
Uc
=
L−maλa
a
On pose γR = α/λv une constante empirique. Comme la fre´quence f est la meˆme entre le laˆcher
tourbillonnaire et l’e´mission des ondes acoustiques, on a λa = a/f et λv = Uc/f , ce qui donne :
f =
mv +ma − γR
L
(
1
Uc
+
1
a
)
La ce´le´rite´ du son a dans la cavite´ ne diffe`re que de 10% avec la ce´le´rite´ du son a` l’exte´rieur
de la cavite´ pour les e´coulements subsoniques. On peut donc poser a = c. On a M = U∞/a.
On note N = mc +ma (N ∈ IN+). On pose e´galement κR = Uc/U∞ le rapport entre la vitesse
d’advection des tourbillons et la vitesse a` l’infini amont. Ce rapport est la deuxie`me constante
empirique du mode`le. Finalement, on obtient la formule donne´e par Rossiter [113] :
fN =
U∞
L
N − γR
M +
1
κR
Le mode`le obtenu est tributaire des deux constantes γR et κR. Rossiter propose les valeurs
reproduites dans le tableau (5.1). La re´interpre´tation physique du mode`le conduit a` conside´rer :
L/D 1 2 4 6 8 10
γR 0.25 0.25 0.25 0.38 0.54 0.58
κR 0.61 0.66 0.57 0.57 0.57 0.57
Tab. 5.1: Valeurs des constantes empiriques donne´es par Rossiter [113]
– γR comme une distance adimensionne´e lie´e au retard entre l’impact du tourbillon et
l’e´mission de l’onde acoustique (pas quantifiable),
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– κR comme une vitesse adimensionne´e lie´e a` la convection des structures dans la couche de
me´lange (quantifiable).
A` ce propos, pour Ahuja et Mendoza [2], la valeur de κR de´pend de la taille des structures
pre´sents dans l’e´coulement : 0.6 pour les grosses structures et 0.66 pour les petites. D’une part,
si le mode`le de Rossiter est efficace a` la fois pour les e´coulements subsonique et transsonique, ce
n’est pas le cas pour ceux en re´gime supersonique. Ceci provient de la non validite´ de l’e´galite´
des vitesses du son a` l’inte´rieur et a` l’exte´rieur de la cavite´ (a = c). Ainsi, il existe une ex-
tension du mode`le de Rossiter qui tient compte du rapport estime´ c/a. D’autre part, les deux
constantes lie´es au mode`le de Rossiter ne sont pas universelles : elles doivent eˆtre ajuste´es pour
chaque configuration. Ainsi, il se peut que que des valeurs non physiques soient employe´es. Par
conse´quent, de nombreux auteurs ont tente´ de re´duire l’empirisme de ce mode`le. Pour une revue
de´taille´e de mode`les plus e´labore´s, le lecteur pourra se reporter aux travaux [33, 61, 47]. Le
dispositif permettant la re´duction du bruit de cavite´ retenu pour cette e´tude est pre´sente´ par la
suite.
5.2 Controˆle de l’e´coulement de cavite´ par l’interme´diaire d’un
cylindre
Plusieurs dispositifs de controˆle actif ou passif sont rencontre´s dans la litte´rature. Un dispo-
sitif de controˆle passif vient modifier la structure de l’e´coulement sans ajout d’e´nergie exte´rieure,
contrairement a` un dispositif de controˆle actif. Concernant ces diverses tentatives, des obstacles
rigides sont place´s en amont de la cavite´ [42]. Par ailleurs, une paroi poreuse peut e´galement
eˆtre place´e a` l’inte´rieur de la cavite´ [60]. Ces approches ne suppriment pas le phe´nome`ne : les
fre´quences des modes de modes de cavite´ restent les meˆmes, seules leurs amplitudes diminuent.
En ce qui concerne les dispositifs actifs, l’apport d’e´nergie se fait en ge´ne´ral en manipulant
l’e´coulement au niveau du bord amont, la` ou` naissent les instabilite´s de la couche de me´lange.
L’avantage de tels dispositifs est le fait de facilement s’adapter a` des modifications ge´ome´triques.
On peux citer par exemple l’emploi de jets pulse´s [120]. Cependant, ces techniques peuvent
conduire a` l’excitation de nouvelles fre´quences naturelles de cavite´ [115]. Pour une revue de
ces diffe´rents proce´de´s, le lecteur pourra se reporter au travail [47]. Le dispositif retenu ici est
celui propose´ par McGrath et Shaw [86]. Ils montrent qu’un cylindre place´ dans la couche limite
turbulente amont d’une cavite´ permet de re´duire sensiblement les modes de cavite´s. Ce dispositif
est relativement simple. Cependant, les raisons exactes de son efficacite´ sont mal connues. Trois
interpre´tations sont donne´es dans la litte´rature :
– H1 : Stanek et al. [126] pensent que le cylindre impose un forc¸age a` haute fre´quence. Des
tourbillons sont ge´ne´re´s dans le sillage du cylindre. Plus le diame`tre d du cylindre est petit,
plus la fre´quence de ce laˆcher tourbillonnaire est e´leve´e (St = fd/U ≈ 0.2). Lorsque cette
dernie`re est d’un ordre de grandeur plus grand que celui des modes de cavite´, la turbulence
de la couche de me´lange est modifie´e. Les petites e´chelles, correspondant aux e´chelles du
forc¸age du cylindre, dissipent plus d’e´nergie cine´tique. En supposant que la turbulence
est en e´quilibre, l’e´nergie cine´tique alimentant la cascade turbulente selon le sce´nario de
Kolmogorov doit augmenter. Or, ce sont les grandes e´chelles qui produisent cette e´nergie
cine´tique. Par conse´quent, les grandes e´chelles, correspondant a` celles de l’e´coulement de
cavite´, ce`dent plus d’e´nergie sous l’effet du cylindre. Cette interpre´tation est a` rapprocher
du travail de Wiltse et Glezer [145] qui utilisent des techniques similaires pour controˆler des
couches de me´lange. Afin de ve´rifier cette hypothe`se H1, Illy a fait varier la fre´quence du
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laˆcher tourbillonnaire en modifiant le diame`tre d. Ceci a pour conse´quence que le rapport
entre le fre´quence du laˆcher tourbillonnaire et la fre´quence du mode dominant est infe´rieur
a` 10. Ainsi, on sort du domaine de validite´ de H1. Par contre, les effets observe´s sont
identiques : les bruits discret et large bande de cavite´ sont atte´nue´s. Il semblerait donc
qu’une manipulation de la turbulence de la couche de me´lange due a` la pre´sence de cylindre
ne puisse eˆtre e´voque´e ici pour expliquer l’efficacite´ du cylindre.
– H2 : Stanek et al. [127] proposent une autre interpre´tation concernant le forc¸age haute
fre´quence du cylindre. En effet, selon eux, ce forc¸age augmente la diffusion de la quantite´
de mouvement. Par conse´quent, le champ de vitesse dans la couche de me´lange est modifie´.
L’application des crite`res de stabilite´ les conduit a` supposer que le profil devient stable
dans ce cas pre´cis. Par contre, aucun calcul ne corrobore cette interpre´tation.
– H3 : Ukeiley et al. [132] pensent que le cylindre a pour effet de soulever la couche de
me´lange et d’augmenter son e´paisseur de vorticite´. Ceci a pour conse´quence de re´duire le
niveau de cisaillement ce qui se traduit par une diminution du niveau des fluctuations de
pression.
Le dispositif de controˆle utilise´ dans [47] va maintenant eˆtre pre´sente´. Ensuite, la configuration
retenue pour effectuer le calcul de type SGE va eˆtre spe´cifie´e. Ce choix va e´galement eˆtre justifie´.
Les re´sultats concernant l’e´coulement autour de cette configuration sans pre´sence de cylindre
vont eˆtre rappele´s ainsi que ceux obtenus par Illy se rapportant au controˆle de cet e´coulement.
5.2.1 Pre´sentation du dispositif de re´duction de bruit
Le dispositif repre´sente´ sur la figure (5.7) est exactement celui e´tudie´ par Illy et al. [48, 49, 47].
Un cylindre de diame`tre d = 2.5 mm est place´ transversalement a` l’e´coulement. Il est situe´ a`
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Fig. 5.7: Sche´ma du dispositif de re´duction du bruit de cavite´ par l’interme´diaire d’un cylindre
tire´ de [47]
une distance x = 5 mm en amont de la cavite´. Cette distance est compte´e a` partir de l’axe de
syme´trie du cylindre. La hauteur comprise entre le plancher de la soufflerie et le bas du cylindre
est note´e z. On note e´galement lW l’envergure du cylindre. Illy a e´tudie´ deux configurations
diffe´rentes :
– une cavite´ profonde caracte´rise´e par le rapport L/D=0.42,
– une cavite´ peu profonde spe´cifie´e par le rapport L/D=5.
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Ces deux maquettes ont e´te´ place´es dans la soufflerie S8Ch du centre de Chalais-Meudon de
l’ONERA. Pour effectuer le calcul SGE qui va eˆtre pre´sente´ par la suite, la cavite´ profonde
dont le rapport L/D vaut 0.42 a e´te´ retenue. Les raisons de ce choix sont lie´es au fait que
cette configuration est la plus courte des deux cavite´s (L=100 mm pour la cavite´ peu profonde
et L=50 mm pour la cavite´ profonde). Par conse´quent, le maillage utilise´ pour la re´solution
spatiale contient moins de points. D’autre part, les fre´quences caracte´ristiques sont plus hautes.
Par exemple, la fre´quence du mode fondamental est de 1 300 Hz pour la cavite´ peu profonde
et 1 928 Hz pour la cavite´ profonde. Par conse´quent, le temps d’inte´gration ne´cessaire a` la
convergence des statistiques turbulentes est plus court. Par conse´quent, cette configuration est
la moins couˆteuse nume´riquement des deux. A` ce propos, dans le cas sans le cylindre, cette
proprie´te´ est e´galement rencontre´e [61].
La maquette est caracte´rise´e par une longueur L=50 mm, une profondeur D=120 mm et une
largeur W=120 mm. Le rapport L/D=0.42 est infe´rieur a` 1, ce qui conduit a` classer la cavite´ dans
la cate´gorie “profonde”. De meˆme, comme L/W est infe´rieur a` 1, la cavite´ est bidimensionnelle.
Cette maquette a e´te´ re´alise´e par Deron et al. [29]. Cette configuration a auparavant e´te´ e´tudie´e
a` la fois expe´rimentalement par Forestier et al. [34] et nume´riquement par Larcheveˆque et al.
[63] sans la pre´sence du cylindre. Les principaux re´sultats obtenus sont succinctement rappele´s
dans la partie suivante.
5.2.2 Rappels des re´sultats sans le cylindre
Une e´tude expe´rimentale de cette maquette [33] a e´te´ mene´e graˆce a` la soufflerie S8b de
l’ONERA qui est alimente´e par l’air ambiant soit Pi ≈ 105 Pa et Ti ≈ 293o K. Le col sonique en
aval de la veine d’essai controˆle le nombre de Mach de l’e´coulement qui est fixe´ a` M = 0.8. Ceci
correspond a` U∞ = 260 m.s
−1. Par conse´quent, le nombre de Reynolds base´ sur la longueur de
la cavite´ (ReL = U∞L/ν) vaut 8.6 × 105.
Synthe`se des re´sultats
Cet e´coulement de cavite´ est caracte´rise´ par de fortes ondes de pression e´mises au niveau de
la cavite´ qui remonte l’e´coulement subsonique amont. Ceci est a` la fois observe´ nume´riquement
et expe´rimentalement comme le montre la figure (5.8). Les deux strioscopies montrent effecti-
“Fig. 5.8: Visualisation strioscopique tire´ de [34] (gauche) ; pseudo-schlieren (||∇ρ||) tire´ de [63]
(droit) de l’e´coulement
vement le meˆme comportement : des ondes remontent l’e´coulement et re´fle´chissent sur la paroi
supe´rieure. Ceci fait apparaˆıtre des motifs en forme de losange.
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Concernant les structures cohe´rentes a` l’inte´rieur de la couche de me´lange, il existe trois
tourbillons comme le montre la figure (5.9). Ces trois structures tourbillonnaires ont des dyna-
S1S2S3
Fig. 5.9: Visualisation des structures cohe´rentes a` l’aide de la strioscopie rapide [34] (gauche)
et du crite`re Q [63] (droit)
miques bien diffe´rentes. S1 traverse et rentre franchement dans la cavite´. S2 impacte le coin aval,
puis est e´jecte´e vers l’exte´rieur de la cavite´. Enfin, S3 passe au dessus de la cavite´.
Les spectres de pression nume´rique [63] et expe´rimental [34] sont repre´sente´s sur la figure
(5.10). Ces pics de pression sont caracte´ristiques du bruit de cavite´. La` encore, un tre`s bon
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Fig. 5.10: Comparaison des spectres de pression issus des mesures expe´rimentales de Forestier
[34] (gauche) et des calculs SGE de Larcheveˆque [63] (droit)
accord entre les re´sultats expe´rimentaux et les calculs de type SGE est trouve´. Les positions
et les niveaux des modes de cavite´s sont similaires. Le pic observe´ vers 95 000Hz observe´ en
expe´rience est du a` la re´sonance de la membrane du capteur.
5.2.3 Synthe`se des re´sultats expe´rimentaux avec le cylindre
Les principaux re´sultats expe´rimentaux obtenus par Illy sont rappele´s dans cette partie. Le
lecteur inte´resse´ par plus de de´tails concernant ceux-ci pourra se reporter a` [47]. Ces re´sultats
vont nous servir de base de donne´es expe´rimentales. Ceci va ainsi nous permettre de ve´rifier la
validite´ des calculs de type SGE que nous avons effectue´s. Les mesures expe´rimentales effectue´es
concernent essentiellement :
– les fluctuations de pression mesure´e par un capteur de type Kulite place´ 10 mm en dessous
du plancher de la soufflerie,
– les champs moyen et fluctuant de´termine´s a` l’aide de la ve´locime´trie laser a` frange (LDV).
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Comme le nombre de Mach varie beaucoup dans la veine d’essai, Illy prend pour re´fe´rence le
nombre de Mach obtenu au bord amont de la cavite´ (c’est-a`-dire x = 0 mm). Les re´sultats
rappele´s ici ont e´te´ obtenus pour un nombre de Mach au bord amont de la cavite´ e´gal a` M =
0.755. Ceci correspond a` un nombre de Mach en amont de la veine d’essai (c’est a` dire x = −140
mm) e´gal a` M = 0.694. Le nombre de Reynolds base´ sur le diame`tre du cylindre (Red = Ud/ν)
est dans la fourchette 3× 104 − 4× 104. Par conse´quent, le sillage du cylindre est turbulent. De
la meˆme fac¸on, au vu du nombre de Reynolds base´ sur le diame`tre du cylindre, le re´gime du
sillage doit eˆtre subcritique. Cependant, dans le cas pre´sent, l’e´coulement impactant le cylindre
est une couche limite turbulente. Plus pre´cise´ment, le cylindre est soumis a` un cisaillement et
a` un taux de turbulence important. Le re´gime du sillage de ce dernier peut en eˆtre affecte´. De
plus, δ0 = 9.75 mm est l’e´paisseur de couche limite turbulente au bord amont du cylindre.
Illy a e´tudie´ les effets des parame`tres suivant z/d, δ0/d et lW /W . Il montre notamment
que z/d a un impact significatif sur l’efficacite´ du cylindre et que l’e´paisseur de couche limite
a peu d’influence en re´gime transsonique, comme dans le cas pre´sent. Afin de se placer dans
les conditions optimales pour la re´duction du bruit de cavite´, les valeurs z/d = 1.2 et lW = W
sont retenues pour la simulation. Les re´sultats obtenus avec ces parame`tres sont pre´sente´s par
la suite.
Spectre et strioscopie
Les re´sultats expe´rimentaux sont repre´sente´s sur la figure (5.11). Tout d’abord, la modifica-
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Fig. 5.11: Strioscopie de l’e´coulement (gauche) et spectre au bord aval (droit) tire´ de [47]
tion du spectre est significative. D’une part, le mode fondamental de Rossiter a` 2 kHz voit son
amplitude re´duire de 30 dB. Les autres modes ont e´galement disparu. D’autre part, un nouveau
pic apparaˆıt a` 20 kHz. Cette fre´quence correspond au nombre de Strouhal St = fd/U∞ ≈ 0.2.
Ceci est caracte´ristique de l’alle´e de von Ka´rma´n qui se de´veloppe derrie`re le cylindre. De plus,
le bruit de fond a diminue´ de 6 dB (spectre large bande). Par ailleurs, a` l’aide de la strioscopie,
les grosses structures caracte´ristiques de l’e´coulement de cavite´ sont beaucoup moins visibles
que dans le cas sans cylindre. Le sillage du cylindre est par contre bien apparent dans la zone
proche de ce dernier.
Champ moyen et champ fluctuant
Concernant les mesures de champs moyen et fluctuant, les re´sultats sont donne´s sur la figure
(5.12) ou` sont compare´s les re´sultats avec et sans le cylindre. La vitesse longitudinale moyenne
a` l’inte´rieur de la cavite´ est significativement modifie´e par la pre´sence du cylindre (figure (5.12)
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Fig. 5.12: Comparaison des profils de vitesse moyenne (gauche), d’e´nergie cine´tique normalise´e
(centre) et des tensions de Reynolds normalise´es (droit) entre le cas avec cylindre (trait e´pais)
et le cas sans cylindre (trait fin) tire´ de [47]
gauche). En effet, une perte de vitesse lie´e au sillage du cylindre vient se superposer au profil de
couche de me´lange. Les deux e´coulements diffusent vers l’aval pour ne former plus qu’une zone
de cisaillement. L’e´tendue de cette dernie`re est plus grande que celle du cas sans cylindre. Par
contre dans la zone proche du cylindre (x = 0 mm et 5 mm), une survitesse est observe´e dans la
partie supe´rieure de l’e´coulement. De plus, juste en aval du cylindre, des ondes de compression
sont observe´es sur la strioscopies de la figure (5.11). Ces ondes remontent l’aval de l’e´coulement.
Illy pense qu’il est probable que des poches supersoniques existent dans cette zone. Cependant,
les sondages qu’il a effectue´s pour les positions x = 0 mm et 5 mm montrent que l’e´coulement
reste en moyenne subsonique en aval du cylindre.
Concernant champ fluctuant, Illy s’est inte´resse´ a` l’e´nergie cine´tique turbulente et aux ten-
sions de Reynolds (figure (5.12) centre et droit respectivement). Concernant ces deux quantite´s,
les conclusions sont identiques. En effet, dans la re´gion proche du cylindre (x = 5 mm), une va-
leur e´leve´e de l’e´nergie cine´tique turbulente et des tensions de Reynolds est releve´e. Cette valeur
est plus grande que celle du cas sans cylindre. Ceci est lie´ au laˆcher tourbillonnaire tre`s intense
derrie`re le cylindre. Par contre, dans la couche de me´lange, il apparaˆıt que l’e´nergie cine´tique
turbulente et les tensions de Reynolds sont plus faibles en pre´sence du cylindre. Ceci est une
conse´quence de la disparition des structures cohe´rentes de la couche de me´lange.
5.3 Remarques pre´liminaire a` la simulation
5.3.1 Conside´rations physiques
Malgre´ l’e´tude expe´rimentale de´taille´e de Illy, les raisons de l’efficacite´ du cylindre dans
la re´duction du bruit d’e´coulements de cavite´ restent mal comprises. L’apport de donne´es
nume´riques obtenues a` l’aide de la SGE pourrait permettre d’avancer dans la compre´hension
de ce phe´nome`ne. C’est ce qui motive cette e´tude. La simulation de cette configuration ne´cessite
la prise en compte du cylindre. Par conse´quence, de nouveaux proble`mes physiques sont intro-
duits par rapport au cas sans barreau traite´ par Larcheveˆque [63, 61]. En effet, d’une part, le
cylindre est situe´ dans la couche limite turbulente amont. Par conse´quent, les petites structures
pre´sentes dans celle-ci peuvent avoir un impact plus significatif sur la dynamique globale de
l’e´coulement que dans le cas sans cylindre. D’autre part, ce dernier implique la pre´sence de tre`s
petites e´chelles temporelles et spatiales par rapport aux e´chelles caracte´ristiques des e´coulements
de cavite´. Il est impe´ratif, e´galement, d’en tenir compte car elles sont dynamiquement actives.
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5.3.2 Conside´rations nume´riques
Mode´lisation de la turbulence retenue
Afin de repre´senter correctement les instationnarite´s de cet e´coulement, c’est-a`-dire de simu-
ler a` la fois les fluctuations de pression tonales et large-bandes, la SGE ou la DES peuvent eˆtre
conside´re´es comme des candidats potentiels inte´ressants. La DES est un mode`le largement utilise´
actuellement pour des cas applique´s [28]. La SGE est the´oriquement plus apte a` la pre´diction
de la turbulence dans une couche limite. Pour les e´coulements massivement se´pare´s tels que les
e´coulements de cylindre ou de cavite´, la DES [124] est bien adapte´e. En effet, dans ce cas, de
fortes instabilite´s sont rapidement amplifie´es du fait de la pre´sence d’un point d’inflection dans
le profil de la couche de me´lange. Cependant, dans le cas pre´sent, le cylindre est positionne´
dans une couche limite turbulente qui impacte ce dernier. La couche limite du cylindre est ainsi
fortement influence´e par cette interaction. La bonne description ne´cessaire de la turbulence en
amont du cylindre rend ainsi la confiance en l’utilisation de la DES plus discutable contrairement
a` l’emploi de la SGE. De plus, il a re´cemment e´te´ montre´ que la SGE est capable de simuler de
fac¸on re´aliste des e´coulements non controˆle´s de cavite´, meˆme a` tre`s haut nombre de Reynolds
(Re ≈ 106) [63, 62].
Comme dans [63], le domaine de calcul est divise´ en domaines bidimensionnels (en bleu) et
en domaines tridimensionnels (en rouge et vert) dans les figures (5.13) et (5.14). Les effets de la
turbulence dans les domaines bleus (2D) sont pris en compte par une approche URANS utilisant
le mode`le de Spalart et Allmaras [122] car ce mode`le est capable de pre´dire correctement la tur-
bulence dans une couche limite. Le maillage concernant le calcul utilisant la SGE est repre´sente´
sur la figure (5.13). Dans les zones rouges, la SGE est employe´e pour pre´dire les effets de la turbu-
lence. Une strate´gie de recyclage de type Lund [76] est utilise´e pour permettre un de´veloppement
correcte des fluctuations instationnaires de l’interface RANS/SGE situe´e suffisamment en amont
du cylindre. Lorsque l’approche DES est utilise´e, d’une part, la zone tridimensionnelle commence
alors juste devant le cylindre comme le montre la figure (5.14). D’autre part, la DES est unique-
ment utilise´e pour calculer l’e´coulement proche du cylindre dans les zones vertes. Pour le reste
du domaine 3D (zone rouge), l’approche SGE est utilise´e. Par abus de langage, nous appellerons
cette approche hybride DES.
Exigences en maillage
Fig. 5.13: Vue du maillage dans le plan (x, y) pour la mode´lisation SGE : vue globale (gauche)
et zoom autour du cylindre (droit)
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Nous allons aborder plus pre´cise´ment les exigences lie´es a` la re´solution spatiale. Le maillage
du domaine de calcul suit exactement la ge´ome´trie la soufflerie entourant la cavite´. Par ailleurs,
comme nous l’avons de´ja` dit, de nouvelles exigences physiques doivent eˆtre conside´re´es. Par
exemple, nous devons impe´rativement prendre en compte :
– la couche limite turbulente amont,
– le cylindre (plus pre´cise´ment, la couche limite et le sillage de ce dernier),
– la couche de me´lange au-dessus de la cavite´.
Pour cela, d’une part, la maillage est raffine´ par rapport a` [63]. D’autre part, la taille de la partie
tridimensionnelle du domaine de calcul est agrandie. Par exemple, pour obtenir une re´solution
spatiale suffisante de la couche limite turbulente amont dans laquelle est situe´ le cylindre, les
mailles autour de ce dernier doivent eˆtre au moins 100 fois plus petites que celles dans [63]. De
Fig. 5.14: Vue du maillage dans le plan (x, y) pour la mode´lisation DES : vue globale (gauche)
et zoom autour du cylindre (droit)
la meˆme fac¸on, afin de prendre en compte a` la fois les couches limites amont de la veine et celle
du cylindre ainsi que le sillage de ce dernier, de tre`s petites mailles sont localise´es a` la surface du
cylindre. En effet pour discre´tiser les tourbillons anisotropes pre´sents dans les couches limites
turbulentes, il est ne´cessaire d’adopter les re´solutions suivantes pour obtenir des re´sultats fiables
avec la SGE : ∆x+ ≈ 50, ∆y+ ≈ 2 et ∆z+ ≈ 20. Environ 80 cellules sont localise´es dans la
couche limite amont de la veine dans la direction normale a` la paroi, une taille de premie`re
maille de l’ordre de 5µm. Pour le cylindre, malgre´ une taille de premie`re maille de l’ordre de
0.2µm, seulement 30 cellules sont place´es dans la couche limite au niveau de la face avant, a`
l’endroit ou` elle est est la plus mince.
Par ailleurs, dans la couche de me´lange au-dessus de la cavite´, 216 cellules sont utilise´es dans
la direction longitudinale, ce qui corresponds a` 8 ou 9 mailles par tourbillons dans le sillage du
cylindre. Cette re´solution spatiale est utilise´e afin de pouvoir pre´dire les fluctuations de pression
tonales et large-bandes sur la paroi arrie`re de la cavite´. Concernant la direction transverse,
la taille du domaine est limite´ a` 50 mm puisque Larcheveˆque et al. [63] ont montre´ sur la
configuration sans le cylindre que cette distance est suffisante pour permettre un de´veloppement
correct des tourbillons de grande taille caracte´ristiques des e´coulements de cavite´. Pour que cette
taille soit valable pour les calculs avec le cylindre, il est impe´ratif de ve´rifier si cette longueur
est suffisante pour de´crire la dynamique de l’e´coulement autour d’un cylindre. Or, cette distance
transverse correspond a` 20 diame`tres du cylindre. Comme un domaine de taille transverse de
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4 diame`tres de cylindre est habituellement pre´conise´ pour obtenir des re´sultats corrects [58], la
largeur retenue est ainsi largement suffisante. Concernant la re´solution spatiale transverse, 250
cellules sont utilise´es pour le domaine de calcul. Cette re´solution est suffisante a` la fois pour
le cylindre [58] et pour la cavite´ [63]. D’autre part, le pas de temps nume´rique utilise´ pour
la simulation est base´ sur le pic du laˆcher tourbillonnaire observe´ par l’expe´rience qui est un
phe´nome`ne haute-fre´quence. Ainsi, le pas de temps conside´re´ ∆t = 0.25 µs est bien infe´rieur
(d’un facteur 5.6) a` celui utilise´ dans le cas sans cylindre. D’autre part, la fre´quence du laˆcher
tourbillonnaire a` 20 000 Hz correspond a` 200 ∆t. De meˆme, on a 2 000 pas de temps par mode
fondamental de Rossiter. Cette disparite´ au niveau fre´quentiel impose de se´ve`res contraintes
nume´riques. En effet, la fre´quence du laˆcher tourbillonnaire impose un petit pas de temps et la
fre´quence du mode fondamentale de Rossiter un long temps d’inte´gration.
Raideur du proble`me nume´rique
Du fait que les cellules de calcul soient beaucoup plus petites (facteur 100 dans la couche
limite turbulente) et que le pas de temps soit e´galement bien infe´rieur (facteur 5.6) que dans
le cas sans cylindre [63], il est e´vident que la simulation envisage´e est beaucoup plus couˆteuse
en ressources informatiques. Par exemple, il existe une grande disparite´ de la valeur CFL locale
comme le montre la figure (5.15). Au premier abord (figure (5.15) droit), il semble que la valeur
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Fig. 5.15: Isocontour de la valeur CFL locale : vue de la totalite´ du domaine de calcul (droit) et
zoom autour du cylindre (gauche)
CFL locale reste dans l’intervalle [0, 16] dans la totalite´ du domaine de calcul. Les calculs effectue´s
pre´ce´demment [83, 63, 81, 106, 62] avec la me´thode pre´sente´e dans le chapitre (3) sont dans cette
configuration nume´rique. Or, lorsqu’on s’inte´resse de plus pre`s a` la re´gion qui entoure le cylindre,
le nombre local CFL atteint une valeur proche de 700. Ceci rend cette configuration ambitieuse
puisqu’on sort du cadre habituel de l’utilisation de la SGE. Pour le reste du domaine de calcul,
la valeur maximale CFL est infe´rieure a` 16.
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Efficacite´ permise par l’optimisation locale de convergence du processus de Newton
Le tableau (5.2) re´sume l’ensemble des parame`tres des calculs qui vont eˆtre pre´sente´s par
la suite. Le label SGE 1 repre´sente le calcul implicite mene´ par Larcheveˆque [61]. Le label DES
Nombre de Cellules (×106) N ∆t(µs) CPU
CFL ≤ 16 16 < CFL ≤ 700 total CFL ≤ 16 16 < CFL ≤ 700
SGE 1 [61] 1.6 / 1.6 4 / 1.4 40
SGE 2 20 0.5 20.5 4 80 0.25 2200
DES 17 0.5 17.5 4 4 0.25 1316
Tab. 5.2: Maillage et parame`tres de calcul pour les simulations de cavite´
repre´sente le calcul mene´ avec la DES sur le maillage qui vient d’eˆtre pre´sente´. Avec cette tech-
nique, la couche limite proche de la paroi du cylindre est traite´e a` l’aide du mode`le URANS, le
sche´ma est alors assez robuste : la viscosite´ turbulente provenant du mode`le de Spalart-Allmaras
joue un roˆle important dans la stabilisation du sche´ma. Par conse´quent, 4 ite´rations internes
peuvent eˆtre utilise´es par rapport a` la valeur maximale de la CFL (≈ 700). Par contre, lorsque la
SGE est utilise´e, au moins 80 ite´rations internes devraient eˆtre utilise´es dans le processus ite´ratif
d’apre`s les conclusions du chapitre (4) afin d’obtenir une de´croissance suffisante du re´sidu. Ce
nombre rend ainsi cette simulation impossible au vu de son fort couˆt de calcul. Cependant,
comme nous l’avons de´ja` remarque´, la valeur CFL locale est tre`s disparate. Ceci rend l’optimi-
sation locale de la convergence du Newton pre´sente´e et valide´e nume´riquement dans le chapitre
pre´ce´dent tre`s attractive puisque peu de cellules du domaine de calcul sont concerne´es par la
valeur CFL maximale de 700. Cette technique va permettre d’utiliser 80 ite´rations internes seule-
ment sur les domaines concerner par les grandes valeurs CFL locales. Ces derniers ne repre´sentent
qu’environ 2.5% de la totalite´ du domaine de calcul. Pour le reste, comme la valeur CFL reste
“standard” par rapport aux calculs pre´ce´dents effectue´s avec la me´thode implicite, seulement
4 ite´rations internes sont utilise´es. La convergence du processus de Newton est illustre´e sur la
figure (5.16), qui montre pour le calcul SGE 2 la norme L2 du re´sidu associe´ a` la composante
longitudinale de la vitesse. Dans le domaine englobant la paroi du cylindre (CFL ≈ 700), les
80 ite´rations permettent de re´duire le re´sidu d’un ordre de grandeur. Sur un domaine proche
du cylindre (CFL ≤ 16), correspondant au domaine rouge en forme de O sur la figure (5.17), 4
ite´rations suffisent pour re´duire le re´sidu d’un ordre de grandeur e´galement.
Avec l’utilisation de cette proce´dure, le facteur the´orique de re´duction du temps de calcul est
d’environ 13.7. La dernie`re colonne du tableau (5.2) donne le temps CPU ne´cessaire au NEX SX6
(dont la vitesse moyenne est de 4Gflops par processeur) pour inte´grer un temps de 0.025s. Cette
dure´e corresponds a` 50 pe´riodes du mode fondamental de Rossiter. La comparaison entre le couˆt
du calcul sans cylindre et avec cylindre (facteur 33 entre les temps de calcul de la DES et de la
SGE de Larcheveˆque) montre clairement la difficulte´ de la simulation qui va eˆtre pre´sente´e. De
plus, via l’optimisation local du processus ite´ratif, le couˆt informatique de la SGE est de l’ordre
de grandeur de celui de la DES (facteur 1,67 entre ces deux temps de calcul). Ceci permet donc
de re´aliser ce calcul instationnaire.
138
Iterations
||ε
(N
) 2|| 2
/||ε
(1
) 2|| 2
0 20 40 60 80
0.2
0.4
0.6
0.8
1
domaine CFLmax =700
domaine CFLmax < 16
Fig. 5.16: Convergence du processus de Newton obtenue avec l’adaptation locale du nombre
d’ite´rations pour la premie`re composante de la vitesse sur deux domaines proches du cylindre
(Calcul SGE 2)
Parame`tres nume´riques des simulations
Le domaine de calcul repre´sente´ sur la figure (5.13) s’e´tend sur 0.25 m en aval de la cavite´ (5L)
et sur 0.15 m en amont de la cavite´ (3L). La longueur de la veine en aval de la cavite´ a e´te´ rallonge´e
par rapport aux simulations de Larcheveˆque [61, 63] (L) afin d’e´loigner la condition d’entre´e du
cylindre. Dans la direction z, des conditions de pe´riodicite´ sont employe´es. Les conditions en
entre´e et en sortie de domaine sont re´solues a` l’aide de la the´orie des caracte´ristiques. En entre´e,
un profil de vitesse en tangente hyperbolique est impose´. La forme du profil a e´te´ ajuste´e afin que
les profils de vitesse extrait en x = −0.05 m soient en bon accord avec les mesures expe´rimentales
de Illy. Pour le calcul SGE une condition d’entre´e supple´mentaire doit eˆtre de´finie a` l’interface
entre les domaines RANS et SGE situe´e dans la couche limite en amont du cylindre (voir figure
(5.13)). La technique de remise a` l’e´chelle de Lund a e´te´ applique´e entre le plan d’entre´e situe´ en
x = −0.03 m et un plan le´ge`rement en amont du cylindre en x = −0.01 m. Cette remise a` l’e´chelle
s’effectue sur les fluctuations du champ ae´rodynamique. Elles sont extraites du champ global
en soustrayant la moyenne transverse : φ
′
(x = −0.01, y, t) = 1W
∫
φ(x = −0.01, y, z, t)dz ou` W
repre´sente l’envergure du domaine de calcul. Ces fluctuations sont alors ajoute´es aux variables
conservatives RANS a` l’entre´e du domaine en x = −0.03 m suivant la proce´dure de´crite dans [92].
La distance entre le plan d’entre´e et le plan de recyclage mesure 0.02 m, ce qui repre´sente 4 fois
l’e´paisseur de couche limite visuelle mesure´e en x = −0.03 m. Cette longueur est donc suffisante
pour permettre a` la turbulence de se de´velopper. Il faut cependant noter que la technique de Lund
peut introduire une fre´quence parasite dans le calcul du fait de la proce´dure de recyclage. Dans le
cas pre´sent, cette fre´quence serait de l’ordre de f ≈ (xplan entre´e−xplan recycle´)/U∞ = 0.02/243 =
12 000Hz. Pour le calcul SGE, le domaine de calcul posse`de une envergure variable afin de limiter
le nombre de points de maillage comme cela est fait dans [82]. Dans la couche limite en amont
de la cavite´, l’envergure est de 0.01 m jusqu’a` l’aplomb de la cavite´ en x = 0 m. Cette largeur
repre´sentant 4 diame`tres du cylindre ou l’e´paisseur de couche limite visuelle en x = −0.01 m,
est suffisante pour permettre un de´veloppement approprie´ des structures turbulentes dans la
couche limite [82]et dans le sillage proche du cylindre [58]. A` partir de x = 0, l’envergure W du
domaine est fixe´e a` 0.05 m (L). L’information issue de la couche limite amont est donc re´plique´e
5 fois, mais ce forc¸age transverse s’atte´nue rapidement quand on se de´place vers le bord aval de
la cavite´, comme l’indique le crite`re Q instantane´ illustre´ sur la figure (5.18).
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Le temps d’inte´gration utilise´ pour effectuer l’analyse est de 0.025 s (50 pe´riodes du premier
mode de Rossiter). Avant cela, un transitoire d’environ 20 pe´riodes doit eˆtre simuler pour at-
teindre un re´gime pe´riodique bien e´tabli. Ceci re´clame environ 1300h (DES) et 2200h (SGE 2)
sur le supercalculateur vectoriel NEC SX6 (voir le tableau (5.2)). Afin d’utiliser simultane´ment
4 processeurs de ce calculateur, une version paralle`le (OpenMP) du code a e´te´ utilise´e. Ceci
permet de re´duire le temps de restitution du calcul. Ne´anmoins, l’implicitation des conditions
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Fig. 5.17: De´coupage de la re´gion du cylindre pour re´partir la charge de travail entre les diffe´rents
processeurs pour le calcul paralle`le
de raccord dans la proce´dure d’adaptation du nombre d’ite´rations internes n’a pas e´te´ retenue.
En effet, les ame´liorations qu’elle procure ne sont pas flagrantes (voir chapitre (4)) ; par ailleurs,
son extension en calcul paralle`le n’est pas triviale. Afin de re´partir e´quitablement la charge
de travail sur 4 processeurs (load balancing), un traitement spe´cial a e´te´ effectue´. La difficulte´
re´side dans le fait que certains domaines impliquent une plus grande charge de travail puisque le
nombre d’ite´rations internes est plus e´leve´ pour ces derniers. Afin de diviser e´quitablement cette
surcharge, le domaine entourant le cylindre ou` 80 ite´rations internes sont utilise´es est subdivise´
en 4 domaines de couleur bleue, orange, verte et jaune sur la figure (5.17). Chaque processeur
doit prendre en compte le meˆme nombre de points ne´cessitant le meˆme nombre d’ite´rations
internes. C’est ce qui a motive´ le de´coupage repre´sente´ sur la figure (5.17). Au final, le domaine
de calcul est divise´ en 19 domaines comportant un nombre de cellules tre`s variable : de l’ordre
de 50 000 pour le domaine RANS discre´tisant la veine a` plus de 2.5× 106 pour le domaine SGE
discre´tisant la couche limite en amont du cylindre. Malgre´ cette forte disparite´, le code s’exe´cute
a` une vitesse comprise entre 14 et 15 Gflops, ce qui correspond parfaitement a` l’acce´le´ration
line´aire attendu pour ce calcul multi-processeurs. Maintenant que la difficulte´ re´sidant dans la
re´alisation d’un calcul SGE sur cette configuration a e´te´ clairement identifie´e et contourne´e, il est
important de ve´rifier si les deux calculs instationnaires repre´sentent bien l’efficacite´ du cylindre
dans la re´duction du bruit de cavite´.
5.4 Validation des re´sultats nume´riques
Nous avons a` disposition, concernant la cavite´ controˆle´e par l’interme´diaire du cylindre,
les re´sultats nume´riques obtenus avec la DES et la SGE ainsi que les donne´es expe´rimentales
de Illy [47]. Le premier travail effectue´ est la comparaison entre les re´sultats nume´riques et
expe´rimentaux. Cette dernie`re va pouvoir nous informer sur la validite´ des simulations effectue´es.
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Cette comparaison est base´e sur le profil de la vitesse moyenne, de l’e´nergie cine´tique turbu-
lente re´solue et des tensions de Reynolds sur diffe´rentes positions longitudinales. Finalement,
le spectre de pression est e´galement observe´ pour ve´rifier si la re´duction de 30 dB du mode
fondamental de Rossiter du a` l’effet de controˆle du cylindre est bien reproduite nume´riquement.
Avant de comparer les grandeurs statistiques des simulations avec celle des expe´riences de
Illy, les structures cohe´rentes de la SGE et de la DES sont repre´sente´es sur la figure (5.18) a` l’aide
d’une isosurface positive du crite`re Q [46, 142]. Pour les deux calculs, une alle´e de von Ka´rma´n
Fig. 5.18: Isosurface du crite`re Q= 2 × U 2∞/d2 colore´e par la composante longitudinale de la
vitesse : DES (gauche) SGE (droite)
peut eˆtre observe´e malgre´ le grand nombre de Reynolds. Ensuite, des tourbillons longitudinaux
se forment, ce qui me`ne a` la cre´ation de structures tridimensionnelles de grande taille par rapport
au diame`tre d du cylindre. Sur cette figure, il est difficile de dire si les fluctuations de la couche
de me´lange responsables de l’e´mission de bruit, ont bien disparu graˆce au cylindre. Pour le
calcul SGE, il apparaˆıt clairement que le cylindre est excite´ par la turbulence de la couche limite
amont. Pour la simulation DES, il est clair que la turbulence re´solue par le maillage dans la zone
du cylindre n’apparaˆıt que dans le sillage de ce dernier. Cette diffe´rence au niveau du cylindre
se re´percute en aval, puisqu’il semble que la turbulence a` petite e´chelle soit moins pre´sente
vers le bord aval de la cavite´. Cette figure ne repre´sente qu’un instantane´e de la simulation. Si
aucune structure aberrante n’est observe´e, il est ne´anmoins impossible d’en tirer des conclusions
concernant la validite´ des simulations DES et SGE.
5.4.1 Champ moyen
La comparaison des profils de vitesse expe´rimentaux et nume´riques est pre´sente´e sur la figure
(5.19) en six positions diffe´rentes. Les positions x = 0 mm et x = 50 mm correspondent au de´but
et a` la fin de la cavite´. Les positions x = 10 mm , x = 20 mm et x = 40 mm sont situe´es a`
l’inte´rieur de la cavite´. Enfin, le profil en x = −50 mm se situe en amont du cylindre dans une
zone RANS aussi bien pour la DES que la SGE. Ce profil permet de ve´rifier que le profil de vitesse
impose´ en x = −0.15 m est bien adapte´, puisque les profils expe´rimentaux et nume´rique sont
en parfait accord en x = −50 mm. En aval du cylindre, les re´sultats nume´riques, globalement
satisfaisants, diffe`rent sensiblement des mesures expe´rimentales de Illy. Les calculs SGE et DES
ont deux comportements distincts :
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Fig. 5.19: Comparaison des profils de vitesse longitudinal expe´rimentaux et nume´riques obtenus
avec la DES et la SGE. En haut : x = −50 mm (gauche), x = 0 mm (centre) et x = 10 mm
(droite). En bas x = 20 mm (gauche), x = 40 mm (centre) et x = 50 mm (droite).
– la DES pre´dit une zone de recirculation beaucoup trop grande. Ce point est tre`s net en
x = 0, dont le profil exhibe toujours une zone de courant retour. La longueur de la zone
de recirculation, Lr, est environ e´gale a` 2.3 fois le diame`tre du cylindre. Cette dernie`re
est fortement lie´e au niveau de turbulence dans la couche limite du cylindre. Au vu du
nombre de Reynolds base´ sur le diame`tre du cylindre (Red = 4.3 × 104), Lr/d devrait
eˆtre beaucoup plus petit. D’apre`s Williamson [143], ces valeurs de Lr/d sont obtenues
soit pour des e´coulements stationnaires (Re ≤ 50), soit pour des valeurs du nombre de
Reynolds proche de 1 000. Le cas pre´sent n’est pas canonique puisque la couche limite du
cylindre est situe´e dans la couche limite de la veine d’essai. Il est donc soumis a` un fort
taux de turbulence exte´rieur. Or d’apre`s [129, 1], le forc¸age par une turbulence externe
agit sur le cylindre comme une augmentation du nombre de Reynolds. Compte tenu de ces
parame`tres, Lr/d devrait eˆtre infe´rieur a` 1. En aval du cylindre le sillage se diffuse trop
rapidement par rapport au mesures expe´rimentales. Graˆce a` des compensations d’erreurs
(recirculation trop grande et diffusion trop rapide), un bon accord calcul/expe´rience est
obtenu en x = 10 mm.
– La SGE pre´dit une zone de recirculation Lr/d proche de 0.64. Compte tenu de la remarque
pre´ce´dente concernant l’influence de la turbulence amont sur ce parame`tre, cette valeur
se situe dans une plage re´aliste par rapport a` la litte´rature. En x = 0 les profils SGE sont
en bon accord avec les mesures de Illy, meˆme si le sillage est un peu e´pais, tandis que la
survitesse s’ave`re sous-estime´e entre la paroi de la veine et celle du cylindre. En aval du
cylindre, il semble que la SGE pre´dise une diffusion trop lente du de´ficit de vitesse lie´ au
sillage du cylindre.
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5.4.2 Champ fluctuant
Concernant les profils de l’e´nergie cine´tique turbulente re´solue, les re´sultats nume´riques et
expe´rimentaux sont donne´s sur la figure (5.20) aux meˆmes positions longitudinales qu’aupa-
ravant. En x = −50 mm (zone RANS pour les calculs DES et SGE) l’e´nergie cine´tique est
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Fig. 5.20: Comparaison des profils de l’e´nergie cine´tique turbulente re´solue obtenus avec la DES
et la SGE. En haut : x = −50 mm (gauche), x = 0 mm (centre) et x = 10 mm (droite). En bas
x = 20 mm (gauche),x = 40 mm (centre) et x = 50 mm (droite).
entie`rement mode´lise´e par le mode`le RANS. L’e´nergie cine´tique re´solue est donc nulle dans les
deux calculs. En aval du cylindre, les re´sultats viennent corroborer les constats effectue´s pour le
champ moyen :
– En x = 0 la DES sous-estime d’un facteur 3 le pic de l’e´nergie cine´tique turbulente lie´ au
laˆcher tourbillonnaire tre`s intense en aval du cylindre. Comme le sillage du cylindre est
traite´ par un mode`le SGE (zone rouge sur la figure (5.14)), cette sous-estimation ne peut
pas eˆtre compense´e dans cette zone par l’e´nergie mode´lise´e. Elle correspond donc a` une
faiblesse du calcul DES effectue´ ici. Ce de´faut est inhe´rente a` la zone grise ou a` l’approche
zonale retenue ici pour le calcul DES. En aval du cylindre, l’e´nergie cine´tique turbulente
est dissipe´e trop lentement par rapport aux mesures expe´rimentales. Ce phe´nome`ne se
voit particulie`rement en x = 20 mm et x = 40 mm. Graˆce aux compensations d’erreurs
(production trop faible et dissipation trop rapide), un bon accord calcul/expe´rience est
encore obtenu en x = 10 mm.
– La SGE pre´dit parfaitement la valeur du pic de l’e´nergie cine´tique turbulente lie´ au laˆcher
tourbillonnaire en x = 0 mm. Ne´anmoins la base du pic est un peu large et la rupture
de pente observe´e aux limites de la couche de me´lange sur les mesures expe´rimentales
de Illy est absente de la simulation SGE. C’est e´galement le cas pour la DES. On peut
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remarquer que Arunajatesan et al. [8] n’obtiennent pas un tel niveau dans leurs simulations
nume´riques meˆme si la pre´sence d’un tel pic lie´ au cylindre est bien pre´sent. Contrairement
a` eux, nous obtenons un important niveau d’e´nergie. En aval du cylindre, la de´croissance
de l’e´nergie cine´tique turbulente s’ave`re globalement en bon accord avec l’expe´rience.
Les tensions de Reynolds sont repre´sente´es sur la figure (5.21). Les re´sultats expe´rimentaux
et ceux obtenus par la SGE sont en bon accord : les deux pics sont correctement situe´s et les
niveaux sont semblables. Les re´sultats obtenus avec la DES sont moins satisfaisants. Entre x = 20
mm et x = 30 mm, la DES pre´dit meˆme une augmentation du pic situe´ en y = 0. Par opposition,
la SGE et l’expe´rience pre´disent une diminution de ce dernier.
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Fig. 5.21: Comparaison des profils des contraintes de Reynolds expe´rimentales et nume´riques
obtenues avec la DES et la SGE. En haut : x = −50 mm (gauche), x = 0 mm (centre) et x = 10
mm (droite). En bas x = 20 mm (gauche), x = 40 mm (centre) et x = 50 mm (droite).
5.4.3 Spectre de pression
Il semble d’apre`s l’observation des champ moyen et fluctuant que la SGE repre´sente mieux
l’effet du cylindre que la DES. En effet, les re´sultats expe´rimentaux sont dans l’ensemble en
accord satisfaisant avec les re´sultats de la SGE. Cette comparaison va maintenant s’e´tendre
sur une variable plus repre´sentative de la physique et du bruit de l’e´coulement simule´. Notre
attention se porte sur le signal de pression enregistre´ sur la paroi arrie`re de la cavite´ a` y = −10
mm (y/L= −0.2). La figure (5.22) repre´sente les spectres du signal temporel de la pression
exprime´ en de´cibel pour :
– les re´sultats expe´rimentaux sans barreau obtenus par Forestier [33] ou` les modes de Rossiter
sont pre´sents,
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– les re´sultats expe´rimentaux avec barreau obtenus par Illy [47] ou` l’effet du cylindre se
manifeste,
– les re´sultats nume´riques obtenues avec la DES,
– les re´sultats nume´riques obtenues avec la SGE,
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Fig. 5.22: Spectre de pression sur la paroi arrie`re de la cavite´ a` y = −10 mm
L’analyse des spectres souligne un fois encore la diffe´rence entre les simulations SGE et DES
effectue´es :
– le calcul DES reproduit tre`s mal l’effet de controˆle du cylindre. A` chaque fre´quence lie´e
aux trois premiers modes de Rossiter, un pic apparaˆıt. Pour le mode fondamental a` 2
000 Hz, la surestimation du pic par rapport aux mesures de Illy est de l’ordre de 15 dB.
Meˆme si l’intensite´ pre´dite par le calcul DES (≈ 142 dB) est infe´rieure a` celle mesure´e dans
les expe´riences sans cylindre (≈ 162 dB), le calcul DES ne semble pas repre´sentatif de la
physique observe´e expe´rimentalement au niveau du bruit de raies.
– Par opposition, le bruit tonale de la re´fe´rence expe´rimentale est bien repre´sente´ par la SGE.
En particulier, la re´duction de 30 dB du mode fondamental de Rossiter a` la fre´quence 2
000 Hz est bien retrouve´e. Les harmoniques sont e´galement inexistants dans le calcul SGE.
L’accord entre l’expe´rience de Illy et la simulation SGE est excellent entre 2 000 et 10
000 Hz. Cependant, la SGE ne pre´dit pas correctement le pic de pression duˆ au laˆcher
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tourbillonnaire du cylindre. En effet, les donne´es expe´rimentales trouvent un pic de base
assez large de 129 dB a` environ 20 000Hz, tandis que la SGE atte´nue ce dernier (≈ 120
dB). Par contre, les positions du pic sont relativement proches. Cette atte´nuation peut
eˆtre lie´e a` la dissipation nume´rique du sche´ma, le signal de pression e´tant re´colte´ a` 20
diame`tres derrie`re le cylindre. Comme un filtre passe-bas de fre´quence de coupure e´gale
a` 30 000 Hz est applique´ au signal expe´rimental, le bruit large bande de la SGE ne peut
pas eˆtre compare´ aux donne´es expe´rimentales recueillies par Illy. On constate ne´anmoins
que le bruit large bande est plus intense dans le calcul SGE que dans celui de la DES. Ceci
confirme la premie`re impression laisse´e par l’analyse du crite`re Q sur la figure (5.18). Le
fait que le bruit large bande soit sous-estime´ et celui des pics de Rossiter surestime´ pourrait
confirmer l’hypothe`se H1 de Stanek pre´sente´e dans le paragraphe 5.2. De plus, il semble
e´galement que la condition d’entre´e de type recyclage de Lund ne parasite pas le calcul,
puisque aucun pic marquant n’e´merge vers 12 000 Hz. Ceci provient suˆrement du fait que
le champ RANS, auquel s’ajoutent les fluctuations issues du Lund, est instationnaire graˆce
aux ondes acoustiques qui remontent la veine d’essai.
Au vu du bon accord global entre les donne´es expe´rimentales et le calcul SGE, la physique
de l’e´coulement est relativement bien reproduite par cette simulation (au niveau statistique et
instationnaire). Nous pouvons ainsi avoir relativement confiance dans les donne´es nume´riques
obtenues par ce calcul. Le calcul DES effectue´ n’est pas repre´sentatif de la physique. Ce re´sultat
doit ne´anmoins eˆtre nuance´. Les calculs SGE et DES montrent que l’efficacite´ du cylindre de´pend
des caracte´ristiques de la turbulence dans la zone du cylindre. Sur le maillage retenu, la DES
ne permet pas d’obtenir la bonne dynamique et conduit a` une mauvaise estimation du bruit
de cavite´. Ce mauvais comportement pourrait suˆrement se corriger en adaptant un maillage
spe´cifique DES autour du cylindre afin d’atte´nuer les proble`mes de zone grise sur ce cas sensible
ou bien en adoptant les derniers de´veloppements propose´s par Spalart et al. [123] pour corriger
cette faiblesse du mode`le original.
5.5 Discussion
Comme le calcul SGE reproduit de manie`re satisfaisante la physique de l’e´coulement, une
rapide discussion relative aux me´canismes physiques mis en jeu dans la re´duction du bruit de
cavite´ a` l’aide d’un cylindre est maintenant mene´e. Celle-ci concerne essentiellement l’e´coulement
autour du cylindre. D’une part, il semble piloter la dynamique globale de l’e´coulement. D’autre
part, les mesures expe´rimentales de Illy sont incomple`tes dans cette zone principalement pour
des raisons me´trologiques.
5.5.1 Dynamique dans la re´gion proche du cylindre
Effort ae´rodynamique
L’e´volution temporelle des efforts ae´rodynamiques exerce´s par le fluide sur le cylindre a e´te´
enregistre´e durant un laps de temps de 0.025 s. Un extrait de ces enregistrements est pre´sente´
sur la figure (5.23), ainsi que les spectres associe´s a` ces signaux. Pour la portance, la fre´quence
associe´e au laˆche´ tourbillonnaire domine le spectre au environ de 20 000 Hz. Pour la traˆıne´e,
la fre´quence de 40 000 Hz associe´e a` l’e´chappement tourbillonnaire coexiste avec des fre´quences
plus basses dans la gamme des modes de Rossiter. La valeur moyenne de la traˆıne´e, e´gale a`
0.48, indique que le re´gime de l’e´coulement est supercritique [1]. Ceci confirme l’importance de
la turbulence amont, car compte tenu du nombre de Reynolds base´ sur le diame`tre de l’ordre
146
de 43 000, la traˆıne´e devrait eˆtre proche de 1.2. La valeur moyenne de la portance est e´gale a`
0.003. Ceci est duˆ a` la pre´sence de la paroi basse de la veine qui disyme´trise tre`s le´ge`rement
l’e´coulement.
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Fig. 5.23: Spectre des efforts ae´rodynamiques sur le cylindre : traˆıne´e (gauche), portance
(droite).
Ligne de courant
Une des hypothe`ses couramment avance´e pour expliquer l’action du cylindre est qu’il de´vie
la couche de me´lange vers la haut. Ceci a pour effet de limiter l’impact des tourbillons sur la
bord aval de la cavite´. Les lignes de courant et les isocontours du nombre de Mach moyen sont
repre´sente´s sur la figure (5.24) pour les calculs SGE, DES et celui re´alise´ par Larcheveˆque [61]
pour le cas sans barreau. Il est difficile de discerner de fortes diffe´rences pour les lignes de courant
issues du bord amont de la cavite´ pour le calcul SGE avec barreau et celui de Larcheveˆque sans
barreau. Dans les deux cas, ces lignes vont impacter le bord aval de la cavite´. La diffe´rence
majeure au bord amont re´side dans la pre´sence d’un petite zone de recirculation dans la cas
sans barreau. Mais le calcul de Larcheveˆque est re´alise´ sur un maillage qui n’est pas capable de
repre´senter la dynamique de la couche limite amont. Aussi cette se´paration au bord aval est plus
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certainement lie´e a` un artefact nume´rique qu’a` la dynamique de cavite´ en l’absence de cylindre.
C’est le calcul DES qui de´vie le plus vers le haut les lignes de courant dans la partie amont de
la cavite´. Or ce calcul ne conduit pas a` une re´duction significative du bruit, ce qui ne va pas
dans le sens de l’hypothe`se mentionne´e ci-dessus pour le me´canisme conduisant a` la re´duction
du bruit.
Pre´sence de chocs
On voit sur la strioscopie de la figure (5.11) la pre´sence d’ondes de pression qui remontent
l’aval au niveau du cylindre. Illy [47] pense que le nombre de Mach est supe´rieur a` 1 dans cette
zone. Cependant, les sondages qu’il a effectue´s a` x = 0 et 5 mm montrent que l’e´coulement reste
subsonique en aval du cylindre. Par contre, le calcul SGE montre clairement la pre´sence de chocs
juste a` la verticale du cylindre sur la figure (5.24). Les survitesses provoque´es par la pre´sence du
cylindre cre´ent en moyenne deux poches le´ge`rement supersoniques, avec une valeur maximale du
nombre de Mach de l’ordre de 1.2. Si la valeur du nombre de Mach atteint des valeurs le´ge`rement
supersoniques en moyenne, les effets instantane´s de compressibilite´ s’ave`rent beaucoup plus
importants a` cause de l’e´chappement tourbillonnaire. Les figures (5.25-5.26) repre´sentent des
isocontours du nombre de Mach instantane´ extrait du plan de calcul z = 0 pour diffe´rents
instants e´quire´partis sur la pe´riode T de battement du sillage. La ligne noire localise la ligne
sonique sur ces figures. Sur la face amont du cylindre, la position de celle-ci reste relativement
la meˆme. Elle subit parfois des de´formations lie´es au passage des tourbillons de la couche limite
amont. Au niveau du sillage, un choc oscille en fonction du laˆche´ tourbillonnaire sur une distance
e´gale a` environ un diame`tre du cylindre. Quand le tourbillon cre´e´ par le cylindre arrive sur la
discontinuite´, le nombre de Mach atteint des valeurs importantes proches de 1.8. Ces poches
supersoniques ne sont pas advecte´es sur des distances supe´rieures a` 4d. Qualitativement, ces
re´sultats sont en accord avec les observations expe´rimentales de Nakagawa pour des cylindres
de section carre´e [91]. Afin de mieux visualiser les structures tourbillonnaires dans cette zone,
des isosurfaces du crite`re Q et de |∂xρ||∇.U | = 1.3d2/(ρU∞) sont illustre´es aux meˆmes instants
de la pe´riode de battement sur les figures (5.27-5.28). L’arrie`re plan sombre correspond a` une
vue de type Schlieren du gradient de densite´. L’isosurface de |∂xρ||∇.U | = 1.3d2/(ρU∞) a e´te´
retenue pour tenter de faire ressortir les chocs sur ces figures. Quand le tourbillon est e´jecte´ dans
la partie haute du sillage (pour t = 3T/10, 4T/10, 5T/10), on peut clairement distinguer deux
syste`mes tourbillonnaires qui coexistent sur une distance de 4 a` 5d en aval du bord amont : celui
associe´ au cylindre et celui associe´ a` la couche de me´lange issue du bord amont de la cavite´.
Par contre, quand le tourbillon est e´jecte´ dans la partie basse du sillage (t = 8T/10, 9/T10,
T), le syste`me tourbillonnaire associe´ a` la couche de me´lange semble s’apparier avec celui du
cylindre de`s le de´but de la cavite´. En comparant la turbulence en amont et en aval du cylindre,
il semble qu’un autre effet significatif du cylindre re´side dans l’augmentation sensible de la taille
des tourbillons et de leur intensite´.
5.5.2 Dynamique dans la re´gion du plan affleurant de la cavite´
Comme le calcul SGE semble reproduire assez fide`lement l’expe´rience de Illy, des donne´es
instationnaires ont e´galement e´te´ stocke´es au cœur de l’e´coulement afin de mieux comprendre a`
terme les me´canismes conduisant a` la re´duction de bruit. En guise de coup de sonde, deux types
de donne´es sont exploite´es dans cette section :
– les 5 variables conservatives dans le plan affleurant sont enregistre´es dans toutes les cellules
de calcul du plan affleurant pour 3 pe´riodes du mode fondamental de Rossiter (soit un
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Fig. 5.24: Isocontour du nombre de Mach moyen et ligne de courant : DES (haut), SGE (milieu),
SGE sans barreau [61] (bas)
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Fig. 5.25: Isocontour du nombre de Mach autour du cylindre dans le plan z = 0 a` diffe´rents
instants de la pe´riode de battement du sillage : a) t = T/10, b) t = 2T/10, c) t = 3T/10, d) t =
4T/10, e) t = 5T/10
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Fig. 5.26: Isocontour du nombre de Mach autour du cylindre dans le plan z = 0 a` diffe´rents
instants de la pe´riode de battement du sillage : a) t = 6T/10, b) t = 7T/10, c) t = 8T/10, d)
t = 9T/10, e) t = T
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Fig. 5.27: Isosurfaces du crite`re Q = 2×U 2∞/d2 colore´es par la composante longitudinale du ro-
tationnel et de |∂xρ||∇.U | = 1.3d2/(ρU∞) en vert a` diffe´rents instants de la pe´riode de battement
du sillage : a) t = T/10, b) t = 2T/10, c) t = 3T/10, d) t = 4T/10, e) t = 5T/10
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Fig. 5.28: Isosurfaces du crite`re Q = 2×U 2∞/d2 colore´es par la composante longitudinale du ro-
tationnel et de |∂xρ||∇.U | = 1.3d2/(ρU∞) en vert a` diffe´rents instants de la pe´riode de battement
du sillage : a) t = 6T/10, b) t = 7T/10, c) t = 8T/10, d) t = 9T/10, e) t = T
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temps de 0.0015 s) avec un enregistrement toutes les 0.5µs. Ceci a donc ne´cessite´ le stockage
216 × 250 cellules et de 3 000 pas de temps.
– les variables conservatives sont enregistre´es sur 5 lignes de maillage correspondant aux
valeurs de y = −3 mm, y = 0 mm, y = 3 mm, y = 4 mm et y = 6 mm. Ces lignes de
maillage sont illustre´es sur la figure (5.29). La meˆme fre´quence d’e´chantillonage est retenue.
Cette fois, la dure´e enregistre´e est de 0.025 s, soit 50 pe´riodes du mode fondamental de
Rossiter.
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Fig. 5.29: Localisation des lignes ou` sont enregistre´es les variables conservatives
Quantite´ de mouvement verticale dans le plan affleurant
Comme la direction transverse z est une direction homoge`ne dans le calcul SGE, il peut
eˆtre utile de moyenner les signaux dans cette direction afin d’isoler d’e´ventuelles structurations
bidimensionnelles associe´es au mode de Rossiter ou au cylindre. La moyenne transverse de la
composante verticale de la quantite´ de mouvement est repre´sente´e dans un diagramme espace-
temps sur la figure (5.30) pour le calcul SGE, mais aussi pour celui de Larcheveˆque [61] sur la
configuration sans barreau. Sans dispositif de controˆle, la quantite´ de mouvement subit de fortes
fluctuations centre´es sur ze´ro de l’ordre de 0.35ρU∞. Vers le bord aval de la cavite´ (x = 0.04
m), on peut distinguer sur une pe´riode T du mode de Rossiter 3 alternances de vitesse positives
et ne´gatives, qui correspondent au passage des trois tourbillons de´crits dans [34]. Vers le bord
amont, l’intensite´ des fluctuations est moins marque´e, mais le nombre d’alternances est de l’ordre
de la dizaine. Le nombre de tourbillons ge´ne´re´s au bord amont est plus important, mais certains
s’apparient quand ils sont convecte´s en aval [34, 61]. Avec le cylindre, les re´sultats sont tre`s
diffe´rents. D’une part, les fluctuations de la quantite´ de mouvement sont fortement atte´nue´es
puisqu’elles ne repre´sentent plus que 0.15ρU∞. Vers le bord amont, on distingue clairement le
passage d’une dizaine de tourbillons, sans qu’il soit possible de dire s’ils sont lie´s au cylindre
ou a` la couche de me´lange. Concernant la vitesse d’advection des structures identifie´es, celle-ci
est environ deux fois plus faible dans le cas avec barreau (de l’ordre de 100m.s−1). Ceci est en
accord avec les mesures expe´rimentales de Illy [47] pre´sente´es sur la figure (5.12) qui montre une
forte diminution de la vitesse en y = 0 mm par rapport au cas sans barreau.
L’e´volution temporelle de la composante verticale de la quantite´ de mouvement moyenne´e
sur le plan affleurant est illustre´e sur la figure (5.31). Au cours de la pe´riode du premier mode
de Rossiter la cavite´ ”respire”. Pour le calcul sans barreau, l’intensite´ du phe´nome`ne atteint
0.06ρU∞ et le bilan sur une pe´riode est nul. Avec le cylindre, cette “respiration” est re´duite par
6, mais le signal est davantage perturbe´. Sur une pe´riode du Rossiter, le bilan n’est pas forcement
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nul, mais celui-ci s’e´quilibre sur des temps d’inte´gration plus long. Ce point a e´te´ ve´rifier sur le
champ statistique e´tudie´ dans la section 5.4.1.
Fig. 5.30: Diagramme espace-temps de la composante verticale de la quantite´ de mouvement
moyenne´e dans l’envergure z pour le plan affleurant (y = 0) : Cas sans barreau [61] (gauche).
Calcul SGE (droite).
Analyse spectrale des signaux de pression et de l’e´nergie cine´tique
Au cours de la phase de validation du calcul SGE, le spectre de pression a e´te´ compare´ avec
succe`s a` celui de l’expe´rience de Illy en un point de la paroi aval de la cavite´ en y = −10 mm (voir
figure (5.22)). L’objectif de ce paragraphe est d’e´valuer l’e´volution spatiale de cette grandeur
suivant les lignes repre´sente´es sur la figure (5.29). Les lignes y = 3 mm et y = 6 mm sont situe´es
au niveau des couches de me´lange du cylindre, tandis que y = 4 mm, correspond au plan de
syme´trie de ce dernier. Le meˆme traitement est re´alise´ dans le plan affleurant, ainsi que 3 mm
en dessous de celui-ci. Les re´sultats sont pre´sente´s sur les figures (5.32-5.33) avec les spectres
de pression a` gauche et ceux de l’e´nergie cine´tique turbulente k a` droite. Les fre´quences sont
repre´sente´es en e´chelle logarithmique (base 10). Le premier mode de Rossiter et l’e´chappement
tourbillonnaire du cylindre correspondent donc aux valeurs 3.3 et 4.3. Dans le sillage du cylindre,
la fre´quence dominante dans la partie amont de la cavite´ (x/L ≤ 0.5) est celle de l’e´chappement
tourbillonnaire. Au niveau des couches de me´lange issues du cylindre (y = 3 mm et y = 6 mm),
les spectres de pression et de k sont tre`s bien corre´le´s. Dans ces zones, les fluctuations de pression
sont donc principalement dues aux tourbillons du sillage, et non a` des ondes acoustiques. Au dela`
de x/L = 0.5 (12d en aval du cylindre), l’influence du barreau devient moins pre´ponde´rante et le
mode de Rossiter devient dominant vers le bord aval de la cavite´. Quand on regarde l’e´volution
longitudinale de l’intensite´ du premier de mode de Rossiter, il semble qu’il existe une modulation
de l’intensite´ du mode en fonction de la position x. A` l’inte´rieur de la cavite´, cette modulation
est beaucoup plus accentue´e. Sur la figure (5.33), on voit clairement la pre´sence d’un nœud en
x/L = 0.5, environ 15 dB plus faible que pour les ventres au bord aval et amont de la cavite´.
Ce type de structuration spatiale du premier mode de Rossiter a e´galement e´te´ observe´ par
Larcheveˆque [61] pour une cavite´ plus longue (L/D=5) et tridimensionnelle (W/D=1). Pour le
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Fig. 5.31: E´volution temporelle de la composante verticale de la quantite´ de mouvement
moyenne´e sur le plan affleurant de la cavite´ (y = 0) : Cas sans barreau [61] (gauche). Cal-
cul SGE (droite).
laˆche´ tourbillonnaire, l’intensite´ du mode en fonction de la position x est clairement visible en
y = −3 mm. On distingue 6 ventres sensiblement e´quire´partis suivant la longueur de la cavite´,
qui correspondent a` un mode propre acoustique longitudinal. En effet les modes propres de la
cavite´ peuvent eˆtre estime´s par la formule suivante [130] : n =
2fL
c
avec c la vitesse du son et L
la longueur de la cavite´. Pour la fre´quence du laˆche´ tourbillonnaire (20 000Hz), on obtient une
valeur de n e´gale a` 6.2.
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Fig. 5.32: Spectre de pression (gauche) et de l’e´nergie cine´tique turbulente (droit) mesure´s pour
3 positions verticales en aval du cylindre : y = 6 mm (haut), y = 4 mm (milieu), y = 3 mm
(bas)
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Fig. 5.33: Spectre de pression (gauche) et de l’e´nergie cine´tique turbulente (droit) mesure´s pour
2 positions verticales a` l’inte´rieur de la cavite´ : y = 0 mm (haut), y = −3 mm (bas)
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Conclusion
L’objectif de ce travail concerne l’extension du champ d’application de la SGE. Plus pre´cise´-
ment, il s’agit de l’application de la SGE aux e´coulements pre´sentant une forte disparite´ d’e´chelles.
Pour cela, nous nous sommes concentre´s ici sur celui de cavite´ controˆle´ par l’interme´diaire d’un
barreau. Malgre´ l’e´tude expe´rimentale de Illy [47], les raisons de l’efficacite´ du cylindre dans la
re´duction de bruit de cavite´ restent mal comprises. L’apport de la simulation peut permettre,
a` terme, un avancement dans la compre´hension de celle-ci. Ainsi, une Simulation des Grandes
E´chelles re´aliste d’une cavite´ de 50 mm de long avec un cylindre circulaire 20 fois plus petit
a e´te´ re´alise´e. Les re´sultats expe´rimentaux [47] effectue´s sur la meˆme configuration ont e´te´ re-
trouve´s par le calcul. La comparaison expe´rience/simulation s’est porte´e a` la fois sur le champ
moyen, fluctuant ainsi que sur le spectre de pression. L’accord entre les re´sultats nume´riques
et expe´rimentaux est satisfaisant sur l’ensemble de ces variables. En particulier, la re´duction de
30 dB du mode fondamental de Rossiter est bien pre´dite. Ainsi, pour la premie`re fois, l’effet
de re´duction du bruit de cavite´ par l’interme´diaire d’un cylindre est repre´sente´ nume´riquement
graˆce a` la SGE. De la meˆme fac¸on, la disparition des autres modes de Rossiter est e´galement
retrouve´e par le biais du calcul, tout comme le pic haute fre´quence lie´ au laˆcher tourbillonnaire
du cylindre. Concernant le spectre de pression, les fre´quences des deux pics dominants (mode
fondamental de Rossiter et e´mission tourbillonnaire du cylindre) sont bien retrouve´es. Seule la
valeur du pic lie´e au e´mission tourbillonnaier du cylindre est atte´nue´e. Cela peut eˆtre lie´ au
caracte`re dissipatif du sche´ma utilise´ pour le calcul. De plus, cette simulation a permis d’avan-
cer dans la compre´hension de la dynamique de l’interaction entre le sillage du cylindre et les
tourbillons pre´sents dans la couche de me´lange. En particulier, nous avons porte´ une attention
marque´e a` la re´gion proche du cylindre ou` les mesures expe´rimentales sont rares du fait de la
petite taille de ce dernier. Nous avons ainsi mis en e´vidence des zones supersoniques au dessus et
en dessous du barreau. Par ailleurs, nous avons e´galement montre´ qu’il e´tait ne´cessaire d’avoir
une description fine de la turbulence amont (ayant une influence plus significative que dans le
cas non-controˆle´) et autour du cylindre. En effet, un calcul DES de la zone amont du cylindre a
e´te´ effectue´ sur un maillage comparable. Ce dernier calcul conduit a` une insuffisante re´duction
des modes de Rossiter. Ce comportement non satisfaisant pourrait cependant se corriger en
adaptant un maillage spe´cifique autour du cylindre, par exemple.
L’e´cart d’e´chelle entre le diame`tre du cylindre et la cavite´ aurait entraˆıne´ un accroissement
du temps de calcul d’un facteur supe´rieur a` 500 par rapport au cas non-controˆle´ e´tudie´ par
Larcheveˆque [61] avec la meˆme me´thode nume´rique. Pour simuler l’e´coulement vise´, un travail
nume´rique a donc e´te´ effectue´ concernant l’inte´gration temporelle implicite. L’objectif est d’ob-
tenir la re´duction du couˆt de calcul rendant la simulation vise´e abordable. Ce travail nume´rique
s’est traduit, dans un premier temps, par une e´tude the´orique et nume´rique de la me´thode utilise´e
dans [61]. La pre´cision de cette dernie`re s’est ave´re´e tre`s de´pendante du sche´ma d’inte´gration et
de la convergence du processus interne. Les diverses strate´gies propose´es dans ce travail ont donc
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concerne´ ces deux aspects. Concernant le sche´ma d’inte´gration temporelle, d’autres sche´mas ont
e´te´ e´value´s. Ceci a conduit a` retenir le sche´ma original au vu de ses proprie´te´s de robustesse. De
la meˆme fac¸on, des techniques permettant de re´duire les erreurs de convergence ou d’acce´le´rer la
vitesse de convergence du processus interne ont e´te´ propose´es. Cependant, pour la plupart, des
proble`mes de stabilite´ ou de surcouˆt de calcul apparaissent. Apre`s un examen de´taille´ des effets
de convergence, nous avons de´veloppe´ une strate´gie d’optimisation de la convergence du proces-
sus de Newton. Cette strate´gie consiste a` adapter le nombre d’ite´rations internes d’un domaine
a` un autre en fonction du nombre CFL, puisque ce dernier pilote la vitesse de convergence du
processus de Newton. Cette me´thode permet ainsi de re´duire le grand effort informatique par
pas de temps inhe´rent a` l’utilisation de sche´mas implicites. Une implicitation de la condition
aux limites entre deux domaines utilisant un nombre d’ite´rations du processus interne diffe´rent
a e´galement e´te´ propose´e. Cependant, l’ame´lioration qu’elle procure n’est visible uniquement
que sur la re´duction du re´sidu de convergence et pas sur la solution nume´rique. Cette me´thode
a, dans un premier temps, e´te´ valide´e sur deux cas tests. Le premier est une advection bidimen-
sionnelle d’un tourbillon non visqueux. Ceci nous a permis d’e´valuer rapidement la faisabilite´ et
la robustesse de la me´thode sur un cas simple. Le deuxie`me cas test retenu est la pre´vision d’une
transition naturelle. Concre`tement, une simulation d’une couche limite transitionnelle sur un
profil d’aile a e´te´ effectue´e. Ce cas est tre`s sensible aux erreurs nume´riques et donc extreˆmement
restrictif sur les capacite´s de la technique propose´e. Sur ces deux cas tests, l’optimisation de
convergence du processus interne ne de´te´riore pas la pre´cision de la solution nume´rique. Pour
l’e´coulement de cavite´ controˆle´, un gain d’un facteur 10 en temps de calcul a ainsi e´te´ obtenu ren-
dant la simulation vise´e abordable. Ceci est duˆ au fait que cette technique est particulie`rement
adapte´e au caracte`re multi-e´chelle de cet e´coulement. Par ailleurs, il est tout a` fait envisageable
d’utiliser pour d’autres configurations l’optimisation de convergence du processus interne pro-
pose´e et valide´e ici. Par exemple, cette dernie`re a e´te´ adopte´e par Richez [107] dans le but
d’obtenir une simulation SGE pre´cise de re´fe´rence. Le phe´nome`ne vise´ est une transition avec un
bulbe laminaire sur un profil a` forte incidence. Concre`tement, il s’agit de l’e´coulement autour
du profil OA209 a` Re = 1.8 × 106 proche du de´crochage statique : l’angle d’incidence est 15◦.
Celui-ci posse`de e´galement des e´chelles disparates. Au bord d’attaque, la transition se produit
avec un bulbe laminaire dont la taille est de l’ordre de 1% de la corde. Ensuite, le long du
profil se de´veloppe une couche limite turbulente. Enfin, dans le sillage du profil, des tourbillons
apparaissent. La couche limite sur l’extrados du profil et le sillage de ce dernier sont simule´s a`
l’aide de la SGE. La technique propose´e ici permet d’adapter la convergence du processus interne
dans la zone de transition et dans le reste de la couche limite ou` la turbulence est pleinement
de´veloppe´e. Une re´duction du temps CPU de l’ordre de 60% est ainsi obtenue. Ceci montre le
potentiel et l’adaptabilite´ de cette me´thode.
De plus, cette proce´dure permet d’effectuer des simulations instationnaires de type SGE a`
haut CFL lorsque celle-ci ne concerne qu’une partie re´duite du domaine de calcul. Les applica-
tions pre´sentant de fortes disparite´s d’e´chelles sont de plus en plus rencontre´es, notamment pour
le controˆle d’e´coulements turbulents instationnaires. Cette technique nume´rique de´veloppe´e pour
ce type de proble`mes pourrait eˆtre utilise´e pour d’autres strate´gies de controˆle impliquant de
fortes contraintes en maillage. Ceci offrirait ainsi la possibilite´ de prendre en compte correcte-
ment ces obstacles de taille re´duite (MEMS). Il serait tout a` fait attrayant d’utiliser l’optimi-
sation locale de convergence pour faire du controˆle actif qui reste plus adapte´ lorsque la nature
de l’e´coulement est fortement instationnaire. D’un coˆte´ plus nume´rique, il serait inte´ressant de
regarder une me´thode nume´rique implicite en temps permettant au pas de temps de varier spa-
tialement en conjonction avec des raffinements locaux de maillage. Ce travail s’inscrit dans la
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continuite´ de ce qu’ont fait Dawson et Kirby [27]. Nous ne sommes pas partis dans cette voie a`
cause des interpolations et des extrapolations ne´cessaires pour la connection entre les domaines.
Il nous semble, en effet, que ce traitement puisse introduire de se´ve`res erreurs nume´riques. Le
traitement des conditions aux limites lors de l’emploi de me´thodes implicites reste effectivement
un proble`me ouvert. Une extension implicite du travail de Dawson et Kirby pourrait s’ave´rer
forte inte´ressante car, par de´finition, adapte´e a` la simulation instationnaire d’e´coulements tur-
bulents puisque ceux-ci posse`dent une grande gamme d’e´chelles temporelles et spatiales. Au vu
des motivations de ce travail, il pourrait eˆtre attrayant de coupler ce travail sur l’inte´gration
temporelle (adaptation de la convergence du processus interne ou extension implicite du pas
de temps variant localement) avec de l’adaptation de maillage. Ces deux approches consistent
a` traiter des grandes disparite´s d’e´chelles. Il serait ainsi inte´ressant de voir jusqu’ou` peut al-
ler la comple´mentarite´ de ces deux approches. D’un autre coˆte´, l’ame´lioration de la pre´cision
des sche´mas nume´riques par l’interme´diaire d’une monte´e en ordre de ceux-ci nous permettrait
de re´duire le nombre de points ne´cessaire a` la re´solution spatiale. La` encore, l’utilisation de
sche´mas d’ordre e´leve´ dans un contexte industriel ou` un compromis pre´cision/robustesse doit
eˆtre trouve´ reste un sujet de recherche ouvert. De plus, afin de re´duire de fac¸on optimale les
erreurs nume´riques cre´es, l’optimisation des sche´mas d’inte´gration temporelle doit prendre en
compte l’erreur de la discre´tisation spatiale comme cela a e´te´ fait par Ramboer et al. [104] dans
le contexte de l’ae´roacoustique nume´rique.
Concernant le controˆle de l’e´coulement de cavite´ par l’interme´diaire d’un cylindre, une ex-
ploration plus de´taille´e des donne´es nume´riques obtenues par la simulation effectue´e dans ce
travail sera a` conside´rer. Ceci permettrait une avance´e dans la compre´hension de l’efficacite´
d’un tel dispositif de controˆle dans la re´duction du bruit ge´ne´re´ par un e´coulement de cavite´.
La comple´mentarite´ expe´rience/simulation de´ja` utilise´e ici pour valider les re´sultats nume´riques
pourrait mener a` un sce´nario explicatif. Ceci pourrait conduire a` un travail d’expertise nume´rique
proche de ce qu’a fait Larcheveˆque [63] par rapport a` l’expe´rience de Forestier [34] dans le cas non
controˆle´. Ceci permettrait de valider ou d’e´liminer des hypothe`ses d’explication du phe´nome`ne.
A` ce propos, une telle de´marche est en cours de re´alisation. Par ailleurs, a` moyen terme, la SGE
sera applique´e a` une configuration plus re´aliste via la technique propose´e ici. Cette configura-
tion a une ge´ome´trie de rapport L/D= 5. Il s’agit d’une configuration rencontre´e en industrie
ae´ronautique militaire (soute a` bombe) ce qui a un re´el inte´reˆt pour Dassault-Aviation, par
exemple. Afin d’eˆtre dans des conditions plus re´alistes, cette simulation sera effectue´e dans des
configurations repre´sentatives des conditions de vol (Re, M , ...). Une premie`re simulation de
type SGE a d’ailleurs e´te´ effectue´e sur cette configuration par Levasseur et al. [72]. Cette si-
mulation apporte des informations qualitatives sur la re´duction du bruit de cavite´. Cependant,
l’atte´nuation des modes de cavite´ pre´dite n’est pas celle observe´e dans l’expe´rience. Ceci peut
eˆtre duˆ a` la complexite´ de cet e´coulement qui reste un challenge pour la simulation nume´rique
instationnaire.
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Annexe A
Approche moyenne´e au sens de
Reynolds RANS
Cette annexe a pour but de pre´senter l’approche statistique RANS. Cette approche consiste a`
introduire une mode´lisation de toutes les e´chelles de la turbulence et est base´e sur un moyennage
des e´quations de Navier-Stokes. La solution de´coulant de la re´solution des e´quations issues des
me´thodes RANS pre´sente ainsi les caracte´ristiques moyennes de l’e´coulement.
Afin de ne pas alourdir le manuscrit, seul le mode`le retenu pour les calculs est pre´sente´ ici.
Dans un premier temps, l’approche statistique est introduite. Ensuite, les e´quations moyenne´es
sont de´crites ainsi que le mode`le pre´sente´.
A.1 Introduction
Contrairement a` la simulation nume´rique directe (SND) ou a` la simulation des grandes
e´chelles (SGE), ces me´thodes utilisent un traitement statistique avant la re´solution nume´rique.
Ce type de me´thode est largement utilise´ par les industriels sur des configurations complexes.
L’application d’un ope´rateur de moyenne aux e´quations de Navier-Stokes et la de´composition
de Reynolds en grandeurs moyennes et fluctuantes me`nent a` un syste`me ouvert d’e´quations
moyenne´es appele´s RANS (pour Reynolds Averaged Navier-Stokes), ce qui traduit une perte
d’information par rapport au syste`me initial.
Les me´thodes au premier ordre utilisent des hypothe`ses de fermeture visant a` mode´liser les
termes inconnus issus de la non-line´arite´ advective. L’e´valuation de ces termes est faite a` l’aide
de mode`les plus ou moins complexes, appele´s mode`les de turbulence. Les e´quations moyenne´es
sont ferme´es a` l’aide d’une relation alge´brique, ou par l’addition d’une ou deux e´quations et
inconnues supple´mentaires. Ces me´thodes sont largement utilise´es dans l’industrie et donne des
re´sultats satisfaisants pour les besoins de l’inge´nieur tant que l’e´coulement ne pre´senta pas des
phe´nome`nes trop complexes tel que le de´collement par exemple.
La mode´lisation au second ordre se propose de re´soudre les e´quations de transport des
contraintes de Reynolds, qui font intervenir de nouvelles inconnues (appele´es moments d’ordre
3) a` mode´liser. Cette seconde approche, a priori plus pre´cise, est inutilisable dans un contexte
industriel pour des raisons de couˆt de calcul. C’est pourquoi une mode´lisation du premier ordre
est retenue ici.
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A.2 E´quations moyenne´es
L’approche pre´sente´e dans cette partie est base´e sur une mode´lisation statistique de la tur-
bulence. Ceci consiste a` moyenner les e´quations re´gissant l’e´coulement. C’est ce qui est pre´sente´e
dans cette partie.
A.2.1 Moyennes de Favre et de Reynolds
Ce type de mode´lisation statistique, propose´ par Reynolds, est base´ sur une de´composition
du mouvement en valeurs moyennes et fluctuantes. Un champ ou une proprie´te´ f de l’e´coulement
est ainsi de´compose´e comme une somme :
f = f + f
′
avec f ′ = 0
ou` f est la moyenne statistique ou d’ensemble et f
′
la fluctuation (ou e´cart a` la moyenne)
centre´e, ie de moyenne nulle.
Dans le cas d’e´coulements incompressibles, cette de´composition est directement applique´e
aux e´quations de Navier-Stokes avant re´solution. Cependant, dans le cas compressible, cette
de´composition de Reynolds implique l’apparition d’un terme source dans l’e´quation de conti-
nuite´. Afin d’e´viter cela, Favre a propose´ une autre moyenne. Cette dernie`re est ponde´re´e par la
densite´, ce qui donne :
f˜ =
ρf
ρ
f = f˜ + f
′′
, f ′′ 6= 0, ρf ′′ = 0
La moyenne au sens de Reynolds ve´rifie sans conditions les proprie´te´s de line´arite´ et de
commutativite´ avec les de´rivations spatiales et temporelle. Ces proprie´te´s sont e´galement ve´rifie´es
par l’ope´rateur de se´paration d’e´chelles pre´sente´ dans le chapitre (1). Par conse´quent, un syste`me
identique au syste`me constitue´ des e´quations (1.2,1.3,1.4) pour la SGE est obtenu. Cependant,
l’ope´rateur de moyenne posse`de deux proprie´te´s supple´mentaires :
ρfg = ρf˜ g˜ + ρf ′′g′′ avec ρf ′′g′′ = ρf˜ ′′g′′
f∂ξg = f∂ξ g˜ + f∂ξg
′′
Ainsi, le syste`me obtenu ici est le´ge`rement diffe´rent (en terme d’e´criture) que le syste`me d’e´quations
(1.2, 1.3,1.4). La partie suivante pre´sente les e´quations qui servent de de´part a` la re´solution
nume´rique.
A.2.2 E´quations du mouvement moyen
Finalement, avec les deux proprie´te´s e´nonce´es pre´ce´demment, les e´quations de conservation
de masse et de quantite´ de mouvement de l’e´coulement moyen donnent :
∂tρ+ ∂xj (ρu˜j) = 0
(A.1)
∂t (ρu˜i) + ∂xj
(
ρu˜iu˜j + pδij − τ˜∗ij
)
= − ∂xj
(
ρu˜
′′
i u
′′
j
)
︸ ︷︷ ︸
α1
+ ∂xj
(
τij − τ˜∗ij
)
︸ ︷︷ ︸
α2
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avec
p = ρ(γ − 1)ε˜
τ˜∗ij = −
2
3
µ
(
T˜
)
(∂xk u˜k) δij + µ
(
T˜
) (
∂xj u˜i + ∂xi u˜j
)
Concernant l’e´quation de conservation de l’e´nergie, contrairement a` ce qui est fait pour l’ap-
proche des Grandes E´chelles, nous ne cherchons pas l’e´volution de l’e´nergie calculable ρe˜∗ =
ρε˜+ 12ρu˜i, mais la conservation de l’e´nergie totale :
ρe˜ = ρe˜∗ + ρk = ρε˜+
1
2
ρu˜iu˜i +
1
2
ρu˜
′′
i u
′′
i
On remarque que l’e´nergie cine´tique est accrue de l’e´nergie cine´tique turbulente du fait de
l’agitation turbulente. On part de l’e´quation de conservation suivante :
∂t (ρe˜) + ∂xj
(
ρe˜u˜j + pu˜j − τ˜∗jku˜k + q˜∗j
)
= ∂xj (ρe˜u˜j − ρeuj) + ∂xj (pu˜j − puj)
−
(
τ˜∗jku˜k − τjkuk
)
+ ∂xj
(
q˜∗j − qj
)
avec le flux de chaleur :
q˜∗j = −κ
(
T˜
)
∂xj T˜
En utilisant les trois relations suivantes obtenues a` partir des proprie´te´s de l’ope´rateur de
moyenne :
ρe˜u˜j − ρeuj = −ρε′′u′′j − ρu˜
′′
ku
′′
j u˜k −
1
2
ρu
′′
ku
′′
ku
′′
j
pu˜j − puj = −pu′′j
τjkuk = τjku˜k + τjku
′′
k
on obtient finalement l’e´quation de conservation de l’e´nergie suivante :
∂t (ρe˜) + ∂xj
(
ρe˜u˜j + pu˜j − τ˜∗jku˜k + q˜∗j
)
= − ∂xj
(
(ρε′′ + p)u
′′
j
)
︸ ︷︷ ︸
β1
− ∂xj
(
ρu˜
′′
ku
′′
j u˜k
)
︸ ︷︷ ︸
β2
+ ∂xj
(
τjku
′′
k
)
︸ ︷︷ ︸
β3
+ ∂xj
(
τjku˜k − τ˜∗jku˜k
)
︸ ︷︷ ︸
β4
(A.2)
+ ∂xj
(1
2
ρu
′′
ku
′′
ku
′′
j
)
︸ ︷︷ ︸
β5
+ ∂xj
(
q˜∗j − qj
)
︸ ︷︷ ︸
β6
La` encore, comme pour l’approche des Grandes E´chelles, le syste`me obtenu (A.1,A.2) n’est pas
ferme´. Il reste, en effet a` prendre en compte les effets de la turbulence. Cela va se faire par
l’interme´diaire d’un mode`le qui est pre´sente´ dans la partie suivante.
A.3 Fermeture des e´quations
Pour pouvoir fermer le syste`me d’e´quations de conservation (A.1, A.2), il convient de mode´liser
ou de ne´gliger les termes α1, α2, β1, ..., β6. Par soucis de simplicite´, les termes α2, β4 et β6
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sont ne´glige´s. En effet, on conside`re que les diffe´rences α2 et β4 issues des fluctuations as-
socie´es aux non-line´arite´ des termes de viscosite´ sont ne´gligeables aux nombres de Reynolds
envisage´s (≈ 106). Par ailleurs, en utilisant l’hypothe`se propose´e par Morkovin [89] concernant
la ne´gligence des effets de la fluctuation de masse volumique sur la turbulence lorsque le nombre
de Mach est infe´rieur a` 5, on ne´glige e´galement la diffe´rence β6 concernant les fluctuations dues
a` la non-line´arite´ du flux de chaleur. De la meˆme fac¸on, les termes β3 et β5 sont ne´glige´s.
Finalement pour assurer la fermeture des e´quations moyenne´es, il reste a` mode´liser les termes
suivants :
– le tenseur de Reynolds τ˜Rij = ρu˜
′′
i u
′′
j issue de la non-line´arite´ des termes de convection
(pre´sent dans α1 et β2)
– le flux de chaleur turbulente (ρε′′ + p)u
′′
j (β1)
A.3.1 Fermeture de l’e´quation de conservation de quantite´ de mouvement
Le premier terme a` mode´liser est le tenseur de Reynolds. Le type de mode´lisation adopte´
s’appuie sur l’hypothe`se de viscosite´ tourbillonnaire introduite par Boussinesq, qui pre´sente
l’avantage d’eˆtre plus simple que d’autres mode´lisations, telles que celles fonde´es sur la re´solution
d’une e´quation d’e´volution pour le tenseur de Reynolds. Cette hypothe`se repose sur l’analogie
entre la dissipation due aux effets visqueux et la dissipation lie´e a` la turbulence. Le tenseur
de Reynolds est relie´ au tenseur des taux de de´formation moyenne´ par l’interme´diaire d’une
viscosite´ cine´matique turbulente νRt , fonction de l’e´coulement et non pas intrinse`que au fluide :
−ρu˜′′i u
′′
j = ρν
R
t
(
∂xj u˜i + ∂xi u˜j −
2
3
∂xk u˜kδij
)
− 2
3
ρk˜δij (A.3)
avec k˜ l’e´nergie cine´tique moyenne du champ turbulent, de´finie par k˜ = 12 u˜
′′
i u
′′
i . Le rajout du
dernier terme dans (A.3) permet de conserver la trace du tenseur de Reynolds. Cependant, en
pratique, ce terme est souvent ne´glige´.
La difficulte´ re´side maintenant dans la mode´lisation correcte de νRt , qui doit, selon les ca-
racte´ristiques de l’e´coulement, avoir un caracte`re plus ou moins dissipatif. Le mode`le de tur-
bulence retenu ici pour le calcul de νRt est celui propose´ par Spalart et Allmaras [122]. Ce
dernier a e´te´ choisi car il repre´sente un bon compromis entre efficacite´ et simplicite´. Il est
base´ sur la construction empirique d’une e´quation de transport pour la viscosite´ turbulente
νRt . Cette e´quation est construite terme a` terme afin de repre´senter des e´coulements de plus
en plus complexes en ajoutant des termes correctifs. Finalement, les auteurs aboutissent a` une
e´quation de type “convection=production+diffusion+destruction” pour la viscosite´ turbulente
νRt . Cette e´quation est valable pour des e´coulements incompressibles. Il existe cependant une
version compressible de ce mode`le [16]. Ce qui donne finalement une e´quation du meˆme type sur
la pseudo-viscosite´ dynamique ρν˜ :
∂t
(
ρν˜
)
+ ∂xj
(
ρν˜uj
)
︸ ︷︷ ︸
convection
= cb1S˜ρν˜︸ ︷︷ ︸
production
+
1
σ
[
∂xj
(
(µ+ ρν˜)∂xj ν˜
)
+ cb2∂xj ν˜∂xj (ρν˜)
]
︸ ︷︷ ︸
diffusion
− cw1fwρ
( ν˜
d
)2
︸ ︷︷ ︸
desctruction
(A.4)
avec la viscosite´ turbulente :
ρνRt = ρfv1ν˜
cb1, σ, cb2 sont des constantes alors que fw et fv1 sont des fonctions de corrections qui de´pendent
a` la fois de l’e´coulement et de la distance a` la paroi d. Ce mode`le a prouve´ son efficacite´ et est
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couramment employe´ dans l’industrie. Il est robuste et donne de bons re´sultats sur une large
gamme d’applications ae´ronautiques. Il est en plus peu couˆteux en terme de temps CPU et de
me´moire ce qui lui donne un avantage certain dans l’optique de re´aliser des simulations insta-
tionnaires [17, 28].
A.3.2 Fermeture de l’e´quation de conservation d’e´nergie
Il reste cependant encore un autre terme non re´solu a` mode´liser : le flux de chaleur turbulente
(ρε′′ + p)u
′′
j . Ce terme est uniquement pre´sent dans l’e´quation de conservation de l’e´nergie (A.2).
Il est mode´lise´ de la fac¸on suivante :
−(ρε′′ + p)u′′j = q˜tj R = −
ρνRt Cp
PrRt
∂xj T˜
ou` PrRt de´signe le nombre de Prandtl turbulent pour l’approche statistique qui est fixe´ a` 0.9.
A.3.3 Syste`me ferme´ des e´quations de Navier-Stokes moyenne´es
Finalement, le syste`me des e´quations moyenne´es ferme´es s’e´crit :
∂tρ+ ∂xj (ρu˜j) = 0
∂t (ρu˜i) + ∂xj
(
ρu˜iu˜j + pδij − τ˜∗ij
)
= −∂xj τ˜Rij
∂t
(
ρe˜∗
)
+ ∂xj
(
ρe˜∗u˜j + pu˜j − τ˜∗jku˜k + q˜∗j
)
= −∂xj q˜tj R − ∂xj
(
τ˜Rjku˜k
) (A.5)
avec
τ˜Rij =
2
3
ρνRt (∂xk u˜k) δij − ρνRt
(
∂xj u˜i + ∂xi u˜j
)
q˜tj
R = −ρν
R
t Cp
PrRt
∂xj T˜ et Pr
R
t = 0, 9
La viscosite´ cine´matique νRt est donne´e par l’e´quation (A.4). Concernant, la re´solution nume´rique
de celle-ci, le lecteur pourra se reporter au travail [28].
Le syste`me (A.5) ressemble beaucoup a` celui obtenu pour la SGE (1.8), la diffe´rence venant
de la de´finition de la viscosite´ turbulente pour le RANS et de la viscosite´ sous-maille pour la
SGE.
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Annexe B
Approche matricielle de type
Flux-Vector Splitting
L’objectif de cette annexe est de montrer les de´tails de l’approche matricielle de type Flux-
Vector Splitting dans le prolongement de ce que Jameson et Yoon [53] ont propose´. Pour cela,
nous nous concentrons sur les flux issus de la convection. Voila` pourquoi seules les e´quations
d’Euler sont conside´re´es dans cette annexe. Dans un premier temps, le cas unidimensionnel est
traite´, et certaines proprie´te´s sur la Jacobienne des flux d’Euler sont rappele´es. Ceci facilite
ensuite l’extension tridimensionnelle qui est aborde´e en fin d’annexe.
B.1 E´quations d’Euler 1D
Le syste`me des e´quations d’Euler 1D s’e´crit sous la forme :
∂tU + ∂xF (U) = 0 (B.1)
avec
U =
 ρρu
ρe
 et F (U) =
 ρuρu2 + p
(ρe+ p)u
 (B.2)
U est le vecteur des variables conservatives, ρ la densite´, u la composante de la vitesse et e
l’e´nergie totale spe´cifique.
F (U) est le vecteur-flux de convection et p = ρ(γ − 1)(e − 1
2
u2) est la pression donne´e par
l’e´quation d’e´tat.
B.1.1 Jacobienne du flux convectif
On note A =
∂F
∂U
la matrice Jacobienne du flux convectif F (U). Celle-ci est donne´e par :
A =
 0 1 01
2(γ − 3)u2 −(γ − 3)u γ − 1
−uh+ 12(γ − 1)u3 h− (γ − 1)u2 γu
 (B.3)
avec h = e+
p
ρ
l’enthalpie spe´cifique totale.
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Comme h =
c2
γ − 1 +
1
2
u2 avec c =
√
γ
p
ρ
la vitesse du son, la Jacobienne peut e´galement
s’e´crire sous la forme :
A =
 0 1 01
2(γ − 3)u2 −(γ − 3)u γ − 1
− uc2γ−1 + 12(γ − 2)u3 c
2
γ−1 − (γ − 32)u2 γu
 (B.4)
Comme le syste`me d’Euler est hyperbolique, la matrice A est diagonalisable dans IR. Les
valeurs et vecteurs propres de cette matrice sont pre´sente´s dans la partie suivante.
B.1.2 E´le´ments propres de la matrice Jacobienne
La matrice Jacobienne A du flux convectif des e´quations d’Euler posse`de trois valeurs propres
re´elles. Leurs expressions ainsi que celles des vecteurs propres a` gauche et a` droite sont donne´es
ici.
Valeurs propres
Notons λm les valeurs propres de A, on a :
λ1 = u− c ≤ λ2 = u ≤ λ3 = u+ c
On note Λ = diag(λ1, λ2, λ3) la matrice diagonale forme´e par ces trois valeurs propres. Les
matrices A et Λ sont semblables.
Vecteurs propres a` droite
Notons rm les vecteurs propres a` droite de A associe´s aux valeurs propres λm : Ar
m = λmr
m.
r1 =
 1u− c
h− uc
 r2 =
 1u
1
2u
2
 r3 =
 1u+ c
h+ uc

On introduit la matrice K =
[
r1, r2, r3
]
. Ainsi, par de´finition des vecteurs propres a` droite,
on a AK = KΛ.
Vecteurs propres a` gauche
On note (lm)T les vecteurs propres a` gauche de la matrice A, ce sont les vecteurs qui ve´rifient
les deux proprie´te´s suivantes :
(lm)TA = λm(l
m)T : vecteurs propres a` gauche
(lm)T rq = δmq : normalisation
Finalement, on a :
l1 =
γ − 1
2c2
12u2 + 1γ−1uc−(u+ cγ−1 )
1
 l2 = −γ − 1
c2
u2 − h−u
1
 l3 = γ − 1
2c2
12u2 − 1γ−1uc−(u− cγ−1 )
1

Alors on a K−1 = [l1, l2, l3]T . De plus, la Jacobienne A peut se de´composer comme suit :
A = KΛK−1
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B.1.3 Variables caracte´ristiques
On de´finit λ+m =
1
2 (λm + |λm|) et λ−m = 12(λm − |λm|).
Ainsi on peut de´finir les matrices A+ et A− qui ont de´ja` e´te´ rencontre´es dans la litte´rature [128]
A± =
1
2
(A± |A|) (B.5)
avec |A| = K|Λ|K−1 avec |Λ| = diag(|λ1|, |λ2|, |λ3|).
Comme on l’a vu plus haut, on a :
K =
 1 1 1u− c u u+ c
h− uc 12u2 h+ uc
 (B.6)
et
K−1 =
γ − 1
c2

1
4u
2 + 12(γ−1)uc −(u2 + c2(γ−1) ) 12
h− u2 u −1
1
4u
2 − 12(γ−1)uc −(u2 − c2(γ−1) ) 12
 (B.7)
Ainsi, les valeurs propres positives ou nulles de la matrice A sont les valeurs propres de la
matrice A+. De meˆme, les valeurs propres de la matrice A− sont les valeurs propres ne´gatives
ou nulles de A.
B.1.4 Sche´ma implicite
Nous allons utiliser les matrices pre´sente´es pre´ce´demment pour la line´arisation des flux de
convection. Ceci peut eˆtre vu comme le prolongement matriciel de ce que Jameson & Yoon [53]
ont propose´. Comme, le sche´ma d’inte´gration temporelle n’est pas le sujet de notre inte´reˆt ici,
nous avons utilise´, par soucis de simplicite´, le sche´ma d’Euler implicite. Ce qui nous donne :
Un+1i − Uni +
∆t
∆x
[
F n+1i+1/2 − F n+1i−1/2
]
= 0
La line´arisation du flux convectif se fait comme suit :
F n+1
i+1/2
≈ F ni+1/2 +A+i ∆Ui +A−i+1∆Ui+1
avec les matrices A± de´fini par la relation (B.5) et ∆U = Un+1 − Un. Ce de´centrement se fait
par le signe des valeurs propres de la matrice A. Ce qui donne :
∆Ui +
∆t
∆x
[
A+i ∆Ui +A
−
i+1∆Ui+1 −A+i−1∆Ui−1 −A−i ∆Ui
]
= Ri (B.8)
avec Ri = −∆t
∆x
[
F ni+1/2 − F ni−1/2
]
. Finalement, on obtient :
Di∆Ui +
∆t
∆x
[
A−i+1∆Ui+1 −A+i−1∆Ui−1
]
= Ri (B.9)
avec
Di = I3 +
∆t
∆x
|Ai| (B.10)
Par rapport aux travaux de Jameson et Yoon, on voit que le scalaire rA est remplace´ par la
matrice |A|, ce qui justifie le nom d’extension matricielle. Nous allons maintenant nous inte´resser
au cas tridimensionnel a` partir des constatations que nous venons de faire.
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B.2 E´quations d’Euler 3D
Comme l’objectif est de re´aliser des simulations tridimensionnelles, il est indispensable de
de´velopper la me´thode expose´e au cas 3D. Le syste`me des e´quations d’Euler 3D s’e´crit :
∂tU +∇.F (U) = 0 (B.11)
avec
U =

ρ
ρu
ρv
ρw
ρe
 et F (U) =

ρu ρv ρw
ρu2 + p ρuv ρuw
ρuv ρv2 + p ρvw
ρuw ρvw ρw2 + p
(ρe+ p)u (ρe+ p)v (ρe+ p)w
 (B.12)
U est le vecteur des variables conservatives, ρ la densite´, u, v et w les composantes du vecteur
vitesse ~V et enfin e l’e´nergie totale spe´cifique.
F (U) est le vecteur-flux de convection et p = ρ(γ−1)
[
e− 1
2
(u2 +v2+w2)
]
est la pression donne´e
par l’e´quation d’e´tat.
Par soucis de simplification, on va noter ec l’e´nergie cine´tique spe´cifique, on a ainsi p = ρ(γ −
1)(e − ec).
De meˆme, h = e+
p
ρ
est l’enthalpie totale spe´cifique.
Soit ~n un vecteur unitaire, on a ~n = (nx, ny, nz)
T
Notons Θ = ~V .~n et explicitons le vecteur F (U).~n = F (U,~n) :
F (U,~n) =

ρΘ
ρuΘ + pnx
ρvΘ + pny
ρwΘ + pnz
(ρe+ p)Θ
 (B.13)
B.2.1 Jacobienne du flux convectif
On note γ1 = γ − 1 et γ2 = γ − 2. Soit A(U,~n) = ∂F (U,~n)
∂U
, on a
A(U,~n) =

0 nx ny nz 0
−uΘ + γ1ecnx Θ− γ2unx uny − γ1vnx unz − γ1wnx γ1nx
−vΘ + γ1ecny vnx − γ1uny Θ− γ2vny vnz − γ1wny γ1ny
−wΘ + γ1ecnz wnx − γ1unz wny − γ1vnz Θ− γ2wnz γ1nz
(γ1ec − h)Θ −γ1uΘ + hnx −γ1vΘ + hny −γ1wΘ + hnz γΘ

Cette matrice est diagonalisable dans IR. Les valeurs et vecteurs propres de cette matrice
sont pre´sente´s dans la partie suivante.
B.2.2 E´le´ments propres de la matrice Jacobienne
La matrice A posse`de cinq valeurs propres re´elles. Leur expressions ainsi que celles des
vecteurs propres a` gauche et a` droite sont donne´es ici.
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Valeurs propres
Notons λm les valeurs propres de A, on a :
λ1 = ~V .~n− c ≤ λ2 = λ3 = λ4 = ~V .~n ≤ λ5 = ~V .~n+ c (B.14)
avec c =
√
γ pρ la vitesse du son.
On note Λ = diag(λ1, .., λ5) la matrice diagonale forme´e par ces cinq valeurs propres. Les matrices
A et Λ sont semblables.
Vecteurs propres a` droite
Notons rm les vecteurs propres a` droite de A associe´s aux valeurs propres λm : Ar
m = λmr
m.
r1 =

1
u− cnx
v − cny
w − cnz
h− cΘ
 r2 =

1
u
v
w
ec
 r3 =

0
Ω1x
Ω1y
Ω1z
~V . ~Ω1
 r4 =

0
Ω2x
Ω2y
Ω2z
~V . ~Ω2
 r5 =

1
u+ cnx
v + cny
w + cnz
h+ cΘ

Avec ~Ω1 =
~Π∧~n
||~Π∧~n||
et ~Ω1 =
~n∧ ~Ω1
||~n∧ ~Ω1||
les vecteurs formant la base orthonormale de l’hyperplan
orthogonal a` ~n avec ~Π un vecteur non coline´aire a` ~n. Pour plus de de´tails, le lecteur pourra se
reporter a` [38].
On introduit la matrice K =
[
r1, ..., r5
]
. Ainsi on a : AK = KΛ.
On a :
K =

1 1 0 0 1
u− cnx u Ω1x Ω2x u+ cnx
v − cny v Ω1y Ω2y v + cny
w − cnz w Ω1z Ω2z w + cnz
h− cΘ ec ~V . ~Ω1 ~V . ~Ω2 h+ cΘ
 (B.15)
Vecteurs propres a` gauche
On note (lm)T les vecteurs propres a` gauche de la matrice A, ce sont les vecteurs qui ve´rifient :
(lm)TA = λm(l
m)T et qui sont normalise´s par : (lm)T rq = δmq. Alors on a K
−1 = [l1, ..., l5]T .
On a :
K−1 =
1
2c2

γ1ec + cΘ −γ1u− cnx −γ1v − cny −γ1w − cnz γ1
γ1(2h− 4ec) 2γ1u 2γ1v 2γ1w −2γ1
−2~V . ~Ω1c2 2Ω1xc2 2Ω1yc2 2Ω1zc2 0
−2~V . ~Ω2c2 2Ω2xc2 2Ω2yc2 2Ω2zc2 0
γ1ec − cΘ −γ1u+ cnx −γ1v + cny −γ1w + cnz γ1

B.2.3 Variables caracte´ristiques
On de´finit λ+m =
1
2 (λm + |λm|) et λ−m = 12(λm − |λm|).
Ainsi on peut de´finir les matrices A+ et A− :
A± =
1
2
(A± |A|) (B.16)
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avec |A| = K|Λ|K−1 avec |Λ| = diag(|λ1|, .., |λ5|).
Explicitons les matrices |A|, A+ et A− :
|A| = K|Λ|K−1 (B.17)
Or
K|Λ| = [|λ1|r1, ..., |λ5|r5] (B.18)
D’ou`
|A| = [|λ1|r1, ..., |λ5|r5]K−1 (B.19)
De meˆme on a :
A± = [λ±1 r
1, ..., λ±5 r
5]K−1 (B.20)
B.2.4 Sche´ma implicite
Pour re´soudre le syste`me d’e´quations de conservation, nous utilisons une me´thode volume
fini “cell-centered” : on inte`gre ainsi le syste`me sur le volume de controˆle Ωijk.
Utilisons maintenant les Jacobiennes des vecteurs flux F (U, ~nχ)Sχ avec ~nχ le vecteur unitaire
dans le sens des χ croissant et Sχ la mesure de la surface associe´e. On note pour la direction i
par exemple
Ai = ∂U
(
F (Uijk, ~ni)Si
)
et Ai±1 = ∂U
(
F (Ui±1jk, ~ni±1)Si+1
)
C’est identique pour les direction j et k
On utilise le sche´ma propose´ par Jameson et Yoon [53]. On a ainsi :
∆Uijk +
∆t
|Ωijk|
[
A+i ∆Uijk +A
−
i+1∆Ui+1jk −A+i−1∆Ui−1jk −A−i ∆Uijk
A+j ∆Uijk +A
−
j+1∆Uij+1k −A+j−1∆Uij−1k −A−j ∆Uijk
A+k ∆Uijk +A
−
k+1∆Uijk+1 −A+k−1∆Uijk−1 −A−k ∆Uijk
]
= Rijk
(B.21)
Ce qui donne :
Dijk∆Uijk +
∆t
|Ωijk|
[
A−i+1∆Ui+1jk −A+i−1∆Ui−1jk
+A−j+1∆Uij+1k −A+j−1∆Uij−1k
+A−k+1∆Uijk+1 −A+k−1∆Uijk−1
]
= Rijk
(B.22)
avec
Dijk = I5 +
∆t
|Ωijk|
[
|Ai|+ |Aj|+ |Ak|
]
(B.23)
ou` |Ωijk| est la mesure de la maille Ωijk.
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B.2.5 Factorisation LU-SGS
Afin de re´soudre le syste`me line´aire pre´sente´ dans le paragraphe suivant, nous adoptons la`
aussi une factorisation LU-SGS [53] :
1 : Dijk∆
˜˜
U ijk − ∆t|Ωijk|
[
A+i−1∆
˜˜
U i−1jk +A
+
j−1∆
˜˜
U ij−1k
+A+k−1∆
˜˜
U ijk−1
]
= Rijk
2 : D−1ijk∆U˜ijk = ∆
˜˜
U ijk
3 : Dijk∆Uijk +
∆t
|Ωijk|
[
A−i+1∆Ui+1jk +A
−
j+1∆Uij+1k
+A−k+1∆Uijk+1
]
= ∆U˜ijk
(B.24)
B.2.6 Ope´rations supple´mentaires
Nous allons maintenant tenter de quantifier les ope´rations supple´mentaires dues a` cette nou-
velle line´arisation des flux de convection. Tout d’abord, pour la premie`re e´tape de la factorisation
LU-SGS, les matrices A+i−1, A
+
j−1 et A
+
k−1 doivent eˆtre mises en place. Cela implique pour chaque
direction (i, j ou k) le calcul des vecteurs propres a` droite et a` gauche, puis un produit de deux
matrices 5× 5. Ensuite il faut effectuer une me´thode de Gauss pour re´soudre le syste`me line´aire
correspondant 5× 5. Pour la troisie`me e´tape, le travail est identique.
Par contre, pour la deuxie`me e´tape, cette nouvelle approximation implique un produit entre
une matrice (de taille 5 × 5) et un vecteur (5). En ce qui concerne l’approximation “diagonale
scalaire”, seulement un produit entre un scalaire et un vecteur (5) est effectue´.
Pour l’e´valuation de la matrice Dijk, les vecteurs propres a` droite et a` gauche doivent eˆtre
e´value´s, puis le produit de deux matrices 5× 5 pour chaque direction doit eˆtre effectue´.
Nous allons maintenant tenter d’exprimer en terme de temps CPU ces ope´rations supple´mentaires
sur la convection du tourbillon “faible Mach” car cette approximation pose des proble`mes lors
d’e´coulement transsonique [96].
1e`re e´tape 2e`me e´tape 3e`me e´tape eval. de diag. temps total
Diag scal 12.5 s 0.2 s 12.2 s 2.4 s 62.6 s
FVS 49.1 s 0.7 s 47.7 s 22.9 s 155.8s
On voit ainsi que le couˆt de calcul d’une ite´ration du processus de Newton est augmente´
d’un facteur 2.5 en utilisant la nouvelle line´arisation propose´e. Ainsi pour que le couˆt global soit
du meˆme ordre de grandeur, il faut que la vitesse de convergence soit suffisamment augmente´e
pour balancer ce surcouˆt.
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Annexe C
Line´arisation du flux nume´rique
AUSM+(P) modifie´
L’objectif de cette annexe est de pre´senter les de´tails de la line´arisation du sche´ma AUSM+(P)
modifie´. Ce sche´ma a e´te´ propose´ par Mary et Sagaut [83]. Nous proposons ici une line´arisation
de celui-ci afin d’augmenter la vitesse de convergence du processus interne de Newton. Ceci est
motive´ par le fait que Weber [139] a de son coˆte´ utilise´ une line´arisation pre´cise du flux de Roe
et il a vu ainsi une nette ame´lioration de la vitesse de convergence pour le calcul d’e´tats station-
naires. Nous espe´rons pouvoir en faire autant pour des calculs instationnaires. Pour pre´senter
cette line´arisation, nous allons nous concentrer sur les e´quations d’Euler. Le cas unidimensionnel
est traite´ dans un premier temps pour faciliter l’extension au cas tridimensionnel.
C.1 E´quations d’Euler 1D
Par soucis de simplicite´, la line´arisation du flux est pre´sente´e pour le syste`me des e´quations
d’Euler 1D. Celui-ci s’e´crit sous la forme
∂tU + ∂xF (U) = 0 (C.1)
avec
U =
 ρρu
ρe
 et F (U) =
 ρuρu2 + p
(ρe+ p)u
 (C.2)
U est le vecteur des variables conservatives, ρ la densite´, u la composante de la vitesse et e
l’e´nergie totale spe´cifique.
F (U) est le vecteur-flux de convection et p = ρ(γ − 1)(e − 12u2) est la pression.
Un sche´ma explicite s’e´crit :
∆Ui +
∆t
∆x
(F ni+1/2 − F ni−1/2) = 0 (C.3)
avec F ni+1/2 = Φ(U
n
i , U
n
i+1) pour un sche´ma du premier ordre.
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Une voie classique pour obtenir un sche´ma implicite est :
∆Ui +
∆t
∆x
(F n+1i+1/2 − F n+1i−1/2) = 0 (C.4)
avec F n+1i+1/2 = Φ(U
n+1
i , U
n+1
i+1 ).
On line´arise ainsi le flux nume´rique en utilisant :
Φ(Un+1i , U
n+1
i+1 ) = Φ(U
n
i , U
n
i+1) + ∂1Φ(U
n
i , U
n
i+1)∆Ui
+∂2Φ(U
n
i , U
n
i+1)∆Ui+1 +O(||∆U ||2)
(C.5)
On remarque que d’une part que l’erreur induite par cette line´arisation est en O(∆t2), ce qui
e´tait de´ja` le cas pour pour celle de Jameson et Yoon [53] et celle de type Steger-Warming [128].
D’autre part, cette line´arisation fait intervenir deux Jacobiennes : les de´rive´es de la fonction Φ
par rapport a` ces deux variables. Alors que les line´arisations pre´ce´dentes ne faisaient intervenir
que la Jacobienne du flux physique. Il ne nous reste maintenant plus qu’a` expliciter le flux
nume´rique Φ pour pouvoir exprimer les deux Jacobiennes. Pour cela, nous allons conside´rer
deux flux nume´riques. Le premier flux nume´rique conside´re´ est le flux de´centre´ propose´ par Roe
[112], c’est un flux diffusif d’ordre un a` capture de chocs. Ce flux est conside´re´ ici car il a de´ja`
e´te´ line´arise´ avec succe`s dans un contexte de calculs stationnaires [139]. Ensuite, le flux propose´
par Mary et Sagaut [83] sera line´arise´ de la meˆme fac¸on, puisque ce sche´ma est adapte´ a` la SGE.
C.1.1 Flux de Roe
Le flux nume´rique de Roe [112] peut s’e´crire sous la forme :
Φ(UL, UR) =
1
2
[
F (UL) + F (UR)−ARoeL,R(UR − UL)
]
(C.6)
avec
ARoeL,R = |A| ou` |A| = K|∆|K−1 avec |∆| = diag(|λp|) (C.7)
avec UL, UR les e´tats droit et gauche respectivement de l’interface conside´re´e et A
Roe
L,R la matrice
de Roe.
La construction de cette matrice de Roe utilise les moyennes suivantes :
ρ =
√
ρLρR
u =
√
ρLuL +
√
ρRuR√
ρL +
√
ρR
h =
√
ρLhL +
√
ρRhR√
ρL +
√
ρR
c2 = (γ − 1)
(
h− 12u2
)
(C.8)
Une proce´dure classique pour e´valuer les deux de´rive´es de Φ(UL, UR) est de conside´rer la matrice
de diffusion ARoeL,R constante :
∂ULΦ(UL, UR) =
1
2
[A(UL) +A
Roe
L,R]
∂URΦ(UL, UR) =
1
2
[A(UR)−ARoeL,R]
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On a donc :
F n+1i+1/2 ≈ F ni+1/2 +A1i+1/2∆Ui +A2i+1/2∆Ui+1 (C.9)
avec
A1i+1/2 =
1
2
[
Ai +A
Roe
i+1/2
]
A2i+1/2 =
1
2
[
Ai+1 −ARoei+1/2
]
ou` ARoei+1/2 = |A(U i+1/2)|
(C.10)
Ce qui nous donne :
Di∆Ui +
∆t
∆x
[
A2i+1/2∆Ui+1 −A1i−1/2∆Ui−1
]
= Rni (C.11)
avec Rni = −
∆t
∆x
[
F ni+1/2 − F ni−1/2
]
et Di = I +
∆t
2∆x
(ARoei+1/2 +A
Roe
i−1/2).
C.1.2 Flux AUSM+(P) modifie´
Le flux AUSM+(P) modifie´ a e´te´ introduit par Mary et Sagaut [83]. Afin de pouvoir line´ariser
ce flux nume´rique, nous e´crivons la forme simplifie´e suivante :
Φ(UL, UR) =
1
2
[
uL,R(WL +WR)− UL,R(WR −WL) + P (UL) + P (UR)
]
(C.12)
avec
uL,R =
1
2
(uL + uR)− c2(pR − pL) ou` c2 = cste
UL,R = 1
2
|uL + uR|
avec
W =
 ρρu
ρh
 et P (U) =
0p
0

Notons A1 =
∂Φ(U1, U2)
∂U1
et A2 =
∂Φ(U1, U2)
∂U2
les deux matrices Jacobiennes de taille 3× 3 qui
interviennent lors de la line´arisation du flux nume´rique.
F n+1i+1/2 ≈ F ni+1/2 +A1(Ui, Ui+1)∆Ui +A2(Ui, Ui+1)∆Ui+1 (C.13)
En notant A1i+1/2 = A
1(Ui, Ui+1) et A
2
i+1/2 = A
2(Ui, Ui+1), on a finalement :
Di∆Ui +
∆t
∆x
[
A2i+1/2∆Ui+1 −A1i−1/2∆Ui−1
]
= Rni (C.14)
avec
Di = I3 +
∆t
∆x
[
A1i+1/2 −A2i−1/2
]
(C.15)
Ainsi si l’on compare les deux expressions obtenues avec les deux flux nume´riques, on voit que
ces deux expressions sont identiques. Seules les expressions des matrices Jacobiennes A1 et A2
changent du fait de la diffe´rence de la fonction Φ. Ainsi les proprie´te´s de robustesse, de stabilite´ et
d’accroissement de la vitesse de convergence du processus de Newton de´pendront des proprie´te´s
du flux nume´rique utilise´. L’extension au cas tridimensionnel est traite´e dans la partie suivante.
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C.2 E´quations d’Euler 3D
Cette e´tude concerne l’utilisation de la SGE. Il est donc ne´cessaire d’e´tendre ce qui vient
d’eˆtre pre´sente´ au cas tridimensionnel. Le syste`me des e´quations d’Euler 3D qui s’e´crit sous la
forme :
∂tU +∇.F (U) = 0 (C.16)
avec
U =

ρ
ρu
ρv
ρw
ρe
 et F (U) =

ρu ρv ρw
ρu2 + p ρuv ρuw
ρuv ρv2 + p ρvw
ρuw ρvw ρw2 + p
(ρe+ p)u (ρe+ p)v (ρe+ p)w
 (C.17)
U est le vecteur des variables conservatives, ρ la densite´, u, v et w les composantes du vecteur
vitesse ~V et enfin e l’e´nergie totale spe´cifique.
F (U) est le flux de convection et p = ρ(γ − 1)
[
e− 12(u2 + v2 + w2)
]
est la pression.
De meˆme, on note H = ρh = ρe+ p l’enthalpie totale massique.
C.2.1 Sche´ma nume´rique
Nous discre´tisons ces e´quations par une approche de type volumes finis “cell-centered”. On
inte`gre ainsi ce syste`me d’e´quations de conservation sur le volume de controˆle Ωijk. En utilisant
le sche´ma d’Euler explicite, on a tout de suite :
∆Uijk +
∆t
|Ωijk|
[
F
n
i+1/2 − Fni−1/2
+ Fnj+1/2 − Fnj−1/2 + Fnk+1/2 − Fnk−1/2
]
= 0
(C.18)
ou` ∆t et |Ωijk| repre´sentent le pas de temps et la mesure du volume Ωijk, respectivement. Comme
n
L R
Fig. C.1: Interface quelconque de la cellule de controˆle Ωijk
repre´sente´ sur la figure (C.1), chaque interface est caracte´rise´e par un e´tat gauche, note´ UL, un
e´tat droit UR, un vecteur ~n normal unitaire associe´ allant de l’e´tat gauche vers l’e´tat droit et
une surface associe´e dont la mesure sera note´e SL,R. Ainsi, le flux nume´rique calcule´ a` cette
interface peut s’e´crire :
FL,R = Φ(UL, UR, ~n)SL,R (C.19)
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C.2.2 Flux de Roe
Soit ~n un vecteur unitaire, on a ~n = (nx, ny, nz)
T .On note F (U,~n) = F (U).~n le flux physique.
Le flux utilise´ de Roe peut s’exprimer sous la forme :
Φ(UL, UR, ~n) =
1
2
[
F (UL, ~n) + F (UR, ~n)− |ARoe(UL,R, ~n)|(UR − UL)] (C.20)
Calculons A1(UL, UR, ~n) =
∂Φ
∂UL
(UL, UR, ~n) et A
2(UL, UR, ~n) =
∂Φ
∂UR
(UL, UR, ~n) les deux jaco-
biennes du flux nume´rique pre´sentes dans la line´arisation de ce dernier.
A1(UL, UR, ~n) =
1
2
[
A(UL, ~n) + |ARoe(UL,R, ~n)|
]
A2(UL, UR, ~n) =
1
2
[
A(UR, ~n)− |ARoe(UL,R, ~n)|
]
ou`
A(U,~n) =
∂F (U,~n)
∂U
est la matrice Jacobienne du flux physique.
C.2.3 Flux AUSM+(P) modifie´
Nous explicitons ici l’approximation nume´rique du flux normal utilise´e. Soit ~n un vecteur
unitaire, on a ~n = (nx, ny, nz)
T .
Le flux utilise´ dans cette partie est une version simplifie´e :
Φ(UL, UR, ~n) =
1
2
[uL,R(WL +WR)− UL,R(WR −WL) + P (UL, ~n) + P (UR, ~n)] (C.21)
avec
uL,R =
1
2
(ΘL + ΘR)− c2(pR − pL) ou` c2 = cste et Θ = ~V .~n
UL,R = 1
2
|ΘL + ΘR|
W =

ρ
ρu
ρv
ρw
ρh
 , P (U,~n) =

0
pnx
pny
pnz
0
 et ~V =
uv
w

On note A1(UL, UR, ~n) =
∂Φ
∂UL
(UL, UR, ~n) et A
2(UL, UR, ~n) =
∂Φ
∂UR
(UL, UR, ~n) les deux jaco-
biennes associe´es.
C.2.4 Sche´ma implicite
Le sche´ma implicite s’e´crit simplement puisqu’il posse`de la meˆme fonction flux nume´rique
que sa contrepartie explicite :
∆Uijk +
∆t
|Ωijk|
[
F
n+1
i+1/2 − Fn+1i−1/2
+ Fn+1j+1/2 − Fn+1j−1/2 + Fn+1k+1/2 − Fn+1k−1/2
]
= 0
(C.22)
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avec le flux nume´rique
F
n+1
i+1/2 = Φ(U
n+1
ijk , U
n+1
i+1jk, ~ni+1/2)Si+1/2 (C.23)
ou` ~ni+1/2 est le vecteur unitaire dans la direction des i croissants, a` l’interface i+ 1/2 et Si+1/2
la mesure de la surface associe´e.
Ainsi, on line´arise le flux nume´rique de cette fac¸on :
F
n+1
i+1/2 ≈ Fni+1/2 +A1i+1/2∆Uijk +A2i+1/2∆Ui+1jk (C.24)
avec
Aαi+1/2 = A
α(Unijk, U
n
i+1jk, ~ni+1/2)Si+1/2 (C.25)
avec α = 1 ou 2.
Ce qui nous donne finalement :
Dijk∆Uijk +
∆t
|Ωijk|
[
A2i+1/2∆Ui+1jk −A1i−1/2∆Ui−1jk
+A2j+1/2∆Uij+1k −A1j−1/2∆Uij−1k
+A2k+1/2∆Uijk+1 −A1k−1/2∆Uijk−1
]
= Rijk
(C.26)
avec
Dijk = I5 +
∆t
|Ωijk|
[
A1i+1/2 −A2i−1/2
+A1j+1/2 −A2j−1/2 +A1k+1/2 −A2k−1/2
] (C.27)
ou` |Ωijk| est la mesure de la maille Ωijk.
C.2.5 Factorisation LU-SGS
Afin de re´soudre le syste`me line´aire pre´sente´ dans le paragraphe suivant, nous adoptons la`
aussi une factorisation LU-SGS [53] :
1 : Dijk∆
˜˜
U ijk − ∆t|Ωijk|
[
A1i−1/2∆
˜˜
U i−1jk +A
1
j−1/2∆
˜˜
U ij−1k
+A1k−1/2∆
˜˜
U ijk−1
]
= Rijk
2 : D−1ijk∆U˜ijk = ∆
˜˜
U ijk
3 : Dijk∆Uijk +
∆t
|Ωijk|
[
A2i+1/2∆Ui+1jk +A
2
j+1/2∆Uij+1k
+A2k+1/2∆Uijk+1
]
= ∆U˜ijk
(C.28)
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Méthode d'intégration temporelle implicite pour la Simulation des Grandes
Échelles : application à la réduction du bruit de cavité.
Un travail d'analyse de schémas implicites pour la Simulation des Grandes Échelles d'écoulements
compressibles est présenté. La finalité est d'augmenter l'efficacité des schémas en vue d'aborder des
problèmes multi-échelles en aérodynamique, notamment les écoulements contrôlés. Le travail se
décompose en trois parties :
- une analyse de l'influence des résidus de convergence et autres paramètres numériques sur la
qualité des résultats,
- le développement d'une stratégie efficace, sur la base d'un concept nouveau d'optimisation locale
par blocs,
- la démonstration du potentiel de la méthode dans le cas d'un écoulement de cavité transonique
contrôlé par un barreau transverse. La méthode a permis de gagner le facteur 10 nécessaire.
Mots-clés : ECOULEMENT TURBULENT ; BRUIT AERODYNAMIQUE ; EQUATION DIFFERENTIELLE
DIFFICILE ; INTEGRATION NUMERIQUE ; METHODE NEWTON
Implicit time integration method for Large-Eddy Simulation: application to the
cavity noise reduction.
A study concerning the analysis of implicit time integration methods for Large-Eddy Simulation of
compressible flows is presented. The objective is the increasement of the numerical efficiency of
schemes to tackle multiscale problems in aerodynamic like controlled flows. This work is divided into
three parts:
- an analysis of the influence of the convergence residual and numerical parameters on the accuracy
of the numerical solution,
- the developpement of an efficient strategy based on an new block local optimisation,
- the demonstration of the potentiability of the method proposed in the case of a transonic cavity flow
controlled by means a spanwise cylinder. The method makes it possible to reduce the computational
effort by a factor 10.
Keywords : TURBULENT FLOW ; AERODYNAMIC NOISE ; STIFF COMPUTATION ; NUMERICAL
INTEGRATION ; NEWTON METHOD

Office National d'Études et de Recherches Aérospatiales
BP 72 - 29 avenue de la Division Leclerc
92322 CHATILLON CEDEX
Tél. : +33 1 46 73 40 40 - Fax : +33 1 46 73 41 41
http://www.onera.fr

