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Abstract: In Homotopy decomposition of classifying spaces via elementary Abelian sub-
groups, Stephan Jackowski and James McClure show, for functors admitting a Mackey comple-
ment over categories with direct products, a general result on vanishing cohomology. We develop
a framework leading to a general result on trivial homotopy which partially generalizes Jack-
owski and McClure’s result in two different directions.
1. Introduction
1.1. In [2, Corollary 5.16], Stephan Jackowski and James McClure state
a quite general criterion on categories holding a direct product , which guaran-
tees the annulation of the positive cohomology groups for the contravariant
Ab-valued functors admitting a Mackey complement . In [3, Theorem 6.26],
we apply their argument to obtain a vanishing result on the context of a
Frobenius P -category F [3, 2.8] for a finite p-group P , since an example of
such categories is the additive cover — introduced in [2] and recalled in sec-
tion 4 below — of the full subcategory F˜
sc
of the exterior quotient F˜ [3, 1.3],
over the set of F-selfcentralizing subgroups of P [3, 4.8]; denote by ac(F˜
sc
)
and ac(F˜) their respective additive covers .
1.2. But, we have noticed a general kind of contravariant modO-valued
ac(F˜
sc
)-functors which need not admit a Mackey complement and neverthe-
less have a homotopically trivial standard complex (cf. defined in 2.3 below).
On the other hand, ac(F˜) have a family of commutative square diagrams
(cf. 5.1 below) — which are not pull-backs — in such a way that any con-
travariant modO-valued ac(F˜)-functor which, relative to this family, admits a
complement (cf. 5.3) supplies again a homotopically trivial standard complex .
1.3. Our proofs of these two facts were similar enough to suggest the
existence of a common argument leading to a more general result on trivial
homotopy. The effort in finding a common argument leads us to a somewhere
sophisticated framework, including all the situations described above; this
general framework is described in section 2. The advantage of this point of
view is that, once the homotopy map is defined, the main result on trivial
homotopy in section 3 consist on a simple checking. The first application
in section 4 includes a general discussion relating the existence of a direct
product in ac(F˜
sc
) with the fact that any F˜
sc
-morphism is an epimorphism
[3, Corollary 4.9]; the main result of this section is the key step in the proof
of [4, Theorem 6.22], as we explain in 4.13 and 4.14 below. Similarly, in 5.11
below we explain how the main result in section 5 can be applied in the proof
of [4, Theorem 8.10].
22. The general framework
2.1. We denote by Ab the category of Abelian groups, by modO the
category of finitely generated O-modules where O is a complete discrete va-
luation ring with unequal characteristics, and by Set the category of sets;
all the other categories we consider are assumed to be small . For any cate-
gory C and any pair of C-objects Q and R , we denote by C(Q,R) the set of
C-morphisms from R to Q and set C(Q,Q) = C(Q) for short; let us say that
C is ordered if it fulfills the following condition [3, A5.1.1]
2.1.1 Any pair of C-objects Q and R fulfilling C(Q,R) 6= ∅ 6= C(R,Q) are
C-isomorphic and then all the C-morphisms R→ Q are C-isomorphims.
In this case, note that C(Q) is a group.
2.2. Let A be an ordered category; we call A-category any ordered
category B containing A as a subcategory having the same objects, and
fulfilling the following two conditions
2.2.1. Any B-morphism ϕ :R → Q is the composition of a B-isomorphism
ϕ∗ :R ∼= R∗ and an A-morphism ι :R∗ → Q .
2.2.2. Any B-isomorphism τ :R ∼= R′ such that ι′ ◦ τ is an A-morphism for
some A-morphism ι′ :R′ → Q′ , is an A-isomorphism.
In some sense, these conditions generalize the divisibility condition [3, 2.3]
in F when A = FP , the Frobenius P -category of P .
2.3. Let B be an A-category and a :B → Ab a contrvariant functor. In
order to describe our differential complex , we fix a subcategory G of B having
the same objects and only having G-isomorphisms. For any n ∈ N , setting
∆n = {i | 0 ≤ i ≤ n} considered as a category with the morphisms i • i′
defined by the ordered pairs i ≤ i′ , and denoting by Fct(∆n,B) the set of
functors from ∆n to B — called B-chains [3, A2.2 and A2.8] — we set
C
n(B, a) =
∏
q∈Fct(∆n,B)
a
(
q(0)
)
2.3.1
and consider the usual differential map sending a = (aq)q∈Fct(∆n,B) to the
Cn+1(B, a)-element dn(a) =
(
dn(a)r
)
r∈Fct(∆n+1,B)
defined by [3, A3.11.2]
dn(a)r =
(
a(r(0 • 1))
)
(ar◦δn
0
) +
n+1∑
i=1
(−1)iar◦δn
i
2.3.2.
In this situation, we say that a = (aq)q∈Fct(∆n,B) is G-stable [3, A3.17] if,
for any natural G-isomorphism χ : q ∼= q′ between two B-chains q and q′
in Fct(∆n,B ) , we have aq =
(
a(χ0)
)
(aq′) Then, our standard complex is the
differential subcomplex formed by the subgroup of G-stable elements CnG(B, a)
of Cn(B, a) , and our main purpose is to give a criterion guaranteeing that
this standard complex admits a homotopy map.
32.4. Recall that an interior structure I in B is a correspondence sending
any B-object Q to a subgroup I(Q) of B(Q) in such a way that we have
ϕ ◦ I(R) ⊂ I(Q) ◦ ϕ 2.4.1
for any B-morphism ϕ :R→ Q [3, 1.3]; similarly, let us call co-interior struc-
ture I◦ of B any interior structure of the opposite category B◦ ; note that,
according to 2.1, the correspondence sending any A-object Q to the inter-
section I◦(Q) ∩ A(Q) is a co-interior structure of A . Then, a bi-interior
structure (I, I◦) in B is any pair formed by an interior and a co-interior
structures I and I◦ in B such that I(Q) and I◦(Q) centralize each other
for any B-object Q ; we denote by B˜ the corresponding bi-exterior quotient
namely, for any pair of B-objects Q and R , we set
B˜(Q,R) = I(Q)\B(Q,R)/I◦(R) 2.4.2,
and denote by eI,I◦ :B → B˜ the canonical functor.
2.5. For any functor s :B → Set we denote by s⋊ B the new category
— called semidirect product of B by s — where an object is a pair (s,Q)
formed by a B-object Q and an element s ∈ s(Q) = sQ , where a morphism
ϕ : (t, R)→ (s,Q) is just a B-morphism ϕ :R → Q such that sϕ(t) = s , and
where the composition is determined by the composition in B [3, A2.7]; in
order to avoid confusion, we denote this morphism by the pair (t, ϕ) ; more-
over, we denote by sG the restriction of s to G and by p : s⋊ B → B the
forgetful functor mapping (s,Q) on Q .
2.6. Our criterion to get a homotopy map is based on the existence of
the following data. For any triple (A,B,G) as above, let us call homotopic
system H = (I, I◦, s, n, ν) any quintuple formed by
2.6.1 A bi-interior structure (I, I◦) of B such that we have I(Q) ⊂ A(Q)
and I(Q)·I◦(Q) ⊂ G(Q) for any B-object Q , and that the corresponding
bi-exterior quotient A˜ has a final object P .
2.6.2 A functor s :B → Set mapping any B-object Q on a finite set sQ .
2.6.3 A functor n : s⋊ B → A˜ ⊂ B˜ sending sG ⋊ G to eI,I◦(G) = G˜ .
2.6.4 A natural map ν : n→ eI,I◦ ◦ p = p˜ .
Note that, for any B-object Q , any s ∈ sQ and any element ξ ∈ I(Q)·I◦(Q) ,
the A˜-morphism
n(s, ξ) : n
(
s,Q
)
∼= n
(
sξ(s), Q
)
2.6.5
is a G˜-isomorphism.
2.7. In this situation, for any n ∈ N , any B-chain q : ∆n → B can be
lifted, for any choice of s ∈ sq(0) , to a unique s⋊ B-chain qˆs : ∆n → s⋊ B
4fulfilling qˆs(0) =
(
s, q(0)
)
. Moreover, for any s⋊ B-chain qˆ : ∆n → s⋊ B we
have both the A˜-chain n ◦ qˆ and, considering n ◦ qˆ as a B˜-chain, the natural
map
ν ∗ qˆ : n ◦ qˆ −→ p˜ ◦ qˆ 2.7.1;
then, for any ℓ ∈ ∆n , as in [3, Lemma A4.2] we denote by
n(ν ∗ qˆ) : ∆n+1 −→ B˜ 2.7.2
the functor which coincides with n ◦ qˆ over ∆ℓ , maps i ∈ ∆n+1 − ∆ℓ on
(p˜ ◦ qˆ)(i− 1) , maps i • i+1 on (p˜ ◦ qˆ)(i− 1 • i) if i ≤ n , and maps ℓ • ℓ+1 on
(ν ∗ qˆ)ℓ : (n ◦ qˆ)(ℓ) −→ (p˜ ◦ qˆ)(ℓ) 2.7.3;
moreover, denote by
hnn+1(ν ∗ qˆ) : ∆n+1 −→ A˜ ⊂ B˜ 2.7.4
the A˜-chain (n ◦ qˆ)P which extends n ◦ qˆ to ∆n+1 sending n + 1 to P and
n • n+1 to the unique A˜-morphism from (n ◦ qˆ)(n) to P .
2.8. Then, for any natural sG⋊ G-isomorphism χˆ : qˆ ∼= qˆ′ we claim that
we have the natural G˜-isomorphism
n(ν ⋄ χˆ) :n (ν ∗ qˆ) ∼=n (ν ∗ qˆ′) 2.8.1
which coincides with n ∗ χˆ over ∆ℓ if ℓ ≤ n , and either maps i ∈ ∆n+1 −∆ℓ
on (p˜ ∗ χˆ)i−1 or maps ℓ = n + 1 on the identity B˜-morphism of P ; indeed,
for any 0 ≤ i ≤ ℓ ≤ n , we have (cf. condition 2.6.3)
n(ν ⋄ qˆ)(i) = n
(
qˆ(i)
) n(χˆi)
∼= n
(
qˆ′(i)
)
=n (ν ⋄ qˆ′)(i) 2.8.2;
moreover, for any ℓ+ 1 ≤ i ≤ n+ 1 , we also have
n(ν ⋄ qˆ)(i) = p˜
(
qˆ(i− 1)
) p˜(χˆi−1)
∼= p˜
(
qˆ′(i− 1)
)
=n (ν ⋄ qˆ′)(i) 2.8.3;
finally, if ℓ ≤ n then we get the commutative diagram (cf. condition 2.6.4)
n(ν ⋄ qˆ)(ℓ+ 1) = p˜
(
qˆ(ℓ)
) p˜(χˆℓ)
∼= p˜
(
qˆ′(ℓ)
)
=n (ν ⋄ qˆ′)(ℓ+ 1)
νqˆ(ℓ)
x xνqˆ′(ℓ)
n(ν ⋄ qˆ)(ℓ) = n
(
qˆ(ℓ)
) n(χˆℓ)
∼= n
(
qˆ′(ℓ)
)
=n (ν ⋄ qˆ′)(ℓ)
2.8.4.
2.9. On the other hand, any contravariant functor a˜ : B˜ → Ab determines
a new contravariant functor from B to Ab sending any B-object Q to the
product
∏
s∈sQ
(a˜ ◦ n)(s,Q) and any B-morphism ϕ :R → Q to the group
homomorphism ∏
s∈sQ
(a˜ ◦ n)(s,Q) −→
∏
t∈sR
(a˜ ◦ n)(t, R) 2.9.1
5mapping the element a =
∑
s∈sQ
as , where as belongs to (a˜ ◦ n)(s,Q) , on∑
t∈sR
(
(a˜ ◦ n)(t, ϕ)
)
(asϕ(t)) ∈
∏
t∈sR
(a˜ ◦ n)(t, R) 2.9.2;
in particular, I(Q) acts on
∏
s∈sQ
(a˜ ◦ n)(s,Q) and we get a contravariant
subfunctor H(a˜) :B → Ab sending any B-object Q to(
H(a˜)
)
(Q) =
( ∏
s∈sQ
(a˜ ◦ n)(s,Q)
)I(Q)
2.9.3;
indeed, for any ρ ∈ I(R) we have ϕ ◦ ρ = χ ◦ ϕ for a suitable χ ∈ I(Q) and
therefore, if a =
∑
s∈sQ
as belongs to
(
H(a˜)
)
(Q) then for any s ∈ sQ we have(
(a˜ ◦ n)(s, χ)
)
(asχ(s)) = as 2.9.4,
so that it is easily checked that((
H(a˜)
)
(ρ)
)( ∑
t∈sR
(
(a˜ ◦ n)(t, ϕ)
)
(asϕ(t))
)
=
∑
t∈sR
(
(a˜ ◦ n)(t, ϕ)
)
(asϕ(t))
2.9.5;
thus, the image of a through homomorphism 2.9.1 belongs to
(
H(a˜)
)
(R) ;
moreover, the above correspondence sending a˜ to H˜(a) is clearly functorial.
2.10. Then, setting a = a˜ ◦ eI,I◦ , we claim that there is a natural map
∆H(a˜) : a −→ H(a˜) 2.10.1
sending any B-object Q to the group homomorphism
∆H(a˜)Q : a(Q) −→
( ∏
s∈sQ
(a˜ ◦ n)(s,Q)
)I(Q)
2.10.2
mapping a ∈ a(Q) on
∆H(a˜)Q(a) =
∑
s∈sQ
(a˜ ∗ ν)(s,Q)(a) 2.10.3.
Indeed, this makes sense since p˜(s,Q) coincides with Q ; moreover, for any
B-morphism ϕ :R→ Q , we have (cf. condition 2.6.4)((
H(a˜)
)
(ϕ) ◦∆H(a˜)Q
)
(a) =
∑
t∈sR
(
(a˜ ◦ n)(t, ϕ)
)(
(a˜ ∗ ν)(sϕ(t),Q)(a)
)
=
∑
t∈sR
(a˜ ∗ ν)(t,R)
((
a(ϕ)
)
(a)
)
=
(
∆H(a˜)R ◦ a(ϕ)
)
(a)
2.10.4.
We are ready to state our criterion on the contravariant functor; we say
that a contravariant functor a˜ : B˜ → Ab is H-split if the natural map ∆H(a˜)
admits a natural section
θ : H(a˜) −→ a 2.10.5.
63. The trivial homotopy
3.1. Let B be an A-category, G a subcategory of B having the same
objects and only having G-isomorphisms (cf. 2.3), H = (I, I◦, s, n, ν) a ho-
motopic system for the triple (A,B,G) (cf. 2.6) and a˜ : B˜ → Ab a contravariant
H-split functor (cf. 2.10), set a = a˜ ◦ eI,I◦ and denote by
θ : H(a˜) −→ a 3.1.1
a natural section of ∆H(a˜) : a → H(a˜) (cf. 2.10.1). Note that the group
homomorphism sending any element (aq˜)q˜∈Fct(∆n,B˜) of C
n
G˜
(B˜, a˜) (cf. 2.3) to
the element (aq)q∈Fct(∆n,B) of C
n
G(B, a) defined by aq = aq˜ where q˜ = eI,I◦ ◦q
determines a group isomorphism
C
n
G˜
(B˜, a˜) ∼= CnG(B, a) 3.1.2
and we identify to each other both members of this isomorphism. We denote
by HnG(B, a) the n-cohomology group of our standard complex (cf. 2.3).
3.2. We are ready to define the homotopy map; for any n ∈ N , we
consider the group homomorphism
hn : Cn+1G (B, a) −→ C
n
G(B, a) 3.2.1
sending any element a = (ar)r∈Fct(∆n+1,B) of C
n+1
G (B, a) to the element
hn(a) =
(
hn(a)q
)
q∈Fct(∆n,B)
of CnG(B, a) defined by
hn(a)q =
n+1∑
ℓ=0
(−1)ℓθq(0)
( ∑
s∈sq(0)
an(ν∗qˆs)
)
3.2.2.
This makes sense since for any ℓ ∈ ∆n+1 the element bℓ =
∑
s∈sq(0)
an(ν∗qˆs)
belongs to
(
H(a˜)
)(
q(0)
)
, and moreover hn(a) is G-stable.
3.3. Indeed, for any ξ0 ∈ I
(
q(0)
)
we can construct a natural B-auto-
morphism ξ : q ∼= q which starts by ξ0 : q(0) ∼= q(0) and, for any i in ∆n−{0} ,
ξi belongs to I
(
q(i)
)
fulfilling (cf. 2.4.1)
q(i−1 • i) ◦ ξi−1 = ξi ◦ q(i−1 • i) 3.3.1;
in particular, ξ is a natural G-automorphism (cf. condition 2.6.1) and there-
fore for any s ∈ sq(0) we get a natural s⋊ G-isomorphism ξˆs : qˆs ∼= qˆsξ0(s)
(cf. 2.7); then, from 2.8 above, for any s ∈ sq(0) and any ℓ ∈ ∆n+1 we still
get a natural G˜-isomorphism
n(ν ⋄ ξˆs) : h
n
ℓ (ν ∗ qˆs) ∼= h
n
ℓ (ν ∗ qˆsξ0(s)) 3.3.2
7and therefore the G-stability of a = (ar)r∈Fct(∆n+1,B) forces
ahn
ℓ
(ν∗qˆs) =
(
(a˜ ◦ n)(sξ0(s), ξ0)
)
(ahn
ℓ
(ν∗qˆsξ0 (s)
)) 3.3.3;
at this point, we have
ξ0(bℓ) =
∑
s∈sq(0)
(
(a˜ ◦ n)(s, ξ0)
)
(ahn
ℓ
(ν∗qˆs)) =
∑
s∈sq(0)
ahn
ℓ
(ν∗qˆs) = bℓ 3.3.4.
3.4. Moreover, for any natural G-isomorphism χ : q ∼= q′ and any s ∈ sq(0)
we have a natural sG⋊G-isomorphism χˆs : qˆs ∼= qˆ′sχ0 (s)
(cf. 2.7); then, from 2.8
above, we still get the sG⋊ G-isomorphism
hnℓ (ν ⋄ χˆs) : h
n
ℓ (ν ∗ qˆs)
∼= hnℓ (ν ∗ qˆ
′
sχ0(s)
) 3.4.1
and therefore the G˜-stability of a forces
ahn
ℓ
(ν∗qˆs) =
(
(a˜ ◦ n)(sχ0(s), χ0)
)
(ahn
ℓ
(ν∗qˆ′
sχ0 (s)
)) 3.4.2.
At this point, setting b′ℓ =
∑
s′∈sq′(0)
ahn
ℓ
(ν∗qˆ′
s′
) for any ℓ ∈ ∆n+1 , we have
b′ℓ =
∑
s∈sq(0)
(
(a˜ ◦ n)(sχ0(s), χ0)
)−1
(ahn
ℓ
(ν∗qˆs)) =
(
H(a˜)
)
(χ0)
−1(bℓ) 3.4.3.
Consequently, we obtain
hn(a)q′ =
n+1∑
ℓ=0
(−1)ℓθq′(0)(b
′
ℓ) =
n+1∑
ℓ=0
(−1)ℓ
(
θq′(0) ◦
(
H(a˜)
)
(χ0)
−1
)
(bℓ)
=
n+1∑
ℓ=0
(−1)ℓ
(
a(χ0)
−1 ◦ θq(0)
)
(bℓ) = a(χ0)
−1
(
hn(a)q
) 3.4.4.
Theorem 3.5. With the notation and the hypothesis above, for any n ∈ N
we have
dn ◦ h
n + hn+1 ◦ dn+1 = idCn+1
G
(B,a) 3.5.1.
In particular, HnG(B, a) = {0} for any n ≥ 1 .
Proof: For any n ∈ N , any a = (ar)r∈Fct(∆n+1,B) in C
n+1
G (B, a) and any
r ∈ Fct(∆n+1,B ) , it suffices to prove that we have
dn
(
hn(a)
)
r
+ hn+1
(
dn+1(a)
)
r
= ar 3.5.2.
By the definition of dn (cf. 2.3.2), for any B-chain r : ∆n+1 → B we have
dn
(
hn(a)
)
r
=
(
a(r(0 • 1))
)(
hn(a)r◦δn
0
)
+
n+1∑
i=1
(−1)ihn(a)r◦δn
i
3.5.3;
8similarly, according to the very definition of hn+1 , we have
hn+1
(
dn+1(a)
)
r
=
n+2∑
ℓ=0
(−1)ℓθr(0)
( ∑
s∈sr(0)
dn+1(a)hn+1
ℓ
(ν∗rˆs)
)
3.5.4.
But, for any s ∈ sr(0) and any ℓ ∈ ∆n+2 we know that
dn+1(a)hn+1
ℓ
(ν∗rˆs)
=
(
a˜
(
hn+1ℓ (ν ∗ rˆs)(0 • 1)
))
(ahn+1
ℓ
(ν∗rˆs)◦δ
n+1
0
)
+
n+2∑
i=1
(−1)iahn+1
ℓ
(ν∗rˆs)◦δ
n+1
i
3.5.5;
thus, since hn+10 (ν ∗ rˆs)(0 • 1) = νrˆs(0) = ν(s,r(0)) , from [3, Lemma A4.2] it
follows that for ℓ = 0 we get
dn+1(a)hn+10 (ν∗rˆs)
=
(
a˜(ν(s,r(0)))
)
(ar) +
n+2∑
i=1
(−1)iahn+10 (ν∗rˆs)◦δ
n+1
i
=
(
a˜(ν(s,r(0)))
)
(ar)− ahn+10 (ν∗rˆs)◦δ
n+1
1
−
n+1∑
i=1
(−1)iahn0 ((ν∗rˆs)∗δni )
3.5.6.
Moreover, for any 1 ≤ ℓ ≤ n+ 2 we have hn+1ℓ (ν ∗ rˆs)(0 • 1) = (n ◦ rˆs)(0 • 1) ;
but, according to 2.6 above, we denote the s⋊ B-morphism
rˆs(0 • 1) :
(
s, r(0)
)
−→
(
sr(0,1)(s), r(1)
)
3.5.7
by the pair (s, r(0 • 1)) , and note that for any i ∈ ∆n+1 we have
hn+1n+2(ν ∗ rˆs) ◦ δ
n+1
i = (n ◦ rˆs)
P ◦ δn+1i = (n ◦ rˆs ◦ δ
n
i )
P
= hnn+1
(
(ν ∗ rˆs) ∗ δ
n
i
) 3.5.8;
consequently, from [3, Lemma A4.2] again and from this equality, for any
1 ≤ ℓ ≤ n+ 2 we obtain
dn+1(a)hn+1
ℓ
(ν∗rˆs)
=
(
(a˜ ◦ n)(s, r(0 • 1))
)
(ahn
ℓ−1
((ν∗rˆs)∗δn0 )
)
+
n+2∑
i=1
(−1)iahn+1
ℓ
(ν∗rˆs)◦δ
n+1
i
3.5.9.
Similarly, it follows from [3, Lemma A4.2] that for any 1 ≤ ℓ ≤ n+2 we
still get
n+2∑
i=1
(−1)iahn+1
ℓ
(ν∗rˆs)◦δ
n+1
i
=
ℓ−1∑
i=1
(−1)iahn
ℓ−1
((ν∗rˆs)∗δni )
+ (−1)ℓahn+1
ℓ
(ν∗rˆs)◦δ
n+1
ℓ
− (−1)ℓahn+1
ℓ
(ν∗rˆs)◦δ
n+1
ℓ+1
−
n+1∑
i=ℓ+1
(−1)iahn
ℓ
((ν∗rˆs)∗δni )
3.5.10,
9and from equality 3.5.8 for ℓ = n+ 2 we still obtain
n+2∑
i=1
(−1)iahn+1
n+2
(ν∗rˆs)◦δ
n+1
i
=
n+1∑
i=1
(−1)iahn
n+1
((ν∗rˆs)∗δni )
+ (−1)nahn+1
n+2
(ν∗rˆs)◦δ
n+1
n+2
3.5.11.
At this point, for any s ∈ sr(0) and any 1 ≤ ℓ ≤ n+ 2 , let us set
αs,0 =
(
a˜(ν(s,r(0)))
)
(ar˜)
αs,ℓ =
(
(a˜ ◦ n)
(
s, r(0 • 1)
))
(ahn
ℓ−1
((ν∗rˆs)∗δn0 )
)
3.5.12;
moreover, for any 0 ≤ ℓ ≤ n+ 1 we still set [3, Lemma A4.2]
βs,ℓ = (−1)
ℓahn+1
ℓ
(ν∗rˆs)◦δ
n+1
ℓ+1
= (−1)ℓahn+1
ℓ+1
(ν∗rˆs)◦δ
n+1
ℓ+1
0 = βs,−1 = βs,n+2 = γs,−1 = γ
′
s,n+2
γs,ℓ =
ℓ∑
i=1
(−1)iahn
ℓ
((ν∗rˆs)∗δni )
and γ′s,ℓ =
n+1∑
i=ℓ+1
(−1)iahn
ℓ
((ν∗rˆs)∗δni )
3.5.13.
With all this notation, from equalities 3.5.6 and 3.5.9 for any s ∈ sr(0) we get
n+2∑
ℓ=0
(−1)ℓdn+1(a)hn+1
ℓ
(ν∗rˆs)
=
n+2∑
ℓ=0
(−1)ℓ(αs,ℓ + βs,ℓ−1 − βs,ℓ + γs,ℓ−1 − γ
′
s,ℓ)
=
n+2∑
ℓ=0
(−1)ℓαs,ℓ −
n+1∑
ℓ=0
n+1∑
i=1
(−1)ℓ+iahn
ℓ
((ν∗rˆs)∗δni )
3.5.14.
More precisely, for the first term of the bottom sum, since a˜ is H-split ,
we have (cf. 3.5.12)
θr(0)
( ∑
s∈sr(0)
αs,0
)
= θr(0)
( ∑
s∈sr(0)
(
a˜(ν(s,r(0)))
)
(ar)
)
= ar˜ 3.5.15.
In conclusion, for any ℓ ∈ ∆n+1 and any i ∈ ∆n setting
αℓ = θr(0)
( ∑
s∈sr(0)
αs,ℓ+1
)
and εℓ,i = θr(0)
( ∑
s∈sr(0)
ahn
ℓ
((ν∗rˆs)∗δni+1)
)
3.5.16,
from 3.5.4, 3.5.14 and 3.5.15 we get
hn+1
(
dn+1(a)
)
r˜
= ar˜ −
n+1∑
ℓ=0
(−1)ℓ
(
αℓ +
n+1∑
i=1
(−1)iεℓ,i−1
)
3.5.17.
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On the other hand, setting ξℓ =
∑
s∈sr(0)
ahn
ℓ
(ν∗(rˆs◦δn0 ))
, from the natu-
rality of θ , for the first term in the right-hand member of equality 3.5.3 we
get
(
a(˜r(0 • 1))
)(
hn(a)r◦δn0
)
=
(
a(˜r(0 • 1))
)( n+1∑
ℓ=0
(−1)ℓθr(1)(ξℓ)
)
=
n+1∑
ℓ=0
(−1)ℓ
(
θr(0) ◦
(
H(a)
)(
r(0 • 1)
))
(ξℓ)
3.5.18;
but, by the very definition of H(a˜) we still get (cf. 2.9.2 and 3.5.12)((
H(a˜)
)(
r(0 • 1)
))
(ξℓ) =
∑
s∈sr(0)
(
(a˜ ◦ n)(s, r(0 • 1))
)
(ahn
ℓ
(ν∗(rˆs◦δn0 ))
)
=
∑
s∈sr(0)
αs,ℓ+1
3.5.19 ;
hence, we obtain (cf. 3.5.16)
(
a(r(0 • 1))
)(
hn(a)r◦δn
0
)
=
n+1∑
ℓ=0
(−1)ℓαℓ 3.5.20.
Moreover, if i 6= 0 , for the i-th term in the right-hand member of equal-
ity 3.5.3 and for any s ∈ sr(0) , it follows from 2.7 that (r̂ ◦ δ
n
i )s = rˆs ◦ δ
n
i and
therefore we get
hn(a)r◦δn
i
=
n+1∑
ℓ=0
(−1)ℓθr(0)
( ∑
s∈sr(0)
ahn
ℓ
(ν∗(rˆs◦δni ))
)
=
n+1∑
ℓ=0
(−1)ℓθr(0)
( ∑
s∈sr(0)
ahn
ℓ
((ν∗rˆs)∗δni )
)
=
n+1∑
ℓ=0
(−1)ℓεℓ,i−1
3.5.21.
Finally, equality 3.5.2 follows from the suitable alternating sum of equali-
ties 3.5.17, 3.5.20, and 3.5.21. We are done.
4. The direct product case
4.1. Let A be an ordered category and B an A-category (cf. 2.1); we
assume that A and B have a finite set of objects and that, for any B-object Q ,
the groups A(Q) and B(Q) are finite. Recall that the additive cover ac(B)
[3, A2.7.3] of B — introduced in [2] — is the category where the objects are
the finite sequences
⊕
i∈I Qi of B-objects Qi and where the morphisms
(f, ϕ) :
⊕
j∈J
Rj −→
⊕
i∈I
Qi 4.1.1
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are the pairs formed by a map f : J → I and by a family ϕ = {ϕj}j∈J of
B-morphisms
ϕj : Rj −→ Qf(j) 4.1.2
where j runs over J , the composition being induced by the composition of
maps and the composition in B . This category admits an obvious direct sum
and we denote by
j : B −→ ac(B) 4.1.3
the canonical functor sending any B-object Q to the ac(B)-object
⊕
{∅}Q
that we still denote by Q ; note that any contravariant functor a :B −→ Ab
determines an additive contravariant functor
aac : ac(B) −→ Ab 4.1.4.
4.2. Let us say that B is a multiplicative A-category whenever the ad-
ditive cover ac(B) has direct products . As we mention in the Introduction,
one case we are interested in is the following. Let P be a finite p-group and
F a Frobenius P -category [3, 2.8], and denote by F˜ the exterior quotient
of F [3, 1.3] — that is to say, the quotient of F by the inner automorphisms
of the F -objects — and by F˜
sc
the full subcategory of F˜ over the set of
F-selfcentralizing subgroups of P [3, 4.8]. We show in [3, Proposition 6.14]
that ac(F˜
sc
) admits a direct product ; consequently, denoting by FP the Frobe-
nius category of the group P [3, 1.8] and by F˜
sc
P the full subcategory of F˜P
over the same set of F-selfcentralizing subgroups, P is a final F˜
sc
P -object
and F˜
sc
is clearly a F˜
sc
P -category which is ordered and multiplicative; thus,
Proposition 4.12 in this section can be applied to F˜
sc
.
Lemma 4.3. If the A-category B is multiplicative then any morphism is an
epimorphism.
Proof: For any B-object Q and any B-automorphism σ ∈ B(Q) we have a
unique ac(B)-morphism δσ :Q→ Q×Q which composed with the structural
ac(B)-morphisms of Q×Q yields idQ and σ ; since B is an ordered category,
up to suitable identifications, we have
Q×Q =
( ⊕
σ∈B(Q)
Q
)
⊕W 4.3.1
where W is an ac(B)-object such that there is no B-morphism from Q to W ,
and where the structural ac(B)-morphisms
Q←−
( ⊕
σ∈B(Q)
Q
)
⊕W −→ Q 4.3.2
respectively induce idQ , and σ over the term indexed by σ ∈ B(Q) .
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Let ψ :T → R , ϕ :R → Q and ϕ′ :R → Q be B-morphisms such that
ϕ′ ◦ψ = ϕ ◦ψ ; then, there is a unique ac(B)-morphism θ :R→ Q×Q which
composed with the structural ac(B)-morphisms of Q × Q yields ϕ :R → Q
and ϕ′ :R → Q ; moreover, the composition θ ◦ ψ has to coincide with the
unique ac(B)-morphism
T −→ Q×Q =
( ⊕
σ∈B(Q)
Q
)
⊕W 4.3.3
which composed with the structural ac(B)-morphisms of Q ×Q yields ϕ ◦ ψ
and ϕ′ ◦ ψ ; but, since ϕ ◦ ψ = ϕ′ ◦ ψ , this ac(B)-morphism necessarily coin-
cides with the ac(B)-morphism formed by the map sending to idQ , in the
set of indices associated with
(⊕
σ∈B(Q)Q
)
⊕W , the unique element ∅ in
the set associated with T , and by the B-morphism ϕ ◦ ψ :T → Q (cf. 4.1).
Consequently, the ac(B)-morphism θ is also formed by the map sending ∅
to idQ and by a B-morphism ϕ′′ :R → Q which composed with the identity
map over Q yields ϕ and ϕ′ which forces ϕ = ϕ′′ = ϕ′ .
Lemma 4.4. If the A-category B is multiplicative then the additive cover
ac(B) admits pull-backs.
Proof: It is easily checked that it suffices to prove that any pair of B-mor-
phisms α :Q→ T and β :R→ T admits a pull-back ; but, if U =
⊕
ℓ∈L Uℓ is
an ac(B)-object and
γ = {γℓ}ℓ∈L :
⊕
ℓ∈L
Uℓ = U → Q and δ = {δℓ}ℓ∈L :
⊕
ℓ∈L
Uℓ = U → R
4.4.1
are a pair of B-morphisms fulfilling α ◦ γ = β ◦ δ , we certainly have a unique
ac(B)-morphism
ε : U −→ Q×R =
⊕
i∈I
Si 4.4.2
which composed with the structural ac(B)-morphisms
{χi}i∈I :
⊕
i∈I
Si = Q×R→ Q and {ρi}i∈I :
⊕
i∈I
Si = Q×R→ R 4.4.3
respectively yields γ and δ .
That is to say, we have a map e :L→ I and, for any ℓ ∈ L , a B-morphism
εℓ :Uℓ → Se(ℓ) fulfllling
χe(ℓ) ◦ εℓ = γℓ and ρe(ℓ) ◦ εℓ = δℓ 4.4.4
and therefore still fulfilling
α ◦ χe(ℓ) ◦ εℓ = α ◦ γℓ = β ◦ δℓ = β ◦ ρe(ℓ) ◦ εℓ 4.4.5;
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hence, it follows from Lemma 4.3 that α ◦ χe(ℓ) = β ◦ ρe(ℓ) for any ℓ ∈ L .
Thus, denoting by Iα,β ⊂ I the subset of i ∈ I such that α ◦χi = β ◦ ρi , and
setting Qα×β R =
⊕
i∈Iα,β
Si , in ac(B) we obtain the pull-back
Qα×β R
ւ ց
Q R
αց ւβ
T
4.4.6.
4.5. As a matter of fact, for any triple of B-objects Q , R and T , if B
is an A-category where any morphism is an epimorphism, any B-morphism
α :Q→ R induces an injective map from B(T,R) to B(T,Q) and, as in [3, 6.4],
we can consider the elements of B(T,Q) which, even partially, cannot be
extended via α ; precisely, we set
B(T,Q)α = B(T,Q)−
⋃
θ′
B(T,Q′) ◦ θ′ 4.5.1,
where θ′ runs over the set of B-nonisomorphisms θ′ :Q→ Q′ from Q fulfilling
α′ ◦ θ′ = α for some α′ ∈ B(R,Q′) which is then unique, and we simply say
that θ′ divides α setting α′ = α/θ′ . Note that a B-morphism β :Q → T
belongs to B(T,Q)α if and only if α belongs to B(R,Q)β and, as in [3, 6.9],
let us call strict such a triple (α,Q, β) in B ; moreover, we say that two
strict triples (α,Q, β) and (α′, Q′, β′) in B are equivalent if there exists a
B-isomorphism θ :Q ∼= Q′ fulfilling
α′ ◦ θ = α and β′ ◦ θ = β 4.5.2;
let us denote by TR,T a set of representatives for the set of equivalence classes
of strict triples to R and T in B ; note that our finiteness hypothesis in 4.1
forces TR,T to be finite. Then the analogous of equality [3, 6.7.1] still holds in
this general setting and, in some sense, it characterizes the multiplicativeness
of B and the direct product in ac(B) .
Proposition 4.6. With the notation above, B is multiplicative if and only
if any B-morphism is an epimorphism and, for any triple of B-objects Q , R
and T , and any α ∈ B(R,Q) , we have
B(T,Q) =
⊔
θ′
B(T,Q′)α/θ′ ◦ θ
′ 4.6.1
where θ′ :Q→ Q′ runs over a set of representatives for the set of B-isomor-
phism classes of B-morphisms starting on Q and dividing α . In this case, we
have a unique ac(B)-isomorphism⊕
(α′,Q′,β′)∈TR,T
Q′ ∼= R× T 4.6.2
which composed with the structural ac(B)-morphisms from R×T to R and T
respectively yields α′ and β′ .
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Proof: Assume first that B is multiplicative; then, it follows from Lemma 4.3
that any B-morphism is an epimorphism. On the other hand, once we fix α
in B(R,Q) , we have a bijection between B(T,Q) and the set of ac(B)-mor-
phisms from Q to the direct product R×T =
⊕
i∈I Qi which composed with
the structural ac(B)-morphism R × T → R coincide with α ; moreover, the
ac(B)-morphism corresponding to β ∈ B(T,Q) is given by some i ∈ I and by
a suitable B-morphism θi :Q→ Qi dividing α and β .
In particular, if β belongs to B(T,Q)α then θi has to be a B-isomorphism.
In any case, we have α = αi ◦θi and β = βi ◦θi for suitable αi ∈ B(R,Qi) and
βi ∈ B(T,Qi) , and it is quite clear that βi necessarily belongs to B(T,Qi)αi ;
now, equality 4.6.1 follows easily. Moreover, this argument applied to any
(α′, Q′, β′) ∈ TR,T determines a unique i ∈ I together with a B-isomorphism
Q′ ∼= Qi , which proves isomorphism 4.6.2.
Conversely, assume that any B-morphism is an epimorphism and that
equalities 4.6.1 hold; it is easily checked that in order to exhibit direct products
in ac(B) , it suffices to exhibit the direct product of any pair of B-objects R
and T ; thus, choosing a set of representatives TR,T for the set of equivalence
classes of strict triples to R and T in B , we simply claim that
R× T =
⊕
(α′,Q′,β′)∈TR,T
Q′ 4.6.3.
Indeed, for any B-object Q and any pair of B-morphisms α :Q → R and
β :Q→ T we have the corresponding equality 4.6.1 determined by Q , R , T
and α ; then, the B-morphism β determines a unique term θ′′ :Q → Q′′ in
the disjoint union, together with a unique β′′ ∈ B(T,Q′′)α/θ′′ ; that is to say,
we get an ac(B)-morphism
Q −→
⊕
(α′,Q′,β′)∈TR,T
Q′ 4.6.4
which composed with the structural homomorphisms yields α and β , and the
uniqueness is clear. We are done.
Corollary 4.7. With the notation above, if B is multiplicative and I is an in-
terior structure of B such that I(Q) is contained in A(Q) for any A-object Q ,
then the exterior quotient B˜ is multiplicative too, and the strict B˜-triples are
the image of the strict B-triples.
Proof: If ψ˜ :T → R , ϕ˜ :R → Q and ϕ˜′ :R → Q are B˜-morphisms fulfilling
ϕ˜′ ◦ ψ˜ = ϕ˜ ◦ ψ˜ then, choosing respective representatives ψ ∈ B(R, T ) and
ϕ , ϕ′ ∈ B(Q,R) , we have ϕ′ ◦ψ = θ ◦ϕ ◦ψ for some θ ∈ I(Q) and therefore,
according to Lemma 4.3, we still have ϕ′ = θ ◦ ϕ , so that ϕ˜′ = ϕ˜ ; that is to
say, any B˜-morphism is an epimorphism.
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Moreover, for any triple of B˜-objects Q , R and T , and any B˜-morphism
α˜ :Q → R , we claim that B˜(Q, T )α˜ is the image in B˜(Q, T ) of B(Q, T )α ;
indeed, by the very definition 4.5.1, it is clear that this image contains
B˜(Q, T )α˜ ; but, if β˜ belongs to B˜(Q, T )− B˜(Q, T )α˜ then there is a B˜-noniso-
morphism θ˜′ :Q → Q′ from Q fulfilling β˜ = β˜′ ◦ θ˜′ and α˜ = α˜′ ◦ θ˜′ for some
β˜′ ∈ B˜(T,Q′) and α˜′ ∈ B˜(R,Q′) ; thus, for any representatives β of β˜ and α
of α˜ , choosing respective representatives θ′ ∈ B(Q′, Q) , β′ ∈ B(T,Q′) and
α′ ∈ B(R,Q′) , for suitable τ ′ ∈ I(T ) and ρ′ ∈ I(R) we get
β = τ ′ ◦ β′ ◦ θ′ and α = ρ′ ◦ α′ ◦ θ′ 4.7.1,
so that β belongs to B(Q, T )− B(Q, T )α .
Consequently, it follows from equality 4.6.1 applied to B that
B˜(T,Q) =
⋃
θ˜′
B˜(T,Q′)α˜/θ˜′ ◦ θ˜
′ 4.7.2
where θ˜′ :Q → Q′ runs over a set of representatives for the set of B˜-isomor-
phism classes of B˜-morphisms starting on Q and dividing α˜ ; moreover, since
I(T ) acts by composition on the left stabilizing the term B˜(T,Q′)α˜/θ˜′ ◦ θ˜
′
for any θ˜′ this union is disjoint too. Now the corollary follows from Proposi-
tion 4.6.
4.8. From now on, let G be a subcategory of B having the same objects
and only having G-isomorphisms, and I an interior structure of B such that
I(Q) is contained inA(Q) and G(Q) for anyA-objectQ , and that the exterior
quotient A˜ has a final object P . Moreover, we assume that
4.8.1 The A˜-category B˜ is multiplicative.
Then, we have the functor
m˜P : B˜ −→ ac(B˜) 4.8.2
sending any B˜-object Q to the direct product Q × P and any B˜-morphism
ϕ˜ :R→ Q to the unique ac(B˜)-morphism
ϕ˜× i˜dP : R× P −→ Q× P 4.8.3
determined by the pair of B˜-morphisms
R× P −→ R
ϕ˜
−→ Q and R× P −→ P
i˜dP−→ P 4.8.4;
note that we have a natural map ω˜P : m˜P → j˜ sending any B˜-object Q to the
structural ac(B˜)-morphism Q× P → Q .
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4.9. Explicitly, for any B˜-object Q , setting I˜Q = TQ,P we certainly may
assume that
Q× P =
⊕
(α˜′,Q′,ι˜′)∈I˜Q
Q′ 4.9.1;
moreover, it follows from condition 2.2.1 that, up to ac(B˜)-isomorphisms, we
still may assume that ι˜′ coincides with the unique A˜-morphism ι˜Q′ → P
and that the strict triple (i˜dQ, Q, ι˜Q) belongs to I˜Q . On the other hand, for
any B˜-morphism ϕ˜ :R → Q , the ac(B˜)-morphism ϕ˜ × i˜dP determines both
a map I˜ϕ˜ : IR → IQ and, for any triple (β˜′, R′, ι˜R′) belonging to I˜R , setting
Iϕ˜(β˜
′, R′, ι˜R′) = (α˜
′, Q′, ι˜Q′) a B˜-morphism ϕ˜(β˜′,R′,ι˜R′) :R
′ → Q′ fulfilling
α˜′ ◦ ϕ˜(β′,R′,ιR′) = ϕ˜ ◦ β˜
′ and ι˜Q′ ◦ ϕ˜(β˜′,R′,ι˜R′) = ι˜R
′ 4.9.2;
actually, according to conditions 2.2.1 and 2.2.2, the right-hand equality is
equivalent to say that ϕ˜(β˜′,R′,ι˜R′) is an A˜-morphism and, in this case, this
A˜-morphism is uniquely determined by the left-hand equality. Denote by G˜
the subcategory of B˜ image of G and assume that
4.9.3 If ϕ˜ is a G˜-isomorphism then ϕ˜(β˜′,R′,ι˜R′) is also a G˜-isomorphism.
4.10. At this point, we actually get a functor I˜ : B˜ → Set mapping any
B˜-object Q on the finite set I˜Q and any B˜-morphism ϕ˜ :R → Q on the map
I˜ϕ˜ : I˜R → I˜Q defined above. Then, in the semidirect product I˜⋊ B˜ of B˜ by I˜
(cf. 2.5) we simply denote by (Q′, α˜′, Q) the I˜⋊ B˜-object formed by Q and
by (α˜′, Q′, ι˜′) ∈ I˜Q , whereas a I˜⋊ B˜-morphism is a pair
(ϕ˜′, ϕ˜) : (R′, β˜′, R) −→ (Q′, α˜′, Q) 4.10.1
formed by a B˜-morphism ϕ˜ :R → Q and by an A˜-morphism ϕ˜′ :R′ → Q′
fulfilling α˜′ ◦ ϕ˜′ = ϕ˜ ◦ β˜′ .
4.11. In this section, as an application of Theorem 3.5 above we prove
that, for any contravariant functor a˜ : B˜ → Ab , the standard complex with
n-term Cn
G˜
(B˜, a˜ac◦m˜P ) (cf. 2.3), and with the usual differential map, (cf. 2.3.2)
is homotopically trivial ; for this purpose, we consider the quintuple H formed
by
4.11.1 The trivial bi-interior structure over B˜ .
4.11.2 The functor I˜ : B˜ −→ Set .
4.11.3 The functor n : I˜⋊ B˜ −→ A˜ ⊂ B˜ sending any I˜⋊ B˜-object (Q′, α˜′, Q)
to Q′ and any I˜ ⋊ B˜-morphism (ϕ˜′, ϕ˜) : (R′, β˜′, R) −→ (Q′, α˜′, Q) to the
A˜-morphism ϕ˜′ .
4.11.4 The natural map ν : n −→ id
B˜
sending any I˜⋊ B˜-object (Q′, α˜′, Q) to
the B˜-morphism α˜′ :Q′ −→ Q .
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This quintuple is clearly a homotopic system for the triple (A˜, B˜, G˜) (cf. 2.6).
Proposition 4.12. With the notation above, assume that conditions 4.8.1
and 4.9.3 are fulfilled. Then, for any contravariant functor a˜ : B˜ → Ab , the
contravariant functor a˜ac ◦ m˜P is H-split. In particular, for any n ≥ 1 we
have
H
n
G˜
(B˜, a˜ac ◦ m˜P ) = {0} 4.12.1.
Proof: According to definition of H-split in 2.10, we have to exhibit a na-
tural section of the natural map ∆H(a˜
ac ◦ m˜P ) (cf. 2.10.1); explicitly, for any
B˜-object Q and any element a =
∑
(α˜′,Q′,ι˜Q′)∈I˜Q
a(α˜′,Q′,ι˜Q′) in
(a˜ac ◦ m˜P )(Q) =
∏
(α˜′,Q′,ι˜Q′)∈I˜Q
a˜(Q′) 4.12.2,
we have (cf. 2.10.3)
∆H(a˜
ac ◦ m˜P )Q(a) =
∑
(α˜′,Q′,ι˜Q′)∈I˜Q
(
(a˜ac ◦ m˜P ) ∗ ν
)
(Q′,α˜′,Q)
(a)
=
∑
(α˜′,Q′,ι˜Q′)∈I˜Q
(
(a˜ac ◦ m˜P )(α˜
′)
)
(a)
=
∑
(α˜′,Q′,ι˜Q′)∈I˜Q
∑
(α˜′′,Q′′,ι˜Q′′)∈I˜Q′
(
a˜(α˜′′′′)
)
(a(α˜′′′,Q′′′,ι˜Q′))
4.12.3
where we set I˜α˜′(α˜
′′, Q′′, ι˜Q′′ ) = (α˜
′′′, Q′′′, ι˜Q′′′ ) for any (α˜
′′, Q′′, ι˜Q′′ ) ∈ I˜Q′
and α˜′′′′ :Q′′ → Q′′′ is the A˜-morphism fulfilling α˜′′′◦α˜′′′′ = α˜′◦α˜′′ (cf. 4.9.2).
Now we claim that the group homomorphism
θQ :
(
H(a˜ac ◦ m˜P )
)
(Q) −→ (a˜ac ◦ m˜P )(Q) 4.12.4
mapping any element in
(
H(a˜ac ◦ m˜P )
)
(Q) =
∏
(α˜′,Q′,ι˜Q′)∈I˜Q
(a˜ac ◦ m˜P )(Q′)
b =
∑
(α˜′,Q′,ι˜Q′)∈I˜Q
∑
(α˜′′,Q′′,ι˜Q′′)∈I˜Q′
b(α˜′′,Q′′,ι˜Q′′) 4.12.5
on
∑
(α˜′,Q′,ι˜Q′)∈I˜Q
b
(i˜dQ′ ,Q
′,ι˜Q′)
is a section of ∆H(a˜
ac ◦ m˜P )Q , and that the cor-
respondence sending Q to θQ is natural . Indeed, if in 4.12.3 above we set
c(α˜′′,Q′′,ι˜Q′′) =
(
a˜(α˜′′′′)
)
(a(α˜′′′,Q′′′,ι˜Q′)) for any (α˜
′′, Q′′, ι˜Q′′ ) ∈ I˜Q′ , we get
θQ
(
∆H(a˜
ac ◦ m˜P )Q(a)
)
=
∑
(α˜′,Q′,ι˜Q′)∈I˜Q
c
(i˜dQ′ ,Q
′,ι˜Q′)
= a 4.12.6
since the equalities Q′′ = Q′ and α˜′′ = i˜dQ′ force Q
′′′ = Q′ , α˜′′′ = α˜′
and α˜′′′′ = i˜dQ′ .‘
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Moreover, on the one hand, for any B˜-morphism ϕ˜ :R→ Q , we have
(
(a˜ac ◦ m˜P )(ϕ˜) ◦ θQ
)
(b)
=
(
(a˜ac ◦ m˜P )(ϕ˜)
)( ∑
(α˜′,Q′,ι˜Q′)∈I˜Q
b
(i˜dQ′ ,Q
′,ι˜Q′)
)
=
∑
(β˜′,R′,ι˜R′)∈I˜R
(
a˜(ϕ˜′)
)
(b
(i˜dQ′ ,Q
′,ι˜Q′)
)
4.12.7
where if I˜ϕ˜(β˜
′, R′, ι˜R′) = (α˜
′, Q′, ι˜Q′) then ϕ˜
′ :R′ → Q′ is the A˜-morphism
fulfilling α˜′ ◦ ϕ˜′ = ϕ˜ ◦ β˜′ (cf. 4.9.2); on the other hand, we get
((
H(a˜ac ◦ m˜P )
)
(ϕ˜)
)
(b)
=
∑
(β˜′,R′,ι˜R′)∈I˜R
∑
(β˜′′,R′′,ι˜R′′)∈I˜R′
(
a˜(ϕ˜′′)
)
(b(α˜′′,Q′′,ι˜Q′′))
4.12.8
where if I˜ϕ˜(β˜
′, R′, ι˜R′) = (α˜
′, Q′, ι˜Q′) , ϕ˜
′ :R′ → Q′ is the A˜-morphism fulfill-
ing α˜′ ◦ ϕ˜′ = ϕ˜ ◦ β˜′ , and I˜ ′ϕ˜(β˜
′′, R′′, ι˜R′′ ) = (α˜
′′, Q′′, ι˜Q′′) , then ϕ˜
′′ :R′′ → Q′′
is the A˜-morphism fulfilling α˜′′◦ϕ˜′′ = ϕ˜′◦ β˜′′ (cf. 4.9.2); consequently, for any
(β˜′, R′, ι˜R′) ∈ I˜R , the term labeled by (i˜dR′ , R′, ι˜R′) in the second sum coin-
cides with
(
a˜(ϕ˜′)
)
(b
(i˜dQ′ ,Q
′,ι˜Q′)
) since the equalities R′′ = R′ and β˜′′ = i˜dR′ ,
and the fact that ϕ˜′ is already an A˜-morphiusm force Q′′ = Q′ , α˜′′ = i˜dQ′
and ϕ˜′′ = ϕ˜′ . Finally, we obtain
(
θR ◦
(
H(a˜ac ◦ m˜P )
)
(ϕ˜)
)
(b) =
(
(a˜ac ◦ m˜P )(ϕ˜) ◦ θQ
)
(b) 4.12.9.
We are done.
4.13. Let us give some explanation on the application of this theorem
in the proof of [4, Theorem 6.22]. In this case, as in 4.2 above, we are
considering a finite p-group P , a Frobenius P -category F and a nonempty
set X of F -selfcentralizing subgroups of P which contains any subgroup of
P admitting an F -morphism from some subgroup in X . Then, B is the full
subcategory F
X
of F over X , endowed with the usual interior structure, A
is F
X
P and G coincides with the interior structure; we already know that F
X
is a multiplicative F
X
P -category and condition 4.9.3 is clearly fulfilled. Thus,
considering the center contravariant functor z˜X : F˜
X
→ Ab mapping Q ∈ X
on Z(Q) , for any n ≥ 1 we get
H
n(F˜
X
, (˜zX)ac ◦ m˜P ) = {0} 4.13.1.
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4.14. Our argument in [4, Theorem 6.22] goes by induction on |X| , so
that we consider a minimal element U in X fully normalized in F [3, 2.6];
then, denoting by z˜XU : F˜
X
→ Ab the functor sending Q ∈ X to Z(Q) or to {0}
according to Q is F -isomorphic to U or not, we have an obvious “inclusion”
z˜XU ⊂ (˜z
X)ac ◦m˜P and are reduced to prove that some
(
(˜zX)ac ◦m˜P
)/
z˜XU -valued
2-cocycle over F˜
X
is a 2-boundary. But, from equality 4.13.1 we obtain
H
2
(
F˜
X
,
(
(˜zX)ac ◦ m˜P
)/
z˜XU
)
∼= H3
(
F˜
X
, z˜XU
)
4.14.1
and it follows from [1, Proposition 3.2] that, settingN = NF(U) and denoting
by N the set of Q ∈ X contained in NP (U) and by z˜NU the restriction of z˜
X
U
to N˜
N
, the “inclusion” N˜
N
⊂ F˜
X
induces [4, Proposition 6.9]
H
3(F˜
X
, z˜XU )
∼= H3
(
N˜
N
, z˜NU
)
4.14.2.
Finally, mutatis mutandis from equality 4.13.1 we also obtain
H
2
(
N˜
N
,
(
(˜zN)ac ◦ m˜P
)/
z˜NU
)
∼= H3
(
N˜
N
, z˜NU
)
4.15.1
and succeed prove that our 2-cocycle can be translated to the analogous
2-cocycle for N˜
N
; here, the existence of the F-localizer LF(U) [3, Theo-
rem 18.6] completes our proof [4, Proposition 6.19].
5. The compatible complement case
5.1. Let P be a finite p-group and F a Frobenius P -category [3, 2.8];
we are interested in a family of commutative square diagrams in the additive
cover ac(F˜) (cf. 4.1) of the exterior quotient F˜ (cf. 4.2) — called special
ac(F˜)-squares . Explicitly, for any triple of subgroups Q , R and T of P , and
any pair of F˜ -morphisms α˜ :R → Q and β˜ :T → Q , we choose a pair of
representatives α of α˜ and β of β˜ , and a set of representatives W ⊂ Q for
the set of double classes α(R)\Q/β(T ) ; moreover, for any w ∈ W , we set
Uw = α(R)
w ∩ β(T ) and respectively denote by
αw : Uw −→ R and βw : Uw −→ T 5.1.1
the F -morphisms mapping u ∈ Uw on α∗(wuw−1) and on β∗(u) , where
α∗ :α(R) ∼= R and β∗ :β(T ) ∼= T are the inverse maps of the respective
isomorphisms induced by α and β .
5.2. Consider the ac(F˜)-object U =
⊕
w∈W Uw and the two ac(F˜)-mor-
phisms γ˜ :U → R and δ˜ :U → T respectively determined by the families
{α˜w}w∈W and {β˜w}w∈W (cf. 4.1); then, it is quite clear that the following
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ac(F˜)-diagram is commutative
Q
α˜ր տβ˜
R T
γ˜տ րδ˜
U
5.2.2.
Let us call special ac(F˜)-square any direct sum in ac(F˜) of such commutative
ac(F˜)-diagrams.
5.3. Let a : F˜ → O-mod be a contravariant functor and consider the
additive contravariant functor aac : ac(F˜) → O-mod (cf. 4.8.4); we say that
a functor a◦ : F˜ → O-mod is a compatible complement of a if it fulfills the
following three conditions:
5.3.1 For any subgroup Q of P we have a◦(Q) = a(Q) .
5.3.2 For any F˜-morphism ϕ˜ :R→ Q we have a◦(ϕ˜) ◦ a(ϕ˜) = |Q||R| ·ida(Q) .
5.3.3 For any special ac(F˜)-square
Q
ϕ˜ր տψ˜
R T
γ˜տ րδ˜
U
we have the commuta-
tive O-mod-square
aac(Q)
(a◦)ac(ϕ˜)ր ցa
ac(ψ˜)
aac(R) aac(T )
aac (γ˜)ց ր(a◦)ac (δ˜)
aac(U)
.
Note that a◦(ϕ˜) = a(ϕ˜−1) for any F˜ -isomorphism ϕ˜ .
5.4. Actually, the special ac(F˜)-squares are the image of the pull-backs of
a suitable extension of the category ac(F˜) ; in order to explicit this extension
we need some notation. Recall that any Frobenius P -category comes from
a basic P × P -set [3, Propositions 21.9 and 21.12] and let Ω be an F-basic
P ×P -set [3, 21.3]; as in [3, 22.2], let us denote by G the group of {1}×P -set
automorphisms of Res{1}×P (Ω) and identify P with the image of P×{1} inG .
Then, we consider the categories T and TP where the objects still are the
subgroups of P and the morphisms are given by the respective transporters
in G× P and in P × P ; explicitly, for any pair of subgroups Q and R of P ,
we have
T (Q,R) = TG(R,Q)× P and TP (Q,R) = TP (R,Q)× P 5.4.1,
where TG and TP respectively denote the transporters in G and in P , the
composition being defined by the products in G and in P ; it is clear that T
and TP are ordered categories and that T is a TP -category.
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5.5. Thus, by the very definition of F-basic P×P -sets [3, 21.3], F and FP
are actually respective quotients of T and TP ; more precisely, T admits the
co-interior structure which maps any subgroupQ of P on CG(Q)×P and then
F is just the corresponding exterior quotient . Similarly, T admits the interior
structure I mapping Q on Q × P ; let us denote by T˜
I
the corresponding
exterior quotient and by e˜ : T˜
I
→ F˜ the obvious canonical functor. Finally,
T also admits a bi-interior structure mapping Q on I(Q) = Q × P and
on I◦(Q) = CG(Q)× {1} ; note that we have T˜ = F˜ .
Proposition 5.6. The additive cover ac
(
T˜
I)
of T˜
I
admits pull-backs and
the special ac(F˜)-squares are the image by e˜ of all the ac
(
T˜
I)
-pull-backs .
Proof: In order to prove that ac
(
T˜
I)
admits pull-backs , it suffices to consider
any triple of subgroups Q , R and T of P , and any pair of T˜
I
-morphisms
x˜ :R → Q and y˜ :T → Q . In this case, choose a pair of representatives
x ∈ TG(R,Q) of x˜ and y ∈ TG(T,Q) of y˜ , and a set of representatives
W ⊂ Q for the set of double classes xR\Q/yT ; moreover, for any w ∈ W ,
set Uw =
xR ∩ wy(T ) , respectively denote by
xw : Uw −→ R and yw : Uw −→ T 5.6.1
the T -morphisms mapping u ∈ Uw on ux and on uwy , and consider the two
ac
(
T˜
I)
-morphisms
⊕
w∈W
x˜w :
⊕
w∈W
Uw −→ R and
⊕
w∈W
y˜w :
⊕
w∈W
Uw −→ T 5.6.2
respectively determined by the families {x˜w}w∈W and {y˜w}w∈W . Then, we
claim that the following ac
(
T˜
I)
-diagram is a pull-back
Q
x˜ր տy˜
R T⊕
w∈W
x˜w
տ ր⊕
w∈W
y˜w⊕
w∈WUw
5.6.3.
Indeed, if S is a subgroup of P and we have two T˜
I
-morphisms a˜ :S → R
and b˜ :S → T fulfilling x˜·a˜ = y˜·b˜ then, choosing representatives a in a˜ and b
in b˜ , there exists u ∈ Q such that xa = uyb and it is easily checked that the
double class of u in xR\Q/yT does not depend on our choices of a and b ;
moreover, denoting by w ∈ W the representative of the double class of u and
choosing r ∈ R and t ∈ T fulfilling u = (xr)−1w(yt) , we get
xra = wytb 5.6.4
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and therefore xraS is contained in Uw ; thus, we obtain an T˜
I
-morphism
x˜ra :S → Uw and therefore an ac(T˜
I
)-morphism
S −→
⊕
w′∈W
Uw′ 5.6.5
determined by the element w ∈ W and by the T˜
I
-morphism x˜ra :S → Uw
which clearly fulfills
x˜w ◦ x˜ra = a˜ and y˜w ◦ x˜ra = b˜ 5.6.6.
Conversely, for any ac(T˜
I
)-morphism S →
⊕
w′′∈W
Uw′′ determined by a
suitable w′ ∈W and by a T˜
I
-morphism c˜ :S → Uw′ fulfilling x˜w′ ◦ c˜ = a˜ and
y˜w′ ◦ c˜ = b˜, it is easily checked that w′ = w and that c˜ = x˜ra . Now, the last
statement is clear.
Remark 5.7. According to this proposition, to say that a contravariant
functor a : F˜ → O-mod admits a compatible complement a◦ : F˜ → O-mod , in
terms of [2] is equivalent to say that the functor
(a◦ ◦ e˜)
ac
: ac
(
T˜
I)
−→ O-mod 5.7.1
is a cohomological Mackey complement of the contravariant functor
(a ◦ e˜)
ac
: ac
(
T˜
I)
−→ O-mod 5.7.2.
5.8. On the other hand, we consider a subcategory G of T having the
same objects and only T -isomorphisms; we assume that G contains all the
TP -isomorphisms and fulfills
I(Q) I◦(Q) = Q·CG(Q)× P ⊂ G(Q) 5.8.1
for any subgroup Q of P . Recall that, for any subgroup Q of P , the stabilizer
(Q× P )ω of ω ∈ Ω in Q× P has the form [3, 21.3]
∆tQω (Qω) = {
(
tQω v, v
)
}v∈Qω 5.8.2
for some subgroup Qω of P and some t
Q
ω ∈ TG(Qω, Q) ; note that, for any
T -morphism (x, u) :R→ Q and any ω ∈ Ω , we have
uRω ⊂ Qx·ω·u−1 and x·t
R
ω ≡ t
Q
x·ω·u−1 ·u mod CG(Rω) 5.8.3.
5.9. As in 2.6, we consider the following quintuple H = (I, I◦, s, n, ν)
5.9.1 I(Q) = Q× P and I◦(Q) = CG(Q)× {1} for any subgroup Q of P .
5.9.2 The functor s : T → Set maps any subgroup Q of P on the set Ω and
any T -morphism (x, u) :R→ Q on the map sending ω ∈ Ω to x·ω·u−1 .
5.9.3 The functor n : s⋊ T → T˜P = F˜P maps any s⋊ T -object (ω,R) on
Rω ⊂ P and any s⋊ T -morphism
(x, u) : (ω,R) −→ (x·ω·u−1, Q)
on the exterior class of the conjugation by u ∈ P from Rω to Qx·ω·u−1 .
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5.9.4 The natural map ν : n → p˜ sends any s⋊ T -object (ω,Q) to the bi-
exterior class of (tQω , 1) :Qω → Q .
This quintuple is a homotopic system for the triple (TP , T ,G) ; indeed, the
functoriality of s comes from the very definition of T ; since G˜ contains all
the T˜P -isomorphisms, n maps sG ⋊ G in G˜ ; the functoriality of n and the
naturality of ν follow from 5.8.3.
Theorem 5.10. With the notation and the hypothesis above, any contra-
variant functor a : F˜ → O-mod admitting a compatible complement a◦ is
H-split. In particular, for any n ≥ 1 we have Hn
G˜
(F˜ , a) = {0} .
Proof: Setting aˆ = a ◦ eI,I◦ , it follows from 2.10 that there is a natural map
∆H(a) : aˆ→ H(a) sending any subgroup Q of P to the group homomorphism
∆H(a)Q : a(Q) −→
( ∏
ω∈Ω
a(Qω)
)Q×P
5.10.1
mapping a ∈ a(Q) on
(
∆H(a)Q
)
(a) =
∑
ω∈Ω
(
a( t˜Qω )
)
(a) .
First of all note that, for any subgroup Q of P and any ω ∈ Ω , we have
(cf 5.3.1) (
a◦( t˜Qω )
)((
a( t˜Qω )
)
(a)
)
=
|Q|
|Qω|
·a 5.10.2.
Then, choosing a set of representatives ΓQ ⊂ Ω for the set of Q × P -orbits
in Ω , we consider the map
θQ :
( ∏
ω∈Ω
a(Qω)
)Q×P
−→ a(Q) 5.10.3
sending any element
∑
ω∈Ω aω of
(
H(a)
)
(Q) , where aω belongs to a(Qω) for
any ω ∈ Ω , to
θQ(
∑
ω∈Ω
aω) =
|P |
|Ω|
·
∑
ω∈ΓQ
(
a◦( t˜Qω )
)
(aω) 5.10.4;
in particular, for any a ∈ a(Q) we get (cf. 5.10.2)
θQ
((
∆H(a)Q
)
(a)
)
=
|P |
|Ω|
·
∑
ω∈ΓQ
|Q|
|Qω|
·a =
|P |
|Ω|
·
∑
ω∈ΓQ
|Q·ω·P |
|P |
·a = a 5.10.5.
Moreover, it easily follows from 5.8.3 and from condition 5.3.2 that the map
θQ does not depend on the choice of ΓQ .
Consequently, according to Theorem 3.5, it suffices to prove that the
correspondence sending any subgroup Q of P to θQ is a natural map. Let
(x, u) :R→ Q be a T -morphism and denote by x˜:R→ Q the image of (x, u)
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in F˜(Q,R) ; we claim that the following diagram is commutative
(∏
ω∈Ω a(Qω)
)Q×P θQ
−→ a(Q)
(H(a))(x,u)
y ya(x˜)(∏
ω∈Ω a(Rω)
)R×P θR−→ a(R)
5.10.6;
indeed, it follows from definition 5.10.4 that
(a(x˜) ◦ θQ)(
∑
ω∈Ω
aω) =
|P |
|Ω|
·
∑
ω∈ΓQ
(
a(x˜) ◦ a◦( t˜Qω )
)
(aω) 5.10.7.
But, for any ω ∈ ΓQ , choosing a set of representatives Vω ⊂ Q for the
set of double classes t
Q
ωQω
∖
Q
/
xR , so that we have
Q =
⊔
v∈Vω
(xR)v−1(t
Q
ωQω) 5.10.8,
and setting Tω,v =
vxR ∩ t
Q
ωQω and xω,v = vx for any v ∈ Vω , the pair
of ac(F˜)-morphisms γ˜ω :
⊕
v∈Vω
Tω,v → R and δ˜ω :
⊕
v∈Vω
Tω,v → Qω deter-
mined by the families of F˜ -morphisms
γ˜ω,v = x˜ω,v
−1
: Tω,v −→ R and δ˜ω,v = t˜
Q
ω
−1
: Tω,v −→ Qω 5.10.9
form a special ac(F˜)-square (cf. 5.1 and 5.2)
Q
t˜Qωր տx˜
Qω R
δ˜ω
տ րγ˜ω⊕
v∈Vω
Tω,v
5.10.10.
Consequently, we still have the commutative O-mod-square
a(Q)
a◦(t˜Qω )ր ցa(x˜)
a(Qω) a(R)
aac(δ˜ω)
ց ր(a◦)ac (γ˜ω)∏
v∈Vω
a(Tω,v)
5.10.11
and therefore equality 5.10.7 becomes
(a(x˜) ◦ θQ)(
∑
ω∈Ω
aω) =
|P |
|Ω|
·
∑
ω∈ΓQ
∑
v∈Vω
(
a◦(x˜ω,v
−1
) ◦ a( t˜Qω
−1
)
)
(aω) 5.10.12.
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On the other hand, choosing a set of representatives ΓR ⊂ Ω for the set
of R × P -orbits in Ω , it follows again from definition 5.10.4 and from 5.8.3
that(
θR ◦
(
H(a)
)
(x, u)
)
(
∑
ω∈Ω
aω) =
|P |
|Ω|
·
∑
ω∈ΓR
(
a◦( t˜Rω ) ◦ a(u˜)
)
(ax·ω·u−1) 5.10.13.
But, for any ω ∈ ΓQ , it is clear that we have
Q·ω·P =
⊔
v∈Vω
(xR)v−1·ω·P =
⊔
v∈Vω
xRx−1v−1·ω·P 5.10.14
and, in particular, we can choose ΓR =
⊔
ω∈ΓQ
x−1(Vω)
−1·ω·u as a set of
representatives; in this case, for any ω ∈ ΓQ and any v ∈ Vω , the terms
respectively corresponding to the pair (ω, v) and to x−1v−1·ω·u ∈ ΓR in
the right-hand members of equalities 5.10.12 and 5.10.13 coincide with each
other, as it can be checked from the following commutative diagram
a(Qω)
a( t˜Qω
−1
)
−−−−−→ a(Tω,v)
a◦(x˜ω,v
−1
)
−−−−−−−−−−→ a(R)
‖ a( t˜Qω u)
yxa◦( ˜vtQ
v−1ω
u) ‖
a(Qv−1·ω)
a(u˜)
−−−−−→ a(Rx−1v−1·ω·u)
a◦( ˜tR
x−1v−1·ω·u
)
−−−−−−−−−−→ a(R)
5.10.15 .
5.11. The application of this theorem to the proof of [4, Theorem 8.10]
is quite direct: the purpose of this result is to lift, to the basic F-locality L
b
[3, 22.1], a functor from the perfect F-locality P [3, 17.13] to a suitable quo-
tient L¯
b
of L
b
. Then, the Abelian kernel of the functor from L
b
to L¯
b
can be
filtered in such a way that any term of the graduate quotient defines a con-
travariant functor from P˜ = F˜ to O-mod admitting a compatible complement
[4, Proposition 8.9]. Arguing by induction, at each step wa have to prove that
some 2-cocycle is a 2-coboundary; the point is that we can choose a 2-cocycle
which is stable with respect to all the P˜-isomorphisms, and therefore we can
apply the theorem above. The possibility of choosing such a stable 2-cocycle
comes from [3, Proposition 18.21 till 18.27].
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