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Abstract
In the paper, we discuss Voronovskaya-type theorem and saturation of convergence for q-Bernstein poly-
nomials for arbitrary ﬁxed q, 0<q < 1.We give explicit formulas ofVoronovskaya-type for the q-Bernstein
polynomials for 0<q < 1. If 0<q < 1, f ∈ C1[0, 1], we show that the rate of convergence for the q-
Bernstein polynomials is o(qn) if and only if
f (1 − qk−1) − f (1 − qk)
(1 − qk−1) − (1 − qk) = f
′(1 − qk), k = 1, 2, . . . .
We also prove that if f is convex on [0, 1] or analytic on (−, 1+) for some > 0, then the rate of convergence
for the q-Bernstein polynomials is o(qn) if and only if f is linear.
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1. Introduction
Let q > 0. For each nonnegative integer k, the q-integer [k] and the q-factorial [k]! are deﬁned
by
[k] := [k]q :=
{
(1 − qk)/(1 − q), q = 1,
k, q = 1
and
[k]! :=
{ [k][k − 1] · · · [1], k1,
1, k = 0,
respectively. For the integers n, k, nk0, the q-binomial, or the Gaussian coefﬁcient is deﬁned




:= [n]![k]![n − k]! .
In 1997, Phillips introduced the q-Bernstein polynomials: for each positive integer n, and














(1 − qsx). (1.1)













In recent years, the q-Bernstein polynomials have attracted much interest, and a great num-
ber of interesting results related to the q-Bernstein polynomials have been obtained (see [2,4–8]
and reference therein, [9–11]). In the paper we discuss Voronovskaya-type formulas and satura-
tion of convergence for q-Bernstein polynomials for arbitrary ﬁxed q, 0 < q < 1. Denote by
C[0, 1] (or Cn[0, 1], 1n∞) the space of all continuous (corresponding, n times continu-
ously differentiable) real-valued functions on [0, 1] equipped with the uniform norm ‖ · ‖. The
expression A(n)  B(n) means that there exists a positive constant c independent of n such that
1
c














(1 − qsx). (1.2)
In [2], II’inskii and Ostrovska proved that for each f ∈ C[0, 1], the sequence {Bn,q(f, x)}
converges to B∞,q(f, x) as n → ∞ uniformly in x ∈ [0, 1] and q ∈ (0, 1], where B∞,1(f ) = f
and for 0 < q < 1,
B∞,q(f, x) =
{∑∞
k=0 f (1 − qk)p∞k(q; x), 0x < 1,
f (1), x = 1. (1.3)
For results about properties of B∞,q(f, x) we refer to [2,5,6,9].
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In [11], Wang and Meng obtained the following estimate for the rate of convergence for the
q-Bernstein polynomials for 0 < q < 1:
‖Bn,q(f ) − B∞,q(f )‖Cq (f, qn),
where (f, t) is the modulus of continuity of f, Cq is a positive constant depending only on q.
The above estimate is sharp in the sense of order for Lipschitz continuous functions.
In the case q = 1, we know that the Bernstein polynomials possess saturation: no func-
tion f ∈ C[0, 1] can be approximated with error better than o(1/n) unless it is linear (see
[1, p. 311]). This can be seen from the classical Voronovskaya’s formula (see [1, p. 307]). In
the case 0 < q = qn1, we have the following generalization of Voronovskaya’s theorem (see
[7,9]).
Theorem A. Let f be a continuous function on [0, 1] and let x be a point of [0, 1] at which f ′′(x)
exists. Further, let 0 < qn1 and let qn → 1 as n → ∞. Then
lim
n→∞[n]qn(Bn,qn(f, x) − f (x)) = f
′′(x)x(1 − x)/2 := L1(f, x). (1.4)
If f ∈ C2[0, 1], the convergence is uniform in x ∈ [0, 1].
Whenqn ≡ 1, (1.4) reduces to the classicalVoronovskaya’s formula. For the functionf (t) = t2,
the exact equality
[n]qn(Bn,qn(t2, x) − x2) = (x2)′′x(1 − x)/2
takes place without passing to the limit (see [9]).
In the paper, we study Voronovskaya-type formulas for the q-Bernstein polynomials for ﬁxed




2, x) − B∞,q(t2, x)) = x(1 − x). (1.5)




(Bn,q(f, x)−B∞,q(f, x)). For 0 < q < 1, f ∈







f ′(1 − qk) − f (1 − q
k) − f (1 − qk−1)
(1 − qk) − (1 − qk−1)
)
p∞k(q; x), x ∈ [0, 1),
0, x = 1.
(1.6)
We have the following Voronovskaya-type theorem.





(Bn,q(f, x) − B∞,q(f, x)) = Lq(f, x) (1.7)
uniformly in x ∈ [0, 1]. Furthermore, if f ∈ C2[0, 1], the above convergence is uniform in both
x ∈ [0, 1] and q ∈ (0, 1].
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Remark 1. From the proof of the ﬁrst part ofTheorem1,we know that the conditionf ∈ C1[0, 1]
can be weakened. In fact, if a continuous function f (x) has the right derivatives on [0, 1] at the
points 1 − qk, k = 1, 2, . . . and the left derivative at x = 1, then (1.7) holds uniformly in
x ∈ [0, 1] (see the proof of Lemma 3).
From Theorem 1 we conclude that Lq(f, x) ∈ C[0, 1] if f ∈ C1[0, 1], and if f is a polynomial
of degree m, Lq(f, x) is also a polynomial of degree m. Furthermore, we have the following
saturation of convergence for the q-Bernstein polynomials for ﬁxed q ∈ (0, 1).
Corollary 1. Let 0 < q < 1 and f ∈ C1[0, 1]. Then ‖Bn,q(f )−B∞,q(f )‖ = o(qn) if and only
if Lq(f, x) ≡ 0, and this is equivalent to
f (1 − qk−1) − f (1 − qk)
(1 − qk−1) − (1 − qk) = f
′(1 − qk), k = 1, 2, . . . . (1.8)
If Lq(f, x) ≡ 0, then ‖Bn,q(f ) − B∞,q(f )‖  qn.
For the proof of Theorem 1, we need the following theorem, which seems to be of independent
interest.
Theorem 2. Let f ∈ C2[0, 1]. Then
lim
q→1−Lq(f, x) = L1(f, x) (1.9)
uniformly in x ∈ [0, 1].
It can be readily seen from (1.8) that for ﬁxed q ∈ (0, 1) there exist numerous non-linear
continuously differentiable functions f such that Lq(f, x) ≡ 0. However, if we assume that the
function f possesses some global properties e.g., convexity and analyticity, then Lq(f, x) ≡ 0 if
and only if f is linear. In fact, we have the following results.
Theorem 3. Let 0 < q < 1 and f ∈ C1[0, 1]. If f is a convex function, then ‖Bn,q(f ) −
B∞,q(f )‖ = o(qn) if and only if f is a linear function.
Theorem 4. Let 0 < q < 1. If f is analytic on (−ε, 1 + ε) for some ε > 0 (i.e., f has a power
series expansion at each point x ∈ (−ε, 1+ ε)), then ‖Bn,q(f )−B∞,q(f )‖ = o(qn) if and only
if f is a linear function.
Remark 2. The above theorems except Theorem 3 are also true for complex-valued functions.
The paper is organized as follows. In Section 2, we show some auxiliary lemmas which will
be needed in the proofs of theorems. After that, we prove Theorems 1–4 in Section 3.
2. Auxiliary lemmas
Lemma 1 (II’inskii and Ostrovska [2]). Let q0 ∈ (0, 1). Then for any k = 0, 1, 2, . . . , the se-
quence {pnk(q; x)} converges to p∞k(q; x) uniformly in x ∈ [0, 1] and q ∈ (0, q0] as n → ∞.
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∣∣∣∣qk−n(1 − qn)(eJ − 1) − x1 − q + q[k]
∣∣∣∣ .
Then we have the following estimates:
Lemma 2. Let 0 < q0 < 1. Then for x ∈ [0, 1], q ∈ (0, q0], we have
Kc2qn−k and qk−n(1 − qn)|eJ − 1|2c2, (2.1)
where c2 > 0 depends only on q0.




















2(1 − q0) ln(1 − t) + t0,


























2(1 − q2)(1 − q0)q
k−nJ − x
1 − q + q[k]
x2qn−k
2(1 − q2)(1 − q0) ,
which means∣∣∣∣qk−nJ − x1 − q + q[k]
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where c0 = 3(1−q0)2 . Now we show (2.1). Since












where c1 = ec0/2, by (2.2) we get
|qk−n(1 − qn)(eJ − 1) − qk−nJ |c1qk−n(1 − qn)J 2 + qk|J |2c20c1qn−k.
Thus,
K  |qk−n(1 − qn)(eJ − 1) − qk−nJ | +




2(1 − q0)2 c2q
n−k,
and
qk−n(1 − qn)|eJ − 1|K + x
1 − q + q[k]2c2,
where c2 = 3c20c1. Lemma 2 is proved. 





(Bn,q(f, x) − B∞,q(f, x)) = Lq(f, x)
uniformly in x ∈ [0, 1] and q ∈ (0, q0].
Proof. It follows directly from the deﬁnitions of Bn,q(f, x), B∞,q(f, x) and Lq(f, x) that
Bn,q(f, 0) = B∞,q(f, 0) = f (0), Bn,q(f, 1) = B∞,q(f, 1) = f (1),
Lq(f, 0) = Lq(f, 1) = 0,
and for any linear function l(x) = ax + b,
Lq(l, x) = Lq(at + b, x) = 0 (x ∈ [0, 1]). (2.3)





(Bn,q(f, x) − B∞,q(f, x)) = Lq(f, x)
uniformly in x ∈ (0, 1) and q ∈ (0, q0].
Let g(x) = f (x)− (f (1)+ f ′(1)(x − 1)). Then g ∈ C1[0, 1] and g(1) = g′(1) = 0. So there
exists a constantM > 1 such that |g(x)|M . Now let ε > 0 be given. Let  ∈ (0, 1) be chosen in
such a way that |g′(t)|c3ε whenever t ∈ (1−, 1), where c3 = (1−q0)218c2M , c2 is the constant given
in (2.1). Let R be a positive integer satisfying the condition qR0 < . We estimate the difference

 :=
∣∣∣∣ [n]qn (Bn,q(f, x) − B∞,q(f, x)) − Lq(f, x)
∣∣∣∣
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for n > 2R and x ∈ (0, 1), q ∈ (0, q0]. It was proved in [2,7] that B∞,q(f, x) and Bn,q(f, x)
reproduce linear functions, that is,
Bn,q(at + b, x) = B∞,q(at + b, x) = ax + b. (2.4)
Also, from the fact that p∞k(q; x) = x(1−q)[k]p∞k−1(q; x) and the deﬁnition of Lq(g, x), we























qk−1 − qk p∞k(q; x) +
∞∑
k=1












g(1 − qk) + [k]g′(1 − qk)
)
p∞,k(q; x). (2.5)
By (2.3), (2.4), and (2.5), we have

 =



























































g(1 − qk) + [k] g′(1 − qk)
∣∣∣∣p∞,k(q; x)
=: I1 + I2 + I3 + I4 + I5 + I6.
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First we estimate I6, I5, and I4. For k > R, we have








g(1 − qk) + [k] g′(1 − qk)
∣∣∣∣
q−k|g(1 − qk)|
∣∣∣∣x − q(1 − qk)(1 − q)2
∣∣∣∣+ 1 − qk1 − q |g′(1 − qk)| < ε/6 (k > R),
[n]
qn
|g(1 − qk)| < q
k−n(1 − q0)2ε
12(1 − q) < ε/6 (kn),
[n]
qn
|g([k]/[n]) − g(1 − qk)| = [n]
qn
|g′(1)| ([k]/[n] − (1 − qk))
= [k]|g′(1)| < (1 − q0)
2ε
12(1 − q) < ε/6 (1 ∈ (1 − q



















pn,k(q; x) < ε/6.
Next we estimate I1. Since
0 <
[k]
[n] − (1 − q
k) = q
n(1 − qk)





(g([k]/[n]) − g(1 − qk)) = [k]g′(1) → [k]g′(1 − qk) (1 ∈ (1 − qk, [k]/[n])),
uniformly with respect to q ∈ (0, q0] as n → ∞ for all k = 1, . . . , R. By Lemma 1 we conclude
that I1 < ε/6 for n sufﬁciently large.
Now we estimate I3. Note that







(1 − qsx)−1 − 1
)
= p∞,k(q; x)(eJ − 1).
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1 − q < ε/6.












qn−2kp∞,k(q; x) < Mc2
q2R0 (1 − q0)
qn0 < ε/6
for n sufﬁciently large. Thus, 
 < ε. The proof of Lemma 3 is complete. 





(pnk(q; x) − p∞k(q; x)) = q−k
(
x





Lemma 4. Let 0 < q < 1. Then
Lq(t
2, x) = x(1 − x), (2.6)
Lq(t
3; x) = x(1 − x)(2 − 2q + qx(1 + 2q)), (2.7)
Lq(t
4, x) = x(1 − x)(3(1 − q)2 + q(1 − q)(3 + 3q + 8q2)x + q3(1 + 2q + 3q3)x2).
(2.8)
Proof. First we prove the following recurrence formula:
Lq(t
m+1, x) = Lq(tm, x) + 1 − x
q
(mB∞,q(tm, qx) − Lq(tm, qx)). (2.9)
From [9, Eqs. (3.1) and (7.9)], we have
Bn,q(t
m+1, x) = Bn,q(tm, x) − [n − 1]
m
[n]m (1 − x)Bn−1,q(t
m, qx) (2.10)
and
B∞,q(tm+1, x) = B∞,q(tm, x) − (1 − x)B∞,q(tm, qx). (2.11)
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Thus,
Lq(t





































Bn−1,q(tm, qx) − B∞,q(tm, qx)
))










which proves (2.9). Now we prove Lemma 4. Obviously, (1.5) implies (2.6). Using (2.6), (2.9),
and the formula B∞,q(t2, x) = x2 + (1 − q)x(1 − x), we get (2.7). By (2.11) we have
B∞,q(t3, x) = x2 + (1 − q)2x(1 − x) − q3x2(1 − x) (2.12)
which, combining with (2.7) and (2.9), gives (2.8). Lemma 4 is proved. 
Lemma 5. Let 0 < q < 1, f ∈ C2[0, 1], x ∈ [0, 1]. Then there exists a positive absolute
constant K such that∣∣∣∣ [n]qn (Bn,q(f, x) − B∞,q(f, x)) − L1(f, x)
∣∣∣∣ K x(1 − x)(f ′′, [n]−1/2). (2.13)
Proof. Let x ∈ (0, 1) be ﬁxed. We set
g(t) = f (t) −
(






From [7, Theorem 7.3.4, p. 270] we know if the function h is convex on [0, 1], then
Bn,q(h, x)Bn+1,q(h, x) · · · B∞,q(h, x), (2.14)
and therefore, Ln,q(h, x) := Bn,q(h, x) − B∞,q(h, x)0. Using the well-known inequality
(f, )(1 + )(f, ) (,  > 0), we get
|g′′(t)| = |f ′′(t) − f ′′(x)|(f ′′, |t − x|)(f ′′, [n]−1/2)(1 + [n]1/2|t − x|)
= 16(f ′′, [n]−1/2)(3(t − x)2 + [n]1/2|t − x|3)′′t := S′′(t).
Hence, the functions S(t) ± g(t) are convex on [0, 1], we get Ln,q(S(t) ± g(t), x)0, and
therefore,
|Ln,q(g(t), x)|Ln,q(S(t), x). (2.15)
Simple calculation gives
Ln,q(g(t), x) = (Bn,q(f, x) − B∞,q(f, x)) − q
n
[n]f
′′(x)x(1 − x)/2 (2.16)
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and




[n] x(1 − x) + [n]
1/2Ln,q(|t − x|3, x)
)
. (2.17)
For any  ∈ R, the function h(t) = 6(t − x)2 − 2|t − x|3 + 2(t − x)4 satisﬁes the condition
h′′(t) = 12 − 12|t − x| + 122|t − x|20. Therefore,
Ln,q(h, x) = 6Ln,q((t − x)2, x) − 2Ln,q(|t − x|3, x) + 2Ln,q((t − x)4, x)
=: A2 − 2B + C0.
If A = Ln,q((t − x)4, x) = 0, then B = Ln,q(|t − x|3, x) = 0, and if A > 0, substituting
 = B/A in the above formula, we get
(Ln,q(|t − x|3, x))26Ln,q((t − x)2, x) Ln,q((t − x)4, x)
= 6q
n
[n] x(1 − x)Ln,q((t − x)
4, x). (2.18)
Let us estimate Ln,q((t − x)4, x). From (2.10) and (2.11), we have
Ln,q(t
m+1, x) = Ln,q(tm, x) − (1 − x)
((













3, x) = q
nx(1 − x)
[n]2 (2 − q
n + q(1 + q)[n − 1]x + q2[n]x).
Since
t3 = x3 + 3x2(t − x) + 3x(t − x)2 + (t − x)3,
t4 = x4 + 4x3(t − x) + 6x2(t − x)2 + 4x(t − x)3 + (t − x)4,
we obtain
Ln,q((t − x)3, x) = Ln,q(t3, x) − 3xLn,q((t − x)2, x)
= q
nx(1 − x)
[n]2 (−1 − 2q + q
n+1) (2.20)
and
Ln,q((t − x)4, x) = Ln,q(t4, x) − 4xLn,q((t − x)3, x) − 6x2Ln,q((t − x)2, x). (2.21)
Substituting (2.19) with m = 3 in (2.21) and taking into account (2.12), (2.20), by elementary
but tedious and complicated calculation, we can get the following inequality:
Ln,q((t − x)4, x)K q
nx(1 − x)
[n]2 , (2.22)
where K is a positive absolute constant. By (2.15)–(2.18) and (2.22), we conclude that (2.13)
holds. Lemma 5 is proved. 
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3. Proofs of Theorems 1–4
Proof of Theorem 2. First, we construct linear operators L(·, q) on C[0, 1] with q ∈ (0, 1]. For
g ∈ C[0, 1], we deﬁne
L(g, q, x) := Lq(G, x),
where G(x) = ∫ x0 ∫ t0 g(u) du dt . Then for f ∈ C2[0, 1], by (2.3), we have
L(f ′′, q, x) = Lq(f, x).
If g ∈ C[0, 1], g(x)0, thenG′′(x) = g(x)0, which together with (2.14) impliesL(g, q, x) =
Lq(G, x)0. Thus,L(·, q) are positive linear operators onC[0, 1]. It follows from Lemma 4 that
L(1, q, x) = x(1 − x)/2,
L(t, q, x) = x(1 − x)(2 − 2q + qx(1 + 2q))/6,
L(t2, q, x) = x(1− x)
(






i, q, x) = xi+1(1 − x)/2 (i = 0, 1, 2),
uniformly in x ∈ [0, 1]. Similar to the proof of the well-known Korovkin Theorem (see
[1, p. 8–10]), we obtain for any g ∈ C[0, 1],
lim
q→1−L(g, q, x) = g(x)x(1 − x)/2
uniformly in x ∈ [0, 1]. Hence, for any f ∈ C2[0, 1], we have
Lq(f, x) = L(f ′′, q, x) −→ f ′′(x)x(1 − x)/2 = L1(f, x)
uniformly in x ∈ [0, 1] as q → 1−, which completes the proof of Theorem 2. 
Proof of Theorem 1. The ﬁrst part of Theorem 1 is given in Lemma 3. Now suppose that f ∈
C2[0, 1]. Let ε > 0 be given. Then there exist a qε ∈ (0, 1) and a positive integer Nε such that
Kx(1 − x)(f ′′, [Nε]−1/2qε )ε
for all x ∈ [0, 1], where K is given in (2.13). By Lemma 5, we know for all x ∈ [0, 1], q ∈ [qε, 1]
and n > Nε,∣∣∣∣ [n]qn (Bn,q(f, x) − B∞,q(f, x)) − L1(f, x)
∣∣∣∣ Kx(1 − x)(f ′′, [n]−1/2)ε.
By Theorem 2 there exists a positive number ε such that for all x ∈ [0, 1] and all q ∈ [1−ε, 1],
we have
|Lq(f, x) − L1(f, x)|ε.
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We set  = min{1 − qε, ε}. Then for all x ∈ [0, 1], n > Nε and q ∈ [1 − , 1] we obtain∣∣∣∣ [n]qn (Bn,q(f, x) − B∞,q(f, x)) − Lq(f, x)
∣∣∣∣ 2ε.
We ﬁnish the proof of the second part of Theorem 1 by using Lemma 3 with q0 = 1 − . 
Proof of Theorem 3. If f is linear, then ‖Bn,q(f ) − B∞,q(f )‖ = 0. On the other hand, if
‖Bn,q(f ) − B∞,q(f )‖ = o(qn), by Corollary 1,
f ′(1 − qk) = f (1 − q
k) − f (1 − qk−1)
(1 − qk) − (1 − qk−1) , k = 1, 2, . . . .
Hence, for k = 1, 2, . . . ,
∫ 1−qk
1−qk−1
(f ′(t) − f ′(1 − qk)) dt = 0.
Since f is convex and f ′ is continuous on [0, 1], we get f ′(t) − f ′(1 − qk) = 0 for all t ∈
[1−qk−1, 1−qk], k = 1, 2, . . . . Hence, f ′(t) ≡ f ′(0), and therefore, f (t) = at +b. The proof
of Theorem 3 is complete. 
Proof of Theorem 4. It sufﬁces to prove that f is linear if ‖Bn,q(f ) − B∞,q(f )‖ = o(qn). By
Corollary 1, we know for k = 1, 2, . . . ,
f ′(1 − qk) = f (1 − q
k) − f (1 − qk−1)
(1 − qk) − (1 − qk−1) = f
′(k) (k ∈ (1 − qk, 1 − qk−1)).
Hence, for k = 1, 2, . . . , f ′′(k) = 0, where k ∈ (1 − qk, 1 − qk−1). Since f (and hence f ′′) is
analytic on (−ε, 1 + ε), by the Unicity Theorem for analytic functions we get f ′′ = 0. Thus, f is
linear. Theorem 4 is proved. 
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