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Abstract
Rational languages with a non-associative catenation. Using a Suschkewitsch’s generaliza-
tion of the associative law, rational languages are dened with a catenation which is not
associative. c© 2000 Elsevier Science B.V. All rights reserved.
Resume
On utilise une generalisation de l’axiome d’associativite due a Suschkewitsch pour etendre
la theorie des langages rationnels au cas ou la concatenation des mots n’est pas associative.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
En marge de l’enorme litterature consacree a l’etude algebrique des structures denies
par la donnee d’une seule operation binaire associative (semigroupes, monodes : : :),
certains travaux deja anciens ont ete consacres a l’abandon de l’hypothese
d’associativite, soit pour des raisons purement mathematiques de generalisation, soit
pour des motivations propres au domaine d’application (analyse de donnees, linguis-
tique, informatique : : :): voir par exemple les articles [4, 18] et le recent chapitre \Non-
associative structures" de [11].
Toute la theorie syntaxique des langages formels a ete developpee sur le monode
libre, i.e. en utilisant une concatenation des mots associative. Or, d’un point de vue
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semantique, la concatenation n’est pas associative [7, p. 157]. Plusieurs approches ont
vu le jour dans les annees 1970 dans le but d’abandonner ou d’aaiblir cette hy-
pothese d’associativite. Une approche consiste a utiliser des arbres pour generaliser les
mots. Ceci a conduit au grand nombre de travaux consacres aux grammaires et lan-
gages d’arbres [1, 19, 20]. Une autre approche a ete introduite a la me^me epoque par
J. Roubaud [18]. L’idee consiste a considerer un magma associatif-relatif dans lequel
on peut changer les parentheses a condition de changer d’operations, l’alphabet ini-
tial demeurant inchange. La concatenation non-associative (x(yz)) 6=((xy)z) est alors
identiee a une operation particuliere du magma. Si on prohibe l’existence de relations
d’associativite faible [5], comme par exemple (((xy)(zt))u)= ((x(yz))(tu)), on mon-
tre que le magma doit contenir obligatoirement une innite denombrable d’operations.
On \approche" alors la concatenation non-associative par des operations relativement
associatives [15].
Dans cet article, une nouvelle approche est envisagee. Elle utilise une generalisation
de l’associativite introduite en 1929 par A. Suschkewitsch [21] et qui a ete appliquee
ensuite en theorie des quasi-groupes, voir [8, p. 993] et [14, p. 510]. Le postulat B de
[21, p. 210] consiste a dire que dans l’equation
(X A) B=X  (A B1)
l’element B1 depend exclusivement de B. Nous utilisons ici ce postulat pour plonger
l’alphabet ni initial dans un alphabet denombrable. L’etoile de Kleene se generalise
agreablement et on peut alors resoudre en series formelles (pseudo-) rationnelles les
systemes lineaires unilateres denis avec une concatenation non-associative. A l’oppose
de J. Rouband qui eectue un plongement dans une innite d’operations (l’alphabet
restant invariant), on plonge ici l’alphabet initial dans un alphabet inni (la con-
catenation non-associative restant inchangee).
On denit dans le paragraphe 3 la reecriture de Suschkewitsch sur le magma.
On montre que c’est un systeme de reecriture convergent. On utilise ce systeme
de reecriture dans le paragraphe 4 pour plonger injectivement le magma dans le
magma pseudo-associatif. On en deduit un nouveau codage des arbres binaires. Dans
le paragraphe 5, on denit une pseudo-etoile de Kleene et on developpe une
technique pour obtenir des langages comme support de series formelles pseudo-
rationnelles.
2. Notations et denitions
On note N l’ensemble des entiers naturels. On utilisera systematiquement les nota-
tions et denitions de [6]. Dans la suite, X designe un alphabet, i.e. un ensemble ni
de lettres. Etant donnee une fonction  sur X d’arite 1, on associe a l’alphabet (ni) X
l’alphabet (inni) X deni par X= fn(x); x2X; n2Ng. Tout element de X s’ecrit
donc de facon unique (( : : : (x) : : :)) avec x2X . Bien su^r on a X X.
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Etant donnee une fonction  d’arite 2, on note M (; X ) le -magma binaire sur X ,
i.e. le plus petit sous-ensemble de (X [fg) contenant X et tel que si ; 2M (;M)
alors (; )2M (; X ).
On appellera magma de Suschkewitsch ou S-magma le -magma binaire sur X. On
le notera S =M (; X).
La taille d’un mot 2 S, notee jj, est le nombre de lettres de X dans , i.e. le
nombre d’occurrences de symboles  plus un.
Le feuilletage d’un mot 2 S de taille n est la suite des n elements de X apparaissant
dans  lus de gauche a droite.
Un mot est un sous-mot de lui-me^me. Si = (1; 2) ou si = (), alors tout
sous-mot de 1; 2;  est aussi un sous-mot de .
3. Etude de la reecriture de Suschkewitsch
Denition 3.1. On appelle reecriture de Suschkewitsch sur le S-magma le systeme de
reecriture (SUS) deni par les deux regles:
(R1): ((U; V ); W )! (U; (V; (W )))
(R2): ((U; V ))! ((U ); (V ))
pour tous U; V;W 2 S. On notera ! la fermeture reexive et transitive de !.
Proposition 3.1. (1) Si ; 2 S avec  ! ; alors on a : jj= jj.
(2) (SUS) est de terminaison nie.
(3) Un mot 2 S est dit irreductible si  !  implique = . Tout mot 2 S
irreductible et de taille non nulle est de la forme = (U; ) avec U 2X et 2 S qui
est lui-me^me irreductible.
Preuve. Les proprietes (1) et (3) sont evidentes. Pour montrer (2), utilisons l’ordre
de Knuth{Bendix [6, 9, 13] note / en prenant comme relation de precedence  
et en choisissant comme poids des fonctions p()= 1 et p()= 0. Les membres
gauche et droit de chacune des regles (R1) et (R2) ont alors des poids egaux et
possedent le me^me nombre d’occurrences de chaque variable. On a ((U; V ); W )/
(U; (V; (W ))) car (U; V )/U . On a ((U; V ))/((U ); (V )) car  .
L’ordre de Knuth{Bendix etant bienfonde, ceci prouve que (SUS) est de terminaison
nie.
Proposition 3.2. Le systeme de reecriture (SUS) est conuent; i.e. pour tous ; 1;
2 2 S veriant  ! 1 et  ! 2; il existe 0 2 S veriant 1 ! 0 et 2 ! 0.
Preuve. La superposition [9] de (R1) sur (R1) donne la paire critique
h((X; Y ); (Z; (T ))); ((X; (Y; (Z))); T )i
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qui est convergente comme on peut le voir sur le diagramme suivant:
La superposition de (R1) sur (R2) donne la paire critique
h((U; (V; (W )))); (((U; V )); (W ))i
qui est convergente comme on peut le voir sur le diagramme suivant:
(SUS) etant de terminaison nie et toutes ses paires critiques etant convergentes, on
en deduit que (SUS) est un systeme de reecriture conuent.
Corollaire 3.1. Le systeme de reecriture (SUS) est convergent puisque conuent et de
terminaison nie. Par consequent tout mot 2 S possede une forme normale unique
notee N () qui est un mot irreductible; donc de la forme:
(x1; (x2; (x3; : : : (xn−1; xn) : : :)))
ou les xi 2X. De plus on a :N (())= (N ()) pour tout 2 S.
Lemme 3.1. Pour tous ; 2 S; si N ()= (x1; (x2; : : : (xn−1; xn) : : :)) ou les xi 2X;
alors on a:
N ((; ))= (x1; (x2; : : : (xn−1; (xn; n−1(N ()))) : : :)):
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Preuve. On procede par recurrence sur la taille n de . Pour n=1, on a N ((x1; )=
(x1; N ())= (x1; 0(N ())). Supposons la propriete vraie jusqu’a n−1 et considerons
un mot  de taille n. On obtient alors:
N ((; )) =N (((x1; (x2; : : : (xn−1; xn) : : :)); ))
=N ((x1; ((x2; : : : (xn−1; xn) : : :)); ()))
= (x1; N (((x2; : : : (xn−1; xn) : : :)); ()))
= (x1; (x2; : : : (xn−1; (xn; n−2(N (())))) : : :))
= (x1; (x2; : : : (xn−1; (xn; n−1(N ()))) : : :)):
L’avant-derniere egalite resulte de l’application de l’hypothese de recurrence et la
derniere, qui etablit la propriete, resulte de N (())= (N ()):
4. Plongement du magma binaire dans le magma pseudo-associatif
Denition 4.1. On appelle magma binaire pseudo-associatif un magma de Suschke-
witsch S=M (; X) veriant les deux conditions: ((U; V ); W )= (U; (V; (W )))
et ((U; V ))= ((U ); (V )) pour tous U; V;W 2S.
Notations 4.1. Soient X un alphabet ( ni); M =M (; X ) le -magma binaire et
S=M (; X) le magma pseudo-associatif. On note 	 le plongement canonique de
M dans S.
Ainsi par exemple si x; y; z; t; u; v sont des lettres de X , on aura:
	(((x; y); ((z; t); u))) = ((x; y); ((z; t); u))
= ((x; y); (z; (t; (u))))
= (x; (y; (((z); (t)); (u)))):
Denition 4.2. Soit 2M de taille n et de feuilletage (x0; x1; : : : ; xn−1).  admet;
dans S, une forme normale unique N (	()) dont le feuilletage est (f0 (x0); f1 (x1); : : : ;
fn−1 (xn−1)). Il est clair que l’on a toujours f0 =f1 = 0. On dira que la suite des n−1
entiers f=(f1; f2; : : : ; fn−1) est la f-suite de  (\f" pour feuilletage).
Par exemple, si = ((x; y); ((z; t); u)) on a
N (	())= (x; (y; ((z); ((t); 2(u))))):
On obtient donc f=(0; 1; 1; 2).
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Proposition 4.1. Pour tous ; 2M; de tailles respectives n et m; on a:
f(; ) = (f(1); : : : ; f(n− 1); n− 1; n− 1 + f(1); : : : ; n− 1 + f(m− 1)) (1)
De plus; on a l’egalite:
n=maxfi2 [1; n+ m− 1]=f(; )(i)= i − 1g: (2)
Preuve. Soient ; 2M de f-suites respectives f et f. On a alors:
N ()= (x0; (f(1)(x1); : : : ; (f(n−2)(xn−2); f(n−1)(xn−1)) : : :));
N ()= (y0; (f(1)(y1); : : : ; (f(n−2)(yn−2); f(n−1)(yn−1)) : : :)):
Comme N ((; ))=N ((N (); N ())), on obtient par le Lemme 3.1:
N ((; )) = (x0; (f(1)(x1); : : : ;
(f(n−2)(xn−2); (f(n−1)(xn−1); n−1(N ()))) : : :)):
Puisque
n−1(N ()) = (n−1(y0); (n−1+f(1)(y1); : : : ;
(n−1+f(n−2)(yn−2); n−1+f(n−1)(yn−1)) : : :));
on obtient bien l’egalite (1). D’apres cette me^me egalite, f(; )(n)= n − 1 et, pour
tout i2 [n+ 1; n+ m− 1], on a:
f(; )(i)= n− 1 + f(i − n)6n− 1 + i − n− 1= i − 2<i − 1
ce qui etablit (2).
La proposition suivante permettra de s’assurer que le plongement du magma bi-
naire dans le magma pseudo-associatif ne fait pas apparai^tre de relations d’egalite et
particulierement de relations d’associativite faible sur des mots du magma M (; X ).
Proposition 4.2. Le plongement 	 est injectif.
Preuve. On procede par recurrence sur la taille des mots. La propriete est vraie pour
les mots de taille 1. Supposons-la vraie pour tous les mots de taille inferieure ou egale
a n − 1 et considerons deux mots  et 0 du magma binaire M (; X ) de taille n et
tels que 	()=	(0). Necessairement  et 0 ont le me^me feuilletage et la me^me
ecriture sous forme normale: on a donc f=f0 . Soient alors u; v; u0; v0 2M (; X ) tels
que = (u; v) et 0= (u0; v0). D’apres l’egalite (2) de la proposition 4.1, juj= ju0j et
jvj= jv0j puis, comme f=f0 , on obtient d’apres le lemme 3.1: N (	(u))=N (	(u0))
et N (	(v))=N (	(v0)), i.e. 	(u)=	(u0) et 	(v)=	(v0). Puis, par application de
l’hypothese de recurrence on obtient u= u0 et v= v0 soit nalement = 0.
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Dans ce qui suit, on montre que les f-suites codent les arbres binaires. Dans un arbre
binaire, tout nud a un parent a l’exception de la racine. Tout nud interne  admet
un ls gauche et un ls droit. Les nuds externes ou feuilles n’ont pas de ls. On
note B l’ensemble des arbres binaires et Bn l’ensemble des arbres binaires a n nuds
internes (donc a n+ 1 feuilles).
B est en bijection avec le magma binaire a une operation  sur l’alphabet reduit a
f g gra^ce a l’application  denie recursivement par  : 7! et
Exemple.
Proposition 4.3. L’application T 7! f(T ) de B dans l’ensemble des f-suites est injec-
tive. Elle realise donc un codage des arbres binaires.
Preuve. Cela resulte de la Proposition 4.2 et du fait que l’alphabet ne comporte que
la seule lettre .
Proposition 4.4 (Caracterisation des codes). Une suite f de n entiers est la f-suite
d’un arbre de Bn si et seulement si pour tout i2 [1; n]: 06f(i)6i − 1 (F1) et pour
tout i2 [1; n[: f(i)6f(i + 1) (F2).
Preuve. On montre que la condition est necessaire par recurrence sur la taille des mots
en utilisant la Proposition 4.1. Montrons que la condition est susante par recurrence
sur la taille des suites. La propriete est vraie pour n61. Supposons la vraie jusqu’au
rang n− 1 et considerons une suite f de n entiers veriant (F1) et (F2). L’ensemble
fi=i2 [1; n]; f(i)= i − 1g n’est pas vide puisque f(1)= 0. Considerons alors l’entier
p=maxfi=i2 [1; n]; f(i)= i− 1g et les suites f0 et f00 de tailles respectives p− 1 et
n−p denies par f0=(f(1); : : : ; f(p−1)) et f00=(f(p+1)−p+1; : : : ; f(n)−p+1).
On voit aisement que f0 verie (F1) et (F2). Montrons que f00 verie (F1). Quel que
soit j2 [1; n − p[ on a: f00(j)>f00(1)=f(p + 1) − p + 1>f(p) − p + 1=0 soit
f00(j)>0. De plus, f00(j)=f(p+ j)− p+ 16p+ j − 1− p+ 1= j soit f00(j)6j.
Supposons qu’il existe j2 [1; n−p[ tel que f00(j)= j, on aurait f(p+ j)−p+1= j
soit f(p + j)=p + j − 1, ce qui est contradictoire avec la denition de l’entier p.
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On a donc f00(j)6j − 1 pour tout j2 [1; n − p[. Les suites f0 et f00 verient (F1)
et (F2). Donc, d’apres l’hypothese de recurrence, il existe ; 0 2B tels que f0=f et
f00=f0 et en appliquant la Proposition 4.1, on constate que f=f(; 0):
Corollaire 4.1. Si f est une f-suite de taille n; tout prexe de cette suite est une
f-suite; i.e. pour tout k 2 [1; n]; la suite (f(1); : : : ; f(k)) est une f-suite de taille k.
Ce nouveau codage des arbres binaires s’ajoute aux nombreux codages existant deja
dans la litterature [12]. Il est lie aux P-suites introduites dans [17] par la propriete suiv-
ante: pour tout i2 [1; jj − 1]: pm()(i)= jj − 1− f(jj − i) ou m() est le \miroir"
de  deni recursivement par m((; ))= (m(); m()) et m( )= . Ces codes peu-
vent e^tre generes directement en ordre lexicographique avec une complexite moyenne
constante donc independante de la taille des arbres generes [16, 17] par l’algorithme
suivant:
f := (0; 0; : : : ; 0)
tant que j=maxfi2 [1; n]; f(i)<i − 1g existe faire
f(j) :=f(j) + 1
pour i de j + 1 jusqu'a n faire f(i) :=f(j) npour
ntantque
5. Pseudo-rationalite
Soit S=M (; X) le magma pseudo-associatif. On pose S0=S [ fg ou  est le
mot vide qui verie pour tout U dans S0 : (; U )= (U; )=U et ()= . La rela-
tion de pseudo-associativite dans S0 est alors denie par: ((U; V ); W )=
(U; (V; (W ))) pour tous U; V;W 2S0 avec U 6=  et V 6= . La double condition
U 6=  et V 6=  est necessaire pour eviter de faire apparai^tre la relation (x; y)=
(x; (y)) qui resulterait des egalites ((; x); y)= (x; y) et ((; x); y)=
(; (x; (y)))=(x; (y)).
Soit A un anneau commutatif integre de caracteristique nulle. On note A[[X]]
l’ensemble des series formelles sur S0 a coecients dans A (voir [4]). Le support
de la serie u2A[[X]] est supp(u)= f2S0=(u; ) 6=0g.
On munit A[[X]] d’une structure de A-module de facon standard, et d’une structure
de -magma binaire en denissant l’operation  sur les series formelles par: pour tous





Soit une serie u2A[[X]]. On appelle valuation de la serie u l’entier naturel val(u)=
minfjj=2S0 et (u; ) 6=0g. On a l’egalite val((u; v))= val(u) + val(v). La serie u
est dite propre si val(u)>0, i.e. (u; ) 6=0.
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Proposition 5.1. A[[X]] est un anneau topologique complet [3] et si (un)n2N est une
suite dans A[[X]]; on a:
lim
n!1 un=0 ssi limn!1 val(un)=+1:
Les notions de familles sommables et de familles localement nies sont denies
de facon classique [3]. On peut donc ecrire pour toutes series u; v2A[[X]]: u=P
2A[[X]](u; ).












(u; )(v; )(; ):





L’operateur ainsi deni sur A[[X]] est lineaire; continu et verie la propriete:
((u; v))= ((u); (v)).
Proposition 5.3. Pour toutes series u; v; w2A[[X]] avec u et v propres; on a :
((u; v); w)= (u; (v; (w))).




(u; )(v; )(w; )((; ); ):
Comme u et v sont propres, (u; )= 0 et (v; )= 0. DoncP
;; 2A[[X]]




(u; )(v; )(w; )((; ); )
et d’apres la relation de pseudo-associativite:P
; ; 2A[[X]];
 6=; 6=









(u; )(v; )(w; )(; (; ()))
= (u; (v; (w))):
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Remarque. Dans cette proposition, il ne sut pas de supposer u 6=  et v 6= . Il faut
eectivement que les series u et v soient propres. En eet soient par exemple x; y; z 2X
et u; v; w2A[[X]] tels que u= + x; u=y et w= z. On a:
((u; v); w) = ((+ x; y); z)= (y; z) + ((x; y); z)
= (y; z) + (x; (y; (z)))
alors que
(u; (v; (w))) = (+ x; (y; (z)))
= (y; (z)) + (x; (y; (z))):
Soit s2A[[X]] une serie propre. On pose S(s; 0)= S 0(s; 0)= ; S(s; 1)= S 0(s; 1)= s
et pour tout entier n>1: S(s; n)= (S(s; n− 1); (s)); S 0(s; n)= (S 0(s; n− 1); s): On a
ainsi par exemple:
S(s; 3)= (((s; (s)); (s)); (s)) et S 0(s; 3)= (((s; s); s); s):
Les familles (S(s; n))n2N et (S 0(s; n))n2N sont sommables car localement nies.









S 0(s; n)= + s+ (s; s) + ((s; s); s) +   
On dira que s et s⊗ sont respectivement l’etoile de Kleene et la pseudo-etoile de
Kleene de la serie s. En outre, on notera s⊗ et s+ les series propres veriant respec-
tivement s⊗= + s et s= + s+.
Proposition 5.4. Pour toute serie propre s2A[[X]]; on a les egalites suivantes:
(i) s= s + (s; (s)); (ii) s⊗=  + s + (s⊗; (s)); (iii) s+ =  + s + (s; s);
(iv) s= + s+ (s; s⊗); (v) (s⊗) = ((s))⊗; (vi) (s)= ((s)).
Preuve. Soit s2A[[X]] une serie propre. On pose pour m2N: T (s; m)=
Pm
n=1 S(s; n)
et T 0(s; m)=
Pm
n=1 S
0(s; n). On a: limm!1 T (s; m)= s et limm!1 T 0(s; m) = s+. On
etablit de facon elementaire la relation: Tm+1 = s+(Tm; (s)) qui, puisque A[[X]] est
un anneau topologique, donne par passage a la limite la relation (i). En utilisant l’egalite
s⊗=  + s, on obtient (ii). On peut aussi verier que pour tout entier n : S 0(s; n +
1)= (s; S(s; n)) puis T 0(s; n+1)= s+ (s; T (s; n)). Par passage a la limite, on obtient
(iii), puis (iv) en utilisant s= +s+. Apres avoir remarque que (S(s; n))= S((s); n),
on obtient la relation (T (s; m))=T ((s); m) qui, puisque  est continu, donne, par
passage a la limite, (s)= ((s)). D’ou (v) puis (vi) en utilisant (v) et (iv).
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Proposition 5.5. Soient deux series propres r; s2A[[X]]. L’equation u= r + (u; s)
admet pour solution unique la serie (r; s⊗).
Preuve. La serie (r; s⊗) est eectivement une solution En eet:
r + ((r; s⊗); s) = r + ((r; + s); s)
= r + ((r; ); s) + ((r; s); s)
= r + (r; s) + (r; (s; (s)))
= r + (r; s+ (s; (s)))
= r + (r; s)
= (r; + s)
= (r; s):
Soit u une solution de l’equation u= r + (u; s). On verie alors facilement par recur-








+ (u; S(s; m+ 1)):
Puisque la serie s est propre, d’apres la Proposition 5.1, on a: limm!1 S(s; m)= 0.
Donc par passage a la limite dans l’egalite ci-dessus, on obtient u= (r; s⊗):
Proposition 5.6. Soient deux series r; s2A[[X]] avec s propre et r quelconque.
L’equation (E): u= r + (u; s) admet pour solution unique la serie (r; )(s − s⊗) +
(r; s⊗).
Preuve. En posant r=(r; ) + r0 et u=(r; ) + u0, l’equation (E) devient u0= r +
(r; )s + (u0; s). La solution de cette derniere equation est u0= (r0 + (r; )
s; s⊗)= (r0; s⊗)+(r; )(s; s⊗). L’equation (E) admet donc pour solution u=(r; )+
(r0; s⊗) + (r; )(s; s⊗) = (r; )+ (r0; s⊗) + (r; )(s − )= (r0; s⊗) + (r; )s d’ou
la conclusion en remplacant r0 par r − (r; ):
Lorsque r est propre, i.e. (r; )= 0, on retrouve bien su^r le resultat de la proposition
precedente.
Denition 5.2. On appelle systeme lineaire gauche (SLG en abrege) un systeme de n





avec pour tous i; j2 [1; n] : ri; si; j 2A[[X]] et les series si; j propres.
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Proposition 5.7. Un SLG peut toujours se ramener a la resolution d’un SLG dans
lequel les coecients ri sont des series propres.
Preuve. Soit le systeme (S) fui= ri +
Pn
j=1 (uj; si; j). Posons pour tout i2 [1; n]; ri=
(ri; ) + r0i et eectuons le changement de variable ui=(ri; ) + u
0
i . Le systeme (S)
devient(



















Les series i= r0i +
Pn
j=1(ri; )si; j sont propres puisque les series r
0
i et si; j le sont. On




j; si; j) dans lequel,
pour tous i; j2 [1; n], les coecients i et si; j sont propres.
Denition 5.3. On appelle ensemble des series pseudo-rationnelles le plus petit sous-
ensemble de A[[X]], note R[[X]], veriant les conditions:
(1) toute serie a support (ni ou non) inclus dans X appartient a R[[X]];
(2) si u; v2R[[X]] et a; b2A, alors au+ bv2R[[X]];
(3)si u; v2R[[X]], alors (u; v)2R[[X]];
(4) si u2R[[X]] est une serie propre, alors u⊗ 2R[[X]].
Cette denition s’inspire d’une denition introduite dans [2] dans le but d’etudier
des langages sur des alphabets innis.
Proposition 5.8. R[[X]] est egal a l’ensemble des series qui peuvent e^tre representees
par une expression reguliere construite a partir de series a support inclus dans X et
des operations +;  et ⊗. Il en resulte que si u2R[[X]] alors (u)2R[[X]] et que
2R[[X]] (d’apres la Proposition 5.4 (ii)).
Proposition 5.9. Un SLG a coecients pseudo-rationnels admet une solution unique
dont les composantes sont aussi des series pseudo-rationnelles.
Preuve. Nous examinerons d’abord le cas ou les coecients ri sont propres. On eta-
blit la proposition par recurrence sur n. Pour n=1, le systeme se reduit a l’equation
u= r+(u; s) avec r et s propres. D’apres la Proposition 5.5, il admet pour unique solu-
tion (r; s⊗) qui est aussi pseudo-rationnelle puisque r et s le sont. Supposons la propo-
sition etablie jusqu’au rang n− 1 et considerons le SLG (S) fui= ri +
Pn
j=1 (uj; si; j)
ou les series ri et si; j sont pseudo-rationnelles et propres pour tous i; j2 [1; n]. La
n-eme equation du systeme est un= rn +
Pn−1
j=1 (uj; si; j) + (un; sn; n). La serie rn +
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Pn−1
j=1 (uj; si; j) est propre puisque les series ri et si; j le sont. La n-eme equation per-






(uj; si; j); s⊗n; n
!




(uj; si; j); s⊗n; n
!
= (rn; s⊗n; n) +
n−1P
j=1
((uj; si; j); s⊗n; n)
= (rn; s⊗n; n) +
n−1P
j=1
(uj; (si; j ; (s⊗n; n))):
Par substitution de cette expression de un dans les n−1 premieres equations, on obtient




(uj; si; j) + 
 
(rn; s⊗n; n) +
n−1P
j=1
(uj; (si; j ; (s⊗n; n))); si; n
!
soit (
ui= ri + ((rn; s⊗n; n); si; n) +
n−1P
j=1
(uj; si; j) +
n−1P
j=1
((uj; (si; j ; (s⊗n; n))); si; n)
que l’on peut aussi ecrire(
ui= ri + ((rn; s⊗n; n); si; n) +
n−1P
j=1
(uj; si; j) +
n−1P
j=1
(uj; ((si; j ; (s⊗n; n))); (si; n))
et donc(
ui= ri + ((rn; s⊗n; n); si; n) +
n−1P
j=1
(uj; si; j + ((si; j ; (s⊗n; n)); (si; n))):
Les series ri + ((rn; s⊗n; n); si; n) et si; j + ((si; j ; (s
⊗
n; n)); (si; n)) etant propres, l’hypo-
these de recurrence permet donc de conclure. Dans le cas ou les coecients ri ne
sont pas tous propres, d’apres la Proposition 5.7, le systeme (S) peut se ramener a la




j; si; j) avec ri=(ri; )+r
0
i ; ui=(ri; )+




j=1(ri; )si; j. Comme les series ri,  et si; j sont pseudo-rationnelles,
le sont aussi les series propres r0i et i. Le systeme (S’) admet une solution unique
dont les composantes u0i sont pseudo-rationnelles. Le systeme initial (S) admet donc
aussi une solution unique dont les composantes ui=(ri; ) + u0i pour i2 [1; n] sont
pseudo-rationnelles.
6. Conclusion
Cet article exhibe une methode pour generaliser la theorie des langages rationnels
au cas ou la concatenation des mots n’est pas associative. Tout ce qui precede peut
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s’etendre au cas ou il n’y a plus une seule mais une innite de concatenations de
mots f; ; ; ; ; : : :g. On utilise alors la relation  ((U; V ); W )= (U;  (V; (W )))
pour toutes concatenations  et . Toutes les proprietes de cet article sont conservees
gra^ce a la conuence du diagramme:
Il faut cependant denir une innite d’etoiles de Kleene relatives aux diverses con-
catenations.
Un autre prolongement serait d’adopter la me^me demarche pour les langages algebri-
ques. Conserve-t-on toutefois dans ce cas la propriete suivant laquelle l’intersection d’un
langage algebrique et d’un langage rationnel est algebrique?
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