Abstract-In
INTRODUCTION
Various coding methods are proposed in recent years including Turbo coding whose channel capacity reaches the upper limit that is proved by Claude E. Shannon in 1948 . An obvious observation from [1] is that as long as we can spread the transmit signal's bandwidth and at the same time increase the average transmitter power, the communication channel capacity can be increased. Based on this rationale, we investigate in this paper various temporal spreading techniques that could enhance the bandwidth of transmitter signals. Temporal spreading technique is known for its robustness to impulsive noise. But its other advantages were not investigated . In this paper we show that other than robustness to impulsive noise, temporal spreading can increase the bandwidth of transmitted signals by using Chrestenson functions , and thus the channel capacity could be enhanced through operations of the Chrestenson functions. This argument is line with the well-known Shannon's theorems in [1] . In addition, the temporal spreading sequence could be manipulated in a way that encipher is possible. 
is defined as Chrestenson function. For a series
Where p is an integer number larger or equal to 2. Note that a prime number is required in most references, and in fact in [1] , it is shown that p can be any integers larger than 2.
p  denotes a p-adic multiplication defined in Definition 1.
Theorem 1: Similar to Fourier theory, it can be verified that the Chrestenson inverse transform is as follows[2]
The proof is obvious by using the property of basis function and it can be referred in [2] We have shown in [3] that Discrete Chrestenson Transform (DCHT) is derived as the following pair of equations, where p is any positive integer number.
III, TEMPORAL SPREADING USING CHRESTENSON FUNCTION
In Equation (2), Chestenson function can be similar to Fouier's and when p=2 it is Walsh function. In reference [3 ] , we show the relationship between Chrestenson function and Fourier's when p is larger than 2. It is interesting to note that both from theory and simulations that when sample numbers are the same as p, and p is the exponentials of 2's, the Discrete Chrestenson function (DCHT) is equivalent to DFT [3 ] .
The principle of temporal spreading is based on equation(2). For a given x(n) where n=0,1,2..N, we select a given and calculate a series of x(n)C(k, ), where
,1,,,K are the temporal spreading points with total number of K for an given x(n) (n=0,1,...N). Therefore the temporal spreading total number is KN if we temporally spread all x samples evenly in the above way. We have the following theorem2 for the above temporal spreading technique.    similar to a RF modulation process in which a speech signal is modulated into a much higher frequency in order to transmit in the air. Actually condition A) can be relaxed for any given positive integer p when p is 2 or larger than 2 and any sample numbers, but the proof needs more calculation and is omitted here.
We illustrate the principles of theorem 2 in figure 1 in which original cosine signal x(t)'s samples are spread in time to another higher frequency signal. Following the theorems in reference [1], we conclude that the channel capacity will be enhanced with the upper and lower boundary after temporal spreading as described . More importantly, each samples can be recovered by exploiting the property of Chrestenson function.
IV. Spatial and temporal spreading techniques
In fact we can spread the signal both temporally and spatially in frequency in different sequence so that the a secure communication can be designed. A straightforward approach is temporally spread the original signal in this paper and then spatially spread the temporal spread signal using PN seqence or CH sequence proposed in our recent report, or vice versa . But using the temporal spread at a later stage obviously will enhance the robustness to impulsive noise disturbance in transmission channels. It is expected that this temporal-spatial spread technique has more merits in terms of security as well as channel capacity. An important note is that temporal spreading can actually enhance the channel capacity as shown in this paper other than its robustness to impulsive noise disturbance.
V. Simulations
We present simulations where an impulsive noise disturbance exists in the transmission channels as well as the bandwidth changes after the temporal spread. Figure 2 denotes the error signal after a random impulsive noise is added with noise amplitude being between 10% and 100% of temporal spread signal's amplitude. Every 10 samples a sequence of impulsive noise is added. Figure 3 denotes the waveforms of one of recovered signal and its original signal. Note that they are almost in line with each other in simulations. Figure 4 is the power spectrum of one of the original signals, note that it decays at higher frequencies where 128 samples are used for calculation.. Figure 5 is the power spectrum of temporal spread signal using Chrestenson function where p=8, 128 samples are used. It is worthy to note that the temporal spread signal bandwidth is enhanced to cover almost all frequency bandwidth, a property that is close to white noise and is what we expect. In this paper, we propose a temporal-spatial spread communication method by using Chrestenson functions. We first introduce the properties of Chrestenson functions and Chrestenson transform. Then by making use of its multiple value property we illustrate a spread communication method in which the data streams are first temporal spread, mixed and then transmitted. At the receiver side, the mixed streams are decoded and recovered. Finally we show a voice simulation on MATLAB to show the effectiveness of this method. We show in theory and simulation that the transmitted signal bandwidth is enhanced close to that of white Gaussian noise, and thus the channel capacity is maximized according to the Shannon's theory. In fact, Chrestenson function is one of many approaches that can be used to enhance the bandwidth of temporal spreading signals among many others such as binary Walsh function ,Continuous Fourier function for example. Another point to note is that in our simulations the channel coding methods are not taken into considerations. If proper channel coding method such as Turbo coding ,Hamming coding is used, the errors in Figure 2 will be largely reduced close to zero or to zero. In [1] , an example is demonstrated in which transmission rate is equal to the channel's Shannon capacity ,a method due to R. Hamming. In this sense, our paper proposes a method to enhance the signal to maximum bandwidth close to that of white Gaussian noise first, thus enhance the capacity of channel. This result is line with the observation in [1] that to reach the highest transmission rate close to the channel capacity, transmitted signal must be close to white Gaussian noise. Then we can employ existing channel coding methods such as a method by R. Hamming to code the signal at a transmission rate equal to the channel's Shannon capacity.
