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ULTRADIFFERENTIABLE CR MANIFOLDS
STEFAN FU¨RDO¨S
Abstract. In this article the notion of ultradifferentiable CR manifold is introduced and an ultradif-
ferentiable regularity result for finitely nondegenerate CR mappings is proven. Here ultradifferentiable
means with respect to Denjoy-Carleman classes defined by weight sequences. Furthermore the regularity
of infinitesimal CR automorphisms on ultradifferentiable abstract CR manifolds is investigated.
1. Introduction
The primary focus of this article is the study of the regularity of CR mappings. Looking at the litera-
ture concerning this problems, one observes that most theorems about the regularity of CR mappings are
of a similar form which can be summarized as follows: We consider a CR mapping H between two CR
submanifolds M and M ′ with some a-priori regularity that extends to a holomorphic mapping defined
on a wedge with edge M . If the mapping and/or the manifolds satisfy certain nondegeneracy conditions
at some point then it is proven that H is actually of optimal regularity near this point, that is smooth
if M and M ′ are smooth, or real-analytic if the manifolds are real-analytic. We should mention that
the nondegeneracy assumptions are heavily tailored towards the methods applied in the various different
proofs. In particular, it is worth noting that in most instances the conditions in the smooth setting differ
sharply from those used in the analytic category. In the case of smooth CR manifolds the fundamental
contributions are the pioneering works of Fefferman [15] and Nirenberg-Webster-Yang [32]. We should
mention that in the analytic setting surprisingly weak assumptations often suffice, c.f. e.g. the classical
results of Baouendi-Jacobowitz-Treves [32], Huang [23] and Pincˇuk [35].
One of the rare cases, where under the identical assumptions it has been possible to show that H is
smooth if the manifolds are smooth and analytic ifM andM ′ are both analytic manifolds, have been the
results of Bernhard Lamel [27, 28]. He proved that every finitely nondegenerate CR mapping between
two generic submanifolds that extends holomorphically is smooth and even analytic if both manifolds
are real-analytic.
Recently Berhanu-Xiao [4] were able to strengthen this result in the smooth case by relaxing partially
its assumptions. They require only the target manifold to be an embedded CR manifold, the source
manifold could be only an abstract CR manifold. The finitely nondegenerate condition on the mapping
remains unchanged but the holomorphic extension obviously makes no sense in this situation. It is
replaced in the theorem of Berhanu-Xiao with the assumptation that the fibers of the wavefront set of
H do not include opposite directions.
This microlocal assumption is automatically satisfied in the embedded setting if extension to a wedge
is assumed since Baouendi-Chang-Treves [2] showed that for CR distributions on CR submanifolds of
CN the holomorphic extension into wedges is in fact a microlocal condition, which they used to define
the hypoanalytic wavefront set of CR distributions. It coincides with the analytic wavefront set if the
manifold is analytic. If the manifold is only smooth then the hypoanalytic wavefront set includes the
smooth wavefront set.
Since the results of Lamel and Berhanu-Xiao suggest that finite nondegeneracy preserves regularity
quite well, the following question arises naturally. Given a subsheaf A of the sheaf of smooth functions
we may ask that if in the formulation of the theorem of Lamel the manifolds are assumed to be of class
A, does it follow that the CR mapping has to be of class A as well?
Of course we have to assume that A satisfies certain properties. First of all, in order for the conjecture
above to make sense, A must be closed under composition and the implicit function theorem must hold
in the category of mappings of class A. Furthermore if we try to modify the existing proofs in the smooth
category then we need some version of A-wavefront set or more precisely a definition of A-microlocal
regularity. We should note at this point that in both Lamel’s proof and that of Berhanu-Xiao the
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characterization of the smooth wavefront set by almost-analytic extensions was heavily used as both
relied on an almost-analytic version of the implicit function theorem.
We are mainly interested in subsheafs of smooth functions that contains strictly the sheaf of real-
analytic functions. We shall call the elements of such sheafs ultradifferentiable functions. Generally
ultradifferentiable functions are determined either by estimates on its derivatives or its Fourier transform.
The most well-known examples of ultradifferentiable classes are the Gevrey classes, see e.g. [37].
Here we consider the category of socalled Denjoy-Carleman classes, which are defined in the following
way. If M = (mj)j is a sequence of positive real numbers then the Denjoy-Carleman class associated
with M consists of those smooth functions that satisfy the following generalized Cauchy estimate∣∣∂αf(x)∣∣ ≤ Ch|α|m|α||α|! (1.1)
on compact sets, where C and h are constants independent of α. We will also say that a smooth function
f obeying (1.1) is of class {M}. In particular, if M = (j!s)j then the associated Denjoy-Carleman class
to M is the Gevrey class of order s+ 1.
Examining the literature concerning the Denjoy-Carleman classes and their properties one can observe
that stability conditions of the associated class correlate with properties of the weight sequence. For
example, we know that, ifM is a regular weight sequence in the sense of [12], then the Denjoy-Carleman
class associated toM is closed under composition, solving ordinary differential equations and the implicit
function theorem holds in the class, c.f. e.g. [36]. Hence for regular sequencesM we can consider manifolds
of Denjoy-Carleman type. We shall say such a manifold is an ultradifferentiable manifold of class {M}.
On the other hand, Ho¨rmander [21] introduced the ultradifferentiable wavefront set for distributions
defined on open subsets of the euclidean space. But since he worked under comparatively weak conditions
on the weight sequence Ho¨rmander was only able to define the ultradifferentiable wavefront set WFM u of
distributions u on real-analytic manifolds but not distributions defined on ultradifferentiable manifolds.
However using Dyn’kins characterization of ultradifferentiable functions by almost analytic extensions
[12, 11] we were able in [16] to develop a geometric theory for the ultradifferentiable wavefront set. In
particular, if the weight sequence is regular, the ultradifferentiable wavefront set of a distribution on an
ultradifferentiable manifold is shown to be well defined.
With these results at hand and anM-almost analytic version of the almost-analytic implicit function
theorem used in Lamel [28] and Berhanu-Xiao [4] it is possible to prove the ultradifferentiable version of
the regularity result of Lamel:
Theorem 1.1. Let M ⊆ CN and M ′ ⊆ CN ′ be two generic ultradifferentiable submanifolds of class
{M}, p0 ∈ M , p′0 ∈ M ′ and H : (M,p0) → (M ′, p′0) a Ck0-CR mapping that is k0-nondegenerate at p0.
Suppose furthermore that H extends continuously to a holomorphic map in a wedge W with edge M .
Then H is ultradifferentiable of class {M} in a neighbourhood of p0.
For the definition of finite nondegeneracy of a CR mapping we refer to the beginning of section 5.
More precisely this paper is structured as follows. In section 2 the results on regular Denjoy-Carleman
classes and ultradifferentiable manifolds that are needed are discussed. In section 3 we first recall the re-
sults from Dyn’kin [12, 11] on the almost analytic extension of ultradifferentiable functions. Furthermore
we give the definition and basic results on the ultradifferentiable wavefront set according to Ho¨rmander
[22] and close the section by presenting the geometric theory for the ultradifferentiable wavefront set
given in [16].
In section 4 basic definitions and first results on ultradifferentiable CR manifolds are given, whereas the
proofs of Theorem 1.1 and of ultradifferentiable versions of other regularity results of Lamel and Berhanu-
Xiao are presented in section 5. The last section is devoted to present essentially the generalization of
[17] concerning the smoothness of infinitesimal CR automorphisms to regular Denjoy-Carleman classes.
We end by examining smooth infinitesimal CR automorphisms on formally holomorphic nondegenerate
quasianalytic CR submanifolds.
The author was supported by the Austrian Science Fund FWF, international cooperation project Nr.
I01776 and the Czech Science Foundation GACR grant 17-19437S.
2. Regular Denjoy-Carleman classes
In this section we summarize the results for Denjoy-Carleman classes that we need in the following.
For a more detailed presentation see [16]. Note that, unless stated otherwise, Ω ⊆ Rn will be an open
set.
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Definition 2.1. A sequence M = (mk)k is a regular weight sequence iff it satisfies the following condi-
tions.
m0 = m1 = 1 (M1)
sup
k
k
√
mk+1
mk
<∞ (M2)
m2k ≤ mk−1mk+1 k ∈ N (M3)
lim
k→∞
k
√
mk =∞ (M4)
Definition 2.2. Let M be a regular weight sequence. Then we say that a smooth function f ∈ E(Ω) is
ultradifferentiable of class {M} iff for all compact sets K ⊆ Ω there are constants C, h > 0 such that∣∣∂αf(x)∣∣ ≤ Ch|α|m|α||α|! (2.1)
for all x ∈ K. The space of all ultradifferentiable functions of class {M} is denoted by EM(Ω). It is
sometimes also called the Denjoy-Carleman class associated to M.
Example 2.3. If s > 0 consider the regular weight sequence Ms = (k!s)k. Its associated Denjoy-
Carleman class is the Gevrey class Gs+1(Ω) = EMs(Ω) of order s+ 1 on Ω, c.f. [37].
On the other hand, the constant sequence M0 = (1)k gives the space O(Ω) of real-analytic functions
on Ω. Note that M0 is not regular in the sense of Definition 2.1.
We consider here only regular weight sequences but might occasionally omit the word “regular”.
If M and N = (nk)k are two weight sequences then we write M 4 N iff there is a constant Q such
that mk ≤ Qknk. It holds that EM ⊆ EN if and only if M 4 N . Thus we see that (M4) means that
O ( EM and (M2) implies that EM is closed under derivation, i.e. if f ∈ EM(Ω) then ∂αf ∈ EM(Ω) for
all multi-indices α ∈ Nn0 . Furthermore we have
Lemma 2.4 (c.f. Remark 2.5 in [16]). Let the Denjoy-Carleman class EM be closed under derivation
closed and suppose that f ∈ EM(Ω) and f(x1, . . . , xj−1, a, xj+1, . . . , xn) = 0 for some fixed a ∈ R and all
xk, k 6= j, with the property that (x1, . . . , xj−1, a, xj+1, . . . , xn) ∈ Ω. Then there exists some g ∈ EM(Ω)
such that
f(x) = (xj − a)g(x).
In fact, ifM is a regular weight sequence then the associated Denjoy-Carleman class satisfies also the
following stability properties.
Theorem 2.5. Let M be a regular weight sequence and Ω1 ⊆ Rm and Ω2 ⊆ Rn open sets. Then the
following holds:
(1) The algebra EM(Ω) is inverse closed, i.e. if f ∈ EM(Ω) does not vanish at any point of Ω then
1/f ∈ EM(Ω) (c.f. [36] and the remarks therein).
(2) The class EM is closed under composition ([39] see also [5]) i.e. let F : Ω1 → Ω2 be an EM-
mapping, that is each component Fj of F is ultradifferentiable of class {M} in Ω1, and g ∈
EM(Ω2). Then also g ◦ F ∈ EM(Ω1).
(3) The inverse function theorem holds in the Denjoy-Carleman class EM ([25]): Let F : Ω1 → Ω2
be an EM-mapping and p0 ∈ Ω1 such that the Jacobian F ′(p0) is invertible. Then there exist
neighbourhoods U of p0 in Ω1 and V of q0 = F (x0) in Ω2 and a EM-mapping G : V → U such
that G(q0) = p0 and F ◦G = idV .
(4) The implicit function theorem is valid in EM ([25]): Let F : Rn+d ⊇ Ω→ Rd be a EM-mapping
and (x0, y0) ∈ Ω such that F (x0, y0) = 0 and ∂F∂y (x0, y0) is invertible. Then there exist open
sets U ⊆Rn and V ⊆Rd with (x0, y0) ∈U×V ⊆Ω and an EM-mapping G : U → V such that
G(x0) = y0 and F (x,G(x)) = 0 for all x ∈ V .
In particular we note that EM(Ω) is closed under solving ODEs. More precisely we have the following
result.
Theorem 2.6 ([44], see also [26]). Let M be a regular weight sequence, 0 ∈ I ⊆ R an open interval,
U ⊆ Rn, V ⊆ Rd open and F ∈ EM(I × U × V ).
Then the initial value problem
x′(t) = F (t, x(t), λ) t ∈ I, λ ∈ V
x(0) = x0 x0 ∈ U
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has locally a unique solution x that is ultradifferentiable near 0.
More precisely, there is an open set Ω ⊆ I × U × V that contains the point (0, x0, λ) and an EM-
mapping x = x(t, y, λ) : Ω→ U such that the function t 7→ x(t, y0, λ0) is the solution of the initial value
problem
x′(t) = F (t, x(t), λ0)
x(0) = y0.
Using Theorem 2.5 we are able to define
Definition 2.7. Let M be a smooth manifold and M a weight sequence. We say that M is an ultrad-
ifferentiable manifold of class {M} iff there is an atlas A of M that consists of charts such that
ϕ′ ◦ ϕ−1 ∈ EM
for all ϕ, ϕ′ ∈ A.
If M ⊆ RN is an ultradifferentiable submanifold of class {M} then the following characterization is
proven exactly as the analogous result in the smooth setting.
Proposition 2.8. Let M ⊂ RN be a smooth manifold of dimension n and p ∈ M and M be a weight
sequence. The following statements are equivalent:
(1) The manifold M is ultradifferentiable of class {M} near p.
(2) There are an open neighbourhood U ⊆ RN of p and an EM-mapping ρ : U → RN−n such that
dρ has rank N − n on W and
ρ−1(0) =M ∩ U.
A mapping F : M → N between two manifolds of class {M} is ultradifferentiable of class {M} iff
ψ ◦ F ◦ ϕ−1 ∈ EM for any charts ϕ and ψ of M and N , respectively. Thus it is possible to consider the
category of ultradifferentiable manifolds with all the usual constructions like vector fields, differential
forms and so on.
Definition 2.9. Let M be an ultradifferentiable manifold of class {M}. We say that a smooth vector
bundle π : E →M is an ultradifferentiable vector bundle of class {M} iff for any point p ∈M there is a
neighbourhood U of p and a local trivialization χ of class {M} on U .
Remark 2.10. Let E be an ultradifferentiable vector bundle of class {M}. Then E can also be con-
sidered as a smooth vector bundle or as a vector bundle of class N for any weight sequence N < M.
We observe in particular that a local basis of EM(M,E) is also a local basis of EN (M,E) and E(M,E),
respectively.
We denote by XM(M) = EM(M,TM) the Lie algebra of ultradifferentiable vector fields on M . Note
that, if M is a regular weight sequence, an integral curve of an ultradifferentiable vector field of class
{M} is an EM-curve by Theorem 2.6.
The next result is an ultradifferentiable version of Sussmann’s Theorem [40].
Theorem 2.11. Let p0 ∈ Ω and a collection D of ultradifferentiable vector fields of class {M}. Then
there exists an ultradifferentiable submanifold W of Ω through p0 such that all vector fields in D are
tangent to W at all points of W and such that the following holds:
(1) The germ of W at p0 is unique, i.e. if W
′ is an ultradifferentiable submanifold of Ω containing p0
and to which all vector fields of D are tangent at every point of W ′ then there is a neighbourhood
V ⊆ Ω of p0 such that W ∩ V ⊆W ′ ∩ V .
(2) For every open set U ⊆ Ω containing p0 there exists J ∈ N and open neighbourhoods V1 ⊆ V2 ⊆ U
of p0 such that every point p ∈ W ∩ V1 can be reached from p0 by a polygonal path of J integral
curves of vector fields in D contained in W ∩ V2.
The proof of Theorem 2.11 is essentially the same as in the smooth setting, c.f. e.g. [3], due to Theorem
2.6.
The (unique) germ of the manifold W will be denoted as the local Sussmann orbit of p0 relative to
D. The local Sussman orbit does not depend on Ω.
One of the main differences between the space of smooth functions and the space of real analytic
functions is that in the smooth case there exist nontrivial test functions ϕ ∈ D(Ω) whereas D∩O = {0}.
Since the existence of functions of nontrivial test functions is equivalent to the existence of nonzero flat
functions, it makes sense to give the following definition in the ultradifferentiable setting.
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Definition 2.12. Let E ⊆ E(Ω) be a subalgebra. We say that E is quasianalytic iff for f ∈ E the fact
that Dαf(p) = 0 for some p ∈ Ω and all α ∈ Nn0 implies that f ≡ 0 in the connected component of Ω
that contains p.
In the case of Denjoy-Carleman classes quasianalyticity is characterized by the following theorem.
Theorem 2.13 (Denjoy[10]-Carleman[8, 7]). The space EM(Ω) is quasianalytic if and only if
∞∑
k=1
mk−1
kmk
=∞. (2.2)
We say that a weight sequence is quasianalytic if it satisfies (2.2) and non-quasianalytic if not.
Example 2.14. Let σ > 0 be a parameter. We define a family N σ of weight sequences by
nσk =
(
log(k + e)
)σk
.
The weight sequence N σ is quasianalytic if and only if 0 < σ ≤ 1, see [41].
If M is a quasianalytic regular weight sequence then it is possible to show a quasianalytic version of
Nagano’s theorem [31], c.f. [16]. As in the case of the ultradifferentiable version of Sussmann’s theorem
the proof is just a straightforward adaptation of the proof of the classical result, see e.g. [3].
Theorem 2.15. Let U be an open neighbourhood of p0 ∈ Rn and M a quasianalytic regular weight
sequence. Furthermore let g be a Lie subalgebra of XM(U) that is also an EM-module, i.e. if X ∈ g and
f ∈ EM(U) then fX ∈ g.
Then there exists an ultradifferentiable submanifold W of class {M} in U , such that
TpW = g(p) ∀p ∈W. (2.3)
Moreover, the germ of W at p0 is uniquely defined by this property.
As in the analytic category, c.f. [3], we have the following result.
Corollary 2.16. LetM be quasianalytic and D ⊆ XM(Ω) a collection of ultradifferentiable vector fields.
If g = gD is the Lie algebra generated by D and p0 ∈ Ω then the local Sussman orbit of p0, relative to D,
coincides with the local Nagano leaf of g.
Proof. Let WN be a representative of the local Nagano leaf of g at p0 and WS a representative of the
local Sussman orbit of p0, relative to D. By Theorem 2.11 (1) there exists an open neighbourhood V of
p0 such that WS ∩ V ⊆ WN ∩ V . On the other hand g(p) = TpWN for all p ∈ WN and g(p) ⊆ TpWS
at every p ∈ WS , hence g(p) = TpWS for p ∈ WS ∩ V . The uniqueness part of Theorem 2.15 gives the
equality of the local Nagano leaf and the local Sussman orbit. 
We want to close this section by showing how the results pertaining the division of smooth functions
in [17, section 4] transfer to the category of ultradifferentiable functions of class {M}. This is possible
because these classes are closed under division by a coordinate, i.e. Lemma 2.4.
Lemma 2.17. Let λ be an ultradifferentiable function of class {M} defined near 0 ∈ R that is non-flat
at the origin, i.e. there is a positive integer k ∈ N such that λ(j)(0) = 0 for all integers 0 ≤ j ≤ k − 1
and λ(k)(0) 6= 0. Further assume that there is a locally integrable function u defined near 0 such that the
product f = λu is of class {M} in some neighbourhood of the origin.
Then u is ultradifferentiable of class {M} near the origin.
Proof. First, we note that the zero of λ at 0 is isolated. Therefore we restrict ourselves to an open
interval I that contains the origin and such that 0 is the only zero of λ on I. Iterating Lemma 2.4 we
see that there is a function λ˜ of class {M} defined near 0 such that λ˜(0) 6= 0 and
λ(x) = xkλ˜(x).
In order to proceed we want a similar decomposition of f . But, since we are not able to say anything
apriori about the values of the derivatives of f at the origin, we can only find an ultradifferentiable
function f1 such that
f(x) = xf1(x)
in a neighbourhood of 0. If k > 1 then we would have that
u(x) = x1−k
f1(x)
λ˜(x)
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in a punctured neighbourhood of 0. Hence, if f1(0) 6= 0 then u ∼ x1−k for x→ 0. This is a contradiction
to the assumption that u is locally integrable. Therefore f1(0) = 0 and there has to be a function f2 of
class {M} such that f(x) = x2f2(x) near 0. Repeating this argument if necessary, we obtain that there
is a function fk ultradifferentiable of class {M} defined near the origin such that
f(x) = xkfk(x).
It follows that
u(x) =
fk(x)
λ˜(x)
in some neighbourhood of 0. 
Proposition 2.18. Let p0 ∈ Rn and λ an ultradifferentiable function of class {M} defined in a neigh-
bourhood of p0 and λ(p0) = 0. Suppose that λ
−1(0) is a hypersurface of class {M} near p0 and that
there are v ∈ Rn and k ∈ N such that ∂jv(p) = 0 for 0 ≤ j < k and ∂kv (p) 6= 0 for all p ∈ λ−1(0) ∩ U
where U is a neighbourhood of p0.
If u is a locally integrable function defined near the origin in Rn such that λ·u = f is ultradifferentiable
of class {M} near p0 then u has also to be of class {M} in some neighbourhood of p0.
Proof. We can choose ultradifferentiable coordinates (x1, . . . , xn−1, xn) = (x
′, xn) in a neighbourhood V
of p0 in Rn such that p0 = 0, λ−1(0) ∩ V = {(x′, xn) ∈ V | xn = 0} and
∂jλ
∂xjn
(0) = 0, 0 ≤ j < k,
∂kλ
∂xkn
(0) 6= 0.
Similarly to above, using Lemma 2.4 we conclude, if we shrink V , that there is λ˜ ∈ EM(V ) with the
following properties: λ˜(x) 6= 0 and λ(x) = xknλ˜(x) for all points x ∈ V . There is also a Denjoy-Carleman
function f1 on V such that f(x
′, xn) = xnf1(x
′, xn). We want to show, as in the 1-dimensional case,
that f1(x
′, 0) = 0 for (x′, 0) ∈ V if k > 1: Suppose that there exists some y ∈ Rn−1 with (y, 0) ∈ V
and f1(y, 0) 6= 0. Then there is a neighbourhood W of (y, 0) such that f1(x) 6= 0 and also λ˜(x) 6= 0 for
x ∈W . W.l.o.g. the open set W is of the form W =W ′ × I ⊆ Rn−1 × R and set
F (xn) :=
∫
W ′
∣∣∣∣f1λ˜ (x)
∣∣∣∣ dx
for xn ∈ I. We conclude that ∫
W
|u(x)| dx =
∫
I
|xn|1−kF (xn) dx =∞
and hence u cannot be locally integrable near (y, 0) which contradicts our assumption. Therefore we
obtain by iteration a function f˜ of class {M} defined near the origin in Rn such that f(x′, xn) =
xknf˜(x
′, xn). Hence u = f˜ /λ˜ is also of class {M} in a neighbourhood of 0. 
Corollary 2.19. Let U ⊆ Rn a neighbourhood of 0, λ ∈ EM(U) and suppose that λ is of the form
λ(x) = xαλ˜(x) where α ∈ Nn0 and λ˜ ∈ EM(U) with λ˜(0) 6= 0.
If u is a locally integrable function near 0 with the property that the product f := λ ·u is of class {M}
near the origin, then u is also ultradifferentiable near 0.
Proof. Note first that, if α = αjej then the statement is just Proposition 2.18. In the general case we
argue as follows: Set f˜ = f/λ˜ and
uk(x) =
n∏
j=k+1
x
αj
j u(x)
for all k ∈ {1, . . . , n− 1}. The function f˜ is of class {M} whereas the functions uk are locally integrable
near 0. Furthermore we define un = u and obtain
xα11 u1(x) = f˜(x)
x
αk+1
k+1 uk+1(x) = uk(x) 1 ≤ k ≤ n− 1.
Hence repeated application of Proposition 2.18 finishes the proof. 
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In the literature the focus regarding questions of divisibility of functions seems to be more on the
problem if it is possible to show that functions that are formally divisible, i.e. their Taylor series are
divisible, are actually divisible. Indeed, the Weierstrass division theorem for example implies that two
real-analytic functions that are formally divisible are also divisible as functions.
However, the equivalent of the Weierstrass division theorem does not hold for general quasianalytic
Denjoy-Carleman classes [1],[34], c.f. also [14]. In general the algebraic structure of quasianalytic Denjoy-
Carleman classes is far more complicated than that of the space of real-analytic functions, c.f. the survey
[41].
Despite this there are some positive results known for quasianalytic regular classes, e.g. [5] showed that
certain desingularization theorems hold in these classes whereas [38] proved that quasianalytic regular
Denjoy-Carleman classes define o-minimal structures. Both of these approaches can be used to prove
division theorems. Especially the following result was shown by [33].
Theorem 2.20. Let p ∈ Rn, M quasianalytic and f, g ∈ EM are defined near p with power series
expansions fˆ and gˆ at p. If fˆ ∈ gˆ · C[[x]] then f ∈ g · EM near p.
3. Almost analytic extensions and the wavefront set in the ultradifferentiable
setting
In this section we recall the almost analytic extension of ultradifferentiable functions given by Dyn’kin
in [12, 11] and its connection with the ultradifferentiable wavefront set introduced by Ho¨rmander in [20]
that was proven in [16].
We recall (see e.g. [42]) that a smooth function F given on an open subset Ω˜ ⊆ Cn is almost analytic
iff
∂¯jF =
∂
∂z¯j
F =
1
2
(
∂
∂xj
+ i
∂
∂yj
)
F
is flat on Ω˜∩Rn. The motivation to consider almost analytic function in the ultradifferentiable setting is
the well-known fact that a function f is smooth on Ω if and only if there is an almost analytic function
F on some open set Ω˜ ⊆ Cn with Ω˜ ∩ Rn = Ω such that F |Ω = f . In the ultradifferentiable category
the idea is now that if f is ultradifferentiable of class {M} then it should be possible to construct an
almost analytic extension F of f such that the decrease of ∂¯jF can be measured in terms of the weight
sequence M. (c.f. [13]).
In order to specify this decay we introduce for a regular weight sequence M its associated weight
given by
hM(t) = inf
k
tkmk if t > 0 & hM(0) = 0. (3.1)
Conversely it is possible to extract the weight sequence from its weight:
mk = sup
t
hM(t)
tk
The weight hM is continuous with values in [0, 1], equals 1 on [1,∞) and goes more rapidly to 0 than
tp for any p > 0 for t → 0, c.f. [16]. Before we are able to state the Theorem of Dyn’kin alluded above,
we have to note that his result gives not the existence of a global extension as in the smooth case but
only a semiglobal statement. This corresponds with the fact that real-analytic functions have generally
only local holomorphic extensions. In order to state the precise form of Dyn’kin’s result we recall the
following definition from e.g. [24]. If K ⊆ Ω is compact then EM(K) is the space of smooth functions
which are defined on some neighbourhood of K and on K they satisfy (2.1) for some constants C, h > 0.
Theorem 3.1. Let M be a regular weight sequence, K ⊂⊂ Rn a compact and convex set with K =
K◦.Then f ∈ EM(K) if and only if there exists a test function F ∈ D(Cn) with F |K = f and if there
are constants C,Q > 0 such that ∣∣∂¯jF (z, z¯)∣∣ ≤ ChM(QdK(z)) (3.2)
where 1 ≤ j ≤ n and dK is the distance function with respect to K on Cn\K.
The local form of Theorem 3.1 is
Corollary 3.2. If f is ultradifferentiable of class {M} near p, then there are an open neighbourhood
W ⊆ Ω, a constant ρ > 0 and a function F ∈ E(W + iB(0, ρ)) such that F |W = f |W and∣∣∂¯jF (x + iy)∣∣ ≤ ChM(Q|y|) (3.3)
for some positive constants C,Q and all 1 ≤ j ≤ n and x+ iy ∈W + iB(0, ρ).
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We call such function F an M-almost analytic extension of f .
The following theorem is the M-almost analytic version of the almost-holomorphic implicit function
theorem proven in [28].
Theorem 3.3. Let M be a regular weight sequence, U ⊆ CN a neighbourhood of the origin, A ∈ Cp
and F : U × Cp → CN of class {M} on U and polynomial in the last variable with F (0, A) = 0
and FZ(0, A) invertible. Then there exists a neighbourhood U
′ × V ′ of (0, A) and a smooth mapping
φ = (φ1, . . . , φN ) : U
′ × V ′ → CN with φ(0, A) = 0 with the property that if F (Z, Z¯,W ) = 0 for some
(Z,W ) ∈ U ′ × V ′ then Z = φ(Z, Z¯,W ). Furthermore, there are constants C, γ > 0 such that∣∣∣∣ ∂φj∂Zk (Z, Z¯,W )
∣∣∣∣ ≤ ChM(γ|φ(Z, Z¯,W )− Z|) (3.4)
for all 1 ≤ j, k ≤ N and φ is holomorphic in W .
Proof. We write F (Z, Z¯,W ) = F (x, y,W ), where (x, y) ∈ RN × RN are the underlying real coordinates
of CN , i.e. Zj = xj + iyj for 1 ≤ j ≤ N . Let U0 ⊆ RN be a convex neighbourhood of 0 such that
U0 × U0 ⊆ U . Using Theorem 3.1 we find a smooth mapping
F˜ = U0 × RN × U0 × RN × Cp −→ CN
such that F˜ (x, x′, y, y′,W )
∣∣
x′=y′=0
= F (x, y,W ) and if we write ξk = xk + ix
′
k, ηk = yk + iy
′
k for
k = 1, . . . , N and set ζ = (ξ, η), then for each compact subset K ⊂⊂ Cp there are constants C, γ > 0
such that ∣∣∣∣∂F˜j∂ξ¯k (ζ, ζ¯,W )
∣∣∣∣ ≤ ChM(γ|Im ζ|) (3.5a)∣∣∣∣∂F˜j∂η¯k (ζ, ζ¯,W )
∣∣∣∣ ≤ ChM(γ|Im ζ|) (3.5b)
for (ζ,W ) ∈ (U0 + iRN )2 ×K and 1 ≤ j, k ≤ N . Note also that F˜ is still polynomial in the variable W .
We introduce new variables χ = (χ1, . . . , χN) ∈ CN by
ξk =
Zk + χk
2
ηk =
Zk − χk
2i
1 ≤ k ≤ N
and note that
xk =
Zk + χk
2
∣∣∣∣
χk=Z¯k
yk =
Zk − χk
2i
∣∣∣∣
χk=Z¯k
.
We also set G(Z, Z¯, χ, χ¯,W ) = F˜ (ξ, ξ¯, η, η¯,W ). The function G is therefore smooth in the first 2N
variables in some neighbourhood of the origin and polynomial in the last p variables. Due to the definition
of G we have
∂G
∂Z¯
=
1
2
∂F˜
∂ξ¯
+
1
2i
∂F˜
∂η¯
∂G
∂χ¯
=
1
2
∂F˜
∂ξ¯
− 1
2i
∂F˜
∂η¯
.
We are going to compute the real Jacobian of G at the point (0, A). We obtain
∂G
∂Z
(0, A) =
∂F
∂Z
(0, A)
and
∂G
∂Z¯
(0, A) =
1
2
(
∂F˜
∂ξ¯
(0, A)− i∂F˜
∂η¯
(0, A)
)
= 0
and thus
det
(
∂G
∂Z
∂G
∂Z¯
∂G¯
∂Z
∂G¯
∂Z¯
)
(0, A) =
∣∣∣∣det ∂F∂Z (0, A)
∣∣∣∣2 6= 0
by assumption. Hence, by the smooth implicit function theorem, there is a smooth mapping ψ defined
in some open neighbourhood of (0, A), valued in CN and holomorphic in the variable W such that
Z = ψ(χ, χ¯,W ) solves the equationG(Z, Z¯, χ, χ¯,W ) = 0 uniquely. SinceG(Z, Z¯, Z¯, Z,W ) = F (Z, Z¯,W ),
this fact implies that if F (Z, Z¯,W ) = 0 then Z = ψ(Z¯, Z,W ). We set φ(Z, Z¯,W ) = ψ(Z¯, Z,W ) and
claim that ϕ satisfies (3.4).
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In fact, if we differentiate the implicit equation G(ψ(χ, χ¯,W ), ψ(χ, χ¯,W ), χ, χ¯,W ) = 0 then we obtain
GZψχ¯ +GZ¯ ψ¯χ¯ +Gχ¯ = 0
G¯Z¯ ψ¯χ¯ + G¯Zψχ¯ + G¯χ¯ = 0.
If we multiply the last line with GZ¯G¯
−1
Z¯
and substract the result from the first line then(
GZ −GZ¯G¯−1Z¯ G¯Z
)
ψχ¯ = GZ¯G¯
−1
Z¯
G¯χ¯ −Gχ¯.
Hence we have in a small neighbourhood of (0, A) that
φZ(Z, Z¯,W ) = ψχ¯(Z¯, Z,W ) =
(
GZ¯G¯
−1
Z¯
G¯χ¯ −Gχ¯
GZ −GZ¯G¯−1Z¯ G¯Z
)(
ψ(Z¯, Z,W ), ψ(Z¯, Z,W ), Z¯, Z,W
)
.
This formula shows that any function ∂Zkϕj is a sum of products each of which contains a factor of
the form GZ¯ℓ or Gχ¯ℓ for some ℓ. Note also that by definition Im ξ =
1
2 (ImZ + Imχ) and Im η =
− 12 (ReZ − Reχ).
Hence (3.5) implies on some compact neighbourhood of (0, A), where detG−1Z is bounded,∣∣φZ(Z, Z¯,W )∣∣ ≤ ChM(1
2
γ
(|Imφ(Z, Z¯,W )− ImZ|2+|ReZ − Reφ(Z, Z¯,W )|2) 12)
= ChM
(
γ|φ(Z, Z¯,W )− Z|)
for some positive constants C and γ. 
In the following we recall the results on the ultradifferentiable wavefront set that we need in this
paper. We start with the definition given in [20].
Definition 3.4. Let u ∈ D′(Ω) and (x0, ξ0) ∈ T ∗Ω\{0}. We say that u is microlocally ultradifferentiable
of class {M} at (x0, ξ0) iff there is a bounded sequence (uN )N ⊆ E ′(Ω) such that uN |V ≡ u|V , where
V ∈ U(x0) and a conic neighbourhood Γ of ξ0 such that for some constant Q > 0
sup
ξ∈Γ
N∈N0
|ξ|N |uˆN |
QNmNN !
<∞. (3.6)
The ultradifferentiable wavefront set WFM u is then defined as
WFM u :=
{
(x, ξ) ∈ T ∗Ω\{0} | u is not microlocal of class {M} at (x, ξ)}.
The basic properties WFM shown by Ho¨rmander in [22] are the following.
Theorem 3.5 ([22] Theorem 8.4.5-8.4.7). Let u ∈ D′(Ω) and M,N weight sequences. Then we have
(1) WFM u is a closed conic subset of Ω× Rn\{0}.
(2) The projection of WFM u in Ω is
π1
(
WFM u
)
= sing suppM u =
{
x ∈ Ω | ∄V ∈ U(x) : u|V ∈ EM(V )}
(3) WFu ⊆WFN u ⊆WFM u if M 4 N .
(4) If P =
∑
pαD
α1 is a partial differential operator with ultradifferentiable coefficents of class {M}
then WFM Pu ⊆WFM u.
Additionally we note that WFM u satisfies the following microlocal reflection property:
(x, ξ) /∈WFM u⇐⇒ (x,−ξ) /∈WFM u¯ (3.7)
In particular, if u is a real-valued distribution, i.e. u¯ = u, then WFM u|x := {ξ ∈ Rn | (x, ξ) ∈WFM u}
is symmetric at the origin.
It is a classic fact that the analytic wavefront set can not only characterized by the Fourier transform
but also holomorphic extension in certain directions, see [6]. Likewise, the smooth wavefront set can be
characterized by almost-analytic extensions, c.f. [30]. We present now the basic results on the connection
between almost-analytic extensions and the ultradifferentiable wavefront set that we proved in [16]. In
order to do so we need first to recall some notations used in [16]: A subset Γ ⊆ Rd is a cone iff for all
λ > 0 and y ∈ Γ we have λy ∈ Γ. If r > 0 then
Γr :=
{
y ∈ Γ | |y| < r}.
1We use in the following the notation Dj = −i∂j .
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If Γ′ ⊆ Γ is also a cone we write Γ′ ⊂⊂ Γ iff (Γ′ ∩ Sd−1) ⊂⊂ (Γ ∩ Sd−1).
If M is a weight sequence with associated weight hM then a function F ∈ E(Ω × U × Γr), U ⊆ Rd
open, is said to be M-almost analytic in the variables (x, y) ∈ U × Γr with parameter x′ ∈ Ω iff for all
K ⊂⊂ Ω, L ⊂⊂ U and cones Γ′ ⊂⊂ Γ there are constants C,Q > 0 such that for some r′ we have∣∣∣∣ ∂F∂z¯j (x′, x, y)
∣∣∣∣ ≤ ChM(Q|y|) (x′, x, y) ∈ K × L× Γ′r′ , j = 1, . . . , d (3.8)
where ∂
∂z¯j
= 12 (∂xj + i∂yj ).
We may also say generally that a function g ∈ C(Ω × U × Γr) is of slow growth in y ∈ Γr if for all
K ⊂⊂ Ω, L ⊂⊂ U and Γ′ ⊂⊂ Γ there are constants c, k > 0 such that
|g(x′, x, y)| ≤ c|y|−k (x′, x, y) ∈ K × L× Γ′r. (3.9)
Theorem 3.6. Let F ∈ E(Ω×U ×Γr) be M-almost analytic in the variables (x, y) ∈ U ×Γr and of slow
growth in the variable y ∈ Γr. Then the distributional limit u of the sequence uε = F ( . , . , ε) ∈ E(Ω×U)
exists. We say that u = bΓ(F ) ∈ D′(Ω× U) is the boundary value of F . Furthermore, we have
WFM u ⊆
(
Ω× U)× (Rn × Γ◦)
where Γ◦ = {η ∈ Rd | 〈y, η〉 ≥ 0 ∀y ∈ Γ} is the dual cone of Γ in Rd.
Theorem 3.7. Let Γ ⊂ Rn be an open convex cone and u ∈ D′(Ω) with WFM u ⊆ Ω× Γ◦. If V ⊂⊂ Ω
and Γ′ is an open convex cone with Γ
′ ⊆ Γ ∪ {0} then there is an M-almost analytic function F on
V + iΓ′r of slow growth for some r > 0 such that u|V = bΓ′(F )
Using Theorem 3.6 and Theorem 3.7 we were able in [16] to show the characterization of the ultrad-
ifferentiable wavefront set by M-almost analytic extensions.
Corollary 3.8. Let u ∈ D′(Ω) and (x0, ξ0) ∈ Ω× Rn\{0}. Then (x0, ξ0) /∈WFM u if and only if there
are a neighbourhood V of x0, open convex cones Γ1, . . . ,ΓN with the properties ξ0Γj < 0, j = 1, . . .N
and Γj ∩Γk = ∅ for j 6= k, and M-almost analytic functions hj on V + iΓrj , rj > 0, of slow growth such
that
u|V =
N∑
j=1
bΓj (hj)
In [16] Corollary 3.8 is then applied to show the following Theorem.
Theorem 3.9. Let F be an EM-diffeomorphism then
WFM
(
F ∗u
)
= F ∗
(
WFM u
)
.
Hence if M is an EM-manifold and u ∈ D′(M) we can define WFM u invariantly as a subset of
T ∗M\{0}, c.f. [16]. We refer to [18] or [9] for the definition of distributions on manifolds, either scalar or
with values in vector bundles. Let u be a distribution on an ultradifferentiable manifold M of class {M}
with values in an EM-vector bundle over M . In particular we can write locally u|V =
∑N
j=1 ujω
j , where
V ⊆ M is an open subset of M , scalar-valued distributions uj ∈ D′(V ) and the sections ω1, . . . , ωN ∈
EM(V,E|V ) constitute a local basis of EM(M,E). The ultradifferentiable wavefront set of u is then
defined locally by
WFM u =
N⋃
j=1
WFM uj.
We close this section by recalling the last fact that we need from [16], the elliptic regularity theorem
for partial differential operators with ultradifferentiable coefficients. In order to state it correctly we have
to recall again some notations from [16], for more details on the constructions see [9]. To begin with if
Q(x,D) =
∑
|α|≤m
qα(x)D
α
is a partial differential opertator on Ω, i.e. qα ∈ E(Ω), of order ≤ m then its principal symbol
q(x, ξ) =
∑
|α|=m
qα(x)ξ
α
is a smooth function on T ∗Ω that is homogeneous of degree m in the second variable. Let M be an
EM-manifold and E and F two ultradifferentiable vector bundles of class {M} over M with the same
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fiber dimension ν. An ultradifferentiable differential operator P : EM(M,E)→ EM(M,F ) of class {M}
and order ≤ m is given locally in some trivialization by
Pu =
P11 · · · P1ν... . . . ...
Pν1 · · · Pνν

u1...
uν
 ,
where the Pjk are partial differential operators with ultradifferentiable coefficients of order ≤ m defined
on some chart neighbourhood. The operator P is of order m if it is not of order ≤ m− 1. The principal
symbol p of P is an ultradifferentiable mapping on T ∗M with values in the fiber-linear maps from E to
F , that is given locally by
p(x, ξ) =
p11(x, ξ) . . . p1ν(x, ξ)... . . . ...
pν1(x, ξ) . . . pνν(x, ξ)

where pjk is the principal symbol of Pjk. The operator P is not characteristic (or non-characteristic) at
a point (x, ξ) ∈ T ∗M \{0} if p(x, ξ) is an invertible linear mapping. The set of all characteristic points
is defined by
CharP = {(x, ξ) ∈ T ∗M \{0} : P is characteristic at (x, ξ)}.
After this lengthy preparation we are able to state the elliptic regularity theorem for partial differential
operators between ultradifferentiable vector bundles.
Theorem 3.10. Let M be an EM-manifold and E,F two ultradifferentiable vector bundles on M of the
same fiber dimension. If P (x,D) is a differential operator between E and F with EM-coefficients and p
its principal symbol, then
WFM u ⊆WFM(Pu) ∪ CharP u ∈ D′(M,E). (3.10)
4. CR Manifolds of Denjoy Carleman type
In this section we rapidly recall the basic definitions of CR geometry, for more details see [3]. We
begin with the embedded case. Let M ⊆ CN be a real submanifold of CN , then TpM ⊆ TpCN (p ∈M)
as real vector spaces, but TpCN = R2N ∼= CN inherits a complex structure from CN . Hence there is a
maximal complex subspace T cpM of TpC
N such that T cpM ⊆ TpM ⊆ TpCN .
Definition 4.1. A submanifold M ⊆ CN is said to be CR if the mapping
M ∋ p 7−→ dimC T cpM
is constant. The CR dimension of M is then defined as dimCRM := dimC T
c
pM .
Note that any real hypersurface M ⊆ CN is CR. An arbitrary submanifold M ⊆ CN of codimension
d is said to be generic iff it can be realized as the intersection of d real hypersurfaces whose complex
tangent spaces are in general position as complex vector spaces. The manifold M is said to be generic
at a point p ∈M iff there is a neighbourhood U of p in CN such that M ∩ U is generic. We recall that
if M ⊆ CN is a generic submanifold of CR dimension n and real codimension d then n+ d = N .
It is easy to see that for a CR manifold M we can consider the complex tangent bundle T cM ⊆ TM .
However the complex tangent bundle, although being a vector bundle over C, is realized as a subbundle
of the real bundle TM . Often it is more convenient to take a different approach for the definition of
CR manifolds. For this end consider the complexified tangent bundle CTM = C ⊗ TM of a manifold
M ⊆ CN . Furthermore let p ∈ M and set CTpCN = T 1,0p CN ⊕ T 0,1p CN . If zj = xj + iyj, j = 1, . . . , N
denote the coordinates of CN then the spaces T 1,0p C
N and T 0,1p C
N are generated by ∂/∂zj|p and ∂/∂z¯j|p,
j = 1, . . . , N , respectively. If we set Vp = CTpM ∩ T 0,1p CN then dimC Vp = dimC T cpM . If M is a CR
submanifold, then V = ⊔p Vp is said to be the CR bundle associated to M . It is easy to see that V is
involutive, i.e. [V ,V ] ⊆ V , and V ∩ V¯ = {0}. Using this it is possible to generalize the notion of CR
manifold.
Definition 4.2. Let M be a manifold (not necessarily embedded) and V ⊆ CTM a subbundle. We
say that (M,V) is an abstract CR manifold iff V is an involutive bundle and V ∩ V¯ = {0}. The CR
dimension of M is defined as dimCRM = dimV . If dimRM = m+ n then the CR codimension is given
by d = m− n.
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If M is a CR manifold of class {M} then a CR vector field L is an ultradifferentiable section of V , i.e.
L ∈ EM(M,V). If p ∈ M and n = dimCRM then a local basis of CR vector fields near p consists of n
CR vector fields L1, . . . , Ln defined near p that are linearly independent. We also set L
α = Lα11 · · ·Lαnn
for α ∈ Nn0 .
A CR function or CR distribution is a function or distribution on M that is annihilated by all CR
vector fields. We refer to T ′M := V⊥ as the holomorphic cotangent bundle. T ′M is a complex vector
bundle on M with fiber dimension N = n + d. Its ultradifferentiable sections are called holomorphic
forms. The real subbundle T 0M ⊆ T ′M that consists of the real dual vectors that vanish on V ⊕ V¯ is
called the characteristic bundle of M and its sections of class {M} are the characteristic forms on M .
Note that if L is a CR vector field, we have generally that CharL ⊆ T 0M , hence we obtain for any CR
distribution u that WFM u ⊆ T 0M .
A C1-mapping H between two CR manifolds (M,V) and (M ′,V ′) is CR iff for all p ∈ M we have
H∗(Vp) ⊆ V ′H(p). Here H∗ denotes the tangent map of H . If M ′ ⊆ CN
′
is an embedded CR submanifold
and Z ′ = (Z ′1, . . . , Z
′
N ′) some set of local holomorphic coordinates in C
N ′ then Hj = Z
′
j ◦H , 1 ≤ j ≤ N ′
is a CR function on the CR manifold M for all 1 ≤ j ≤ N ′.
We continue with a first look at specific results about ultradifferentiable CR manifolds.
Proposition 4.3. Let M ⊆ CN be a generic manifold of class {M} of codimension d and p0 ∈ M . If
n denotes the CR dimension of M then there are holomorphic coordinates (z, w) ∈ Cn×Cd defined near
p0 that vanish at p0 and a function ϕ ∈ EM(U × V,Rd) defined on a neighbourhood U × V of the origin
in R2n × Rd with ϕ(0) = 0 and ∇ϕ(0) = 0, such that near p0 the manifold M is given by
Imw = ϕ(z, z¯,Rew). (4.1)
Proof. We follow the proof in [3] for the result in the smooth category.
After an affine transformation we may assume that p0 = 0. Let ρ = (ρ1, . . . , ρd) be a defining function
for M near 0. The complex differentials ∂ρ1, . . . , ∂ρd are linearly independent over C near 0 since M is
generic. For each k ∈ {1, . . . , d} we write
ρk(Z, Z¯) =
N∑
r=1
(
akrxr + bkryr
)
+O(2)
where O(2) denotes terms that vanish at least of quadratic order at 0. Since ρk is real-valued, the
coefficients akr and bkr have to be real numbers. We define a linear form ℓk on CN by
ℓk(Z) =
N∑
r=1
(bkr + iakr)Zr
and thus the above equation becomes
ρk(Z, Z¯) = Im ℓk(Z) +O(2).
The linear forms ℓk, k = 1, . . . , d are linearly independent over C since the differentials ∂ρk, k =
1, . . . , d, are C-linearly indepedent. After renumbering the coordinates Zj we can assume that
Z1, . . . , Zn, ℓ1, . . . , ℓk
are linearly indepedent as linear forms over C.
We define new holomorphic coordinates (z, w) near (0, 0) ∈ Cn+d by
zj = Zj 1 ≤ j ≤ n
wk = ℓk(Z) n+ 1 ≤ k ≤ N = n+ d.
In these new coordinates we have, if we set ρ˜(z, z¯, w, w¯) = ρ(Z(z, w), Z(z, w)),
ρ˜(z, z¯, w, w¯) = Imw +O(2) (4.2)
and therefore we can locally near 0 solve the equation
ρ˜(z, z¯, w, w¯) = 0 (4.3)
with respect to t = Imw according to Theorem 2.5. We obtain an ultradifferentiable solution ϕ of class
{M} defined near 0 ∈ R2n+d = Cn × Rd and valued in Rd. The properties ϕ(0) = 0 and ∇ϕ(0) = 0 are
easy consequences of (4.2) and (4.3). We also see that in view of (4.2) and
ρ˜(z, z¯, s+ iϕ(z, z¯, s), s− iϕ(z, z¯, s)) = 0
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the function ψ(z, z¯, s, t) = t − ϕ(z, z¯, s) is also a defining function for M near 0. This finishes the
proof. 
Remark 4.4. We note that Proposition 4.3 can be used to give a special local basis of CR vector fields.
Indeed, let M ⊆ CN be a generic submanifold of codimension d that is given locally near a point p0 ∈M
by a defining function ρ = (ρ1, . . . , ρd). If we use the coordinates (z, w) ∈ Cn+d from above then we can
formally view ρ as a function on the variables (z, z¯, w, w¯). Let ρz, ρz¯, ρw and ρw¯ the Jacobi matrices
of ρ with respect to z, z¯, w and w¯ respectively. We can assume that ρw and ρw¯ are invertible in a
neighbourhood of p0. According to [3, §1.6] a local basis of CR vector fields near p0 is given by
(L) =
(
∂z¯
)− τρz¯ τρw¯−1(∂w¯)
where we have used the following notation
(L) =
L1...
Ln
 , (∂z¯) =
∂z¯1...
∂z¯n
 , (∂w¯) =
∂w¯1...
∂w¯d
 .
If we use the defining function ρ = t− ϕ induced by (4.1) then this local basis is of the following form
Lj =
∂
∂z¯j
−
d∑
µ=1
2bjµ
∂
∂w¯µ
=
∂
∂z¯j
−
d∑
µ=1
bjµ
∂
∂sµ
with
bjµ = i
detBjµ
detΦ
.
Here we used
Φ = ρw¯ =
1 + i(ϕ1)s1 · · · i(ϕ1)sd... . . . ...
i(ϕd)s1 · · · 1 + i(ϕd)sd

and Bjµ is the following matrix. Let δµν be the Kronecker delta defined by δνν = 1 and δµν = 0 otherwise
and set
(ϕ)sν =
δ1ν + i(ϕ1)sν...
δdν + i(ϕd)sν
 and (ϕ)z¯j =
(ϕ1)z¯j...
(ϕd)z¯j
 .
Then
Bjµ =
(
(ϕ)s1 · · · (ϕ)sµ−1 (ϕ)z¯j (ϕ)sµ+1 · · · (ϕ)sd
)
.
In particular, if M ⊆ Cn+1 is a real hypersurface of class {M} locally given by the equation Imw =
ϕ(z, z¯,Rew) where ϕ ∈ EM then the vector fields
Lj =
∂
∂z¯j
− 2i ϕz¯j
1 + iϕs
∂
∂w¯
j = 1, . . . , n
form a local basis of the CR vector fields of M . When we use the local coordinates (z, z¯, s) of M induced
by (4.1) then this basis takes the form
Lj =
∂
∂z¯j
− i ϕz¯j
1 + iϕs
∂
∂s
j = 1, . . . , n.
Next we give a first result on the structure of ultradifferentiable CR manifolds.
Definition 4.5. Let M ⊆ CN a CR submanifold. The CR orbit Orbp of p ∈ M is the local Sussman
orbit of p in M relative to the set of ultradifferentiable sections of T cM .
Note that if p0 ∈M then by construction T cpOrbp0 = T cpM for all p ∈ Orbp0 thence Orbp0 is the germ
of a CR submanifold of CN of CR dimension n.
Definition 4.6. Let M ⊆ CN a CR manifold and p0 ∈M .
(1) We say that M is minimal at p0 iff there is no submanifold S ⊆ M through p0 such that
T cpM ⊆ TpS for all p ∈ S and dimR S < dimRM .
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(2) The manifold M is said to be of finite type at p0 iff there are vector fields X1, . . . , Xk ∈
EM(M,T cM) such that the Lie algebra generated by the X1, . . . , Xk evaluated at p0 is iso-
morphic to Tp0M .
It is well known that finite type implies minimality and that the two notions coincide for real-analytic
CR manifolds, c.f. [3]. We are going to show that this fact holds also for quasianalytic CR submanifolds.
Theorem 4.7. Let M be a quasianalytic weight sequence and M ⊆ CN an ultradifferentiable CR
manifold of class {M}. The following statements are equivalent:
(1) M is minimal at p0.
(2) dimROrbp0 = dimRM
(3) M is of finite type at p0.
Proof. The equivalence of (1) and (2) holds even if M is non-quasianalytic. Following the arguments in
[3, §4.1.] we see that, if we assume that M is nonminimal then dimROrbp0 < dimRM . On the other
hand if dimROrbp0 < dimRM then any representativeW of Orbp0 is by the remark below Definition 4.5
a submanifold of M and T cpW = T
c
pM for all p ∈W . It remains to prove that (2) implies (3).
By Corollary 2.16 we have that Orbp0 = γp0(g), where g is the Lie algebra generated by the ultrad-
ifferentiable sections of T cU with U being a sufficiently small neighbourhood of p0 and γp0(g) the local
Nagano leaf of g at p0. Hence dimROrbp0 = dimR γp0(g) = dimR g(p0).
On the other hand M is of finite type at p0 if and only if dimR g(p0) = dimRM . 
We shall note we could have shown the equivalence of (1) and (2) by citing the corresponding proof in
the smooth category in [3, Theorem 4.1.3.]. Indeed, letM ⊆ CN be an ultradifferentiable CR submanifold
of class {M} and p0 ∈ M . Then we can consider M also as an smooth CR manifold and define similar
to [3] O˜rbp0 as the Sussman Orbit relative to the smooth sections of T
cM near p0.
However, if X1, . . . , Xn is a local basis of EM(M,T cM) near p0 then we have that Orbp0 is generated
byD = {X1, . . . , Xn}, c.f. Theorem 2.11. On the other hand, since the vector fieldsX1, . . . , Xn constitute
also a local basis of E(M,T cM) near p0 we obtain also that O˜rbp0 is generated by D. It follows that
Orbp0 = O˜rbp0 as germs of manifolds at p0.
The next example is a straightforward generalization of [3, Example 1.5.16.].
Example 4.8. Let M be a non-quasianalytic weight sequence and ψ ∈ EM(R) a real valued function
such that ψ(y) = 0 for y ≤ 0 and ψ(y) > 0 for y > 0. We define a real hypersurface in C2 by
M =
{
(z, w) ∈ C2 | Imw = ϕ(Im z)}.
Then M is minimal at the origin but not of finite type at 0. Indeed, if M is non-minimal at 0 then
according to [3, Theorem 1.5.15] there is a holomorphic hypersurface S ⊆ M through the origin. Since
∂/∂z is tangent to S at 0 it follows that S is given near the origin by the defining equation w = h(z)
where h is a holomorphic function defined in some neighbourhood of 0 ∈ C with h(0) = 0. We conclude
that due to S ⊆M we necessarily have that
h(z)− h(z) = 2iψ(Re z)
in some neighbourhood of 0. It follows that ψ has to be real-analytic near 0 which contradicts the
definition of ψ.
Since ψ is flat at the origin, it follows that M cannot be of finite type at 0.
We close this section by recalling the space of multipliers for an ultradifferentiable abstract CR man-
ifold (M,V), which was introduced by [17] in the smooth setting. To begin with consider the following
sequence of spaces of sections
Ek =
〈LK1 . . .LKjθ : j ≤ k, Kq ∈ EM(M,V), θ ∈ EM(M,T 0M)〉.
We note that E0 = EM(M,T 0M), and Ej ⊆ EM(M,T ′M) for all j ∈ N0, and set E =
⋃
j∈N0
Ej .
We associate to the increasing chain Ek the increasing sequence of ideals Sk ⊂ EM(M,C), where
Sk =
∧N
Ek =
det
V
1(Y1) . . . V
1(YN )
...
...
V N (Y1) . . . V
N (YN )
 : V j ∈ Ek, Yj ∈ EM(M, (T ′M)∗)
 .
We set S = S(M) = ⋃k∈N0 Sk and call it the space of multipliers of M . In fact each Sk and thus also S
can be considered actually as ideal sheaves, if we define Ek(U) and Sk(U) accordingly.
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Note that locally one can find smaller sets of generators: Let U ⊂ M be open, and assume that
L1, . . . , Ln is a local basis for Γ(U,V), that θ1, . . . , θd is a local basis for Γ(U, T 0M), and that ω1, . . . , ωN
is a local basis of T ′M . We write Lj = LLj for j = 1, . . . , n and Lα = Lα11 . . .Lαnn for any multi-index
α = (α1, . . . , αn) ∈ Nn. We note that, since V is formally integrable, the Lα, where |α| = k, generate all
k-th order homogeneous differential operators in the Lj , and we thus have
Ek
∣∣
U
=
〈Lαθµ : 1 ≤ µ ≤ d, |α| ≤ k〉.
We can expand
Lαθµ =
N∑
ℓ=1
Aα,µℓ ω
ℓ (4.4)
and for any choice α = (α1, . . . , αN ) of multi-indices α1, . . . , αN ∈ Nn and r = (r1, . . . , rN ) ∈ {1, . . . , d}N
we define the functions
D(α, r) = det

Aα
1,r1
1 . . . A
α1,r1
N
...
...
Aα
N ,rN
1 . . . A
αN ,rN
N
 . (4.5)
With this notation, we have
Sk∣∣
U
=
〈
D(α, r) : |αj | ≤ k〉 ;
we shall denote the stalk of Sk at p by Skp .
The space of multipliers of a CR manifold M clearly encodes the nondegeneracy properties of M . We
close this section by taking a closer look at the connection of S with finite nondegeneracy. We recall
from [3] the definition of finite nondegeneracy for abstract CR manifolds.
Definition 4.9. Let M be an abstract CR manifold and
Ek(p) =
〈LK1 . . .LKjθ(p) : j ≤ k, Kq ∈ E(M,V), θ ∈ E(M,T 0M)〉. (4.6)
for p ∈M and k ∈ N. Then M is k0-nondegenerate at p0 ∈M iff Ek0−1 ( Ek0 = T ′p0M . We say that M
is finite nondegenerate iff M is finite nondegenerate at every point.
Remark 4.10. This definition is in fact local, since by [3, Proposition 11.1.10.] if L1, . . . , Ln is a
local basis of CR vector fields and θ1, . . . θd is a local basis of characteristic forms near p0 then M is
k0-nondegenerate if and only if
T ′p0M = spanC
{Lαθµ(p0) : |α| ≤ k0, µ ∈ {1, . . . , d}}.
Hence we may replace M with any open neighbourhood U ⊆M of p0 in (4.6). Thus we observe that a
CR submanifold M is k0-nondegenerate at p0 ∈M if and only if Sk0p0 = (EM)p0 .
More precisely, let U ⊆ M be an open subset and q ∈ U . Then M is k0-nondegenerate at q if and
only if there is a multiplier f ∈ Sk0 (U) that does not vanish at q, i.e. f(q) 6= 0.
Indeed, if f(q) 6= 0 then obviously Ek0(q) = T ′qM . On the other hand, if g(q) = 0 for all multipliers
g ∈ Sk0(U) then necessarily Ek0 (q) 6= T ′qM .
5. Ultradifferentiable regularity of CR mappings
The main goal of this section is to present the proof of Theorem 1.1. Furthermore we show also
ultradifferentiable versions of further regularity results of [28] and [4]. However, first we need to recall
the definition of finite nondegeneracy of a CR mapping.
Definition 5.1. Let M be an abstract CR manifold and M ′ ⊆ CN ′ a generic submanifold. Furthermore
let ρ′ = (ρ′1, . . . , ρ
′
d′) be a defining function of M
′ near a point q0 ∈ M ′, L1, . . . , Ln a local basis of CR
vector fields on M near p0 ∈M and H :M →M ′ a Cm-CR mapping with H(p0) = q0.
For 0 ≤ k ≤ m define an increasing sequence of subspaces Ek(p0) ⊆ CN ′ by
Ek(p0) := spanC
{
Lα
∂ρ′
∂Z ′
(
H(Z), H(Z)
)|Z=p0 : 0 ≤ |α| ≤ k, 1 ≤ l ≤ d′}.
We say that H is k0-nondegenerate at p0 (0 ≤ k0 ≤ m) iff Ek0−1(p0) ( Ek0(p0) = CN
′
.
Remark 5.2. Comparing Definition 5.1 with Definition 4.9 we observe that a CR submanifold M ∈ CN
is k0-nondegenerate if and only if id : M →M is k0-nondegenerate. We note also the fact that any CR
diffeomorphism between two k0-nondegenerate CR submanifolds is k0-nondegenerate.
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Finally we need to recall that if ρ is a local defining function of M , Γ ⊆ Rd an open convex cone,
p0 ∈ M and U ⊆ CN an open neighbourhood of p0, then a wedge W with edge M centered at p0 is an
open subset of the form W := {Z ∈ U | ρ(Z, Z¯) ∈ Γ}.
Proof of Theorem 1.1. Since the assertion of the theorem is local, we are going to work on a neighbour-
hood Ω ⊆ CN of p0. If Ω is small enough then by Proposition 4.3 there are open neigbourhoods U ⊆ Cn
and V ⊆ Rd of the origin and a function ϕ ∈ EM(U ×V,Rd) with ϕ(0, 0) = 0 and ∇ϕ(0, 0) = 0 such that
M ∩ Ω = {(z, w) ∈ Ω | Imw = ϕ(z, z¯,Rew)}.
From now we denote M ∩ Ω by M . If we choose U and V to be small enough we can consider the
diffeomorphism
Ψ : U × V −→ M
(z, s) 7−→ (z, s+ iϕ(z, z¯, s)).
If we shrink the neighbourhoods U, V a little bit (such that ϕ ∈ EM(U×V ,Rd)) and assume that w.l.o.g.
both sets are convex we can extend the mapping Ψ M-almost analytically in the s-variables , i.e. there
exists a smooth function Ψ˜ : U × V ×Rd → CN such that Ψ˜|U×V×{0} = Ψ and for each component Ψ˜k,
k = 1, . . . , N , of Ψ˜ we have ∣∣∣∣∂Ψ˜k∂w¯′j (z, z¯, s, t)
∣∣∣∣ ≤ ChM(γ|t|) j = 1, . . . , d, (5.1)
for some constants C, γ > 0. Here w′ = s + it ∈ V + iRd. We see that there is some r > 0 such that
Ψ˜|U×V×Br(0) is a diffeomorphism.
By assumption H = (H1, . . . , HN ′) extends continuously to a holomorphic mapping on a wedge W
near 0. If we shrink W we may assume that ∂Hj , j = 1, . . . , N ′, is bounded on W . By definition
W = {Z ∈ Ω0 | ρ(Z, Z¯) ∈ Γ˜}
for a neighbourhood Ω0 of the origin in CN and an open acute cone Γ˜ ⊆ Rd. If we shrink U, V , when
necessary, and choose a suitable open and acute cone Γ, we achieve that
Ψ˜
(
U × V × Γδ
)
⊆ W
for some r ≥ δ > 0. Note that Ψ˜(U × V × Γδ) is open in CN . For each j = 1, . . . , N ′ set hj = Hj ◦ Ψ˜
and uj = Hj ◦Ψ. Since
∂hj
∂w¯′k
=
N∑
ℓ=1
∂Hj
∂Zℓ
∂Ψ˜ℓ
∂w¯′k
j = 1, . . . , N ′, k = 1, . . . , d,
and ∂Hj is bounded, each function hj is M-almost analytic on U × V × Γδ due to (5.1) and extends
uj ∈ Ck0(U × V ). Hence Theorem 3.6 implies
WFM uj ⊆
(
U × V )× (R2n × Γ◦)\{0}. (5.2)
If Lj , j = 1, . . . , n, is a basis of the CR vector fields on M = M ∩ Ω, then Λj = Ψ∗Lj defines a CR
structure on U × V and Λjuk = 0 for j = 1, . . . , n and k = 1, . . . , N ′.
Let ρ′ be a defining function of M ′ near p′0 = 0 ∈ CN
′
. Then there are ultradifferentiable functions
Φℓ,α(Z
′, Z¯ ′,W ) for |α| ≤ k0, ℓ = 1, . . . , d′, defined in a neighbourhood of {0} × CK0 ⊆ CN ′ × CK0 and
polynomial in the last K0 = N
′ · |{α ∈ Nn0 | |α| ≤ k0}| variables such that
Λα
(
ρ′ℓ ◦ u
)
(z, z¯, s) = Φℓ,α
(
u(z, z¯, s), u¯(z, z¯, s),
(
Λβ u¯(z, z¯, s)
)
|β|≤k0
)
= 0 (5.3)
and
Λαρ′ℓ,Z′
(
u, u¯
)
(0, 0, 0) = Φℓ,α,Z′
(
0, 0, (Λβu¯(0, 0, 0))|β|≤k0
)
Since H is k0-nondegenerate there are multi-indices α
1, . . . , αN
′
and ℓ1, . . . , ℓN
′ ∈ {1, . . . , d′} such that
if we set
Φ =
(
Φℓ1,α1 , . . . ,ΦℓN′ ,αN′
)
the matrix ΦZ′ is invertible. Hence by Theorem 3.3 there is a smooth function φ = (φ1, . . . , φN ′) defined
in a neighbourhood of (0, (Λβ u¯(0, 0, 0))|β|) in CN
′ × CK0 such that, if we shrink U × V accordingly,
uj(z, z¯, s) = φj
(
u(z, z¯, s), u¯(z, z¯, s), (Λβ u¯(z, z¯, s))|β|≤k0
)
(z, s) ∈ U × V, j = 1, . . . , N ′
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and (3.4) holds. If we further shrink U × V and δ and choose Γ′ ⊂⊂ Γ appropriately we see that
gj(z, z¯, s, t) = φj
(
h(z, z¯, s,−t), h¯(z, z¯, s,−t), (h˜ℓ,β(z, z¯, s, t)ℓ∈{1,...,N ′};|β|≤k0
)
(5.4)
is well defined for t ∈ −Γ′δ. Here h˜j,β is the M-almost analytic extension of Λβ u¯j on U × V × (−Γ′δ),
which exists due to (5.2), (3.10), Proposition 3.5 and Theorem 3.7. It is also easy to see that h¯(z, z¯, s,−t)
is M-almost analytic on U × V × (−Γ′δ). We have that
∂gj
∂w¯′ℓ
=
N ′∑
k=1
∂φj
∂Z ′k
∂hk
∂w′ℓ
+
N ′∑
k=1
∂φj
∂Z¯ ′
∂h¯
∂w′ℓ
+
N ′∑
k=1
∑
|β|≤k0
∂φj
∂Wk,β
∂h˜k,β
∂w′ℓ
(5.5)
for j = 1, . . . , N ′ and ℓ = 1, . . . , d. Note that we can choose U × V and Γ′δ so small that all functions
appearing on the right-hand side are uniformly bounded. Hence, since ∂w′
ℓ
h¯ = ∂w¯′
ℓ
h, the last two terms
on the right hand side of (5.5) are M-almost analytic. The estimate (3.4) and the arguments in [29,
Section 3.3] give that the first sum on the right hand side of (5.5) is alsoM-almost analytic. We conclude
that gj is an M-almost analytic extension on U × V × (−Γ′δ) of uj and thus
WFM uj ⊆
(
U × V )× (Rn × (Γ′ ∪ −Γ′)◦)\{0} = (U × V )× (Rn\{0} × {0}).
On the other hand, since each uj is CR we have that WFM uj |0 ⊆ {0} × Rd \ {0} by (3.10) and we
deduce that in fact WFM uj |0 = ∅ for all j = 1, . . . , N ′. Hence the mapping H is ultradifferentiable of
class {M} near p0. 
If we recall the well-known result of Tumanov [43] which states that any CR function on a minimal
CR submanifold M extends to a holomorphic function on a wedge with edge M , then we obtain the
following corollary.
Corollary 5.3. Let M ⊆ CN and M ′ ⊆ CN ′ generic submanifolds of class {M}, p0 ∈M , p′0 ∈M ′, M
minimal at p0 and H : (M,p0) → (M ′, p′0) a Ck0-CR mapping that is k0-nondegenerate at p0. Then H
is ultradifferentiable of class {M} in some neighbourhood of p0.
This leads to the following result.
Corollary 5.4. LetM ⊆ CN andM ′ ⊆ CN ′ generic submanifolds of class {M} that are k0-nondegenerate
at p0 ∈M and p′0 ∈M ′, respectively. Furthermore assume that M is minimal at p0 and let H :M →M ′
a CR diffeomorphism that is Ck0 near p0 and satisfies H(p0) = p′0. Then H has to be ultradifferentiable
of class {M} near p0.
Recently Berhanu-Xiao [4] showed that it is possible to slightly weaken the prerequisites of the smooth
reflection principle of Lamel. In particular, the source manifold M can be chosen to be an abstract CR
manifold. Using the methods developed previously we can also generalize this result to the ultradiffer-
entiable category.
Theorem 5.5. Let (M,V) be an abstract CR manifold and M ′ ⊆ CN ′ be a generic submanifold, both of
class {M}. Furthermore let p0 ∈ M , H : M → M ′ a Ck0-CR mapping that is k0-nondegenerate at p0
and there is a closed acute cone Γ ⊆ Rd such that WFMH |p0 ⊆ {0} × Γ. Then H is ultradifferentiable
of class {M} near p0.
Proof. Since the assertation is local we will work on a small chart neighbourhood Ω = U × V ×W ⊆
Rn×Rn×Rd of M of p0 = 0. Here n denotes the CR-dimension of M whereas d is the CR-codimension
of M . We use coordinates (x, y, s) on Ω and write z = x + iy. In these coordinates a local basis of the
CR vector fields of M is given by
Lj =
∂
∂z¯j
+
n∑
k=1
ajk
∂
∂zk
+
d∑
α=1
bjα
∂
∂sα
j = 1, . . . , n.
From the assumptions we conclude that if Ω is small enough that there is an open, convex cone Γ1 ⊆
RN \{0} such that
WFMH =
N ′⋃
j=1
WFMHj ⊆ Ω× Γ◦1 (5.6)
due to the closedness of WFMH in T
∗M \{0}. If we further shrink Ω (resp. U , V and W ) and choose
an open convex cone Γ2 ⊆ RN \{0} such that Γ2 ⊆ Γ1 ∪ {0} we have by Theorem 3.7 that there is
17
an M-almost extension F˜ with slow growth of H onto Ω × Γ2. If we now choose an open convex cone
Γ3 ⊆ Rd\{0} with {0} × Γ3 ⊆ Γ2 we infer that
F := F˜ |Ω×({0}×Γ3)
is an M-almost analytic function on U × V ×W × Γ3 with values in CN ′ and
lim
Γ3∋t→0
F ( . , . , . , t) = H
in the sense of distributions.
Let ρ′ = (ρ′1, . . . , ρ
′
N ′) be an ultradifferentiable defining function of M
′ near p′0 = H(p0). As before
in the proof of Theorem 1.1 we conclude that there are ultradifferentiable functions Φℓ,α(Z
′, Z¯ ′,W ) for
|α| ≤ k0, ℓ = 1, . . . , d′, defined in a neighbourhood of {0} × CK0 ⊂ CN ′ × CK0 and polynomial in the
last K0 = N
′|{α ∈ Nn′0 | |α| ≤ k0}| variables. From now on we can follow the proof of Theorem 1.1
verbatim. 
6. Ultradifferentiable regularity of infinitesimal CR automorphisms
In this section we show how the results in [17] concerning the smoothness of infinitesimal CR auto-
morphisms transfer to the ultradifferentiable setting. Since our presentation here differs in some details
from that given in [17] we first recall the framework we are going to work in. In this section (M,V) is
always an ultradifferentiable abstract CR manifold of class {M}.
Definition 6.1. Let U ⊆ M an open subset and X : U → TM a vector field of class C1. We say that
X is an infinitesimal CR automorphism iff its flow Hτ , defined for small τ , has the property, that there
is ε > 0 such that Hτ is a CR mapping provided that |τ | ≤ ε.
We need for the proofs of the regularity results a more suitable characterization of infinitesimal CR
automorphisms. We call a section Y ∈ Γ(M, (T ′M)∗) a holomorphic vector field on M .
Apparently every vector field X ∈ Γ(M,TM) gives rise to a holomorphic vector field by first extending
X to CTM and then restricting the extension to T ∗M . For a partial converse, we recall from [17] the
following purely algebraic result.
Lemma 6.2. Let Y ∈ Γ(M, (T ′M)∗). Then there exists a unique vector field X ∈Γ(M,TM) such that
Y is induced by X if and only if Y(τ) = Y(τ) for all characteristic forms τ .
From now on we shall not distinguish between X being a real vector field or a holomorphic vector
field.
We recall the well-known identity, see e.g. [19],
LXα(Y ) = dα(X,Y ) + Y α(X) = Xα(Y )− α([X,Y ]),
which holds for arbitrary complex vector fields X,Y and complex forms α on smooth manifolds.
We conclude that accordingly the Lie derivative
LLω( . ) = dω(L, . )
of a holomorphic form ω with respect to a CR vector field L is again a holomorphic form. It is now
possible to make the following definition. We shall say that a holomorphic vector field Y ∈ Γ(M, (T ′M)∗)
is CR iff
Lω(Y) = dω(L,Y)
for every CR vector field L and holomorphic form ω. In particular a real vector field X is CR if and only
if
ω([L,X ]) = 0
for all CR vector fields L and holomorphic forms ω. We recall from [17] the following fact.
Proposition 6.3. If X is an infinitesimal CR automorphism on M , then X considered as a holomorphic
vector field, i.e. X ∈ C1(M, (T ′M)∗) is CR.
We are now able to generalize the notion of infinitesimal CR automorphism. To this end consider the
space D′(M, (T ′M)∗) of distributions with values in (T ′M)∗.
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Definition 6.4. An infinitesimal CR diffeomorphism with distributional coefficients on M is a general-
ized holomorphic vector field Y ∈ D′(M, (T ′M)∗) that satisfies
Lω(Y) = (LLω)(Y) (6.1)
for every CR vector field L and holomorphic form ω and
Y(τ) = Y(τ) (6.2)
for all characteristic forms τ .
Note that (6.1) is in fact a CR equation for Y. If U ⊆ M is an open subset of M then we say that
Y ∈ D′(M, (T ′M)∗) is an infinitesimal CR automorphism on U iff (6.1) and (6.2) hold for all local
sections L ∈ EM(U,V|U ) and θ ∈ EM(U, T 0M |U ), respectively. Let the subset U ⊂ M is small enough
such that there is a local basis L1, . . . , Ln of CR vector fields and also a local basis {ω1, . . . , ωN} of the
space of holomorphic forms. We recall that locally a distribution Y ∈ D′(M, (T ′M)∗) is of the form
Y|U =
N∑
j=1
Xjωj (6.3)
with Xj ∈ D′(U). We introduce also the following operators on U
Lj = Lj · IdN =
Lj 0. . .
0 Lj

and note that since dωk(Lj , . ) is again a holomorphic form we have
dωk(Lj, . ) =
N∑
ℓ=1
Bjk,ℓω
ℓ
with Bkj,ℓ ∈ EM(U). We observe that Y is CR on U if and only if
LjXk = Lj
(
ωk(Y)
)
= dωk
(
Lj ,Y)
)
=
N∑
ℓ=1
Bjk,ℓXℓ
for all 1 ≤ j ≤ n and 0 ≤ k ≤ N . We set
Bj =
B
1
j,1 . . . B
1
j,N
...
...
BNj,1 . . . B
N
j,N
 .
Furthermore, using its local representation (6.3), we can identify Y with the vectorX = (X1, . . . , XN).
Hence (6.1) turns into
LjX = Bj ·X
or
PjX = 0
respectively, where
Pj = Lj −Bj
In particular we infer from above and Theorem 3.10 that
WFMY ⊆ T 0M. (6.4)
Definition 6.5. Let (M,V) be an ultradifferentiable abstract CR manifold of class {M}, and Y an
infinitesimal CR diffeomorphism with distributional coefficients of M .
We say that Y extends microlocally to a wedge with edge M iff there exists a set Γ ⊆ T 0M such that
for each p ∈M , the fiber Γp ⊆ T 0pM \{0} is a closed, convex cone, and
WFM(ω(Y)) ⊆ Γ
for every holomorphic form ω ∈ EM(M,T ′M).
Note that the condition Γ ⊆ T 0M is not as strict as it seems, because WFM(ω(Y)) ⊆ T 0M by (6.4).
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Theorem 6.6. Let (M,V) be an ultradifferentiable abstract CR structure of class {M}, and Y an
infinitesimal CR diffeomorphism of M with distributional coefficients which extends microlocally to a
wedge with edge M .
Then, for any ω ∈ E, the evaluation ω(Y) is ultradifferentiable, and for any λ ∈ S, the vector field
λY is also of class {M}.
Proof. Since the assertion is local we will work in a suitable small open set U ⊆ M such that there
are local bases L1, . . . , Ln of EM(U,V) and ω1, . . . , ωN of EM(U, T ′M), respectively. We recall that we
can represent Y on U by (6.3) or by X = (X1, . . . , XN ) ∈ D′(U,CN). By assumption we know that
there is a closed convex cone Γ ⊆ T 0M \{0} such that WFMXj ⊆ Γ for each j = 1, . . . , N . If we set
W+ = (Γ)c ⊆ T 0M \{0}, then WFMXj ∩W+ = ∅ for all j = 1, . . . , N . We may refer to this fact by
saying that Xj extends above. On the other hand, if we analogously put W
− = (−Γ)c ⊆ T 0M \{0} then
WFM X¯j ∩W− = ∅ by (3.7); we say that X¯j extends below.
Furthermore let {θ1, . . . , θd} be a generating set of EM(U, T 0M) and recall (4.4), i.e.
Lαθν =
N∑
ℓ=1
Aα,νℓ ω
ℓ
with Aα,νℓ ∈ EM(U) for α ∈ Nn0 and ν = 1, . . . , d. In particular, (6.2), i.e. θ(Y) = θ(Y), turns into
N∑
ℓ=1
A0,νℓ Xℓ =
N∑
ℓ=1
A¯0,νℓ X¯ℓ
and applying Lα to (6.2) yields
N∑
ℓ=1
Aα,νℓ Xℓ =
N∑
ℓ=1
∑
|α|≤|α|
Cβ,νℓ L
βX¯ℓ,
where Cβ,νℓ ∈ EM(U). Note that in both equations above the left hand side extends above, while the
right hand side extends below.
Now choose any N -tuple α = (α1, . . . , αN ) ∈ NNn0 of multi-indices with |α| ≤ k for all j = 1, . . . , N
and r = (r1, . . . , rN ) ∈ {1, . . . , d}N . Then we have
Aα
1,r1
1 . . . A
α1,r1
N
...
. . .
...
Aα
N ,rN
1 . . . A
αN ,rN
N

X1...
XN
 =

∑
Cα
1,ℓ
β L
βX¯ℓ
...∑
Cα
N ,ℓ
β L
βX¯ℓ
 .
If we multiply the equation with the classic adjoint of the matrix
Aα
1,r1
1 . . . A
α1,r1
N
...
. . .
...
Aα
N ,rN
1 . . . A
αN ,rN
N

then we obtain
D(α, r)Xj =
∑
|β|≤k
ℓ=1,...,N
D
α,r
β,jL
βX¯j
for each j = 1, . . . , N where the D
α,r
β,j are ultradifferentiable functions on U . It follows that the right
hand side of this equation extends below, whereas the left hand side obviously extends above. Hence
WFMD(α, r)X = ∅. We conclude that λX ∈ EM(U) for any λ ∈ Sk(U) since Sk(U) is generated by
the functions D(α, r). 
The next statement is an obvious corollary of Theorem 6.6.
Corollary 6.7. Let (M,V) be finitely nondegenerate and X an infinitesimal CR diffeomorphism of M
with distributional coefficients which extends microlocally to a wedge with edge M . Then X is ultradif-
ferentiable of class {M}.
However, the condition that M is actually finitely nondegenerate is far too restrictive. We shall say
that (M,V) is CR-regular if for every p ∈M there exists a multiplier λ ∈ S with the property that near
p, the zero set of λ is a finite intersection of real hypersurfaces in M , and such that λ does not vanish to
infinite order at p. Thence we can apply Proposition 2.18 or Corollary 2.19, respectively.
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Theorem 6.8. Let (M,V) be an abstract CR structure, p ∈M , and assume that M is CR-regular near
p. Then any locally integrable infinitesimal CR diffeomorphism X of M which extends microlocally to a
wedge with edge M is of class {M} near p.
In general it might be difficult to determine if a certain CR manifold is CR-regular. In the forthcoming
we want to present some instances of CR-regular manifolds. But first we take a closer look at the Lie
derivatives of characteristic forms.
Suppose that M is a CR manifold and near a point p0 ∈M there are local coordinates (x, y, s) of M
such that the vector fields
Lj =
∂
∂z¯j
−
d∑
τ=1
bjτ
∂
∂sτ
, j = 1, . . . , n, zj = xj + yj , (6.5)
where bjτ ∈ EM, are a local basis of CR vector fields near p0. In this setting (c.f. Remark 4.4) the
characteristic bundle is spanned by the forms
θτ = dsτ +
n∑
j=1
bjτ dz¯j +
n∑
j=1
b¯jτ dzj , τ = 1, . . . , d.
Furthermore, the forms θτ , τ = 1, . . . , d, and ωj = dzj, j = 1, . . . , n, constitute a local basis of holomor-
phic forms on M near p0. We also define the functions
λj,kµ := Lkb¯
j
µ − L¯jbkµ
for j, k = 1, . . . , n and µ = 1, . . . , d.
Consider a general holomorphic form
η =
d∑
µ=1
σµθ
µ +
n∑
j=1
ρjω
j .
The Lie derivative of η with respect to the CR vector field Lk is
Lkη = dη(Lk, . ) =
d∑
µ=1
(
Lkσµ −
d∑
ν=1
σν
(
bkν
)
sµ
)
θµ +
n∑
j=1
(
Lkρj +
d∑
µ=1
σµλ
j,k
µ
)
ωj . (6.6)
Let α ∈ Nn0 a multi-index of length |α| = m. We introduce the finite sequence mj :=
∑
ℓ≤j αℓ,
j = 1, . . . , n, and set m0 := 0 and associate to α the function pα : {0, 1, . . . ,m} → {0, 1, . . . , n} which is
defined by
pα(ℓ) = j if ℓ ∈ (mj−1,mj]
for ℓ = 1, . . . ,m and pα(0) = 0. We also associate the following sequences of multi-indices to α
α(ℓ) :=
∑
q≤ℓ
epα(q) ℓ = 0, 1, . . . ,m,
αˆ(ℓ) :=
∑
q>ℓ
ep(q),
where ej is the j-th standard unit vector in Rn.
With this notation and (6.6) we can now state what the Lie derivative of the characteristic form θµ
(µ = 1, . . . , d) is:
Lαθµ =
d∑
τ=1
Tα,µτ θ
τ +
n∑
j=1
Aα,µj ω
j (6.7)
The functions Tα,µτ and A
α,µ
j are defined iteratively by
T 0,µτ = δµτ ,
Tα,µτ = Lpα(1)T
αˆ(1),µ
τ −
d∑
ν=1
(
bp(1)ν
)
sτ
T αˆ(1),µν (6.8a)
and
Aα,µj =
m∑
k=1
d∑
ν=1
Lα(k−1)
(
Tα−α(k),µν λ
j,pα(k)
ν
)
. (6.8b)
We are now able to give the first example of a CR regular submanifold of CN .
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Definition 6.9. We say that a real hypersurface M ⊆ CN is weakly nondegenerate at p0 iff there exist
coordinates (z, w) ∈ Cn × C near p0 and numbers k,m ∈ N such that p0 = 0 in these coordinates and
near p0 M is given by an equation of the form
Imw = (Rew)mϕ(z, z¯,Rew),
where
∂|α|ϕ
∂zα
(0, 0, 0) =
∂|α|ϕ
∂z¯α
(0, 0, 0) = 0, |α| ≤ k,
and
spanC{ϕzz¯α(0, 0, 0): |α| ≤ k} = Cn.
If k0 is the smallest k for which the preceding condition holds, we say thatM is weakly k0-nondegenerate
at p0.
Proposition 6.10. Let M ⊆ CN be an ultradifferentiable real hypersurface, p0 ∈ M , and assume that
M is weakly k0-nondegenerate at p0. Then M is CR regular near p0. In particular, any locally integrable
infinitesimal CR diffeomorphism of M which extends microlocally to a wedge with edge M near p0 is
ultradifferentiable near p0.
Proof. In order to show that M is CR regular we are going to construct a multiplier λ ∈ S of the form
λ(z, z¯, s) = sℓψ(z, z¯, s)
in suitable local coordinates and with ψ ∈ EM not vanishing at s = 0 and ℓ ∈ N.
Recall that by assumption there are coordinates (z, w) ∈ Cn × C such that p0 = 0 and M is given
locally by
Imw = (Rew)mϕ(z, z¯,Rew)
where m∈N and ϕ is an ultradifferentiable real-valued function defined near 0 with the property that
ϕzα(0)=ϕz¯α(0)=0 for |α| ≤ k0 and
spanC{ϕzz¯α(0, 0, 0): 0 < |α| ≤ k0} = Cn.
In these coordinates a local basis of the CR vector fields on M is given by
Lj =
∂
∂z¯j
− bj ∂
∂s
, 1 ≤ j ≤ n,
with
bj = i
smϕz¯j
1 + i(smϕ)s
,
whereas the characteristic bundle is spanned near the origin by
θ = ds+
n∑
j=1
bj dz¯j +
n∑
j=1
bj dzj
and θ together with the forms ωj = dzj constitute a local basis of T
′M near the origin.
We observe that for 1 ≤ j, ℓ ≤ n
λjℓ := Lj b¯
ℓ − L¯ℓbj
= sm
(
iϕz¯jzℓ(1 + i(s
mϕ)s) + ϕzℓ(s
mϕz¯j )s
(1 + i(smϕ)s)2
+
ϕz¯j
(
(smϕzℓ)s(1 + i(s
mϕ)s)− ismϕzℓ(smϕ)ss
)
(1 + i(smϕ)s)3
+
iϕz¯jzℓ(1 + i(s
mϕ)s) + ϕz¯j (s
mϕzℓ)s
(1 + i(smϕ)s)2
− ϕzℓ
(
(smϕz¯j )s(1 + i(s
mϕ)s)− smϕz¯j (smϕ)ss
)
(1 + i(smϕ)s)3
)
= smχjℓ
and χjℓ(0) = 2iϕz¯jzℓ(0) by the assumptions on ϕ.
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In this setting (6.7) takes the form
Lαθ = Tαθ +
n∑
j=1
Aαj ω
j
and (6.8) implies that
Tα = Lp(1)T
αˆ(1) − (bp(1))
s
T αˆ(1), T 0 = 1,
Aαj =
|α|∑
k=1
= Lα(k−1)
(
T αˆ(k)λj
p(k)
)
.
If we use the two simple facts for smooth functions f, g, namely (sqf)s = s
q−1f + sqfs for q ∈ N we
see that T β = sm−1Gβ for |β| ≥ 1. Hence, if m ≥ 2 we have
Aαℓ (z, z¯, s) = s
m 2iϕz¯αzℓ(z, z¯, s)
1 + (smϕ(z, z¯, s))2s
+ s2m−1Rαℓ (z, z¯, s) = s
mBαℓ (z, z¯, s).
On the other hand we obtain for m = 1 the following representation
Aαℓ (z, z¯, s) = s
2iϕz¯αzℓ(z, z¯, s)
1 + (ϕ(z, z¯, s) + sϕs(z, z¯, s))2
+ sSαℓ (z, z¯, s) + s
2Rαℓ (z, z¯, s) = sB
α
ℓ (z, z¯, s),
where Sαℓ is a sum of products of rational functions with respect to ϕ and its derivatives. Each of
these summands contains at least one factor of the form ϕz¯β or ϕzβ with |β| ≤ |α| ≤ k0 and therefore
Sαℓ (0) = 0.
By assumption there have to be multi-indices α1, . . . , αn 6= 0 of length shorter than k0 such that
{ϕ
zz¯α
1 (0), . . . , ϕzz¯αn (0)}
is a basis for Cn. Now we choose α = (0, α1, . . . , αn) and calculate according to (4.5) the multiplier
D(α) = D(α, 1) (note that d = 1):
D(α) = det

1 0 . . . 0
Aα
1
θ A
α1
1 . . . A
α1
n
...
...
. . .
...
Aα
n
θ A
αn
1 . . . A
αn
n

= sn·m det

1 0 . . . 0
Aα
1
θ B
α1
1 . . . B
α1
n
...
...
. . .
...
Aα
n
θ B
αn
1 . . . B
αn
n

= sn·mQ(α)
where
Q(α) = det

1 0 . . . 0
Aα
1
θ B
α1
1 . . . B
α1
n
...
...
. . .
...
Aα
n
θ B
αn
1 . . . B
αn
n
 = det
B
α1
1 . . . B
α1
n
...
. . .
...
Bα
n
1 . . . B
αn
n
 ,
hence
Q(α)(0) = (2i)n det
ϕzz¯α1 (0)...
ϕzz¯αn (0)
 6= 0.
We conclude that M is CR-regular. 
Obviously, a similar approach as in the hypersurface case above can be used to find manifolds of higher
codimension that are CR-regular.
Definition 6.11. We say that a CR manifold M ⊆ CN of codimension d is weakly nondegenerate at
p0 ∈ M (in the first codimension) iff there are local coordinates (z, w) ∈ Cn+d near p0 such that M is
given by the equations
Imwµ = (Rew)
γµϕµ(z, z¯,Rew), µ = 1, . . . , d,
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with γ1 < γν , ν = 2, . . . , d, and |γ1| ≥ 2. Furthermore the function ϕ1 satisfies for some k
spanC
{(
ϕ1
)
zz¯α
(0, 0, 0) : |α| ≤ k} = Cn.
If k0 is the smallest integer k for which the above condition holds, we say that M is weakly k0-
nondegenerate at p0.
Proposition 6.12. Let M ⊆ CN be a generic ultradifferentiable CR submanifold of codimension d,
p0 ∈M , and assume that M is weakly nondegenerate at p0. Then any locally integrable infinitesimal CR
diffeomorphism of M which extends microlocally to a wedge with edge M near p0 is ultradifferentiable
near p0.
Proof. Similar to before we have to construct a multiplier λ ∈ S of the form λ(z, z¯, s) = sβψ(z, z¯, s)
where ψ ∈ EM and ψ(0) 6= 0. By assumption there are coordinates (z, w) ∈ Cn+d near p0 = 0 such that
M is given by
Imwµ = (Rew)
γµϕµ(z, z¯,Rew), µ = 1, . . . , d.
In particular note that α1 ≤ αµ for µ = 2, . . . , d.
We deduce from Remark 4.4 that the vector fields
Lj =
∂
∂z¯j
−
d∑
µ=1
bjµ
∂
∂sµ
are a local basis of the CR vector fields near the origin. The coefficients bjµ are of the form
bjµ = i
(
det(Idd+iΦ)
)−1 · detBjµ
where Φ denotes the Jacobi matrix of the map (sγ
µ
ϕµ)µ with respect to the variables s = (s1 . . . , sd)
and
Bjµ =

1 + i(sγ
1
ϕ1)s1 . . . i(s
γ1ϕ1)sµ−1 s
γ1(ϕ1)z¯j i(s
γ1ϕ1)sµ+1 . . . i(s
γ1ϕ1)sd
...
...
...
...
...
i(sγ
µ
ϕµ)s1 . . . i(s
γµϕµ)sµ−1 s
γµ(ϕµ)z¯j i(s
γµϕµ)sµ+1 . . . i(s
γµϕµ)sd
...
...
...
...
...
i(sγ
d
ϕd)s1 . . . i(s
γdϕd)sµ−1 s
γd(ϕd)z¯j i(s
γdϕd)sµ+1 . . . 1 + i(s
γdϕd)sd
 .
Hence for all j = 1, . . . n and µ = 1, . . . , d we have
bjµ = is
γ1
(
det(Idd+iΦ)
)−1
detCjµ (6.9)
with
Cjµ =

1 + i(sγ
1
ϕ1)s1 . . . i(s
γ1ϕ1)sµ−1 (ϕ1)z¯j i(s
γ1ϕ1)sµ+1 . . . i(s
γ1ϕ1)sd
...
...
...
...
...
i(sγ
µ
ϕµ)s1 . . . i(s
γµϕµ)sµ−1 s
γ˜µ(ϕµ)z¯j i(s
γµϕµ)sµ+1 . . . i(s
γµϕµ)sd
...
...
...
...
...
i(sγ
d
ϕd)s1 . . . i(s
γdϕd)sµ−1 s
γ˜d(ϕd)z¯j i(s
γdϕd)sµ+1 . . . 1 + i(s
γdϕd)sd

and γ˜µ = γµ − γ1 > 0. We observe that
detCj1
∣∣
s=0
= (ϕ1)z¯j (z, z¯, 0) (6.10a)
detCjµ = 0 µ = 2, . . . , d, (6.10b)
since |γµ| ≥ |γ1| ≥ 2.
Furthermore the forms
θµ = dsµ +
n∑
j=1
bjµdz¯j +
n∑
j=1
b¯jµdzj , µ = 1, . . . , d,
span the characteristic bundle near 0 and θµ, µ = 1, . . . , d and ωj = dzj , j = 1, . . . , n, form a local basis
of the holomorphic forms on M . From (6.7) we recall for α ∈ Nn0 and µ = 1, . . . , d that
Lαθµ =
d∑
τ=1
Tα,µτ θ
τ +
n∑
j=1
Aα,µj ω
j
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and from (6.8)
T 0,µτ = δµτ
Tα,µτ = Lpα(1)T
αˆ(1),µ
τ −
d∑
ν=1
(
bp(1)ν
)
sτ
T αˆ(1),µν
Aα,µj =
|α|∑
k=1
d∑
ν=1
Lα(k−1)
(
Tα−α(k),µν λ
j,pα(k)
ν
)
.
We recall that
λj,kν = Lkb¯
j
ν − L¯jbkν
=
(
b¯jν
)
z¯k
−
d∑
µ=1
bkµ
(
b¯jν
)
sµ
− (bkν)zj +∑
µ=1
b¯jµ
(
bkν
)
sµ
and note that (6.9) and (6.10) imply that
λj,kν = 2is
γ1Rj,kν ν = 1, . . . , d,
where
Rj,k1
∣∣∣
s=0
=
(
ϕ1
)
z¯kzj
∣∣∣
s=0
Rj,kν
∣∣∣
s=0
= 0 ν = 1, . . . , d.
It is easy to see that also Tα,µτ
∣∣
s=0
= 0 for α 6= 0. We conclude that for all α 6= 0, and j = 1, . . . , n
Aα,µj = 2is
γ1A˜α,µj µ = 1, . . . , d
where
A˜α,1j
∣∣∣
s=0
=
(
ϕ1
)
z¯αzj
∣∣∣
s=0
A˜α,µj
∣∣∣
s=0
= 0 µ = 2, . . . , d.
By assumptation there are multi-indices α1, . . . , αn ∈ Nn0 of length at most k0 such that the vectors(
ϕ1
)
zz¯α
j (0), j = 1, . . . , n,
form a basis of Cn.
We compute the multiplier D(α, r) for α = (0, . . . , 0, α1, . . . , αn) and r = (1, 2, . . . , d, 1, . . . , 1). By
(4.5) we have
D(α, r) = det

1 . . . 0 0 . . . 0
...
...
...
...
0 . . . 1 0 . . . 0
Tα
1,1
1 . . . T
α1,1
d A
α1,1
1 . . . A
α1,1
n
...
...
...
...
Tα
n,1
1 . . . T
αn,1
d A
αn,1
1 . . . A
αn,1
n

= det

Aα
1,1
1 . . . A
α1,1
n
...
...
Aα
n,1
1 . . . A
αn,1
n

= det

2isγ
1
A˜α
1,1
1 . . . 2is
γ1A˜α
1,1
n
...
...
2isγ
1
A˜α
n,1
1 . . . 2is
γ1A˜α
n,1
n

= (2i)nsnγ
1
det

A˜α
1,1
1 . . . A˜
α1,1
n
...
...
A˜α
n,1
1 . . . A˜
αn,1
n

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= (2i)nsnγ
1
Λ(α, r).
We conclude
Λ(α, r)(0) = det

(
ϕ1
)
zz¯α
1 (0)
...(
ϕ1
)
zz¯α
n (0)
 6= 0.

In the preceding results we required the involved manifolds to have a special form in order to simplify
the necessary calculations, but of course there are many more CR regular manifolds. The next example
gives a CR manifold that is not weakly nondegenerate at 0 in the sense of Definition 6.11 but is still CR
regular.
Example 6.13. Let M ⊆ C3 be the CR manifold given by
Imw1 = Rew1 |z|2
Imw2 = Rew2 |z|2.
The CR bundle V of M is spanned by
L =
∂
∂z¯
− i s1z
1 + i|z|2
∂
∂s1
− i s2z
1 + i|z|2
∂
∂s2
.
Thus a basis of the characteristic form is given by
θ1 = ds1 + i
s1z
1 + i|z|2 dz¯ − i
s1z¯
1− i|z|2dz
θ2 = ds2 + i
s2z
1 + i|z|2 dz¯ − i
s2z¯
1− i|z|2dz.
We know that θ1, θ2 and ω = dz form a basis of T ′M . If α = e1 we recall from (6.7) that
Lαθ1 = Tα,11 θ1 + Tα,12 θ2 +Aα,1ω.
Using (6.8) we observe that
Tα,11 = −i
z
1 + i|z|2
Tα,12 = 0
Aα,1 = −2is1 1− |z|
4(
1 + |z|4)2 .
Hence, if we set α = (0, 0, α) and r = (1, 2, 1) then the multiplier D(α, r) of M given by (4.5) is
D(α, r) = det
 1 0 00 1 0
−i z1+i|z|2 0 −2is1 1−|z|
4
(1+|z|4)2
 = −2is1 1− |z|4(
1 + |z|4)2
and thus M is CR regular.
We could now give an ultradifferentiable version of the example given in section 7 of [17] in order to
show that in the previous statements the requirement on the infinitesimal automorphisms to be locally
integrable is essential for the assertations to hold. However, to do this it would be enough to replace
everywhere in section 7 of [17] the word smooth with the term ultradifferentiable of class {M}.
Instead we take a closer look into the case of quasianalytic manifolds. We begin with recalling
the following definition from [3, § 11.7]. Let M ⊆ CN be a CR submanifold with defining functions
ρ = (ρ1, . . . , ρd) near p0 ∈M . A formal holomorphic vector field at p0 is a vector field of the form
X =
N∑
j=1
aj(Z)
∂
∂Zj
with the coefficients aj being formal power series in Z − p0 with complex coefficients. The formal vector
field X is said to be tangent to M at p0 iff there exists a d× d matrix c(Z, Z¯) consisting of formal power
series in the variables Z − p0 and Z¯ − p¯0 such that
Xρ(Z, Z¯) ∼ c(Z, Z¯)ρ(Z, Z¯),
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where ∼ denotes equality as formal power series in Z − p0 and Z¯ − p¯0. Note that the existence of
nontrivial holomorphic vector fields at p0 tangent to M does not depend on the choice of holomorphic
coordinates and defining equations near p0.
Definition 6.14. A generic submanifoldM ⊆ CN is formally holomorphically nondegenerate at p0 ∈M
iff there is no nontrivial formal holomorphic vector field at p0 that is tangent to M .
Remark 6.15. If M is formally holomorphically nondegenerate at p0 then M is formally holomor-
phically nondegenerate at every point of some neighbourhood U of p0. Furthermore if M is formally
holomorphically nondegenerate on an open set U ⊆M then M is finitely nondegenerate on an open and
dense subset V ⊆ U , c.f. [3, Theorem 11.7.5].
Theorem 6.16. Let M be a quasianalytic regular weight sequence and M ⊆ CN a generic submanifold
of class {M} that is formally holomorphically nondegenerate.
Every smooth CR diffeomorphism Y that extends microlocally to a wedge with edge M is ultradiffer-
entiable of class {M}.
Proof. As usual we argue locally near a point p0. After a choice of local bases of CR vector fields and
holomorphic forms and selecting a generating set for the characteristic forms we can use the represen-
tation (6.3) near p0. By Theorem 6.6 we know that for any multiplier λ the product Λj = λ · Xj is
ultradifferentiable for j = 1, . . . , N . Since Xj is smooth by assumption we have that the equality holds
also for the formal power series at p0 of Λj , λ and Xj . Since M is formally holomorphically nondegen-
erate at p0 there has to be a multiplier λ ∈ S with nontrivial formal power series at p0. Indeed, if the
power series of λ at p0 equals 0 then λ itself has to vanish in a neighbourhood of p0 by the quasianalyt-
icity of M. On the other hand in every neighbourhood of p0 there is a point q at which M is finitely
nondegenerate by [3, Theorem 11.7.5]. Hence by Remark 4.10 there has to be a nontrivial multiplier λ′
defined on some neighbourhood U of p0.
We conclude that the formal power series of Λ′j = λ
′Xj at p0 is divisible by the Taylor series of λ
′ at
p0. Hence Theorem 2.20 gives that Xj is ultradifferentiable of class {M} near p0. 
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