The main result in this paper states that every strongly graded bialgebra whose component of grade 1 is a finite-dimensional Hopf algebra is itself a Hopf algebra. This fact is used to obtain a group cohomology classification of strongly graded Hopf algebras, with 1-component of finite dimension, from known results on strongly graded bialgebras.  2002 Elsevier Science (USA)
INTRODUCTION
A strongly G-graded extension of a bialgebra R, for any group G, is a pair S j , where S is a bialgebra with a direct sum decomposition S = ⊕ x S x into subcoalgebras S x , x ∈ G, such that S x S y = S xy and j R ∼ = S 1 is an isomorphism of bialgebras. Note that the underlying algebra S is a strongly graded algebra (also called a Clifford system), and that the more striking example of a strongly G-graded extension of a bialgebra R is the group bialgebra RG = R ⊗ k kG = ⊕ x Rx, where k denotes the ground field. Based on this notion of extension, a Teichmüller theory of obstructions is developed in [2] , where a precise classification theorem is stated for the manifold of all (isomorphism classes of) strongly G-graded extensions of a bialgebra R.
The purpose of this article is to prove the theorem stated below, which makes it possible, as a specific application of the results in [2] , to measure the obstruction for a generalized group character in a finite-dimensional Hopf algebra and then to provide a classification of strongly graded Hopf algebras, with 1-component of finite dimension, in terms of suitable lowdimensional group cohomology groups. Theorem 1.1. Let R be a finite-dimensional bialgebra and let S j be a strongly G-graded extension of R. The following conditions are equivalent:
(i) R is a Hopf algebra.
(ii) S is a Hopf algebra whose antipode map ξ S → S satisfies that ξ S x ⊆ S x −1 , x ∈ G.
We must stress that in the proof we give of Theorem 1.1, it is essential that every invertible R R -bimodule has a dual, whence it can only be applied in the case where R is finite dimensional.
A Hopf algebra S endowed with a direct sum decomposition S = ⊕ x S x into subcoalgebras S x , x ∈ G, such that S x S y = S xy for all x y ∈ G, and whose antipode map ξ S → S satisfies that ξ S x ⊆ S x −1 for all x ∈ G, is what we call a strongly graded Hopf algebra. We should remark that a strongly graded Hopf algebra is not a graded Hopf algebra in the usual sense, since it is not (unless G is trivial) a graded coalgebra (cf. Section 10.5 of the book by S. Montgomery [7] ).
PRELIMINARIES
Throughout, k is a fixed ground field. All algebras, coalgebras, and vector spaces are over k. Let R denote a bialgebra. As usual, the structure maps of R are denoted by m R ⊗ k R → R, r ⊗ r → rr , u k → R, a → a1, R → R ⊗ k R, r → r r 1 ⊗ r 2 , and R → k. The category of left R-modules is denoted by R .
Linear Monoidal Categories
Recall [5] that a monoidal category = ⊗ a I l r is a category together with a functor ⊗ × → , an object I, and natural isomorphisms a X Y Z X ⊗ Y ⊗ Z ∼ = X ⊗ Y ⊗ Z , l X I ⊗ X ∼ = X, and r X X ⊗ I ∼ = X, such that
The monoidal category is said to be linear [9] when there is a vector space structure on the set Hom X Y for which both the composition and the tensor product maps on the Hom-sets f g → gf , f f → f ⊗ f are bilinear.
If and are linear monoidal categories, then a linear tensor functor F = F 0 → consists of a functor F → , which is linear in the sense that the maps between the Hom-sets, f → F f , are linear, and natural isomorphisms X Y F X ⊗ Y ∼ = FX ⊗ FY and 0 FI ∼ = I, such that
The category of left R-modules, R , is a linear monoidal category [6, Example 9.1.3] in which the tensor product of two R-modules, say M and N, is the vector space M ⊗ k N, with the R-module structure given by restricting its canonical R ⊗ k R-module structure along the comultiplication map R → R ⊗ k R, that is, with r m ⊗ n = r r 1 m ⊗ r 2 n. The unit R-module for this monoidal structure is k, with the action given by the counit map R → k, and the associativity and unit constraints are the same as the usual ones at the level of the underlying vector spaces.
Picard Groups
The Picard group of a linear monoidal category, Pic k , is the set of isomorphism classes of linear tensor autoequivalences of , with the multiplication induced by the composition. The Picard group of the linear monoidal category R can be described in terms of invertible R R -coalgebras as presented below.
Since the tensored algebra R ⊗ k R • is again a bialgebra with comultiplication r ⊗ r = r r r 1 ⊗ r 2 ⊗ r 2 ⊗ r 1 and counity r ⊗ r = r r , the category of R R -bimodules is also a linear monoidal category as before. Particularly, if P is any coalgebra together with an R Rbimodule structure, then P ⊗ k P also has a left R R -bimodule structure. An R R -coalgebra [8] is a coalgebra P which is an R R -bimodule such that the coalgebra structure maps P → P ⊗ k P and P → k are both R R -bimodule morphisms.
There is a tensor product of R R -coalgebras, P ⊗ R Q, which is the ordinary tensor product R R -bimodule with the coalgebra structure induced by that of P ⊗ k Q, that is, with comultiplication map
The Picard group of the bialgebra R, denoted by Pic k R , is the multiplicative group of all isomorphism classes of invertible R R -coalgebras. Multiplication is induced by tensor product, that is, P Q = P ⊗ R Q .
Every invertible R R -coalgebra P yields a linear tensor autoequivalence of R [2, Theorem 6.2], P ⊗ R − P P 0 R → R , and the correspondence P → P ⊗ R −
between the Picard group of the bialgebra R and the Picard group of the linear monoidal category R .
Centers
The center Z of a monoidal category is defined as the set of all tensor functor morphisms u id → id ; this is an abelian monoid whose abelian group of units is denoted by Z * . If is a linear monoidal category, then there is a canonical action of the group Pic k on the abelian group Z * [2, Proposition 3.1] such that, for any linear tensor autoequivalence F → and any u ∈ Z * , F u F = Fu. The center of the bialgebra R, denoted by Z R , is the multiplicative submonoid of R consisting of all group-like elements of R, as coalgebra, that belong to the center of R, as algebra. That is,
The group of units of Z R , denoted by Z R * , is then the group of all group-like central units of R. From [2, Theorem 6.4], there is a group isomorphism
between the group of units of the center of the bialgebra R and the group of units of the center of the monoidal category of left R-modules. Hence, there is a canonical action of the group Pic k R on Z R * such that, for any invertible R R -coalgebra P and any u ∈ Z R * , P up = pu, for all p ∈ P.
Duals
In a monoidal category , an object X has a left dual (or is rigid) [6, Definition 9.3.1] if there is an object X ∨ and morphisms ev X X ∨ ⊗ X → I and coev X I → X ⊗ X ∨ , such that the following two equations hold,
, determined by either of the two equations
Applying this to the case where X = Y , one sees that two left duals of any X are canonically isomorphic.
Tensor functors preserve duals. More precisely, suppose F → is a tensor functor and X ∨ is a left dual of X in . Then FX ∨ is recognized to be a left dual of FX in by the evaluation and coevaluation morphisms
If R is a Hopf algebra, with antipode map ξ R → R, then every finitedimensional R-module M has a left dual M ∨ in the monoidal category R [6, Proposition 9.3.3] . This is the dual vector space M ∨ = Hom k M k with the R-module structure defined by
and with There is no loss of generality in assuming that j R ∼ = S 1 is the identity map, so we suppose that S = ⊕ x S x is a strongly G-graded bialgebra with R = S 1 . Recall that every component S x is a subcoalgebra, that is, S x ⊆ S x ⊗ k S x , and that S x S y = S xy for all x y ∈ G.
Observe that S is a strongly graded Hopf algebra if and only if there are linear maps ξ x S x → S x −1 , x ∈ G, such that the two diagrams below commute,
Hence, taking x = 1, we see that R = S 1 is a Hopf algebra, with antipode ξ = ξ 1 , whenever S is a strongly graded Hopf algebra. Therefore, the proof of the theorem consists in proving that S is a strongly graded Hopf algebra under the hypothesis that R is a Hopf algebra, and it falls naturally apart in four parts.
Let ξ R → R be the antipode map of R.
Part I: Definition of the Antipode
Each component S x is an R R -subcoalgebra of S, and by [2, Proposition 6.4], the canonical maps induced by the multiplication map m S ⊗ k S → S, m x y S x ⊗ R S y → S xy s⊗ t → st
are isomorphisms of R R -coalgebras. Particularly, we have R Rcoalgebra isomorphisms,
Then, every S x is an invertible R R -coalgebra yielding a linear tensor autoequivalence
where, for any two R-modules M and N, the R-module isomorphism
Recall now the hypothesis that R is assumed of finite dimension. Since S x is an invertible R R -bimodule, it is a finitely generated R-module [1] and therefore it is also a vector space of finite dimension. Hence, for each finitedimensional R-module M, the dual R-module S x ⊗ R M ∨ is defined. Since S x ⊗ R − preserves duals, it follows the existence of a natural isomorphism of R-modules
such that the two diagrams below commute,
We now combine the isomorphism (6), for M = S x −1 , with the isomorphism m
∨ induced by (5), so that we obtain an isomorphism of R-modules
making the following triangle commutative:
Then, for each x ∈ G, we define the linear map ξ x S x → S x −1 by the equations
That is, if t i is a basis of S x −1 and t i is a dual basis of S ∨ x −1 , then
Note that when x = 1, the isomorphism
Thus, f ξ 1 s = rf 1 3 = f ξ s , for all r ∈ R and f ∈ R ∨ , whence ξ 1 = ξ, the original antipode map of R.
Part II: A Lemma
Lemma 3.1. The identity below holds for every x ∈ G, s ∈ S x , r ∈ R, and
Proof. Let h r S → S denote the map x → xr. This is a (left) R-module homomorphism that restricts to any component S x and induces the commutative squares
from which we deduce the commutativity of the square
equality (12) follows.
Part III: Diagram 1 Commutes
From the commutative square (see (1)),
together with diagrams (7) and (10), we deduce the commutativity of the diagram
we deduce that s t = s ξ x s 1 · s 2 t, for all s ∈ S x and t ∈ S x −1 . Since S x −1 is an invertible R R -bimodule (hence a faithful R-module [1] ), it follows that u s = s ξ x s 1 s 2 s∈ S x which says that Diagram 1 is commutative.
Part IV: Diagram 2 Commutes
From the commutativity of diagrams (8) and (10) and of the square (see (2)),
it follows that the diagram below is commutative,
Let r j be a basis of R, let r j be the dual basis of R ∨ , let t i be a basis of S x −1 , let t i be the dual basis of S x −1 , and let h R ⊗ k R ∨ → R be the mapping r ⊗ f → rf 1 . Since, for any s ∈ S x , h coev That is, Diagram 2 is commutative. Hence, ξ = ⊕ x ξ x S → S is an antipode map of S, and the proof of Theorem 1.1 is complete.
GROUP COHOMOLOGY CLASSIFICATION
As we said in the Introduction, a strongly graded Hopf algebra over a group G is a Hopf algebra S endowed with a direct sum decomposition S = ⊕ x S x into subcoalgebras S x x ∈ G, such that S x S y = S xy for all x y ∈ G, and the antipode map ξ S → S satisfies that ξ S x ⊆ S x −1 for all x ∈ G. In any strongly G-graded Hopf algebra, the 1-component is a Hopf subalgebra. To classify strongly G-graded Hopf algebras, we shall regard each of them, say S, as an extension of its component S 1 by group G. More precisely, we establish the notion below. Definition 4.1. Let R be a Hopf algebra. A strongly G R -graded Hopf algebra is a pair S j , where S = ⊕ x S x is a strongly G-graded Hopf algebra and j s R ∼ = S 1 is an isomorphism of Hopf algebras.
Given a Hopf algebra R, if S T are two strongly R G -graded Hopf algebras, by a morphism from S to T we mean a grade-preserving Hopf algebra homomorphism ψ S → T such that ψj s = j T . From [3, Theorem 2.8], it follows that such a morphism is always an isomorphism and Ext k G R will denote the set of isomorphism classes of strongly G R -graded Hopf algebras. This set is pointed by the class of the group Hopf algebra RG.
Due to the isomorphisms of R R -coalgebras (4), there is a canonical map
which is given by
A group homomorphism ℘ G → Pic k R is called a collective character of the group G in the Hopf algebra R. Of course, by character we understand a group homomorphism G → Aut k R , of G into the group of all automorphisms of the Hopf algebra R, but note that there is a canonical homomorphism Aut k R → Pic k R mapping each f ∈ Aut k R to the class of the invertible R R -coalgebra R f , which is the same coalgebra and left R-module as R with right action given by r · r = rf r .
Therefore, Hom Gp G Pic k R is the set of collective characters of group G in the Hopf algebra R, and the map χ associates with each equivalence class of strongly G R -graded Hopf algebras a collective character. We refer to a collective character ℘ G → Pic k R as realizable whenever it is in the image of χ. The map χ produces a partition
where, for any collective character ℘ G → Pic k R , Ext ℘ G R = χ −1 ℘ is the set of isomorphism classes of strongly G R -graded Hopf algebras that realize ℘.
When a collective character ℘ is specified, it is possible that no strongly G R -graded Hopf algebra realizing ℘ can exist, and this leads to a problem of obstructions. There is a necessary condition, which is also sufficient when R is of finite dimension, for the existence of strongly G R -graded Hopf algebras representing elements in Ext ℘ G R . This condition is formulated in terms of a three-dimensional cohomology class ℘ , referred to here as the Theichmüller obstruction of ℘.
Let ℘ G → Pic k R be a collective character of G in the Hopf algebra R. Recall that the group Pic k R acts on the abelian group Z R * ; therefore, ℘ defines a G-module structure on Z R * for which the action of an element x ∈ G on an element u ∈ Z R * is determined by the equality x up = pu for all p ∈ P x , where P x ∈ ℘ x is any invertible R R -coalgebra representing ℘ x . Let H n ℘ G Z R * , n ≥ 0, denote the cohomology groups of G with coefficients in this G-module.
Since ℘ is a homomorphism, for each pair x y ∈ G, we can select an isomorphism of R R -coalgebras µ x y P x ⊗ R P y ∼ = P xy . For any three elements x y z ∈ G, the isomorphisms of R R -coalgebras µ xy z µ x y ⊗ id P z and µ x yz id P x ⊗ µ y z from P x ⊗ R P y ⊗ R P z to P xyz need not coincide, but [2, Lemma 3.1] there exists a unique element c ℘ x y z ∈ Z R * such that µ xy z µ x y p ⊗ p ⊗ p = c ℘ x y z µ x yz p ⊗ µ y z p ⊗ p for all p ∈ P x , p ∈ P y , and p ∈ P z . The resulting map 
