In this paper, two iteration processes are used to find the solutions of the mathematical programming for the sum of two convex functions. In infinite Hilbert space, we establish two strong convergence theorems as regards this problem. As applications of our results, we give strong convergence theorems as regards the split feasibility problem with modified CQ method, strong convergence theorem as regards the lasso problem, and strong convergence theorems for the mathematical programming with a modified proximal point algorithm and a modified gradient-projection method in the infinite dimensional Hilbert space. We also apply our result on the lasso problem to the image deblurring problem. Some numerical examples are given to demonstrate our results. The main result of this paper entails a unified study of many types of optimization problems. Our algorithms to solve these problems are different from any results in the literature. Some results of this paper are original and some results of this paper improve, extend, and unify comparable results in existence in the literature.
Introduction
Let R be the set of real numbers, H and H  be (real) Hilbert spaces with inner product ·, · and norm · . Let C and Q be nonempty, closed, convex subsets of H and H  , respectively. Let  (H) be the space of all proper lower semicontinuous convex functions from H to (-∞, ∞]. In this paper, we consider the following minimization problem:
where h  , g  ∈  (H), and g  : H → R is a Fréchet differential function. Let A be a m × n real matrix, x ∈ R n , b ∈ R m , γ ≥  be a regularization parameter and t ≥ . Tibshirani [] studied the following minimization problem: Due to the involvement of the  norm, which promotes the sparsity phenomena of many real world problems arising from image/signal processing, statistical regression, machining learning and so on, the lasso receives much attention (see Combettes Let f : H → (-∞, ∞] be proper and let C be a nonempty subset of dom(f ). Then f is said to be uniformly convex on C if
for all x, y ∈ C, and for all α ∈ (, ), where p : [, ∞) → [, ∞] is an increasing function, p vanishes only at . Let g ∈  (H) and λ ∈ (, ∞). The proximal operator of g is defined by
The proximal operator of g ∈  (H) of order λ ∈ (, ∞) is defined as the proximal operator of λg, that is,
The following results are important results on the solution of the problem (.).
Theorem . (Douglas-Rachford-algorithm) [] Let f and g be functions in  (H) such that (∂f + ∂g)
-  = ∅. Let {λ n } n∈N be a sequence in [, ] such that n∈N λ n ( -λ n ) = +∞.
Let γ ∈ (, ∞), and x  ∈ H. Set ⎧ ⎪ ⎨ ⎪ ⎩ y n = prox γ g x n , z n = prox γ f (y n -x n ), x n+ = x n + λ n (z n -x n ), n ∈ N.
Then there exists x ∈ H such that the following hold:
(i) prox γ g x ∈ arg min x∈H (f + g)(x); (ii) {y n -z n } n∈N converges strongly to ; (iii) {x n } n∈N converges weakly to x; (iv) {y n } n∈N and {z n } n∈N converge weakly to prox γ g x; (v) suppose that one of the following holds: (a) f is uniformly convex on every nonempty subset of dom ∂f ; (b) g is uniformly convex on every nonempty bounded subset of dom ∂g.
Then {y n } n∈N and {z n } n∈N converge strongly to prox γ g x, which is the unique minimizer of f + g.
Theorem . (Forward-backward algorithm) [] Let f ∈  (H), let g : H → R be convex and differentiable with a
 β -Lipschitz continuous gradient for some β ∈ (, ∞), let γ ∈ (, β), and set δ = min{,
. Furthermore, let {λ n } n∈N be a sequence in (, δ] such that n∈N λ n (δ -λ n ) = +∞. Suppose that arg min(f + g) = ∅ and let y n = x n -γ ∇g(x n ), x n+ = x n + λ n (prox γ f y n -x n ), n ∈ N.
Then the following hold:
(i) (x n ) n∈N converges weakly to a point in arg min x∈H (f + g)(x); (ii) suppose that inf n∈N λ n ∈ (, ∞) and one of the following hold: -Lipschitz continuous relative to C ∪ dom ∂f for some β ∈ (, ∞). Let x  ∈ C and γ ∈ (, β), and set
Then
(a) {x n } n∈N and {z n } n∈N converges weakly to a point in C ∩ arg min x∈H (f + g)(x); (b) suppose that f or g is uniformly convex on every nonempty subset of dom ∂f . Then {x n } n∈N and {z n } n∈N converges strongly in C ∩ arg min x∈H (f + g)(x).
Combettes and Wajs [] used the proximal gradient method to generalize a sequence {x n } by the algorithm: x  ∈ H is chosen arbitrarily, and
We observed that Combettes and Wajs [] showed that {x n } converges weakly to a solution of the minimization problem (.) under suitable conditions. In , Xu [] gave an iteration process and proved weak convergence theorems to the solution for the problem (.). Next, Wang and Xu [] studied problem (.) by the following two types of iteration processes:
For these two iteration processes, Wang and Xu [] proved that they converge strongly to a solution of the problem (.) under suitable conditions. Let I be the identity function of H, and let f  : C × C → H be a bifunction. Let g  : H → (-∞, ∞] be a proper convex Fréchet differentiable function with Fréchet derivative ∇g  on int(dom(g  )), C ⊂ int(dom(g  )), and h  : H → (-∞, ∞] be a proper convex lower semicontinuous function. Let P C be the metric projection of H into C. Throughout this paper, we use these notations unless specified otherwise.
Motivated by the results of the above problems, in this paper, we introduce the following iterations to study problem (.).
Iteration (I)
Let x  ∈ C be chosen arbitrarily, and
Iteration (II) Let x  ∈ C be chosen arbitrarily, and
Then we establish two strong convergence theorems without the uniformly convex assumption on the functions we consider. Our results improve Combettes We also apply our results to study the following problems.
(AP) Split feasibility problem:
Findx ∈ H such thatx ∈ C and Ax ∈ Q, ( S F P ) where A : H → H  is a linear and bounded operator. In , the split feasibility problem (SFP) in finite dimensional Hilbert spaces was first introduced by Censor and Elfving [] for modeling inverse problems which arise from phase retrievals and in medical image reconstruction. Since then, the split feasibility problem (SFP) has received much attention due to its applications in signal processing, image reconstruction, with particular progress in intensity-modulated radiation therapy, approximation theory, control theory, biomedical engineering, communications, and geophysics. For examples, one can refer to [-] and related literature.
In , Byrne [] first introduced the so-called CQ algorithm which generates a sequence {x n } by the following recursive procedure:
where the stepsize ρ n is chosen in the interval (, / A  ), and P C and P Q are the metric projections onto C ⊆ R n and Q ⊆ R m , respectively. Byrne [] used the CQ iteration method to study the split feasibility problem in finite dimensional spaces, but in the infinite dimensional Hilbert space, a strong convergence theorem may not be true for the split feasibility problem by the CQ algorithm [] . Hence, some modified CQ algorithms are introduced. In this paper, we give a new iteration to study the (SFP), we also give our modified CQ method to study (SFP), we study two strong convergence theorem to the solution of this problem. We establish a strong convergence of this problem. Our results are different from Theorem . of Xu [] and improve other results of Xu [] .
(AP) Lasso problem:
We give two iterations to study the lasso problem, and we establish two strong convergence theorems of the lasso problem. Recently, Xu [] studied weak convergence and strong convergence theorem of this problem with various types of relaxed gradient-projection iterations. He also used the viscosity nature of the gradient-projection method and the regularized method to study strong convergence theorems of this problem. A special case of one of our iteration is modified gradient-projection algorithm. We use this modified gradient-projection algorithm to establish a strong convergence theorem of this problem (AP), and our results improve recent results given by Xu in [] .
In this paper, we apply a recent result of Yu and Lin [] to find the solution of the mathematical programming for two convex functions, then we apply our results on mathematical programming for two convex functions to study the above problems. We establish a strongly convergent theorem for these problems and apply our result on the lasso problem to the image deblurring problem. Some numerical examples are given to demonstrate our results. The main result of this paper gives a unified study of many types of optimization problems. Our algorithms to solve these problems are different from any results in the literature. Some results of this paper are original and some results of this paper improve, extend, and unify comparable results existence in the literature.
Preliminaries
Throughout this paper, we denote the strong convergence of {x n } to x ∈ H by x n → x. Let T : C → H be mapping, and let Fix(T) := {x ∈ C : Tx = x} denote the set of fixed points of T. Thus:
that is,
(ii) B is a maximal monotone operator on H if B is a monotone operator on H and its graph is not properly contained in the graph of any other monotone operator on H.
- for each r > . Then the following hold:
r is single-valued and firmly nonexpansive.
Let C be a nonempty, closed, convex subset of a real Hilbert space H. Let g : C × C → R be a function. The Ky Fan inequality problem [] is to find z ∈ C such that
The solution set of Ky Fan inequality problem (KF) is denoted by KF(C, g). For solving the Ky Fan inequalities problem, let us assume that the bifunction g : C × C → R satisfies the following conditions:
(A) for each x ∈ C, the scalar function y → g(x, y) is convex and lower semicontinuous.
We have the following result from Blum and Oettli [] .
Lemma . [] Let g : C × C → R be a bifunction which satisfies conditions (A)-(A).
Then for each r >  and each x ∈ H, there exists z ∈ C such that
In , Combettes and Hirstoaga [] established the following important properties of resolvent operator.
for all x ∈ H. Then the following hold: 
Lemma . [] Let g : C × C → R be a bifunction satisfying the conditions (A)-(A).
Define A g as follows: 
The directional derivative of f at x in the direction y is
Let x ∈ dom f and suppose that f (x, y) is linear and continuous, then f is said to be Gâteaux differentiable at x. By the Riesz representation theorem, there exists a unique vector ∇f (x) ∈ H such that f (x, y) = y, ∇f (x) for all y ∈ H.
Let x ∈ H, let μ(x) denote the family of all neighborhood of x, let H  be a Hilbert space, let C ∈ μ(x) and let f : C → (-∞, ∞]. Then f is said to be Fréchet differentiable at x if there exists an operator ∇f (x) ∈ B(H, R), called the Fréchet derivative of f at x, such that
Let C be a nonempty, closed, convex subset of H. The indicator function ι C defined by
is a proper lower semicontinuous convex function and its subdifferential ∂ι C defined by
is a maximal monotone operator (see Lemma .). Furthermore, we also define the normal cone N C u of C at u as follows:
We can define the resolvent J
for all x ∈ C, we have
For details see [] . 
Lemma . [] Let f and g be functions in  (H) such that one of the following holds:
A mapping T α : H → H is said to be averaged if T α = ( -α)I + αT, where α ∈ (, ) and T : H → H is nonexpansive. In this case, we say that T α is α-averaged. Clearly, a firmly nonexpansive mapping is   -averaged. C → H be a nonexpansive mapping. Throughout this paper, we use these notations and assumptions unless specified otherwise. In this paper, we say conditions (D) hold if the following conditions are satisfied:
Lemma . [] Let T : H → H be a mapping. Then the following hold: (i) T is nonexpansive if and only if the complement
(I -T) is /-ism; (ii) if S is υ-ism, then for γ > , γ S is υ/γ -ism; (iii) Sn i= Fix(T i ) = Fix(T  · · · T n ).
Lemma . [] Let f : H → (-∞, ∞] be proper and convex. Suppose that f is Gâteaux differentiable at x. Then ∂f
(ii) lim n→∞ β n = , and
The following strong convergence theorem is needed in this paper.
for each n ∈ N, {λ, r} ⊂ (, ∞), {α n } ⊂ (, ), and {β n } ⊂ (, ). Assume that conditions (D) hold and  < λ < κ  and  < r < κ  . Then
This pointx is also the unique solution to the hierarchical variational inequality:
For each i = , , let f i : C × C → R be a bifunction satisfying conditions (A)-(A). An iteration is used to find common solutions of a variational inequality problem, Ky Fan inequalities problems, and a fixed point set of a mapping: 
A sequence {x n } ⊂ H is defined as follows: x  ∈ C chosen arbitrarily, and
for each n ∈ N, {λ, r} ⊂ (, ∞), and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P  (x -Vx). This pointx ∈  is also the unique solution to the hierarchical variational inequality:
Proof For each i = , , by Lemma ., we know that A f i is a maximal monotone operator with the domain of A f i ⊂ C and KF(C,
This implies that  =  . By Theorem ., lim n→∞ x n =x, wherex = P  (x -Vx). This pointx ∈  is also the unique solution to the hierarchical variational inequality:
Thus,x
and
Therefore, the proof is completed.
As a simple consequence of Theorem ., we study the common solution of the Ky Fan inequalities problems.
Theorem . Let f  : C × C → R be a bifunction satisfying conditions (A)-(A) and let
A sequence {x n } ⊂ H is defined as follows: x  ∈ C is chosen arbitrarily, and
for each n ∈ N, {λ, r} ⊂ (, ∞), and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P  (x -Vx). This pointx ∈ KF(C, f  ) is also the unique solution to the hierarchical variational inequality:
Proof Let I| C and i C be the restriction of the identity function on C and the indicate function on C respectively and let T = I| C , f  = i C in Theorem ., then Theorem . follows from Theorem ..
Theorem . Let
 := Fix(T) = ∅. Take μ ∈ R such that  < μ < γ L  . A sequence {x n } ⊂ H  is
defined as follows: x  ∈ C is chosen arbitrarily, and
for each n ∈ N, and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P  (x -Vx). This pointx ∈ Fix(T) is also the unique solution to the hierarchical variational inequality: 
Mathematical programming for the sum of two convex functions
In the following theorem, an iteration is used to find the solution of the optimization problem for the sum of two convex functions:
Theorem . Let g  : H → (-∞, ∞) be a convex Fréchet differentiable function with Fréchet derivative ∇g  on H, and h  : H → (-∞, ∞] be a proper convex lower semicontinuous function. Let f
for each n ∈ N, λ ∈ (, ∞), and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P  (x -Vx). Further,x is the unique solution to the hierarchical variational inequality:
Proof Since ∇g  is the Fréchet derivative of the convex function g  , it follows from Corollary . 
Since h  : C → R is a proper convex lower semicontinuous function, it is easy to see that for each x, y, z ∈ C,
This shows that condition (A) is satisfied. It is easy to see that f  also satisfies conditions (A), (A), and (A). We see KF(C, f  ) = H -VI(C, ∇g  , h  ) and  =  = ∅. By Theorem ., lim n→∞ x n =x, wherex = P  (x -Vx),x ∈ KF(C, f  ). This pointx ∈  is also the unique solution to the hierarchical variational inequality:
By  =  andx ∈ KF(C, f  ), we have
(  .  ) By (.) and (.), we have
We also see
It is easy to see that P C x n = y n +  and y n =   (P C x n -).
)(P C x n -). It is easy to see all the conditions of Theorem . are satisfied.
Let
Next, an iteration is used to find the solution of the following optimization problem for the convex differentiable function: 
A sequence {x n } ⊂ H  is defined as follows: x  ∈ C is chosen arbitrarily, and
x is also the unique solution to the hierarchical variational inequality:
Vx, q -x ≥ , ∀q ∈ , .
Proof By Lemma ., we know that VI(C, ∇g  ) = arg min y∈C g  (y). Therefore, Corollary . follows immediately from Theorem . by letting h  = .
Next, another iteration is used to find the solution of the following optimization problem for a convex function:
for each n ∈ N, λ ∈ (, ∞), and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P , (x -Vx). Further,x is also the unique solution to the hierarchical variational inequality:
Proof Put g  =  in Theorem .. Then Corollary . follows from Theorem ..
In the following theorem, an iteration is used to find the solution of the following optimization problem for the sum of two convex functions:
Theorem . Let g  : H → (-∞, ∞) be a convex Fréchet differentiable function with Fréchet derivative ∇g  on H, and h  : H → (-∞, ∞] be a proper convex lower semicontinuous function. Suppose that ∇g  is Lipschitz with Lipschitz constant
A sequence {x n } ⊂ H  is defined as follows: x  ∈ H is chosen arbitrarily, and
, and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P  (x -Vx). Further,x is also the unique solution to the hierarchical variational inequality:
We give two different proofs for this theorem. -strongly-inverse-monotone. Since h  is a proper convex lower semicontinuous function, it follows from Lemma . that ∂h  is a set valued maximum monotone mapping. By Lemma ., ∂g  = {∇g  }. It follows from dom(f ) ∩ int(dom(g)) = ∅, dom(g) = H, and Lemma . that
Therefore, we get the conclusion of Theorem . from Theorem ..
-ism and (I -r∇g  ) is averaged. Since ∂h  is maximum monotone, it follows from Lemma ., prox rh  = J ∂h  r is firmly nonexpansive. Hence prox rh  is   -averaged. Then by Lemma ., T is averaged and nonexpansive. We have
Hence,  =  , and we get the conclusion of Theorem . from Theorem .. Further, Theorem ., Theorem ., and Theorem . gave strong convergence theorems of this problem under the uniform convex assumption on h  or g  . Therefore, Theorem . is different from these results. Besides, Theorem . is also different from the result given by Wang and Xu [] and related algorithms in the literature.
We see all conditions of Theorem . are satisfied.
We obtain (I -∇g  )x n = (I + ∂h  )y n = y n + y n = y n = x n -x n -. From this we obtain y n = -(x n +)  and
 and x  = , it is easy to see that the sequence {x n } n∈N is nonincreasing for some n ≥ m and bounded. Hence lim n→∞ x n exists. Let lim n→∞ x n =x. From the relation
In the following corollary, an iteration is used to find the solution of the following optimization problem:
Findx ∈ arg min 
for each n ∈ N, α ∈ (, ∞) and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P , (x -Vx). Further,x is also the unique solution to the hierarchical variational inequality:
Remark . In , Rockafellar [] proved the following in the Hilbert space setting: If h  is a proper convex lower semicontinuous function on H, the solution set arg min y∈H h  (y) is nonempty and lim inf n→∞ β n > . Let
then {x n } converges weakly to a minimizer of h  . We see that Corollary . gives a different iteration which converges strongly to the solution of the following problem: Find x ∈ arg min y∈H h  (y).
Next, a modified gradient-projection algorithm is used to find the solution of the following mathematical program: Remark . We know an iteration, defined by
is called a gradient-projection algorithm, where ∇g  is Lipschitz continuous. In , Xu [] used the gradient-projection algorithm and the relaxed gradient-projection algorithm and studied the problem Findx ∈ arg min y∈C g  (y), and gave weak convergence theorems. Xu also used the viscosity nature of the gradientprojection algorithms and regularized algorithm to study strong convergence theorems for this problem [] . In Theorem ., we establish a strong convergence theorem for this problem by a different modified gradient-projection algorithm and a different approach.
In the end of this section, an iteration is used to find the solution of the following optimization problem: 
, and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P , (x -Vx). Further,x is also the unique solution to the hierarchical variational inequality:
Hence, Corollary . follows immediately from Theorem ..
Split feasibility problems and lasso problems
In the following theorem, a modified Byrne CQ iteration is used to find the solution of the following split feasibility problem: Findx ∈ C such that Ax ∈ Q. Theorem . Let A : H → H  be a bounded linear operator, A * be the adjoint of A. Take
Suppose that  := {x ∈ C : Ax ∈ Q} = ∅. A sequence {x n } ⊂ H is defined as follows: x  ∈ C is chosen arbitrarily, and
, and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P  (x -Vx). Further,x is also the unique solution to the hierarchical variational inequality:
 is a convex function. Then for any v ∈ H  , we have
P Q is a self-adjoint operator and P  Q = P Q , therefore, we have
Since P Q : H → Q is a nonexpansive mapping, we have
We also see that
By (.), (.), (.), (.), and (.), we have
, and {α n , β n } ⊂ (, ). Assume that conditions (D) hold. Then lim n→∞ x n =x, wherex = P  (x -Vx). Further,x is also the unique solution to the hierarchical variational inequality: Applying Corollary . and following the same argument as Theorem ., we can prove Theorem ..
Image deblurring problem
This section mainly focuses on the image deblurring problems, which has received a lot of attention in recent years. Until now, some researchers have proposed many novel algorithms for this problem based on different deblurring models; for examples, see [] . Now, by Corollary ., we can consider the image deblurring problem. All pixels of the original images described in the examples were first scaled into the range between  and .
The image went through a Gaussian blur of size  ×  and standard deviation  (applied by the MATLAB functions imfilter and fspecial) followed by an additive zero-mean white Gaussian noise with standard deviation  - . The original and observed images are given in Figures -.
Remark . In the literature, we may observe that there are many fast algorithms for the image deblurring problem. Here, we show that we can also consider this problem by Corollary .. 
Conclusion and remarks
In this paper, we apply a recent fixed point theorem in [] to study mathematical programming for the sum of two convex functions, mathematical programming of convex function, the split feasibility problem, and the lasso problem. We establish strong convergence theorems as regards these problems. The study of such problems will give many other applications in science, nonlinear analysis, and statistics.
