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Abstrakt 
Práce se zabývá metodou pro detekci polohy hlavy a jejího natočení s použitím technologií 
počítačového vidění. Metoda využívá algoritmů AdaBoost pro počáteční nalezení obličeje, a dále 
optického toku pro jeho následné sledování. Získané výsledky detekce je nutno vhodně interpretovat, 
respektive stabilizovat výstup. Tato metoda je vhodná pro využití při tvorbě inovativních 
uživatelských rozhraní. 
 
 
Abstract 
This paper presents the method for a head pose and orientation detection based on computer vision 
techniques. The method is based on the AdaBoost approach for initial face recognition and the optical 
flow technique for further object tracking. The detection results are further interpreted and stabilized. 
The method is designed for usage in designing and building the innovative user interfaces. 
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1 Úvod  
Počítače dnes poskytují výpočetní možnosti nesrovnatelné s dobou jejich počátků. Díky tomuto 
rozvoji se nemusí aplikace navrhovat tak, aby měly minimální nároky na procesorový čas,  
naopak lze využít kombinace různých periferií s algoritmy výpočetně náročnými. V poslední době  
se začal prosazovat princip počítačového vidění, kdy jsou z video signálu získávány libovolné 
informace, často spojené s pohybem či polohou určitého objektu. Existují různé implementace 
detekčních algoritmů poskytující komplexní nástroje pro analýzu obrazu. Stačí pouze vhodně 
specifikovat parametry podle zaměření aplikace. Počítačové vidění lze, kromě získávání informace  
o obecném pohybu ve snímaném obraze, použít také pro identifikaci pozice hledaného objektu. Takto 
je možné, například sledovat pozici celého člověka, hlavy, očí a jiných částí lidského těla (příklad 
možné detekce viz Obrázek 1.1). Detekční algoritmy poskytují dostatečné informace  
pro nejrozmanitější účely. Je tedy na programátorech, jak zvolené metody upraví a k čemu získané 
informace použijí. Během zpracovávání informací z detekce je nutno přihlédnout k faktu,  
že počítačové vidění neposkytuje typicky počítačově přesné výsledky, ale zanáší nepřesnosti 
z reálného světa - různé šumy, odchylky a subjektivní jevy. To vyžaduje specifický přístup k návrhu 
aplikace, kde nestačí pouze vzít výstup a přímo jej interpretovat. Vstup se musí připravit (použít 
stabilizační metody). Navíc samotná detekce vyžaduje důkladný výběr nastavení, aby co nejlépe 
vyhovovalo účelům aplikace a prostředí detekce. Přes výše uvedená omezení, lze principy 
počítačového vidění použít pro navrhování zajímavých a hlavě originálních přístupů k tvorbě rozhraní 
mezi člověkem a počítačem, potažmo reálným a digitálním světem. Proto vznikla tato práce - má  
za cíl vytvořit metodu sledující polohu uživatele, stabilizovat její výsledky a vhodně je použít. 
Konkrétním výstupem je knihovna funkcí, poskytující souhrnné informace o poloze uživatele, dále 
použitelná pro tvorbu multimediálních aplikací či přímo pro ovládání počítače. 
 
Obrázek 1.1: Ukázka možné detekce směru pohledu uživatelů 
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2 Počítačové vidění a ovládání počítače 
V principu se počítačové vidění snaží napodobit způsob, jakým člověk analyzuje svět kolem sebe  
a využívá tyto informace pro orientaci v prostoru či klasifikaci objektů. Metody, za tímto účelem 
vyvíjené, mají řadu různých možností uplatnění. Mimo jiné také pro ovládání počítače, respektive 
dalších zařízení způsobem, který by měl byt uživatelům bližší. 
2.1 Alternativní metody ovládání 
Existuje nespočet různých způsobů ovládání počítače. Od klasické myši a klávesnice, přes touchpady, 
trackpointy a tablety, po různé alternativní metody. Mezi jiné zajímavé způsoby zajisté patří ovládání 
založené na snímání pohybu očí. Tato metoda však skrývá úskalí v podobě vysokých nároků  
na kvalitu webkamery a v nepříjemném přetěžování očí při jejím delším používání. Je využívána 
zejména u celkově paralyzovaných osob (v tomto případě neexistuje jiná možnost a vyšší finanční 
nároky mohou být pokryty pojišťovnou). 
 Dalším zajímavým přístupem pro ovládání počítače je snímání gest rukou. Gestikulace může 
najít uplatnění v mnoha multimediálních aplikacích, například při prezentacích, prohlížení fotografií  
či dokumentů. Avšak aby se dala použít jako hlavní prostředek pro ovládání, je nutné přizpůsobit 
rozložení pracovní stanice tak, aby ruce nebyly v zákrytu, a současně musí celý její koncept 
vyhovovat nejčastějším úkonům a potřebám uživatelů. 
Ovládání hlasem je vyvíjeno už řadu let, a jako metoda ovládání pomocí jednoduchých 
příkazů se osvědčila. Vytáčení hovoru hlasem, rozsvěcení a zhasínání světel zvukem, nebo přepínání 
skladeb příkazem jsou běžné postupy. Pro komplexnější rozhraní umožňující celkové ovládání 
počítače či multimediálního zařízení, ale neposkytuje dostatečné možnosti. V kombinaci 
s předchozími metodami by však výsledné rozhraní bylo schopné nahradit konvenční způsoby 
ovládání, a umožnit tak vznik zajímavých aplikací či periferních zařízení. 
Pro uživatele se jako nejzajímavější jeví ovládání myšlenkou. V dnešní době již existují 
komerčně dostupné prostředky pro snímání alfa a beta mozkových vln či aktivity mimických svalů. 
Přes přijatelnou cenu potřebného hardwaru je problémem bránícím běžnému využití přesnost těchto 
přístrojů. Ta není zdaleka uspokojivá, a proces učení a osvojování si principů periferie je značně 
odrazující. 
Jako další způsob se nabízí ovládání pohybem hlavy. V tomto případě se snímá pohyb a úhel 
natočení celé hlavy. Lze jej rozšířit o snímání pohybu očí (jedná se ale více o doplňující informaci, 
než o hlavní prostředek řízení). Získané informace lze interpretovat jako vektor pohledu. Tento 
přístup je možné použít pro nahrazení myši, rozšíření vnímání prostoru v trojrozměrných programech 
nebo v různých multimediálních aplikacích.  
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V současné době jsou pro ovládání využívané především ruce, které může běžný uživatel  
bez problémů doplnit pohybem hlavy - mírným natočením či posuvem. Také pro částečně 
paralyzované toto řešení může přinést značné usnadnění. Většina počítačů, zejména notebooků, je již 
vybavena webkamerou umístěnou nad monitorem, takže není nutné řešit přídavné periferie či jejich 
rozmístění. Další zajímavou oblastí, kde by se mohl daný způsob ovládání uplatnit, jsou domácí 
multimediální studia, u kterých by poloha či pohyb uživatele umožňovaly, například přepínání 
skladeb či přetáčení filmu. Celkově snímání polohy člověka skýtá zajímavé možnosti uplatnění 
v nových přístupech ovládání, ale také i v interaktivní reklamě (viz Obrázek 2.1). 
 
 
Obrázek 2.1: Ukázka možné analýzy směru pohledu v obraze snímaném kamerou ve výloze. Získané 
informace lze použít pro ovládání zobrazované reklamy. 
 
 
Pro zjištění polohy požadovaného objektu a jeho následovné sledování byly navrženy různé metody, 
každá s různými výhodami i problémy. Jedná se o metody pro nalezení objektu, jako jsou například 
AdaBoost, Local Binary Patterns, Eigen Faces, Histogram of Gradients, nebo pro sledování objektů, 
mezi které patří Optical Flow, Mean Shift, CamShift, vhodné pro specifické úlohy v jim určených 
prostředích. 
2.2 AdaBoost 
Metoda AdaBoost [1] [2] byla vytvořena za účelem nalezení specifického objektu ve video snímku.  
AdaBoost, zkratka pro adaptivní boostováni, je algoritmus strojového učení, formulovaný Yoav 
Freundem a Robertem Schapire. Jedná se o meta-algoritmus a může být použit ve spojení s mnoha 
dalšími algoritmy učení, s cílem zlepšit jejich výkonnost. AdaBoost je adaptivní v tom smyslu,  
že kombinuje několik slabých klasifikátoru tak, aby společně poskytly přesnější výsledky. 
V současnosti často používané metody pro detekci objektů v obraze jsou metody založené  
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na principech AdaBoostu. To znamená, že z velkého množství slabých klasifikátorů vybere ty 
nejvhodnější, a jejich lineární kombinací (1) vytvoří výsledný silný klasifikátor. 
  (1) 
 
 
Zkráceně lze princip algoritmu popsat takto (viz také Obrázek 2.2 a Obrázek 2.3): 
1. Vezmou se slabé klasifikátory (s malou přesností, ale velkou rychlostí). 
2. Zkombinují se slabé klasifikátory ℎ(𝑥𝑖) s přihlédnutím k váze αi tak, aby jako celek dosáhly 
požadované přesnosti. 
3. Výsledek využívá výhod rychlých klasifikátorů, ale netrpí jejich nepřesností. 
 
  
Obrázek 2.2: Slabé klasifikátory 
 
 
 
Obrázek 2.3: Výsledný silný 
klasifikátor 
 
Jedná se o robustní algoritmus se stabilním výstupem. Ale i s dobře zvolenými parametry detekce je 
jeho výpočetní náročnost poměrně vysoká (především pro detekce prováděné ve snímcích s větším 
rozlišením). 
2.3 CamShift 
Tato metoda slouží pro sledování nalezeného objektu v následujících snímcích, protože systém 
zatěžuje méně než detekční metody. Algoritmus CamShift [6] (rozšíření metody Mean Shift [5], 
původně prezentované Fukangou a Hostetlerem v roce 1975), v této práci používaný pro sledování 
obličeje, lze shrnout do následujících kroků: 
1. Nastavení oblasti zájmu (ROI – Region Of Interest) a vytvoření barevného histogramu 
reprezentujícího objekt. 
2. Výpočet "pravděpodobnosti výskytu objektu" (viz Obrázek 2.4) pro každý pixel ve vstupním 
snímku videa. 
 
 
 
 
 
 
= ∑ 
= 
N 
i 
i i x h sign  x H 
1 
) ( ) ( α 
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3. Posun umístění obdélníku vyznačujícího oblast sledovaného objektu v každém snímku videa. 
4.  Vypočet nové velikosti a úhlu sledované oblasti. 
 
Popis jednotlivých kroků: 
1. Metoda CamShift pro reprezentaci objektu používá histogram barevných hodnot (viz Obrázek 2.5). 
Výška každého sloupce znázorňuje, kolik pixelů ve vybrané oblasti obrazu má specifický odstín. 
Odstín je jednou ze tří hodnot, které popisují barvu v HSV (Hue - odstín, Saturation - sytost, Value - 
hodnota) barevném modelu. 
2. Histogram je vytvořen pouze jednou, na začátku sledování. Poté je používán pro přiřazení 
"pravděpodobnosti výskytu objektu" ke každému pixelu v následujících snímcích. Pravděpodobnost  
je určena poměrem, jaký má výskyt vybraného odstínu vůči zbytku odstínů. V našem případě červený 
sloupec stanoví přibližně 35% celkové barevné reprezentace - pokud má tedy pixel červený odstín, 
patří obličeji s pravděpodobností 0.35. 
3. S každým novým snímkem, CamShift přesouvá předpokládanou pozici obličeje na nové místo tak, 
aby byla stále středem oblasti s největší koncentrací bodů s vysokou pravděpodobností výskytu 
objektu. Tento proces přesunu obdélníku, aby odpovídal nové pozici těžiště, je založen  
na algoritmu s názvem Mean Shift, rozvinutého Dorinem Comaniciu [12]. 
4. Metoda se nazývá "průběžně adaptivní", jedná se o rozšířený Mean Shift. Ve výsledku nepřesouvá 
pouze obdélník znázorňující oblast výskytu, ale upravuje i jeho velikost a uhel natočení při každé 
korekci pozice. Toho je docíleno změnou měřítka a natočení tak, aby lépe odpovídalo oblasti 
s vysokou pravděpodobností výskytu tváře.  
 
Obrázek 2.4: Výstup metody CamShift a pravděpodobnostní mapa 
 
 
 
Obrázek 2.5: Histogram 
sledovaného objektu 
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2.4 Harrisův detektor 
Ve zkoumaném snímku lze nalézt specifické body, které by bylo možné v následných snímcích 
sledovat. Pro jejich vyznačení existují různé metody, například Shi-Tomasi nebo Harrisův detektor 
rohů. Harrisův detektor [13] hledá body, v nichž se gradient mění ve dvou ortogonálních směrech, 
proto je nazýván detektorem rohových bodů. Výhodou Harrisova detektoru je, že jakékoliv natočení 
obrazu nemá vliv na vyhledání. 
Pro zjištění významných bodů v celém snímku je používána autokorelační matice parciálních 
derivací, vypočtených pro všechny body snímku. 
 𝑀(𝑥,𝑦) = �𝐴 𝐵
𝐵 𝐶
� = � ∑ 𝐼𝑥2(𝑥, 𝑦) ∑𝐼𝑥(𝑥,𝑦)𝐼𝑦(𝑥,𝑦)
∑𝐼𝑥(𝑥,𝑦)𝐼𝑦(𝑥,𝑦) ∑𝐼𝑦2(𝑥,𝑦) �  (2) 
Kde 𝐼𝑥 a 𝐼𝑦 jsou parciální derivace intenzit obrazu ve směru 𝑥, respektive 𝑦, a ∑𝑋 je zjednodušený 
zápis pro konvoluci oknem. Díky využití okna není uvažována pouze derivace v samotném  
bodě (𝑥,𝑦), ale bere se v potaz i jeho okolí vymezeno oknem. 
 Vlastní čísla matice 𝑀(𝑥,𝑦) udávají o jaký typ bodu(𝑥,𝑦) se jedná. Pokud jsou obě malá, 
neodlišuje se bod příliš od svého okolí. Jedna hodnota vysoká - druhá malá znamená, že bod leží  
na hraně intenzit. Jestli jsou obě vlastní čísla vysoká, potom je zkoumaný bod rohovým a je vhodný  
pro sledování k tomu určenými metodami. 
 Aby se neprováděl náročný výpočet vlastních čísel matice 𝑀(𝑥,𝑦) zavedli Harris a Stephen 
[10] zjednodušení založené na jejich pokusech s daným algoritmem. Zjistili, že se dá vlastní čísla 
dostatečně aproximovat funkcí: 
 
 𝑀𝑐 = 𝐴𝐵 −  𝐶2 −  𝜅(𝐴 − 𝐵) = det(𝐴) −  𝜅𝑡𝑟𝑎𝑐𝑒2(𝐴) (3) 
Kde výsledná hodnota 𝑀𝑐 udává, o jak výrazný rohový bod (𝑥,𝑦) se jedná. 𝑡𝑟𝑎𝑐𝑒 slouží k součtu 
prvků na hlavní diagonále a 𝜅 je konstanta určená pro nastavení citlivosti určování rohů. 
Pro přijatelné výsledky by se měla pohybovat v rozsahu 0,04 až 0,15. 
2.5 Optický tok 
Optický tok [14] je v počítačovém vidění základním pojmem pro stanovení pohybu jednotlivých 
objektů ve scéně. Zaměření této metody je podobné jako u metody CamShift s tím, že v  prostředích 
s barevnou kompozicí podobnou sledovanému objektu dosahuje lepších výsledků. V našem případě 
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jej lze použít pro sledování pohybu bodů vyznačených metodou zmiňovanou výše. Stanovuje  
se obvykle porovnáním dvou nebo více snímků, získaných z jednoduché nebo stereoskopické kamery, 
zobrazujících scénu v různých časových okamžicích. Klasický algoritmus optického toku, 
zformulovaný Lucas a Kanade [14], vychází z předpokladu, že intenzita jasu oblastí vybraných bodů  
se v čase příliš nemění, a že blízké body často patří povrchu stejného objektu. Koncept spočívá v tom, 
že se hledá vektor pohybu (Vx,Vy) znázorňující změnu pozice. Výpočet transformace se provádí podle 
vztahu: 
   �
𝑉𝑥
𝑉𝑦
� =  �∑ 𝐼𝑥2         ∑𝐼𝑥𝐼𝑦
∑ 𝐼𝑥𝐼𝑦         ∑𝐼𝑦2�−1 �−∑ 𝐼𝑥𝐼𝑡−∑ 𝐼𝑦𝐼𝑡� (4) 
Kde Ix a Iy  jsou parciální derivace intenzity obrazu I ve směrech x, respektive y. 
2.6 Interpretace výsledků detekce 
Jelikož se při detekci probíhající v reálném čase pracuje se snímky v rozlišení 320 na 240 pixelů 
(vyšší rozlišení způsobuje větší výpočetní náročnost a zhoršuje odezvu), získané údaje je nutno 
vhodně interpretovat pro rozlišení používané v cílových zařízeních. Pokud je použito přímého 
lineárního mapování (5), kde je změna v pozici interpretována přímo, může být dosažená přesnost  
a citlivost nedostatečná.  
 ?⃗? = ?⃗?  ∙  𝑑   (5) 
Konstanta 𝑑 slouží pro zvýšení citlivosti vynásobením zjištěné změny pozice. 
Drobné pohyby jsou interpretovány dostatečně přesně, ale pokud se uživatel snaží větším 
pohybem vykonat výraznou akci, je odezva v programu malá. Pro zlepšení lze použít kombinaci 
lineární a diferenciální (6) interpretace [3] (viz Obrázek 2.6), popsané v práci Lukáše Zicha. Princip 
diferenciální interpretace vychází z toho, že pokud je změna pozice uživatele oproti pozici v minulém 
snímku malá, tak se s vysokou pravděpodobností jedná o šum nebo o drobný pohyb, a proto je mu 
kladena malá váha. Oproti tomu, pokud je změna pozice za časový úsek zřetelná, dá se považovat  
za výrazný podnět a musí se tedy ve výsledku více projevit. 
 ?⃗? =  ∆𝑥  ∙ |∆𝑥 |
∆𝑡
 ∙ 𝑑  (6) 
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U menších pohybů by se při diferenciální interpretaci mohl údaj o změně pozice ztratit, proto lze pro 
utlumenou oblast použít lineární interpretaci. Naopak, když diferenciální část dává pohybu větší váhu 
než lineární, použije se její výstup pro zvýraznění většího pohybu.  
Dalším aspektem, se kterým je nutno se při zpracování výsledků zabývat, je, v jakém 
kontextu jsou výsledky detekce zpracovávány. Například pokud jsou k dispozici údaje o pozici očí, 
může být tato informace uvažována lokálně v rámci oblasti obličeje, a určit tak úhel natočení hlavy, 
nebo mohou být údaje interpretovány globálně, jako pozice v rámci snímku. Když jsou údaje chápány 
lokálně, jsou specifičtější, ale získané hodnoty jsou v menším rozsahu, a proto méně přesné, než když 
jsou uvažovány globálně. Když jsou údaje uvažovány jako pozice v rámci celého snímku, dostaneme 
výstup ve větším rozsahu, takže jsou ve výsledku jemnější, ale neposkytují příliš specifické 
informace. 
2.7 Charakteristika webkamery 
Základním prvkem ovlivňujícím kvalitu detekce jsou vlastnosti webkamery. Pro nalezení pozice 
člověka ve videu postačuje rozlišení 320 na 240 pixelů. Výpočetní a časová náročnost stoupá úměrně 
s rozlišením. Vyšší rozlišení v normální situaci může znamenat přínos v rámci přesnosti ale průběh 
celého rozpoznávání zpomaluje. Vyšší rozlišení má význam v případě, pokud má výsledné rozhraní 
fungovat na větší vzdálenost.  
Webkamery, integrované ve většině notebooků, zpravidla poskytují minimálně rozlišení 320  
na 240 pixelů, takže jsou pro účely počítačového vidění postačující. Jejich nedostatkem je však 
citlivost na nedostatek světla. V příšeří vykazují větší odezvu při pořizování snímků - obraz je často 
 
Obrázek 2.6: Vyhodnocení změny pozice v obraze provedené v konstantních časových intervalech  
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rozmazaný a zašuměný. Cenově dostupnější externí webkamery tyto problémy většinou nemají 
(testováno na: Logitech HD Webcam C270, Logitech HD Webcam C310, DELL a ASUS 
integrovaných kamerách). Pro některé metody (například CamShift) používané pro počítačové vidění 
je důležitá stabilita a kvalita barevného podání pořízených snímků. Korekce světlosti snímku,  
kterou některé webkamery provádí automaticky během snímání obrazu, může, pokud je prováděna 
často, způsobit nestabilitu a zašumění výstupu detektorů. Pro dosažení co největší robustnosti 
knihovny, která má být výsledkem této práce, byla implementace průběžně testována na různých 
typech kamer.  
Pro zjišťování polohy uživatele může být zajímavá kombinace dvou samostatných webkamer 
s předem známou vzájemnou vzdálenosti a úhlem, či použití kamery uzpůsobené pro zjišťování 
hloubky obrazu (například Kinect, který lze již bez problémů připojit k počítači a má k dispozici 
nástroje pro vývoj softwaru). Tato specifická zařízení mohou poskytnout další informace  
o vzdálenosti uživatele od počítače, které by byly dobře použitelné pro ovládání multimediálních 
aplikací.  
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3 Rozhraní založené na pozici uživatele 
Údaje o poloze člověka před počítačem lze použít pro různé účely. Jedná se o obecně neznámé 
principy, což může zapříčinit, že se v praxi neuplatní. Aby bylo rozhraní v reálu použitelné, mělo  
by se části návrhu věnovat dostatečnou pozornost. Pro ověření vytvořených sledovacích metod, lépe 
než syntetické testy, poslouží testovaní na lidech v běžných situacích - například při spouštění 
programu nebo přepínání mezi aplikacemi. 
3.1 Kritéria pro vytvořené rozhraní 
Pro obsluhu počítače mají jejich uživatelé zažité určité konvence, proto se každý nový přístup 
v menší či větší míře setkává s počáteční nedůvěrou a odporem. Z toho důvodu navrhuji několik 
pravidel, která by měla pomoci v uplatnění navrhovaného rozhraní (přestože cílem práce nebyla 
přímo jeho tvorba): 
• Co největší intuitivnost. V nejlepším případě odpadá nutnost učení principů ovládání. 
• Minimální počáteční inicializace. Minimální, případné žádná, kalibrace potřebná  
pro zprovoznění rozhraní. Jakékoliv prodlení mezi spuštěním aplikace a stavem, kdy  
je připravená k použití, může uživatele odradit od používání. 
• Univerzálnost a robustnost. Rozhraní by mělo fungovat pro co největší procento uživatelů. 
Nemělo by být ovlivněno žádnou z jejich charakteristik. V našem případě, například nošením 
brýlí či barvou pleti (viz kauza HP počítačů nerozpoznávajících lidi s tmavou barvou pleti). 
• Přesnost a rychlost. Již existující rozhraní prošly roky vývoje, takže jsou ideálně 
přizpůsobeny potřebám běžného použití. Nové způsoby ovládaní tak musí být dostatečně 
rychle a přesné, aby se daly uvažovat jako alternativa či doplněk k již existujícím přístupům. 
• Přídavné periferie. Rozhraní by nemělo vyžadovat hardware, který není běžně součástí 
vybavení počítače. 
• Cena. Pro úspěšné nasazení nového rozhraní mezi člověkem a počítačem je jedním 
ze zásadních faktorů finanční náročnost. 
 
Kontrolu dodržení těchto pravidel zajistí testování aplikace běžnými uživateli. Zpětná vazba 
v tomto ohledu dokáže odhalit chyby, které jsou zpravidla programátorem nezjistitelné. 
 
Než je možné přistoupit k samotnému návrhu metody, je potřeba specifikovat, v jakých 
podmínkách by měla fungovat. Různá prostředí, lišící se kompozicí či dynamikou pozadí, mohou 
stanovit problém, pro některé metody určené ke sledování objektů. Velikost sledovaného objektu  
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ve video snímku ovlivňuje schopnost samotného nalezení detektorem objektů. Vymezit místo 
nasazení na místnost s jednolitým barevným pozadím by bylo příliš omezující. Schopnosti fungování 
v libovolném prostředí je třeba dosáhnout vhodnou volbou algoritmů. Pokud omezíme vzdálenost 
mezi uživatelem a kamerou na 30 centimetrů (vzdálenost, kdy je tvář uživatele celá v obraze) až 5 
metrů dosáhneme, že při standardním rozlišení kamery 320 na 240 pixelů má snímaný obličej velikost 
přibližně 20 na 20 pixelů. Při této velikosti by neměly nastat problémy s nalezením uživatele,  
a přitom poskytuje dostatečné možnosti pro nasazení metody. Takto můžeme vymezit i rozlišení 
obrazu, s jakým se bude pracovat. Pokud budeme používat snímky s rozlišením 320 na 240 pixelů, 
neměla by být odezva metod zmiňovaných v kapitole 2 znatelná. 
Pro splnění stanovených podmínek s tím, že by metoda fungovala bez větších problému  
ve specifikovaném prostředí, jsem pro detekci uživatelů a jejich následné sledování zvolil metody 
AdaBoost, respektive Optical flow. Detektory objektů, i ty založené na principech AdaBoostu, kladou 
poměrně vysoké požadavky na výkon systému, proto je vhodné jejich využití omezit na občasnou 
inicializaci a případnou kontrolu výsledků pomocí detekce prováděné v rámci vymezené oblasti. 
Hlavním sledovacím prostředkem by měla být jiná metoda. CamShift vykazuje (což experimenty 
během jeho vývoje potvrdily) větší úroveň chybovosti v prostředích s barevností podobnou barvě 
sledovaného objektu. Optický tok oproti tomu není znatelně výpočetně náročný a poskytuje mnohem 
stabilnější výsledky. Výsledná kombinace, detektoru objektů pro počáteční inicializaci a trackeru 
využívajícího optického toku, se jeví jako vhodný způsob sledování pohybu vybraného objektu. Díky 
univerzálnosti metod by se dal tento přístup použít pro sledování libovolných objektů (nejen pohybu 
hlavy uživatele). Také lze využít ne příliš vysoké výpočetní náročnosti celého konceptu, a oddělením 
informací o sledovaném objektu od detekčních funkcí, umožnit sledovat najednou teoreticky 
libovolný počet objektů. 
3.2 Návrh metody 
Samotnou metodu, pro sledování pohybu hlavy uživatele v obraze, jsem rozdělil do několika pod- 
částí (viz Obrázek 3.1). Jedná se o ucelené bloky se specifickou funkčností. Důležitým prvkem  
je korekce výsledků sledování a případný opětovný návrat k detekci uživatelů, ať už v požadovaných 
intervalech, nebo kvůli neopravitelným chybám v průběhu sledování. Tyto části lze přizpůsobit 
libovolně podle zaměření cílové aplikace. Pokud by měla být metoda aplikována v prostředí 
s vysokým pohybem lidí před kamerou, měl by být interval mezi vyhledáváním uživatelů menší,  
aby nově příchozí nemuseli dlouho čekat na zahájení ovládání. Oproti tomu ověřování správnosti 
výstupu metody nemusí být kladena vysoká váha, jelikož se dá předpokládat, že uživatel systém 
v krátkém čase opustí a případné chyby se neprojeví. 
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3.3 Detekce uživatelů 
Před tím než je možné zahájit sledování uživatele, případně více uživatelů, je potřeba zjistit jejich 
počáteční pozici. V mém návrhu používám detektor objektů založený na algoritmu AdaBoost (díky 
modularitě metody, lze však využít libovolný detektor objektů). Teoreticky metoda nemusí sloužit 
pouze pro analýzu pohybu lidí, ale i pro sledování libovolných objektů určených řídící částí. Dále 
tento blok slouží pro opětovnou inicializaci sledování v případě, že v průběhu analýzy pohybu 
sledovací metody selžou. 
3.4 Sledování uživatele 
První verzi sledování pohybu uživatele jsem navrhl výpočetně náročnějším způsobem, založeným  
na detektoru objektů pro nalezení obličeje a jeho rysů (viz Obrázek 3.2). Základní korespondující 
pozice je nalezena metodou CamShift. Takto nalezená pozice se ověřuje detektorem objektů  
a upřesňuje dohledáním obličejových rysů. Barevná kompozice pozadí ve video snímku může 
způsobit, že přepokládaná oblast přesunu uživatele bude větší než ve skutečnosti, nebo bude posunuta 
neodpovídajícím způsobem. Jak už bylo zmíněno v kapitole o úpravách výstupu kamery, lze vylepšit 
barevnou kompozici snímku, a tak zvýšit přesnost metody CamShift, avšak za cenu případné 
nekompatibility s jinými webkamerami, nebo vetší uživatelskou nepřívětivostí.   
 
Obrázek 3.1: Schéma fungování metody 
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 Po nalezení pozice pomocí metody CamShift, je poloha upřesněna pomocí detektoru objektů 
hledajícího ve vymezené oblasti výskyt tváře. Po jejím nalezení je v případě nutnosti předpokládaná 
pozice korigována a doplněna o informaci o umístění rysů obličeje. Pokud se nepodaří určit polohu 
některé z části obličeje, jsou tyto informace doplněny z minulých nalezených pozic. 
 Výstup kombinace metody CamShift a detektoru objektů je poměrně stabilní, se zajímavými 
výstupními informacemi, ale výpočetní náročnost (způsobená nutností stabilizovat predikovanou 
polohu detekcí obličejových rysů, bez které by byl výstup neúnosně zašuměný) i odezva celého 
programu jsou vyšší.  
Detektor objektů dokáže určit pozici hledaného objektu jen do určitého úhlu natočení, takže 
toto řešení nelze použít v případě, že kamera není umístěna přímo před uživatelem.  
I sluneční brýle, nebo částečně zakrytá tvář (například při podepíraní hlavy rukou) způsobuje 
komplikaci při zjišťování doplňujících informací. Proto byla vyvinuta další metoda, pomocí které 
získané informace jsou obecnější, ale výstup je stabilnější, a běh celé aplikace méně výpočetně 
náročný a s lepší odezvou. 
Vhodnějším řešením se ukázala kombinace metody optického toku pro sledování pohybu  
a případného ověřování pomocí detektoru objektů (viz Obrázek 3.3). 
 Po získání korespondující pozice lze, podobně jako u předchozího postupu, ověřit správnost 
údajů pomocí detektoru objektů (metoda optického toku je, pokud jsou ve video vstupu výrazné 
změny jasu či vysoká úroveň šumu, náchylná k nepřesnostem). V tomto případě lze chybně 
vyhodnocené změny v pozici významných bodů detekovat zmíněným způsobem, a dále nezahrnout 
zašuměné body do výpočtu pozice, případně upravit jejich polohu tak, aby mohly být použity  
pro budoucí detekci. 
  
Obrázek 3.2: Funkčnost s využitím metody CamShift a detektoru objektů  
a výsledky dosažené s méně kvalitním vstupem 
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 Výsledná metoda je díky vymezení oblasti pro práci detektoru objektů, poměrně výpočetně 
nenáročná, stabilní a s minimální odezvou. Doplnění informace o pozici uživatele dalšími detaily 
v podobě detekce rysů obličejů či jiných objektů, by bylo zajímavým rozšířením - výpočetní 
náročnost výsledné aplikace by však mnohonásobně stoupla, a proto nebylo toto řešení realizováno. 
3.5 Korekce výsledků 
Zajímavým aspektem navržených metod jsou způsoby ověřování a korekce mezivýsledků. Obě 
metody sledování jsou odlišné, proto způsoby, kterými se korigují výstupy detekčních funkcí, jsou 
postaveny na jiných principech. 
U metody využívající sledování pomocí principů CamShift je potřeba korigovat zejména 
výsledky následné detekce obličejových rysů. Detektor objektů v některých případech (rozmazaném 
výstupu kamery či částečném překrytí tváře) nedokáže určit polohu specifických rysů obličeje. Tuto 
komplikaci lze řešit buď úplným vynecháním chybějících výsledků z následného výpočtu, nebo 
doplněním předpokládané pozice pomocí lineární predikce z minulých údajů či základního modelu 
hlavy (Obrázek 3.4). 
  
Obrázek 3.3: Detail metody optického toku a ukázka sledování více uživatelů současně 
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Obrázek 3.4: Ukázka jednoduchého modelu 
hlavy. Jednotlivé oblasti znázorňují oblasti 
možného výskytu specifických rysů obličeje. 
 
Obrázek 3.5: Ukázka označení mylně nalezených 
bodů při použití metody optického toku 
Vyznačíme-li pomocí modelu hlavy, ve kterých oblastech se mohou vyskytovat jednotlivé rysy 
obličeje (s tím, že se musí uvažovat pozice i pro různé úhly natočení hlavy), můžeme korigovat 
případné chybné detekce. V případě optického toku lze použít doplňující informaci o hranicích 
obličeje (Obrázek 3.5) z detektoru objektů pro korekci chybně určených bodů. Pro zjemnění dopadu 
oprav postačuje vyznačit toleranci odchylky od zjištěné reálné pozice obličeje. Sledované body, které 
jsou za tolerovanou hranicí, lze vypustit z příštího sledování a neuvažovat o nich při výpočtu oblasti 
obličeje, nebo korigovat jejich pozici (například do středu určené oblasti). Přesun do středu oblasti 
minimalizuje vliv korekce na získané údaje - nedojde k zákmitům kurzoru. 
 Aktualizace údajů sloužících pro sledování osob před kamerou pomocí detekce v celém 
snímku není nezbytně nutná. Její frekvence záleží na zaměření cílové aplikace. U interaktivní reklamy 
je vhodnější častější obnova informací (v testech se ukázal vhodný interval jedna sekunda), oproti 
tomu pro ovládání počítače teoreticky postačují minutové intervaly. Během používání aplikace může 
dojit k mylnému vyhodnocení informací, a tak následující sledování nebude odpovídat reálnému 
stavu. Proto je dobré nevynechat úplně celkové ověření pozic uživatelů. Při správném nastavení 
detektoru objektů i kratší intervaly mezi ověřováním nezpůsobují výrazné zpoždění aplikace. 
3.6  Způsob použití získaných údajů 
Po získání a zpracování údajů o poloze uživatele přichází na řadu otázka, jakým způsobem je využít. 
Uvažujeme-li případ ovládání pseudo-kurzoru, existují dva přístupy k určování jeho pozice. První, 
podobně jako u trackpointu, chápe údaj o změně pozice jako informaci udávající, jak se má kurzor 
přesouvat. Jedná se nepřetržitý pohyb, dokud se informace o změně nevynuluje. Uvažujeme-li situaci, 
kde jako vstup vystupuje poloha uživatele - za počáteční stav by se dalo považovat původní 
nedetekovanou pozici a jako údaj pro změnu polohy následovné vychýlení polohy uživatele  
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od počáteční pozice. Takto získáme i data o rychlosti, s jakou se má kurzor pohybovat. Tento způsob 
ovládání by bylo možné aplikovat v multimediálních aplikacích, například pro ovládání prezentace 
obrázku či pro přesouvání pozice ve video/audio souboru. Jeho výhodou je, že se nepracuje s údaji 
v měřítku celé ovládané plochy, ale s menšími čísly, proto řešení nepožaduje vysokou přesnost. 
 Druhým způsobem je přímé pozicování kurzoru, kde je změna v poloze jednorázově 
převedena na změnu umístění kurzoru. V kombinaci s diferenciální interpretaci působí výsledné 
ovládání dojmem, že kopíruje pohyb uživatele a věrně sleduje směr pohledu. Problém nastává, pokud 
uživatel vykoná pohyb, který by vedl k umístění kurzoru mimo ovládanou plochu. V tomto případě 
lze pozici omezit na stanovenou plochu, ale při příštím pohybu by uhel natočení hlavy neodpovídal 
umístění kurzoru. Jako řešení by se dalo použít oddělené informace o pozici kurzoru a uvažovaném 
umístění, které by mohlo přesáhnout hranice plochy. Takto by však podněty od uživatele zůstaly  
bez viditelné odezvy, dokud by se uvažovaná pozice opět neocitla uvnitř ovládané oblasti.  
Záleží na zaměření aplikace, jaký způsob řešení problému s umístěním kurzoru mimo 
ovládanou oblast zvolit. Oba způsoby lze použít pro ovládání kurzoru počítače, výběr z nabídky  
či aplikaci běžící na pozadí, která přepíná mezi okny na ploše podle toho, na které se uživatel dívá.  
 Celkovou citlivost ovládání, podobně jako rychlost pohybu u myši, lze nastavit podle zjištěné 
velikosti obličeje uživatele. Jako dobrý způsob se osvědčil poměr velikosti video snímku k velikosti 
tváře. Pokud se uživatel nachází blízko kamery (to znamená, že veškeré pohyby jsou lépe zachyceny 
sledovací metodou), nastavujeme nižší citlivost. Když je mezi uživatelem a kamerou větší vzdálenost, 
jsou jeho pohyby méně znatelné, ale oproti tomu poměr velikostí narůstá, takže důsledkem toho  
i menší pohyby mohou mít dostatečnou odezvu v aplikaci.  
3.7 Filtrování výstupu webkamery 
Každá webkamera má charakteristický obraz. Odlišné barevné tóny, jinou úroveň zašumění. 
Aby tyto odlišnosti neovlivňovaly kvalitu výstupu detekčních metod, lze obraz přefiltrovat. Provést 
histogramovou optimalizaci (viz Obrázek 3.7), nebo využít HSV reprezentace barevného spektra  
a zvýšit tím saturaci obrazu (viz Obrázek 3.6). Aby však měly tyto optimalizace požadovaný efekt,  
je nutno provést nastavení parametrů podle charakteristik cílového zařízení, což může pro laické 
uživatelé představovat příliš velkou komplikaci. Navíc každá akce nutná pro zprovoznění rozhraní 
zhoršuje možnost jeho nasazení v praxi. Proto je v rámci výsledné knihovny lepší se algoritmům, 
které jsou silně závisle na kvalitě vstupu, vyhnout a raději použít metody pracující s černobílým 
obrazem, ve kterém jsou v rámci různých webkamer odlišnosti menší. 
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Pro zvýšení kontrastu ve snímaném obraze lze využít histogramové optimalizace. 
 
Histogramová i barevná optimalizace může způsobit i zhoršení výstupu detekčních metod. Když  
je sledovaný objekt umístěn mezi kameru a silnější zdroj světla, tak optimalizace obrazu mohou 
způsobit, že se sledovaný objekt bude jevit příliš tmavý, a například detektor objektů nebude moci 
nalézt požadované prvky. Ideálním řešením by bylo použití kvalitní webkamery, u které by v žádné 
situaci nebylo potřeba video výstup upravovat. 
  
  
Obrázek 3.6: Snímek bez barevné optimalizace a následně snímek se zvýšenou saturací 
  
Obrázek 3.7: Snímek převedený do odstínu šedi, poté  
úpravě pomocí histogramové optimalizace 
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4 Testování na uživatelích 
Než jsem přistoupil k samotnému testování navržené metody, bylo potřeba ji vhodným způsobem 
implementovat. Požadavkem bylo, aby metoda byla realizovaná ve formě knihovny funkcí, proto 
jsem následný vývoj rozdělil do dvou částí. První se zabývala samotnou knihovnou funkcí 
obstarávající práci s kamerou a analýzu získaných údajů. Druhá část byla zaměřena na to, jakým 
způsobem aplikace zpracovává data získaná z knihovny.  
Pojem aplikace v tomto kontextu představuje finální aplikaci vyvíjenou samostatně  
za jakýmkoliv účelem. Co do zaměření, může se jednat o libovolnou aplikaci. Pro využití informace  
o poloze uživatele postačuje přilinkovat knihovnu a zavolat příslušné funkce  
  
4.1 Knihovna 
Navrženou metodu jsem implementoval v podobě knihovny (viz Obrázek 4.1 demonstrující výsledné 
schéma knihovny) funkcí. Celek jsem vytvořil s důrazem na modulárnost tak, aby byly její části 
použitelné samostatně nebo v libovolných aplikacích, bez nutnosti změny kódu. V aplikaci postačuje 
použít funkce z knihovny a výsledky vhodně interpretovat. Ve výsledném řešení lze jednotlivé části 
knihovny bez větších potíží nahradit za jiné. Například, detektor objektů může být nahrazen  
za detektor vyvinutý samostatně, a tak zvýšit rychlost a přesnost běhu celé aplikace. Postačuje, 
 aby měl výstup v požadovaném tvaru.  
Základním požadavkem je získat informace o poloze uživatele před počítačem. Pro zjištění 
směru pohledu je třeba nejprve určit umístění celé hlavy, a potom případně identifikovat pozici 
obličejových rysů. Pro tyto účely lze využít různé prostředky, jakými jsou volně dostupné knihovny 
pro počítačové vidění nebo hardware uzpůsobený pro tyto účely. Pro své řešení jsem zvolil knihovnu 
OpenCV. Jedná se o otevřenou multiplatformní knihovnu pro analýzu obrazu, původně vyvíjenou 
společnosti Intel. Aktualizace jsou vydávány výzkumnou laboratoří Willow Garage dodnes. Pro 
zjištění polohy uživatele lze ze zmiňované knihovny použít různé metody, například detektor objektů 
(cvHaarDetectObjects), adaptivní detektor kůže (CvAdaptiveSkinDetector) nebo sledování pohybu 
objektu v obraze (cvCamShift). Pro počáteční určení pozice uživatele se mi zdál nejvhodnější 
detektor objektů. Takto odpadá nutnost inicializace rozhraní v podobě umístění sledovaného objektu 
do předem stanovené polohy/pozice.  
Jakmile bylo, díky využití kombinace optického toku a detektoru objektu, dosaženo snížené 
výpočetní náročnosti, nabídla se možnost přizpůsobit knihovnu tak, aby fungovala s libovolným 
počtem uživatelů. Toho bylo dosaženo vyčleněním struktury obsahující všechny informace 
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identifikující konkrétního uživatele. Po úvodním nalezení uživatele je inicializována struktura s jeho 
údaji, a následně je zařazena do pole obsahujícího všechny osoby. Během aktualizace údajů o poloze 
jednotlivých uživatelů stačí procházet jednotlivé položky pole a aplikovat na ně sledovací funkci. 
V případě, že je během hledání korespondující pozice zjištěno, že uživatel opustil snímány prostor, 
postačuje odpovídající strukturu označit příznakem neaktuálnosti. Po návratu příslušného člověka lze 
obnovit uložené informace a pokračovat od předchozí pozice. 
Pro překlad implementované metody (aby mohla být použita jako knihovna funkcí) bylo 
nutné upravit soubory OpenCV v místech, kde byla volána kontrolní funkce assert(). V opačném 
případě překladač hlásil chybu. Překladač s jiným způsobem kontroly kódu nebo zahrnutí zdrojových 
souborů vytvořené knihovny přímo do aplikace, by mohlo zmiňovaný problém také vyřešit. 
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Obrázek 4.1: Struktura knihovny. Jednotlivé bloky představují samostatné částí knihovny respektive 
aplikace. Šipkou je naznačen směr komunikace a přenosu informací. 
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4.2 Komunikace knihovny a aplikace 
Aby se v samotné aplikaci (může se jednat o jakýkoliv program, ať už pracující s video snímky nebo  
s úplně jiným zaměřením) nemusela zajišťovat činnost webkamery, a následně získané snímky 
předávat formou parametru funkcím knihovny, obstarává tuto práci knihovna. Příslušné funkce jsou 
volány z aplikace. Pokud by tvůrce aplikace požadoval jiný přístup, neměl by být problém režii práce 
se snímky přenést do jim tvořeného programu a z knihovny volat pouze sledovací funkce.  
Knihovna OpenCV použitá pro realizaci metody umožňuje snadný přístup k video zařízením, 
navíc u některých dokáže nastavit vlastnosti jako jsou jas a kontrast. Ovšem tyto možnosti jsou  
u běžných webkamer nedostupné, proto případné korekce musí obstarat výsledná knihovna.  
Před samotným použitím knihovny je potřeba inicializovat vstupní zařízení a řídící strukturu 
knihovny. Během inicializace jsou nastaveny i řídící proměnné upřesňující fungování detekční části.  
V průběhu programu se volají funkce, které zajišťují vyhodnocení pohybu uživatele a daným změnám 
přiřazují čas, v jakém byly zjištěny.  
Dále je v aplikaci obstaráno řízeni knihovny. To v praxi znamená, že se v požadovaných 
intervalech volá detekci uživatelů, a tak se kontroluje, zda jsou údaje o sledovaných obličejích 
správné, nebo jestli se v obraze nevyskytuje nový objekt určený pro sledování. 
4.3 Povědomí uživatelů 
Pro lepší přizpůsobení knihovny, a případné následné aplikace, byl vytvořen dotazník zaměřený  
na základní povědomí uživatelů o alternativních metodách ovládání a na parametry jejich počítačů.  
Díky využití fenoménu moderních komunikačních prostředků jakými jsou facebook a IM,  
se průzkumu zúčastnilo okolo sta osob (57 mužů a 44 žen). Bylo tak dosaženo vcelku relevantních 
výsledků. Zkreslení způsobené mystifikacemi některých zúčastněných se v rámci ostatních odpovědí 
významně neprojevilo. Zajímavým zjištěním je, že 30% osob by mělo zájem o ovládání pohybem 
hlavy (jako nejatraktivnější se pro uživatele jeví ovládání myšlenkou, Obrázek 4.2), což sice není 
zanedbatelné procento, ale ve srovnání s ostatními metodami, je zájem poměrně malý.  
To lze vysvětlit tím, že běžný uživatel si nedokáže představit, k jakému účelu by podobné rozhraní 
používal. Tento nezájem by se teoreticky dal řešit intuitivní interpretací podnětů od uživatele,  
nebo používáním vytvořené knihovny pro drobné úlohy, které by od uživatele nevyžadovaly přílišné 
soustředění a po čase by je vykonával podvědomě.  
Z průzkumu také vyplývá, že většina lidí má spuštěny 3 – 4 aplikace najednou, takže by  
se informace o pohybu uživatele dala využít pro drobné rozšíření systému, jako je například přepínání 
mezi okny aplikací pohybem hlavy nebo výběr z jejich nabídky.  
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Ukázalo se, že 75% z oslovených již webkameru u počítače má, takže problémy s periferním 
zařízením by neměly nastat. Dalším zajímavým zjištěním je, že by lidé byli ochotní investovat  
v průměru 630 Kč - zakoupení kvalitnější externí webkamery by také  nemusel být problém. 
 
Obrázek 4.2: Zájem o jednotlivé metody ovládání. Uživatele mohli zvolit více možností. 
 
Uživatelé (i když průzkum ukázal, že většina z nich již přišla do styku s méně tradičními 
metodami ovládání, jako například touchpad, trackpoint nebo tablet), nejsou zvyklí na podobné 
inovace typu přepínání mezi programy pomocí pohybu hlavy. Proto by měl návrh aplikace klást důraz  
na intuitivnost ovládání. 
4.4 Testovací aplikace 
Pro účely testování jsem vytvořil dvě aplikace. První (viz Obrázek 4.3) pro zkoumání, jak se uživatelé 
budou chovat, když se dostanou do styku s takovým způsobem ovládání. Jedná se o jednoduché 
zobrazení získaných údajů v podobě bodu. Každý uživatel (po tom co je zjištěna jeho počáteční 
pozice) má přiřazen bod specifické barvy reagující na pohyby jeho hlavy. Aplikace funguje 
s libovolným počtem uživatelů, aby byla odzkoušena interakce mezi více lidmi najednou. Je jim 
předkládána formou hry, takže budí větší zájem a lidé si daný způsob ovládání osvojují rychleji. 
Druhá (viz Obrázek 4.3) aplikace využívá údaje z knihovny pro ovládání kurzoru myši. 
Slouží tak k otestování přesnosti odezvy na podněty uživatele. Testováním lze zjistit, jak se dané 
metody mohou uplatnit v běžných úkonech na počítači. Měřením, jaký čas zabere jednotlivým lidem 
vykonat stanovené úlohy a následným porovnáním s časem, potřebným pro jejich vykonání pomocí 
běžného zařízení - například myši, získáme představu o tom, jak jsou uživatelé schopní dané rozhrání 
používat a jakých výsledků s ním dosahují. Přestože sledování pohybu hlavy by ve výsledku nemělo 
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primárně sloužit pro ovládání kurzoru myši, může podobná aplikace usnadnit fyzicky 
handicapovaným ovládání počítače či jiných zařízení.  
 
Obrázek 4.3: Aplikace s aktivními třemi uživateli, a dále druhá aplikace pro ovládání kurzoru myši s  
nastavitelnou citlivostí 
 
 
Aplikace byly vytvořeny ve volně dostupném vývojovém prostředí Qt. Po přiložení knihoven mohou 
být aplikace spuštěny na libovolném počítači a takto přispět k rozšíření povědomí o alternativních 
metodách ovládání. 
. Celková konečná zátěž procesoru činí zhruba 30% - 40% pro kombinaci CamShift a 
detektoru rysů, oproti  7% - 10% v případě použití metody optického toku (měřeno na procesorech 
intel Core 2 duo). Odezvu v ovládání tvoří z velké části prodleva při pořizování snímku webkamerou. 
Samotná odezva metody optical flow je zanedbatelná, u první ze zmiňovaných metod je situace 
znatelně horší. 
Samotná aplikace, kromě načtení knihovny, provádí interpretaci výsledků. Knihovna by 
mohla obsahovat určitý způsob filtrování výstupů, ale výsledky metody optického toku jsou 
dostatečně stabilní (takže například i Kalmanův filtr, který se snaží predikovat správné výsledky 
podle minulých hodnot, nezlepšuje příliš stabilitu, pouze vnáší na výstup nechtěnou odezvu  
a komplikuje tak použitelnost, proto jsem jej nevyužil). Jako dostatečný způsob stabilizace se ukázala 
již zmiňovaná lineárně-diferenciální interpretace. Jedinou hodnotou, kterou by tedy uživatel  
ve vytvořené aplikaci musel zadávat, je požadovaná citlivost. Tato citlivost funguje podobně jako 
citlivost u myši - nastavuje míru reakce na podnět uživatele.  
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4.5 Testování a vyhodnocení výsledků 
Testování probíhalo v podobě vykonání několika jednoduchých úloh pomocí aplikace ovládající 
kurzor myši, a dále formou demonstrace možností v aplikaci pro více uživatelů. Než uživatelé začali 
plnit jednotlivé úkony, byl jim stručně objasněn princip ovládání a mohli si je před samotným 
testováním chvíli odzkoušet. Čas potřebný pro vykonání jednotlivých úkolů byl zaznamenán  
do tabulky. Pro srovnání byl zapsán i čas při použití standardní počítačové myši. 
Testy (kromě ověření rychlosti a přesnosti metody) prověřily, jak jsou běžní lidé schopní 
přijmout podobný způsob ovládání. Komentáře zúčastněných tvořily základ koncových úprav  
pro dosažení lepší uživatelské přívětivosti. Celkově průběh ukázal schopnost metody fungovat 
s různými typy lidí, prokázal nezávislost na konkrétních rysech obličeje. 
Testování (viz Obrázek 4.4) proběhlo na skupině 19 osob ve věkovém rozmezí 18 až 45 let. 
Testy byly prováděny v různých prostředích a světelných podmínkách. Lidé si byli schopni poměrně 
rychle principy ovládání osvojit, a přestože daná metoda není primárně určena pro nahrazení 
počítačové myši, dokázali běžné úkony zvládnout. Jak se dalo předpokládat, mladší generaci šlo 
ovládání z počátku lépe, ale i ostatní ho poměrně rychle ovládli. V některých případech bylo nutno 
upravit citlivost reakcí na podněty, ale na to je aplikace uzpůsobena. Někteří z testovaných  
si stěžovali, že rozhraní je příliš citlivé, že reaguje na sebemenší pohyb. Těžko říct, jestli se jedná  
o závadu (v tomto případě je možné nadměrnou citlivost řešit libovolným způsobem filtrování,  
při jiném využití nemusí být vysoká citlivost komplikací). Zajímavým jevem bylo, že někteří 
z testovaných z počátku předpokládali, že aplikace sleduje pohyb očí. Překvapivě i přes tento omyl 
dokázali úlohy vykonat. 
 
Názory některých z testovaných lidí: 
• „Aplikace reaguje celkem přesně, a i za poměrně krátký čas se dá na tento způsob ovládání 
kurzoru zvyknout. Princip mi připadá celkem intuitivní.“ 
• „Chvíli mi trvalo, než jsem přišla na to, jakými pohyby hlavy kurzor nasměrovat tam, kam 
jsem chtěla, a také jsem měla problém ho zastavit a udržet na velmi malém cílovém bodě.   
Po krátkém nácviku to již bylo lepší. Byl by to nový, uživatelsky určitě příjemný způsob 
ovládaní, na který bych si ale musela zvyknout.“ 
• „Aplikace je určitě zajímavá. Dokážu si představit, že bych takto ovládal počítač. Při ovládaní 
kurzoru jsem si musel zvyknout, jak reaguje kurzor na různé pohyby hlavou.“ 
• „Tato technologie udělala na mně veliký dojem. Její využití vidím, například  
u hendikepovaných lidí, kteří mají problémy s použitím rukou. Těmto lidem by mohla ulehčit 
práci. S touto technologii jsem se setkal první krát, během několika minut jsem zvládl 
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bezproblémové ovládaní kurzoru. Zhruba po pěti minutách zkoušení mě začaly mírně bolet 
oči, ale tento problém byl  zřejmě zapříčiněn, že s danou technologii jsem se setkal poprvé  
a po delší časově době využívání, bych si na tuto technologii zvykl.“ 
• „Představovaná zde technologie mě velmi zaujala, z dlouhodobého hlediska je určitě velmi 
perspektivní a nabízí se zde velmi mnoho situací, při kterých by se mohla uplatnit. Její hlavní 
výhody shledávám hlavně v tom, že nabízí usnadnění práce na PC, možnost využití 
handicapovanými lidmi, a také samotná rychlost osvojení si daného programu. Z osobní 
zkušenosti můžu prohlásit, že program je spolehlivý a plně funkční. Uživatel si musí dávat 
pozor na otřesy, které může vyvolat, protože právě ony narušuji stabilitu kurzoru.“ 
 
 
Obrázek 4.4: Graf výsledků vybraných uživatelů. Pro srovnání jsou zobrazeny i časy 
 opakovaných průběhů testů 
Naměřené časy potvrzují, že myš je pro ovládání systému opravdu vhodnější. Jak již ale bylo 
zmíněno, tato metoda nebyla vytvořena za tímto účelem. Dala by se takto využít pouze v krajních 
případech, například pro usnadnění ovládání počítače fyzicky handicapovaným. Dále se prokázalo,  
že po čase byl každý z testovaných schopen pohybem hlavy kurzor ovládat, a po krátkém tréninku 
dosáhnout větší přesnosti a rychlosti.  
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5 Rozšíření 
Technologie sledování pohybu hlavy je pro uživatele zajímavá, ale mnohým se zdála neúplná, protože 
neposkytuje dostatek ovládacích možností.  Pro dosažení lepší použitelnosti by bylo zapotřebí doplnit 
další způsob vyhodnocování podnětů. Rozšíření o novou detekci pohybu by mohlo vytvořit plně 
funkční rozhraní bez nutnosti jiných periferií než kamery. Takové rozhraní by však bylo vhodnější 
pro multimediální aplikace než pro běžné ovládání počítače. Také způsob sledování lze nahradit 
jiným, pokročilejším, například trojrozměrným (Obrázek 5.1). Tato témata však překračují rámec mé 
práce. 
 
Obrázek 5.1: Ukázka algoritmu pro 3D sledování obličeje 
 
5.1 Gesta rukou 
 Vhodným rozšířením funkčnosti výsledné knihovny by byla analýza gest rukou. Existují různé 
způsoby sledování rukou a vyhodnocování gest. Můžeme detekovat barvu kůže, a tak nalézt umístění 
rukou a následně je sledovat. Nebo je možné využít jinou aplikaci metody optického toku sledující 
všechny změny v obraze (Obrázek 5.2).  
Pokud známe polohu hlavy, můžeme tuto zjištěnou oblast vyloučit z vyhodnocení gest, a tak 
zmenšit rušení způsobené jinými pohyby než pohyby rukou. Jedná se však pouze o základní sledování 
gest rukou. Vhodnější je využít řešení určené přímo pro analýzu gest rukou. Tyto metody mají 
výhodu v tom, že byly navržené přímo pro tento účel. Jsou schopné se naučit libovolná gesta, ne jen 
předepsaná. Přesnost těchto metod je vyšší než sledování gest pomocí optického toku. 
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Optický tok je vhodný pro rozeznávání pohybu ve čtyřech směrech (více by vedlo k mylným 
interpretacím). Také pohyb na pozadí by mohl vést k falešným detekcím gest. Přesto, na základě 
mých zkušeností, lze tuto metodu použít pro základní vyhodnocování jednoduchých a krátkých gest. 
5.2 Identifikace uživatele 
Druhým zajímavým rozšířením by mohlo být přiřazení specifických identifikátorů jednotlivým 
uživatelům (Obrázek 5.4). 
Vybereme-li oblast pod nedetekovaným obličejem (Obrázek 5.3), bude s velkou 
pravděpodobnosti patřit onomu uživateli. Profil sestavený z barev oblasti odpovídající oblečení, které 
má člověk na sobě, může sloužit ke zpětné identifikaci uživatele. Pokud tedy člověk opustí snímanou 
oblast, bude vyřazen ze sledování (jeho data však zůstanou zachována), a po případném návratu  
ho lze rozpoznat a navázat k předchozím údajům. Tento postup není příliš výpočetně ani časově 
náročný. V případě použití rozhraní v domácí stanici, mohlo by, s občasnou aktualizaci údajů, sloužit 
ke zjednodušení volby jejího profilu. 
  
Obrázek 5.2: Demonstrace jednoduché analýzy pohybových gest a ukázka možnosti  
sledovat více pohybů najednou 
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Obrázek 5.3: Zjištěný uživatel a oblast výběru 
barev pro identifikaci 
 
Obrázek 5.4: Výsledný histogram identifikující 
uživatele 
 
5.3 Sledování očí 
Když máme k dispozici polohu obličeje, nebo i přímo pozici očí v rámci obličeje, lze určit umístění 
duhovky v rámci této oblasti (Obrázek 5.5). K tomu můžeme použít metody hledající kruhové objekty 
(nalézt umístění duhovky, a tím urči směr pohledů očí), například Circular Hough Transform [7] - 
v OpenCV funkce cvHoughCircles, Vyhledávání kruhových objektů lze omezit na kruhy určité 
velikosti, a tak částečně odstranit chyby v podobě, například několikanásobného označení stejné 
duhovky, nebo záměnu prvků kůže za hledanou duhovku. Získané údaje by doplnily informace  
o natočení hlavy, čímž by výsledné rozhraní působilo přirozeněji a intuitivněji. Detekce kruhových 
objektů však trpí značnou nestabilitou a zašuměním výstupu. Pro nasazení v praxi by bylo vhodné 
tuto metodu zkombinovat s jinými způsoby určení směru pohledu. 
 
Obrázek 5.5: Ukázka nalezení kruhových objektů pomocí Houghovy transformace 
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Rozhraní využívající čistě směr pohledu očí by nemuselo být použitelné. Pro sledování duhovky  
je zapotřebí, aby byla viditelná, takže uživatel nesmí příliš mrkat (i více přivřené oči degradují 
detekční možnosti), což vede k vysoušení a následnému pálení očí. Samostatně není pro dlouhodobé 
používání příliš vhodné, ale pro doplnění informací o natočení hlavy a pohybu uživatele se jedná  
o zajímavý námět. 
5.4  Možnosti uplatnění 
Sledování pohybu uživatele poskytuje informace vhodné pro různé typy aplikací. Existuje nespočet 
možných způsobů využití, stačí zvolit ty, kde by je uživatel nejvíce uvítal. Domnívám se,  
že u počítačů by namísto nepraktického nahrazování funkce myši, šlo natočením hlavy vybírat 
z nabídky nebo se přepínat mezi spuštěnými programy. 
Operační systém Mac obsahuje funkci exposé, která seřadí spuštěné programy do přehledné 
mřížky sloužící pro výběr aplikace. Pokud by se tato funkce rozšířila o mnou vytvořenou metodu, šlo 
by pouhým pohybem hlavy jednoduše zvolit požadovanou aplikaci. Také v systémech Windows  
a Linux by šlo stisknutím klávesy vyvolat, například hlavní nabídku, a potom natočením hlavy vybrat 
některou z možností. Funkčnost zkratky alt+tab lze rozšířit stejným způsobem. Prezentace  
a prohlížení fotografií by také, díky těmto principům, šly ovládat na dálku bez potřeby připojování 
dalších periferií. 
Pokud by sledovací metoda byla obsažena v domácích stanicích, mohla by rozšířit možnosti 
ovládání o libovolná gesta a oprostit se tak od dálkového ovládání. Přepínání mezi televizními 
stanicemi, změna hlasitosti či přehrávání skladeb by nevyžadovalo žádný ovladač - pouze gesto rukou 
a případné potvrzení pohybem hlavy. Podobný princip lze nalézt u technologie Kinect, případně Sony 
Move, jsou však omezeny čistě na pohybová gesta končetin. Například potvrzení výběru  
je prováděno časovým odpočtem, při kterém je nutno stále mít označenou vybranou možnost. 
V kombinaci s celkovým sledováním pohybů uživatele by mohlo rozhraní působit přirozeněji 
(například rukou označit položku v menu a výběr potvrdit přikývnutím). 
Další, již zmiňovanou oblastí, kde by se toto rozhraní mohlo uplatnit, je interaktivní reklama. 
Obchody dnes často používají pro účely reklamy ve výloze displeje zobrazující reklamní klipy. Pokud 
by kamera snímala prostor před výlohou, potom by se vhodným nastavením frekvence obnovování 
údajů, dalo vytvořit reklamní aplikaci řízenou lidmi sledujícími displej (interaktivní prezentaci, 
jednoduchou reklamní hru). 
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6 Závěr 
Cílem práce bylo navrhnout a implementovat metodu sledující pohyb uživatele před počítačem 
pomocí webkamery. Za tímto účelem jsem testoval různé metody pro určení polohy objektů a jejich 
následného sledování. Díky zpětné vazbě od osob, které během vývoje metodu zkoušely, jsem 
dokázal určit metody, které poskytují dostatečnou přesnost a odezvu pro využití v aplikacích. 
Kombinace detektoru objektů, metody pro výpočet optického toku a lineárně-diferenciální 
interpretace v testech prokázala zajímavé výsledky, dle mého názoru, použitelné nejen pro osobní 
počítače, ale i pro multimediální studia, domácí přehrávače či interaktivní reklamy. Výsledná metoda 
je navržená obecně a běží v reálném čase, s důrazem na co nejmenší výpočetní náročnost. Po úpravě 
by měla být použitelná pro sledování libovolných objektů. Teoreticky se nabízí možnost využít jako 
vstup infrakameru či jiné kamery s odlišným způsobem pořizování obrazu. Také nároky na úroveň 
periferních zařízení nejsou příliš velké, díky využití metod nezávislých na barevném podání 
webkamery. Prakticky jediným aspektem ovlivňujícím kvalitu výstupu zůstává čas potřebný pro 
pořízení snímku webkamerou. 
Závěrečné testování ukázalo, že by se rozhraní využívající vytvořenou knihovnu mohlo 
uplatnit v reálném nasazení s tím, že by bylo vhodné ho rozšířit o další metody sledování uživatele.  
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Seznam příloh 
Příloha 1. CD se zdrojovými kódy ke knihovně funkcí v odlehčené verzi i verzi se všemi funkcemi. 
Zdrojové kódy jsou obsaženy v projektech vývojového prostředí netbeans. pokud toto prostředí 
používáte, pro překlad na svém počítači postačí, že upravíte v nastavení projektu cestu ke knihovně 
OpenCV viz obrázky. Části knihovny OpenCV, které jsou potřeba pro překlad, jsou již nadefinovány 
v projektu (cv210, highgui210…). Pokud chcete použít knihovnu OpenCV verze jiné než 2.1 je 
potřeba upravit includy jednotlivých hlavičkových souborů aby odpovídaly požadované verzi. 
 
 
 
 
Jsou přiloženy také kódy k testovacím aplikacím vytvořené za pomocí frameworku Qt. 
CD obsahuje i video vytvořené pro demonstraci postupu vývoje 
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