Abstract. The eigenvalues of Chebyshev and Legendre spectral differentiation matrices, which determine the allowable time step in an explicit time integration, are extraordinarily sensitive to rounding errors and other perturbations. On a grid of N points per space dimension, machine rounding leads to errors in the eigenvalues of size O(N2). This phenomenon may lead to inconsistency between predicted and observed time step restrictions. One consequence of it is that spectral differentiation by interpolation in Legendre points, which has a favorable O(N-) time step restriction for the model problem ut-Ux in theory, is subject to an O(N-2) restriction in practice. The same effect occurs with Chebyshev points for the model problem ut =-XUx. Another consequence is that a spectral calculation with a fixed time step may be stable in double precision but unstable in single precision. We know of no other examples in numerical computation of this kind of precision-dependent stability.
In most of this paper we consider the first-order hyperbolic initial boundary value problem (1) ut=ux, x (-1, 1), u(x, O) =f(x),
x (-1, 1), u(1, t)=O, t>--O, t>O, which can be viewed as a model of a more general hyperbolic system of equations with appropriately specified boundary conditions. Given N_-> 1, let xl > x2 >"" > xv be a set of points in [-1, 1 (c) Set w p'(x), 1 <-j <-N.
Notice the key point that the boundary condition of (1) is incorporated in (b). The explicit determination of the entries of D, given {xj}, is straightforward and described in [15] .
Two choices of {x} are considered here: the Chebyshev extreme points (2) x cos-, I<-j<-N, which are the extrema of the Chebyshev polynomial Tc(x), and the Legendre points, defined as the zeros of the Legendre polynomial PN(x). (The latter can be computed by the program GAUSSQ of Golub and Welsch [3] .) Let D and D denote the corresponding differentiation matrices. Explicit formulas for the entries of D are given in 4 of [5] . For comparison we will also mention D, the N x N Fourier spectral differentiation matrix on a periodic regular grid with no boundary conditions, which is subject to none of the instability phenomena to be discussed here. See 11] and 1 of [5] .
Our concern is with the eigenvalues of DN. In a typical explicit spectral discretization of (1), the spatial derivative is approximated by Dv and the time derivative by an Adams-Bashforth or Runge-Kutta formula. For each time step At, such a formula has a stability region in the complex plane, defined as the set of all A e C for which it reduces to a stable recurrence relation when applied to the model problem ut Au [12] . The spectral model of (1) has bounded solutions as t-00, for fixed At, if and only if all the eigenvalues of Dv lie in this stability region. (We ignore the borderline possibility of defective eigenvalues on the boundary of the stability region, which do not appear in the cases considered here.) The stability region expands in proportion to At-1. Therefore if the eigenvalues of Dt are of size O(N), the result is a stability restriction At=O(N-1), while if they are of size O(N2), the restriction becomes At=O(N-2).
To be more precise, the eigenvalues of Dry determine the "time-stability" of a spectral method (too, At fixed), but not its "Lax-Richtmyer stability" (At-0, fixed). Thus there is much more to the stability analysis of spectral methods than is mentioned in this paper; see [8] . But it appears that in a wide range of practical applications, time-stability is a good indicator of whether or not a spectral computation will be successful. [11] . When N is even, as in these figures, the eigenvalue at zero has multiplicity 2.
D is not skew-symmetric, and its eigenvalues have negative real part (see [5, 6] Figure 5(b) clarifies the situation by showing the same eigenvectors after subtracting ott the exponential term (3) , and rescaling by vN e 2x" (4) v vt ea<x+))/v e:x.
Since typically Re A 10 in this figure, the denominator e 2 has magnitude around 10
-9 Yet the figure shows that even after division by this quantity, (4) (5) . In confirmation of the argument above, the eigenvalues well to the right of the line in those figures appear to be unaffected by rounding errors, while those to the left are changed completely. Fig. 3(b) For second-order spectral differentiation, with zero boundary conditions at both endpoints, the eigenvalues of the differentiation matrix are real and negative [6] and have maximum magnitude O(N4) for both Chebyshev and Legendre points. Although these differentiation matrices are not normal, experiments show that their eigenvalues are less sensitive to perturbations than in the first-order case. Perhaps this is not too surprising, since the eigenvalues in the second-order problem are approximations to physically meaningful eigenvalues for the corresponding differential equation. The first-order differentiation operator of (1), by contrast, has no eigenvalues, so the eigenvalues of the corresponding differentiation matrix are wholly numerical in origin. 4 . A related problem. It is well known that the eigenvalues of a skew-symmetric matrix are well conditioned as functions of the matrix elements, and therefore are affected negligibly by rounding errors [19] . This is the situation for the Fourier differentiation matrices of Figs. 1 Indeed, the effects of Figs. 2-4 are felt even in exact arithmetic, if the initial differentiation matrix is rounded to machine precision just once.
As a simpler example of the same kind of reasoning, is the matrix/c of Fig. 7 power-bounded? Mathematically, yes, since it is nilpotent. Numerically, no--and this is confirmed, by experiments.
5. Precision-dependent stability. For an indisputable demonstration that the erroneous eigenvalues of Figs..2-4 should not be blamed on EISPACK, one can verify experimentally that they determine the stability or instability of a spectral method.
We took N 28 and solved (1) by Legendre spectral differentiation in space and the third-order Adams-Bashforth formula in time: (6) v "+= v" +2D(23v" 16v "-a + 5v"-2).
The initial function was f(x)=cos 2 (Trx/2), with exact solution values taken at the three initial time steps. The time step was at=1/2N-l=.01786. Figure 8 shows the computed eigenvalues of D in double and .single .precision, and superimposed on them, the stability region of the Adams-Bashforth formula for this value of At. It is a familiar occurrence that problems of instability can be alleviated by switching to higher precision, but the usual reason is that the instability gets excited less strongly by rounding errors. The. present example represents a very different situation, for in this case, higher precision makes the computation actually stable. We do not know of any other examples in which the machine precision determines the stability of a numerical calculation.
6. A variable-coefficient example involving Chebyshev points. After reading a preprint of this paper, Eli Turkel pointed out to us that he has encountered precisiondependent results in solving the following problem" (7) ut -xu,,
by ,a pseudospectral method based on Chebyshev points [17] . (The exact solution is u(x, t) u(x e-', 0 (9) r =mink R maxk Table 2 compares these bounds, as functions of N, with estimates of the actual eigenvalues in both exact and floating-point arithmetic.
In four of the six cases listed in Table 2 , the rigorous bound (8) is too conservative by a factor O(N) for the exact eigenvalues, yet in every case it is on target for the eigenvalues computed with rounding errors. This can be explained as follows. Rounding errors are equivalent to the introduction of small perturbations in the entries of the differentiation matrix, and these induce small relative perturbations in the coefficients of the characteristic polynomial. 2 Therefore, a bound such as (8) Note added in proof. A paper surveying what is known about the eigenvalues of spectral differentiation matrices is in preparation [20] .
