The article presents the usage of artificial neural network for optimization of the dynamic models of plants production. This approach for optimization is part of the production and quality management where it is very important to obtain a high-quality product. For production management many different models can be used. In the paper the differences between the staged production models were described. Also the characteristics of artificial neural network used to find solutions of the staged models were presented. Each dynamic model of plant production takes into account the crop rotation. The crop rotation is necessary to keep the soil in good condition and to obtain higher crops. #0#
Introduction
Optimization process is very important in many areas of management, for example in: service management, production management, logistic management, finance management, information management, quality management, strategic management, risk management and many others. Presented in the paper optimization approach supports the production and quality management. The author presents concept of an artificial neural Anna Landowska network (ANN) for optimization of production linear models with a dynamic character. The ANN was used to determine the coefficients of the objective function, which was agricultural income from crop production.
The four years of production model includes plant changes by combining subsequent production periods with several conditions. Proper crop rotation is important for the plant production process because it contributes to keep the soil in good condition resulting in higher yields. Lack of proper plant changes results in soil degradation which may cause plant diseases and lower quality crop.
In the paper three dynamic models of plant production: serial, serial-parallel and parallel are considered. These models in details are described in (Landowska, Landowski, 2012, pp. 48-50) . Moreover, in (Landowska, Landowski, 2012 , pp. 48-50, Landowska, 2017 ) the schemes of three optimization models are presented.
The serial model has four stages, in each stage one production period is optimized. In this model the results obtained after each of the four optimization stages are included in the next optimization step. The serial-parallel model is a two-stage model where in the first stage the first and the second production period are optimized while in the second stage the third and fourth production period are optimized. It should be emphasized that each stage in the serial-parallel model takes into account the results of the optimization from the previous stage. The parallel model is a one-stage model. In this model, all periods are optimized simultaneously taking into account the conditions that connect all production periods. This approach to optimization makes models dynamic in accordance with the Bellman principle of optimality (Bellman, 1957 (Bellman, , 2003 . Optimization of the production process in agricultural farms using dynamic parallel models has been described by Zaród (2004, pp. 405-415; 2008, pp. 429-435; 2010, pp. 261-267) and Więckowski (1982) . In these works, the authors describe model solutions taking into account many production periods related to conditions including plant changes.
Dynamic models are used in many agricultural problems. For example, the use of dynamic models for management of forest plantations can be found in Hartman (1976) , Kennedy (1986) , Cacho, Hean (2004) . Li et al. in (2007) built a dynamic model for forecasting infection of pear leaves. The influence of changes of the frost intensity on Scottish pine was modeled with the dynamic model (Leinonen, 1996) .
The main goal of the paper is to use artificial neural network (ANN) to optimize plant production and choose this production model (serial, serial-parallel, parallel) for which ANN gives the highest income.
Characteristics of artificial neural network for production optimization
Artificial neural network (ANN) is based on the natural neuron (nerve cell). ANN is a network whose nodes are neurons. Artificial neurons have inputs in which the input signal is multiplied by appropriate weights, then calculation operations are performed using appropriate mathematical functions. The modification of the input weights means that at the output we can receive the signal that we expect. One neural network can have many neurons and it is the most difficult to set the network so that we get the signal expected by us at the output. Many algorithms that deal with the selection of appropriate weight values for the input signal have been proposed. Neural network tuning is called network learning or training (Rutkowski, 2005, p. 170 ).
An artificial neural network for optimization of the linear models was proposed by Kopeć (2004, p. 198) . On this basis an artificial neural network was built for optimization the dynamic plant production model. The task is to minimize the objective function f:
Artificial neural network for optimization of the dynamic linear model of production with constraint conditions: AX ≤ B, x i ≥ 0, where A is m × n matrix, B is a matrix of m × 1, X is m × 1 matrix and C is a matrix of 1 × n. To find the maximum value of the objective function, the optimization of the function -f(x) is needed. Based on (Kopeć, 2004, p. 195) we will use the penalty function as below:
Thus, the function that will be optimized will consist of the objective function and the part of determining penalty:
If the model constraints are satisfied then value of r j (x) is equal or less than zero, it means that the solution received is acceptable. Otherwise, r j (x) is greater than zero, which increases the value of the function E(x).
For the penalty function P(m), the signal 1 k j s in the neural network is as follows:
The signal at the output from the second layer of neurons equals:
The signal correction is made according to the following formula:
s has values equal to zero.
At the end of each iteration, the constraint conditions are checked and if all solution values are greater than or equal to zero. If these conditions are not satisfied, the operation of maximizing the output signal follows the formula:
Iterations are performed until the stop condition is satisfied. As a stop condition, it can be taken a threshold which is the difference between the received values of the output signal in subsequent iterations, e.g. 0.01 or 0.05.
The scheme of an artificial neural network for optimization of plant production is shown in Figure 1 .
Figure 1. Model of artificial neural network for optimization of dynamic models of plant production
Source: own studies based on Kopeć (2004) , p. 198.
An application of artificial neural network
In this section the obtained results of the application of ANN for optimization of the plant production are presented. Three optimization models, discussed in the previous section, were used for the calculation: serial, serial-parallel and parallel model. Figure 2 . Sowing plan obtained with serial, serial-parallel and parallel models of dynamic optimization using artificial neural
network (ha)
Source: own studies.
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Artificial neural network for optimization of the dynamic linear model of production Figure 2 shows the sowing area of plants divided into sowing periods for serial, serial-parallel and parallel models. The results were obtained using an artificial neural network for optimization. The sowing areas for individual models differ in surface area. In each sowing period for the serial model, slight domination of one or two types of plants is visible. Rye dominates in the first period, in the second period barley and rye, whereas in the third and fourth period, wheat and rye. In the solutions for each model there are no zero sowing areas, each plant will be sown. This remark is important because in static models often the optimal sowing plan considers only one plant or several plants (not all plants are sown).
The detailed results of the optimization using the artificial neural network are presented in Table 1 . The highest value of the objective function (agricultural income) was obtained for the serial model: PLN 92,269.88, for the serialparallel model, the income amounted to PLN 90,861.65, and for the parallel model PLN 90,131.32.
Comparing the income values in individual sowing periods, the largest agricultural income values in each model were obtained in the first period, and the lowest in the II period. The value of the objective function obtained for periods III and IV are comparable and equals about PLN 23,000, Table 1 . Source: own studies.
Analyzing the obtained solutions using the artificial neural network, it can be concluded that when optimizing plant production models, the best results were obtained for the serial model, where the value of the objective function is the highest and equals PLN 92,269.88.
Conclusions
Presented in the paper approach for optimization of production models supports production and quality management. This optimization process can be used in many areas of management where the models with objective function are considered. In this paper for optimization of the dynamic linear models of plant production the artificial neural network (ANN) was used. The ANN has found a solution for three models: serial, serial-parallel and parallel. The optimization consisted in finding the maximum value of the objective function, which was agricultural income. The best result was obtained for the serial model, where the value of agricultural income was the highest. Dynamic models of plant production with constraint conditions take into account plant changes. These constraint conditions combine particular production periods. Static models do not have this property, each production period is optimized individually without taking into account the results of the previous period. In static models, crop rotation is not taken into account and in such models solutions focus on the production of one or several plants. In dynamic models, we get a solution that guarantees correct crop rotation. It should be emphasized once again that plant rotation is an important element for obtaining high yields and maintaining soil in good condition. In solutions obtained using artificial neural network, sowing does not concentrate on one plant but is evenly distributed, each of the plants will be sown.
