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Abstract
A discrete pushdown timed automaton is a pushdown machine with integer-valued clocks. It
has been shown recently that the binary reachability of a discrete pushdown timed automaton
can be accepted by a two-tape pushdown acceptor with reversal-bounded counters. We improve
this result by showing that the stack can be eliminated from the acceptor, i.e., the binary reach-
ability can be accepted by a two-tape 4nite-state acceptor with reversal-bounded counters. We
calso obtain similar results for other machine models. Our results can be used to verify certain
properties concerning these machines that were not veri4able before using previous techniques.
For example, we are able to formulate a subset of Presburger LTL that is decidable for satis4a-
bility checking with respect to these machines. We also discuss the “boundedness problem” for
reachability sets. Finally, we explain how the storage tape elimination technique can be applied
to machines with real-valued clocks.
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1. Introduction
Developing veri4cation techniques for in4nite-state systems is an important ongoing
e>ort, motivated to a large extent by the successes of model-checking techniques for
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4nite-state systems [22]. Unlike for 4nite-state systems, there is a decidability boundary
for in4nite-state systems: machines with two counters (i.e., “Minsky machines”) are
Turing complete. Therefore, we must seek a balance between the computing power of
in4nite-state systems and their decidability.
Many in4nite-state models have been shown decidable for various model-checking
problems. These models include timed automata [2], pushdown automata and pushdown
processes [3,13,11], various versions of counter machines [6,8,10,12,21], and various
queue machines [1,4,17,19,23].
Pushdown systems are of particular interest, since, in practice, they are related to
programs with procedure calls and, in theory, they are well studied in automata the-
ory. A pushdown machine can be obtained by augmenting a 4nite-state machine with
a pushdown stack. A con4guration of a pushdown machine without an input tape
(PM), is a string =wq, where w is the stack content and q is the state (we as-
sume that the stack alphabet is disjoint from the state set). If M is a PM and S is
a set of con4gurations, de4ne the backward and forward reachability sets of M with
respect to S by: pre∗(M; S)= { | con4guration  can reach some con4guration in S}
and post∗(M; S)= { | con4guration  is reachable from some con4guration in S}. It
is known that if S is regular, then pre∗(M; S) and post∗(M; S) are also regular (see,
e.g., [3,11,13]). One can also show that the binary reachability of M , Binary(M)=
{(; ) |  is reachable from }, can be accepted by a two-tape FA, i.e., a 4nite-state
acceptor with two one-way input tapes. (Note that a one-tape FA is the usual 4nite
automaton.)
A PM augmented with 4nitely many real-valued clocks is called a pushdown timed
automaton, which is a generalization of a timed automaton [2]. It is discrete if the
clocks can only assume nonnegative integer values (de4nitions are in Section 4).
A characterization of the binary reachability of discrete pushdown timed automata
has recently been given in [9]. It was shown in [9] (see also [20]) that the binary
reachability of a discrete pushdown timed automaton can be accepted by a two-tape
pushdown acceptor augmented with reversal-bounded counters. A counter (which, we
assume w.l.o.g., can only store nonnegative integers, since the sign can be remembered
in the states) is reversal-bounded if it can be tested for zero and can be incremented or
decremented by one, but the number of alternations between nondecreasing mode and
nonincreasing mode in any computation is bounded by a given constant; e.g., a counter
whose values change according to the pattern 0 1 1 2 3 4 4 3 2 1 0 1 1 0 is three-
reversal, where the reversals are underlined. It follows that the backward and forward
reachability sets can be accepted by (one-tape) pushdown acceptors with reversal-
bounded counters. These results and the fact that the emptiness problem for multitape
pushdown acceptors with reversal-bounded counters is decidable [16,17] have been
used recently to prove the decidability of certain veri4cation problems for in4nite-state
transition systems [9,17,18,20,21,7,8,10,19].
In this paper, we improve the above results by showing that the pushdown stack can
be eliminated from the acceptors. Speci4cally, we show that the binary (backward or
forward) reachability can be accepted by a two-tape (one-tape) 4nite-state acceptor with
reversal-bounded counters. In fact, we show that the results hold, even if the discrete
pushdown timed automaton is augmented with reversal-bounded counters. Note that
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equipping the pushdown timed automaton with counters is an important and nontrivial
generalization, since it is known that reversal-bounded counters can “verify” Presburger
relations on clock values [16]. This stack elimination technique can also be applied to
the case of real-valued clocks by using the recent “pattern technique” in [7] that treats
a real-valued clock as an integral part and a fractional part. Fractional parts of clocks
are discretized by a clock pattern [7].
The results in this paper can be used to verify properties that were not veri4able
before using previous techniques. For example, we can now show that pre∗(M; S),
where M is a discrete pushdown timed automaton (possibly augmented with reversal-
bounded counters) and S is a set of con4gurations accepted by a pushdown acceptor
(possibly augmented with reversal-bounded counters), can be accepted by a pushdown
acceptor with reversal-bounded counters. Hence, the emptiness of pre∗(M; S) is de-
cidable. Note that a direct construction of a machine accepting this set would require
two stacks, and this will not yield a decidable emptiness since, in general, a two-stack
machine can simulate a Turing machine. As another example, consider the satis4abil-
ity checking (the dual of model checking) of a property ✸(P1 ∧✸P2) concerning a
discrete pushdown timed automaton with reversal-bounded counters M , where P1 and
P2 are Presburger formulas on stack symbol counts and clock and counter values. This
problem is reducible to checking the emptiness of pre∗(M;pre∗(M; S2)∩ S1), where
S1 (respectively, S2) is the set of all con4gurations satisfying P1 (respectively, P2).
Now S1 and S2 can be accepted by 4nite-state acceptors with reversal-bounded coun-
ters [16]. Hence, using our new result, we can construct a 4nite-state acceptor with
reversal-bounded counters accepting pre∗(M; S2), and then construct from this another
such machine accepting pre∗(M; S2)∩ S1. Finally, we construct a 4nite-state accep-
tor with reversal-bounded counters accepting pre∗(M;pre∗(M; S2)∩ S1), from which
the decidability of emptiness follows. Again, a direct construction would require two
stacks: one is for the machine accepting pre∗(M; S2)∩ S1, and the other for accepting
pre∗(M;pre∗(M; S2)∩ S1), and this does not yield the decidability of emptiness.
We also look at discrete timed automata with reversal-bounded counters, and a
read=write worktape (instead of a pushdown stack), but restricted to be 6nite crossing,
i.e., in any computation, the number of times the read=write head crosses the boundary
between any two adjacent worktape cells is bounded by a given constant. We show
that the binary (backward or forward) reachability set of this machine can also be
accepted by a two-tape (one-tape) 4nite-state acceptor with reversal-bounded counters.
This improves the corresponding results in [18] where the acceptors needed a 4nite-
crossing read=write tape. Note that without the “4nite-crossing” requirement, the model
becomes a Turing machine.
The boundedness problem for reachability sets is that of deciding, given a machine
M in a class C1 and a set of con4gurations S accepted by an acceptor in a class C2,
whether R(M)= { | con4guration  is reachable from } is 4nite for every con4gu-
ration  in S. We give a decision procedure for this problem for various C1’s and C2’s,
e.g., when C1 is the class of discrete pushdown timed automata with reversal-bounded
counters, and C2 is the class of pushdown acceptors with reversal-bounded counters.
We will use the following notation. We use the suMx ‘M’ to indicate that the model
has no input tape and ‘A’ when the model has one-way input tape(s). All models are
690 O.H. Ibarra, Z. Dang / Theoretical Computer Science 299 (2003) 687–706
nondeterministic.
(1) PM: Pushdown machine.
(2) PA: Pushdown acceptor.
(3) PCM: Pushdown machine with reversal-bounded counters.
(4) PCA: Pushdown acceptor with reversal-bounded counters.
(5) FM: Finite-state machine.
(6) FA: Finite-state acceptor.
(7) CM: Finite-state machine with reversal-bounded counters.
(8) CA: Finite-state acceptor with reversal-bounded counters.
(9) WCM: Finite-state machine with a read=write worktape and reversal-bounded
counters.
(10) WCA: Finite-state acceptor with a read=write worktape and reversal-bounded
counters.
(11) k-tape PCA (FA, CA, WCA) is a PCA (FA, CA, WCA) with k input tapes, with
one head per tape. A 1-tape PCA (FA, . . . ) will simply be referred to as a PCA
(FA, . . . ).
(12) PTCM (WTCM) is a PCM (WCM) augmented with discrete clocks.
The importance of multi-tape PCAs and 4nite-crossing WCAs is that the emptiness
problem for these acceptors is decidable [16–18,20,15].
The paper has six section in addition to this section. Section 2 shows that the binary
reachability of a PCM can be accepted by a two-tape CA and that the backward and for-
ward reachability sets can be accepted by CAs. Section 3 shows that these results hold
for 4nite-crossing WCMs. Section 4 generalizes the results to PCMs and 4nite-crossing
WCMs with “clocks” (i.e., the timed versions of the models). Section 5 proposes a
subset of Presburger LTL whose satis4ability checking is decidable. Section 6 discusses
the boundedness problem. Section 7 (conclusion) explains how the pushdown stack (or
4nite-crossing tape) elimination technique can be applied to machines with real-valued
clocks.
2. PCMs
We 4rst look at the simple case of a PM (pushdown machine without counters).
We assume that the pushdown stack has a “bottom” symbol B0, and is associated with
two kinds of stack operations: push(q; Z; q′), i.e., push symbol Z onto the stack and
switch from state q to state q′, and pop(q; Z; q′), i.e., pop the top Z from the stack and
switch from state q to state q′. Replacing the top symbol of the stack with another
symbol can be implemented by a push followed by a pop.
Let M be a PM. De4ne predicates push∗ and pop∗ as follows: push∗(q; T; Z; q′) is
true, if there is a sequence of moves of M such that, starting from state q with stack
top symbol T , M does not pop this T , and the last move is a push of Z on top of this
T ending in state q′. (Notice that, prior to this last move, the sequence may involve
many pushes/pops.) Similarly, pop∗(q; Z; T; q′) is true, if there is a sequence of moves
of M such that, starting from state q with stack top symbol T (and Z the symbol
directly under T ), M does not pop this Z and the result of the moves makes this Z
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the top of the stack and state q′. We also de4ne stay∗(q; T; q′) to be true if M , starting
from state q with stack top symbol T , can reach state q′ without performing any stack
operations.
Lemma 2.1. Given a PM M , we can e9ectively compute the predicates push∗; pop∗,
and stay∗.
Proof. First consider push∗. Given a tuple (q; T; Z; q′), it easy to construct from M
a PA (pushdown acceptor) A(q; T; Z; q′) such that push∗(q; T; Z; q′) i> A(q; T; Z; q′) ac-
cepts a nonempty language. The result follows since the emptiness problem for PAs is
decidable. Similarly, we can handle pop∗ and stay∗.
Let M be a PM, and S; T be two sets of con4gurations. De4ne Binary(M; S; T )=
{(; ) | con4guration ∈ S can reach con4guration ∈T in M}. When S =T = the
set of all con4gurations, Binary(M; S; T ) will simply be written Binary(M).
Theorem 2.2. Binary(M) of a PM M can be accepted by a 2-tape FA.
Proof. From de4nition, Binary(M)= {(wq; w′q′) | con4guration wq can reach con4g-
uration w′q′ in M}. We construct a two-tape FA A to accept Binary(M). A incorpo-
rates the (4nite) predicates push∗, pop∗ and stay∗ in its states. Given Z1 · · ·Zkq and
Z ′1 · · ·Z ′k′q′ on the 4rst and the second tape, respectively, A works as follows. A reads
the two tapes in parallel and makes sure that the symbol under head 1 is the same as the
symbol under head 2. Nondeterministically, A starts to operate in the following way.
Assume, now, both heads are at the mth (m¿1) cell with Z1 : : : Zm−1 =Z ′1 · · ·Z ′m−1.
There are four cases to consider (nondeterministically chosen):
Case 1: m6k and m6k ′.
Case 2: m6k and m= k ′ + 1.
Case 3: m= k + 1 and m6k ′.
Case 4: m= k + 1= k ′ + 1.
For Case 1, A reads the input of the 4rst tape and guesses a sequence of tuples (when
m=1, treat Zm−1 as the stack bottom B0)
(q0; Zm−1; Zm; q1); : : : ; (qk−m; Zk−1; Zk ; qk−m+1)
such that pop∗(qi+1; Zi+m−1; Zi+m; qi) for i=0; : : : ; k−m, and qk−m+1 = q. That is, con-
4guration Z1 · · ·Zkq can reach con4guration Z1 · · ·Zm−1q0 through a sequence of moves
that never pops symbol Zm−1 out. A then reads the rest of the second input tape and
guesses a sequence of tuples
(p0; Z ′m−1; Z
′
m; p1); : : : ; (pk′−m; Z
′
k′−1; Z
′
k′ ; pk′−m+1)
such that p0 = q0, push
∗(pi; Z ′i+m−1; Z
′
i+m; pi+1) for each i=0; : : : ; k
′−m, and pk′−m+1
= q′. That is, con4guration Z ′1 : : : Z
′
m−1p0 (which is exactly Z1 · · ·Zm−1q0) can reach
con4guration Z ′1 · · ·Zk′q′. A accepts if all the guesses are successful, i.e., Z1 · · ·Zkq can
reach Z ′1 · · ·Zk′q′.
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The remaining three cases can be handled similarly. Hence Binary(M) can be
accepted by a two-tape FA.
Corollary 2.3. Let M be a PM, and, S and T be sets of con6gurations of M accepted
by FAs. Then Binary(M; S; T ) can be accepted by a two-tape FA.
Proof. From Theorem 2.2, Binary(M)= {(; ) | ;  are con4gurations and  is reach-
able from } can be accepted by a two-tape FA A. Clearly, using the FAs AS and AT
accepting S and T , we can modify the two-tape FA A to a two-tape FA B accepting
Binary(M; S; T ).
The backward and forward reachability sets of a PM M with respect to a regular set
of con4gurations S is regular [3,13,11]. This result is easily obtained from the corollary
above.
Corollary 2.4. Let M be a PM and S be a set of con6gurations of M accepted by an
FA AS . Then pre∗(M; S)= { | con6guration  can reach some con6guration  in S}
and post∗(M; S)= { | con6guration  is reachable from some con6guration  in S}
can be accepted by FAs.
Proof. Let T be the set of all con4gurations of M . It is straightforward to construct
from the two-tape FA B accepting Binary(M; S; T ) an FA accepting post∗(M; S), which
is just the projection of Binary(M; S; T ) on the second coordinate. pre∗(M; S) can be
handled similarly.
We now consider the PCMs. The reversal-bounded counters in the PCMs complicate
the constructions, since now we have to incorporate counters into the acceptors of the
reachability sets. We need to prove some intermediate results.
Let N be the set of nonnegative integers and n be a positive integer. A subset S of
Nn is a linear set if there exist vectors v˜0; : : : ; v˜t in Nn such that
S = {v˜|˜v = v˜0 + a1v˜1 + : : :+ at v˜t ; ∀16 i 6 t; ai ∈ N}:
The vectors v˜0 (the constant vector) and v˜; : : : ; v˜t (the periods) are called generators.
A set S is semilinear if it is a 4nite union of linear sets. Semilinear sets are precisely
the sets de4nable by Presburger formulas [14].
If S ⊆Nn and a1; : : : ; an are distinct symbols, let L(S)= {ai11 : : : ainn | (i1; : : : ; in)∈ S}.
We say that an automaton A accepts the relation S if L(S) is accepted by A. The
following result is from [16].
Lemma 2.5. The following statements are (e9ectively) equivalent for S ⊆Nn:
(1) S is a semilinear set.
(2) L(S) can be accepted by a CA.
(3) L(S) can be accepted by a PCA.
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A language L is bounded if it is a subset of a∗1 · · · a∗n , for some (not necessarily
distinct) symbols a1; : : : ; an. However, we assume that ai is di>erent from ai+1 for
16i6n− 1. For example, a language ⊆ a∗1a∗2a∗1a∗2a∗3a∗1 is bounded. But (a1 + a2)∗ is
not bounded. For a bounded language L⊆ a∗1 · · · a∗n , there corresponds a subset S(L) of
Nn de4ned by S(L)= {(i1; : : : ; in) | ai11 : : : ainn ∈L}.
We can easily show the following result from Lemma 2.5:
Lemma 2.6. The following statements are equivalent for a bounded language L:
(1) S(L) is a semilinear set.
(2) L can be accepted by a CA.
(3) L can be accepted by a PCA.
There is a simple automaton that characterizes semilinear sets. Let M be a non-
deterministic 4nite-state machine (without an input tape) with n counters for some
n¿1. The computation of M starts with all the counters zero and the automaton in the
start state. An atomic move of M consists of incrementing at most one counter by 1
and changing the state (decrements are not allowed). An n-tuple v˜=(i1; : : : ; in)∈Nn is
generated by M if M , when started from its initial con4guration, halts in an accepting
state with v˜ as the contents of the counters. The set of all n-tuples generated by M is
denoted by G(M). We call this machine a C-generator. If the C-generator is augmented
with a pushdown stack, the machine is called a PC-generator. Notice that counters in
a generator are nondecreasing, i.e., 0-reversal bounded. We will need the following
lemma.
Lemma 2.7. The following statements are equivalent for S ⊆Nn:
(1) S is a semilinear set.
(2) S can be generated by a C-generator.
(3) S can be generated by a PC-generator.
Proof. From the de4nition of a semilinear set S, it is straightforward to construct a
C-generator M such that G(M)= S. Now suppose M is a C-generator (PC-generator)
with n counters. We construct a CA (PCA) with n reversal-bounded counters M ′ which
operates as follows. Given an input x, M ′ 4rst simulates M by generating in n counters
an n-tuple (i1; : : : ; in). Then M ′ checks and accepts if the input x= ai11 · · · ainn , where
the ai’s are distinct symbols. Clearly, S(L(M ′))=G(M), and therefore, by Lemma 2.6,
G(M) is a semilinear set.
Consider a PCM M with n counters. A con4guration of M is now represented as
a string =wqdx11 d
x2
2 · · ·dxnn , where w is the stack content, q is the state, d1; : : : ; dn
are distinct symbols, and x1; x2; : : : ; xn are the values of the counters (thus the counter
values are represented in unary). We will show that the binary reachability Binary(M)
can be accepted by a two-tape CA.
To simplify matters, we convert M to another PCM M ′ with many more counters
than M . Assume M starts from a con4guration  and reaches another con4guration .
M ′ operates like M , except that the counters can make at most one reversal. M ′
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Fig. 1. Behavior patterns for a normalized counter.
simulates M faithfully, except that when a counter c of M makes a reversal from
nonincreasing to increasing or c starts to increment before any decrements were made
after starting from con4guration , M ′ suspends the simulation but continues decreasing
this counter to zero while simultaneously increasing a new counter c′ (starting at zero).
When c reaches zero, c′ has the old value of c before the simulation was suspended.
M ′ then resumes the simulation with c′ taking the role of c. If c′ later reverses from
nonincreasing to increasing, a new counter c′′ is deployed like before. In this way, each
counter c of M making r reversals can be replaced by (r+1)=2 counters c1; : : : ; c(r+1)=2,
where each one makes at most one reversal. Moreover, a con4guration  of M translates
to a corresponding con4guration of M ′, where the value of a counter c of M is
identi4ed with the value of one of the counters c1; : : : ; c(r+1)=2. Clearly, if we can
construct a two-tape CA A′ to accept Binary(M ′), we can modify A′ to a two-tape
CA A to accept Binary(M).
Let M be a PCM. From the discussion above, we assume that the counters have
been normalized, i.e., during the computation from one con4guration to another, each
counter c behaves as one of the following 4ve patterns (Fig. 1):
• c starts at zero, becomes positive, reverses (i.e., decrements), but remains positive.
• c starts at zero, becomes positive, reverses, becomes zero (and remains zero).
• c starts at zero, becomes positive, and does not reverse.
• c starts at a positive value, remains nonincreasing and positive.
• c starts at a positive value, remains nonincreasing, becomes zero (and remains zero).
We do not include the case when a counter remains at zero during the entire com-
putation, since this can be simulated by an increment by 1 followed by a decrement
by 1. Call the behaviors above Q1; Q2; Q3; Q4 and Q5, respectively.
Consider a counter c that has behavior Q1. During the computation, c makes a mode
change at three di>erent instances: when it started at 0, became positive, and when it
reversed. We denote these instances by 0;+; rev. Note that c is positive at the end of
the computation, since it has behavior Q1. In the construction to be described below,
c will be simulated by two counters, c+ and c−, the 4rst to record increments and
the second to record decrements. If c is tested for zero during any segment of the
simulation, the simulator assumes that it is zero before the mode changes to + and
positive after the mode has changed to +. (Note that the simulator knows when the
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mode changes.) At the end of the entire simulation, the simulator veri4es that c is
indeed positive by checking that c+ − c− is positive.
Similarly, for a counter c with behavior Q2, the mode-change instances are: 0;+,
rev, zero. As in the above case, c will be simulated by two counters c+ and c−, and
the simulator’s action when testing for zero is like in the above case before the mode
changes to zero. The point when the counter becomes zero (i.e., the mode changes to
zero) is “guessed” by the simulator. After the mode has changed to zero, the simulator
assumes that the counter is always zero when it is being tested (and c+ and c− will
remain the same in the rest of the computation). At the end of the simulation, the
simulator veri4es that c is zero by checking that c+ = c−.
For the case of a counter c with behavior Q3, the mode-change instances are 0;+.
Like in the case for Q1, the simulator assumes the counter is zero before the mode
changes to + and positive after the mode has changed to +. Then c+ is exactly c,
and c− will remain zero during the entire simulation. Note that for this case, there is
nothing to verify at the end of the simulation.
For the case for Q4, the mode-change instance is rev. Counter c stays positive and
c+ will remain zero during the entire computation. The simulator checks that c− is
less than the starting value of c.
For the case of a counter c with behavior Q5, the mode-change instances are rev,
zero. The simulator assumes the counter is positive before the mode changes to zero.
Notice that the point that c becomes zero can be guessed by the simulator as described
in the case for Q2. c+ will remain zero during the entire simulation. Then the simulator
checks that c− is exactly the starting value of c.
When we say that a counter starts with mode m and ends with mode m′ in a certain
segment of the computation, we mean:
(1) The counter is already in mode m, i.e., the mode-change to m has already been
executed earlier;
(2) If m′ =m, the mode-change to m′ occurs during the segment of computation under
consideration.
In describing a subcomputation of the machine, we refer to 〈c; Qi; m; m′〉 as a mode
vector for c, and this means that counter c has behavior Qi (i=1; 2; 3; 4; 5) and in the
subcomputation, c starts with mode m and ends with mode m′. We denote 〈c; Qi; m; m′〉
simply as V (c; Qi), when m and m′ are understood.
Let M be a PCM with n counters: c1; : : : ; cn. We associate with each counter c
two counters c+ and c−. Given Qi1 ; : : : ; Qin ; q; Z; q
′ (each ij ∈{1; 2; 3; 4; 5}), de4ne a
set of 2n-tuples of nonnegative integers push∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin); T; Z; q
′) as
follows: (u1; : : : ; un, v1; : : : ; vn) is in push
∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin); T; Z; q
′) if there
is a sequence of moves of M such that,
(1) The computation starting from state q with stack top symbol T; M does not pop
this T , and the last move is a push of Z on top of this T ending in state q′ (notice
that, prior to this last move, the sequence may involve many pushes=pops).
(2) The computation remains within the speci4ed mode vectors of the counters.
(3) For i=1; : : : ; n; ui (vi) is the number of times counter ci is incremented (decre-
mented) by 1. So, for example, for V (c1; Q2; 0; 0), u1 = 0 and v1 = 0; for V (c1; Q2;
0;+), u1¿0 and v1 = 0; for V (c1; Q2; 0; rev), u1¿0 and v1¿0; for V (c1; Q2; rev;
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rev), u1 = 0 and v1¿0; for V (c1; Q2; rev; zero), u1 = 0 and v1¿0; for V (c1; Q2; zero;
zero), u1 = 0 and v1 = 0, etc.
Thus, push∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin); T; Z; q
′) gives separate counts of the total
increments and total decrements for each counter of M during the computation.
Similar to pop∗(q; Z; T; q′) and stay∗(q; T; q′) for a PM, we can de4ne the sets
pop∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin); Z; T; q
′) and stay∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin), T; q
′).
Lemma 2.8. We can construct C-generators for push∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin); T ,
Z; q′), pop∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin); Z; T; q
′), and stay∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin);
T; q′).
Proof. First we construct a PC-generator B with 2n counters which simulates the com-
putation of M starting in state q with its stack top T . During the simulation, B makes
sure that items 1 and 2 are satis4ed. The simulation halts when M writes Z on the top
of symbol T and moves right in state q′. From Lemma 2.7, B can be converted to an
equivalent C-generator for
push∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin); T; Z; q
′):
Similarly, we can construct C-generators for
pop∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin); Z; T; q
′)
and stay∗(q; V (c1; Qi1 ); : : : ; V (cn; Qin); T; q
′).
For notational convenience, (V (c1; Qi1 ); : : : ; V (cn; Qin)) will simply be denoted by
V and will be called a global mode vector. Note that there are only a 4nite num-
ber of distinct global mode vectors. We use Apush(q; V; T; Z; q′), Apop(q; V; Z; T; q′), and
Astay(q; V; T; q′) to denote the C-generators for push∗(q; V; T; Z; q′), pop∗(q; V; Z; T; q′)
and stay∗(q; V; T; q′), respectively.
Let V and V ′ be two global mode vectors. Let 〈c; Qi; m; m′〉 be a mode vector for
c in V and 〈c; Qj; m′′; m′′′〉 the corresponding mode vector for c in V ′. We say that
V and V ′ are compatible with respect to counter c if Qi =Qj, m′=m′′, and m′′′ is a
proper mode for Qi (so, e.g., rev and zero are not proper for Q3; zero is not proper
for Q1). Two global mode vectors V and V ′ are compatible if they are compatible
with respect to every counter c. We are now ready to prove:
Theorem 2.9. Binary(M) of a PCM M can be accepted by a two-tape CA.
Proof. From de4nition, Binary(M)= {(; ) | con4guration  can reach con4guration
 in M}. We construct a two-tape CA B to accept Binary(M). The speci4cations
of all the C-generators Apush(q; V; T; Z; q′), Apop(q; V; Z; T; q′), and Astay(q; V; T; q′) are
incorporated in the states of B. We describe the operation of B when given con4gu-
rations  and  on its 4rst and second input tapes, respectively. Let =wqdx11 · · ·dxnn
and =w′q′dx
′
1
1 · · ·dx
′
n
n . Let w=Z1 : : : Zk and w′=Z ′1 : : : Z
′
k′ .
B reads the two tapes in parallel and makes sure that the symbol under head 1
is the same as the symbol under head 2. Nondeterministically, B starts to operate
O.H. Ibarra, Z. Dang / Theoretical Computer Science 299 (2003) 687–706 697
in the following way. Assume that both heads are at the mth (m¿1) cell with
Z1 · · ·Zm−1 =Z ′1 · · ·Z ′m−1. There are four cases to consider (nondeterministically cho-
sen):
Case 1: m6k and m6k ′.
Case 2: m6k and m= k ′ + 1.
Case 3: m= k + 1 and m6k ′.
Case 4: m= k + 1= k ′ + 1.
Consider Case 1. B operates in two phases. In the 4rst phase, B reads the rest of the
4rst input tape and guesses a sequence of pop-generators (when m=1, treat Zm−1 as
the stack bottom B0)
Apop(q0; V0; Zm−1; Zm; q1); : : : ; Apop(qk−m; Vk−m; Zk−1; Zk ; qk−m+1)
such that Vi+1 and Vi are compatible and each pop∗(qi+1; Vi+1; Zi+m−1; Zi+m; qi) is not
empty for i=0; : : : ; k−m, and qk−m+1 = q. Further, Vk−m is consistent with the starting
counter values x1; : : : ; xn, e.g., if the behavior of counter c1 in Vk−m is Q2 (c1 starts from
0), then x1 must be 0. Note that each counter c in M is associated with two counters
c+ and c− in the C-generators to keep track of the increments and decrements in
counter c. In order to decide the counter values at the beginning of the second phase
below, B guesses the value yi for each counter ci, and veri4es, at the end of phase 1 by
using auxiliary counters, that yi + *c−i − *c+i = xi where *c+i (resp. *c−i ) is the total
increments (decrements) made to counter ci for all the pop generators in phase 1. Note
that “increments” in each pop generator essentially means “decrements” to yi, since
the pop generators are supposed to change the values of the ci’s from xi’s to yi’s.
Doing this ensures that con4guration Z1 · · ·Zkqdx11 : : : dxnn can reach the intermediate
con4guration + (i.e., Z1 · · ·Zm−1q0dy11 : : : dynn ) through a sequence of moves that never
pops symbol Zm−1.
Now, B starts phase 2, with counter values y1; : : : ; yn for counters c1; : : : ; cn in M .
B then reads the rest of the second input tape and guesses a sequence of push generators
Apush(p0; U0; Z ′m−1; Z
′
m; p1); : : : ; Apush(pk′−m; Uk′−m; Z
′
k′−1; Z
′
k′ ; pk′−m+1)
such that p0 = q0 and, V0 and U0 are compatible (i.e., M continues its computation from
the intermediate con4guration + that was reached from the starting con4guration ). B
also checks that Ui and Ui+1 are compatible and each push
∗(pi; Ui; Z ′i+m−1; Z
′
i+m; pi+1)
is not empty for i=0; : : : ; k ′−m, and pk′−m+1 = q′. In order to verify the intermediate
con4guration + can reach con4guration , B needs to check (similar to phase 1) that
yi−*c−i +*c+i = x′i where *c+i (resp. *c−i ) is the total increments (decrements) made
to counter ci for all the push generators in phase 2. Finally, B needs to check that
the ending counter values x′1; : : : ; x
′
n are consistent with the last mode vector Uk′−m.
For instance, if counter c1 has behavior pattern Q4 in Uk′−m, then x′1 must be positive.
B accepts if all the guesses are successful, i.e.,  can reach . Counters in B are reversal
bounded. This is because, the counters in C-generators are 0-reversal, and the checking
for counter values (such as yi+*c−i −*c+i = xi in phase 1 and yi−*c−i +*c+i = x′i in
phase 2) needs only 4nitely many counter reversals (with auxiliary reversal-bounded
counters). Therefore B is indeed a two-tape CA.
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Cases 2–4 are handled similarly, where the C-generators Astay(q; V; T; q′) for stay∗
(q; V; T; q′) are also used in the construction.
Hence, Binary(M) can be accepted by a two-tape CA B.
As in Corollaries 2.3 and 2.4, we have:
Corollary 2.10. Let M be a PCM and S and T be sets of con6gurations of M
accepted by CAs. Then Binary(M; S; T ) can be accepted by a two-tape CA, and
pre∗(M; S) and post∗(M; S) can be accepted by CAs.
3. Finite-crossing WCMs
In this section we show that the binary reachability of a 4nite-crossing WCM can
be accepted by a two-tape CA. First we consider a special case of binary reachability,
called simply, reachability, which is de4ned as follows for a 4nite-crossing WCM M :
R(M)= { |  is reachable from the initial con4guration}, where the initial con4gura-
tion corresponds to the start state, blank worktape, and zero counters.
Let M be a 4nite-crossing WCM with n counters. A con4guration of M is a tuple
=(w1qw2; X ), where w=w1w2 is the content of the read=write worktape with the
head at the leftmost symbol of w2, the state is q, and X the values of the counters.
Note that  can be represented as a string w1qw2d
x1
1 d
x2
2 · · ·dxnn , where d1; : : : ; dn are
symbols distinct from the states and worktape symbols, and x1; x2; : : : ; xn are the values
of the counters.
We say that a 4nite-crossing WCM M is nonsitting, if in any computation of M
the read=write head does not “sit” on any tape cell, i.e., it always moves left or right
of a cell in every step. Note that M ′ cannot just simulate a sitting step by a left (or
right) move followed by a right (or left) move. This is because the read=write head
can sit on a cell an unbounded number of steps (because this depends on the values
of the counters), and this would make M ′ not 4nite crossing. However, by using a
“dummy” symbol, say #, on the worktape, M can be converted to a nonsitting M ′ [18].
We describe the idea brieRy. M ′ begins by writing a 4nite-length sequence of #’s on
the worktape, the length being chosen nondeterministically. Then M ′ simulates M , but
whenever M writes a symbol on a new tape cell, M also writes to the right of this cell a
4nite-length sequence of #’s, the length of which is chosen nondeterministically. Thus,
at any time, the worktape contains a word where every pair of nondummy symbols is
separated by a word of #’s. During the simulation, M ′ moves on the #’s to simulate
the sitting moves of M , which is possible if there are enough #’s between any pair of
nondummy symbols. To simulate a nonsitting move of M , M ′ may need to “skip over”
the #’s to get to the correct nondummy symbol. Clearly, if R(M ′) can be accepted by
a CA, then we can construct from this CA another CA accepting R(M).
Theorem 3.1. Let M be a 6nite-crossing WCM. Then R(M) can be accepted by a
CA A.
O.H. Ibarra, Z. Dang / Theoretical Computer Science 299 (2003) 687–706 699
Proof. We may assume that M is nonsitting. We will construct a CA A accepting
R(M). We describe the operation of A when given an input string  (we can assume
that  is a valid con4guration since the set of all valid con4gurations is a regular
set).
As in Section 2 we assume that the counters of M have been normalized, i.e.,
during the computation from the initial con4guration to , each counter c behaves
as follows:
• c starts at zero, becomes positive, reverses, but remains positive.
• c starts at zero, becomes positive, reverses, becomes zero (and remains zero).
• c starts at zero, becomes positive, and does not reverse.
As in Section 2 call the behavior patterns above Q1; Q2; Q3. Note that the other
behavior patterns do not occur, since the computation starts from the initial con-
4guration.
A begins by guessing the behavior of each counter c of M as de4ned above.
Number the worktape cells by 1; 2; : : : from left to right. Consider a computation
of M from the initial con4guration to . Let n be the rightmost worktape cell that M
visits. Now look at cell p of the worktape, p=1; 2; : : : ; n. In the computation, cell p
may be visited several times, Let t1; : : : ; tm be the times M visits p.
Corresponding to the time sequence (t1; : : : ; tm) associated with p, we de4ne a cross-
ing vector V =(I1; : : : ; Im), where for each i, Ii =(d1; q1; r1; r2; d2),
• d1 ∈{−1;+1} is the direction from which the head entered p at time ti;
• q1 is the state when M entered p;
• r1 is the instruction that was used in the move above;
• r2 is the instruction that was used at time ti + 1 when M left p;
• d2 ∈{−1;+1} is the direction to which M left p at time ti + 1.
Note that instructions r1 and r2 specify the updates to be made on the counters and
the worktape cells.
A uses two counters for each counter with behavior Q1 or Q2, and one counter for
each counter with behavior Q3. A simulates the computation of M by nondeterministi-
cally guessing the sequence of crossing vectors V1; : : : ; Vn as A processes the worktape
from left to right, making sure that Vj and Vj+1 are compatible for 16j6n − 1. The
testing for zero of a counter and the “guessing” when a counter with behavior Q2
becomes zero are handled like in the construction for the case of the PCM. From
these vectors, A can also determine the last symbol that each cell is rewritten with
and where the read=write head stops. Thus, A can match these symbols against the
input tape. During the computation each counter c with behavior Q1 or Q2 will be
simulated by two counters c+ and c−. The increments (+1’s) in counter c speci4ed in
the vectors will be interpreted as adding 1’s to counter c+. Similarly, the decrements
(−1’s) in counter c in the vectors correspond to adding 1’s to counter c−. After Vn
has been examined, A computes d= c+− c− for each counter c with behavior Q1 and
checks that the value of c in  is d. Similarly, A checks that c+ = c− for each counter
c with behavior Q2 and that the value of c in  is zero. Finally, A checks that the
4nal value of each counter c with behavior Q3 matches that in con4guration . If all
checks out, A accepts .
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We now modify the construction above to show the following:
Theorem 3.2. Let M be a 6nite-crossing WCM. Then Binary(M) can be accepted
by a two-tape CA.
Proof. We may assume that M is nonsitting. Let C be the set of n counters of M . We
4rst construct another 4nite-crossing WCM M ′ which has 2n counters: the counters in
C and duplicate counters C′. M ′ operates in three phases:
(1) Starting from the initial con4guration, M ′ writes w1qw2 on the worktape (w1; w2; q
are chosen nondeterministically). It then nondeterministically loads the counters in
C with some initial values, making duplicate copies in the counters in C′. While
loading the counters, M ′ moves its read=write head to the right at every step,
writing dummy symbols $’s. At some point, M ′ enters phase 2.
(2) When this phase is entered, the worktape contains the string w1qw2$k for some
k, and the counters in C and C′ contain values X . M ′ modi4es the worktape (by
moving left and erasing the $’s, etc.) so that the worktape contains w1w2 with the
read=write head on the leftmost symbol of w2. Then M ′ enters phase 3.
(3) M ′ simulates M starting in con4guration (w1qw2; X ), using the counters in C′ to
simulate the counters of M , leaving the counters in C unchanged.
Note that M ′ is nonsitting, and the counters in C are 0-reversal. As in the proof of
Theorem 3.1, we can convert M ′ to another nonsitting 4nite-crossing WCM M ′′, where
each counter is at most 1-reversal. The counters of M ′′ will consist of the counters
in C (since they are 0-reversal) and counters C′′ (these are counters in C′ and other
counters that are added to make all counters at most 1-reversal).
We now describe the two-tape CA A accepting Binary(M ′′). Given (; ) on its
two input tapes, A operates as described in the proof of Theorem 3.1 to check that
the target con4guration  is reachable. At the time when A is guessing the sequence
of crossing vectors, as it processes the worktape from left to right, it also checks that
the 4rst non-$ symbols written on the worktape (which constitute w1qw2) match those
in . At the end of the simulation, A also checks that the values X in counters C
(which are left unchanged in M ′ and, hence, also in M ′′) are the values speci4ed in .
Clearly, from the two-tape CA A accepting Binary(M ′′), we can construct a two-tape
CA B accepting Binary(M).
As in Corollary 2.10, we can show:
Corollary 3.3. Let M be a 6nite-crossing WCM and S and T be sets of con6gurations
of M accepted by CAs. Then Binary(M; S; T ) can be accepted by a two-tape CA,
and pre∗(M; S) and post∗(M; S) can be accepted by CAs.
One can check from the above constructions that when there are no counters in the
machines, the preceding corollary reduces to:
Corollary 3.4. Let M be a 6nite-crossing WCM without counters (i.e., the only
memory structure is a 6nite-crossing read=write worktape) and S and T be
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regular sets. Then Binary(M; S; T ) can be accepted by a two-tape FA, and pre∗(M; S)
and post∗(M; S) can be accepted by FAs.
4. WCMs and PCMs with clocks
A timed automaton is a 4nite-state machine without an input tape augmented with
4nitely many real-valued unbounded clocks [2]. All the clocks progress synchronously
with rate 1, except that when a nonempty subset of clocks are reset to 0 at some
transition, the other clocks do not progress. A transition between states 4res if a clock
constraint is satis4ed. A clock constraint is a Boolean combination of atomic clock
constraints in the following form: x#c; x − y#c where # denotes 6;¿;¡;¿, or =
; c is an integer, x; y are clocks. Here we only consider integer-valued clocks, i.e.,
discrete timed automata. A discrete pushdown timed automaton (4nite-crossing work-
tape timed automaton) is a discrete time automaton with a pushdown stack (4nite-
crossing read=write tape). We can further generalize these models by augmenting
them with reversal-bounded counters, call them PTCM and 4nite-crossing WTCM,
respectively. Thus, a PTCM (4nite-crossing WTCM) is a PCM (4nite-crossing WCM)
with clocks. A con4guration of a PTCM (4nite-crossing WTCM) now contains the
values of the clocks. It is known that the binary reachability of a PTCM (4nite-
crossing WTCM) can be accepted by a two-tape PCA (4nite-crossing WCA) [9,20].
Following the constructions in [9,20] and in the previous section we can
prove:
Theorem 4.1. Let M be a PTCM (or a 6nite-crossing WTCM). Then Binary(M)
can be accepted by a two-tape CA.
Corollary 4.2. Let M be a PTCM (or a 6nite-crossing WTCM) and S and T be
sets of con6gurations of M accepted by CAs. Then Binary(M; S; T ) can be accepted
by a two-tape CA, and pre∗(M; S) and post∗(M; S) can be accepted by CAs.
Corollary 4.3. Let M be a PTCM or a 6nite-crossing WTCM, and S be a set
of con6gurations accepted by a PCA (respectively, 6nite-crossing WCA) AS . Then
pre∗(M; S) and post∗(M; S) can be accepted by PCAs (respectively, 6nite-crossing
WCAs). Hence, the emptiness of these sets is decidable.
Proof. Consider W =pre∗(M; S). We can construct a PCA (respectively, 4nite-crossing
WCA) accepting W as follows. From Theorem 4.1, we 4rst construct a two-tape CA
AM accepting Binary(M). Then we construct from AM and AS a two-tape PCA (respec-
tively, 4nite-crossing WCA) accepting the set Binary(M; S)= {(; ) | (; ) in Binary
(M);  in S}. Finally, we construct a PCA (respectively, a 4nite-crossing WCA)
accepting W , which is simply the projection of Binary(M; S) on the 4rst coordi-
nate. Hence, the emptiness of W is decidable. The case of post∗(M; S) is handled
similarly.
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5. Model checking and satis*ability checking
It is important to formulate what kinds of temporal properties are decidable for the
machine models discussed in this paper. Given a machine (a PM, PCM, 4nite-crossing
WCM, or its timed version) M and a con4guration , we use ci to denote the value of
counter ci in , #a to denote the number of appearances of symbol a in the stack=tape
content in , q to denote the state in . Let P be a Presburger formula on variables
ci , #a , and q. Since the solutions of P can be accepted by a deterministic CA [16], it
is obvious that the set of con4gurations satisfying P can be accepted by a deterministic
CA. Particularly, if P is a Boolean combination of atomic formulas like x¿k, x= k,
where x is a variable (ci , #a , or q), and k is an integer, then P is called a regular
formula. Obviously, the set of con4gurations satisfying a regular formula A can be
accepted by an FA.
Now, we describe a (subset of a) Presburger linear temporal logic L as follows.
This logic is inspired by the recent work in [5] on model checking a special form of
counter automata without nested cycles. Formulas in L are de4ned as
f ::= P | A | P ∧ f | f ∨ f | ◦ f | A U f;
where P is a Presburger formula, A is a regular formula, ◦ and U stand for next and
until, respectively. Formulas in L are interpreted on (4nite) sequences p of con4gu-
rations of M in a usual way. We use pi to denote the sequence resulting from the
deletion of the 4rst i con4gurations from p. We use pi to indicate the ith element
in p. The satis4ability relation |= is recursively de4ned as follows, for each sequence
p and for each formula f∈L (written p |=f):
p |=P if p1 ∈P,
p |=A if p1 ∈A,
p |=P ∧f if p |=P and p |=f,
p |=f1 ∨f2 if p |=f1 or p |=f2,
p |= ◦ f if p1 |=f,
p |=AUf if there exists j (which is not greater than the length of p) such that
pj |=f and ∀k¡j(pk |=A).
We use the convention that ✸f (eventual) abbreviates (trueU f). The satis4ability-
checking problem is to check whether there is an execution p of M satisfying p |=f,
for a given M and f∈L. The model-checking problem, which is the dual of the
satis4ability-checking problem, is to check whether for all execution p of M satisfying
p |=f, for a given M and f∈L. The results of this paper show that:
Theorem 5.1. The satis6ability-checking problem is decidable for L with respect to
the following machine models: PM, PCM, 6nite-crossing WCM, and their timed
versions.
Proof (Sketch). Given f∈L, we use [f] to denote the set of p such that p |=f. For
each of the machine models, we will show [f] can be accepted by a CA. Therefore,
the theorem follows by noticing that the satis4ability-checking problem is equivalent
to testing the emptiness of the CA, which is decidable.
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We will only look at PCM; all the other models can be handled similarly. The
proof is based upon an induction on the structure of L. Obviously, [P] and [A] can
be accepted by CAs; so can [f1 ∨f2] if both [f1] and [f2] can. [P ∧f] can be ac-
cepted by a CA, since [f] can be accepted by a CA and [P] can be accepted by a
deterministic CA. For the case of [AU f], notice that the set [AU f] is very similar
to Pre∗(M; [f])—the only di>erence is that [AU f] further requires that each inter-
mediate con4guration on the path leading to [f] to be in A. This requirement can be
easily ful4lled by slightly modify M , thanks to the fact that A is regular. Therefore,
Corollary 2.10 still applies to show that [AU f] can be accepted by a CA. The case
for [◦f] is simpler, since we only look at one move.
L is quite powerful. For instance, it can express a property like ✸(P1 ∧✸P2). We
should point out that without using the results in this paper, this property cannot be
checked. For instance, the timed version of PM was studied in [9]. In that paper, it was
shown that [P1 ∧✸P2] can be accepted by a PCA—this is bad, since it is not possible
to characterize [✸(P1 ∧✸P2)] from here (a machine accepting [✸(P1 ∧✸P2)] may need
two stacks (i.e., Turing): one stack is for the PM, the other is for [P1 ∧✸P2]). But
now, we have a stronger characterization for [P1 ∧✸P2]: it can be accepted by a CA.
Therefore, the results in this paper give a CA characterization for [✸(P1 ∧✸P2)].
Since the model-checking problem is the dual of the satis4ability-checking problem,
we conclude that
Theorem 5.2. The model-checking problem is decidable for ¬L (taking negation
of each formula in L) with respect to the following machine models: PM, PCM,
6nite-crossing WCM, and their timed versions.
6. The boundedness problem
The boundedness problem for reachability sets is that of deciding, given a machine
M in a class C1 and a set of con4gurations S accepted by an acceptor in a class C2,
whether R(M)= { | con4guration  is reachable from } is 4nite for every con4gura-
tion  in S. We can show that the boundedness problem is decidable for C1 the class of
PTCMs or 4nite-crossing WTCMs and C2 the class of PCAs or 4nite-crossing WCAs.
A special case of the boundedness problem is that of determining for a given ,
whether R(M) is bounded. This problem has been studied in various places in the
literature for other models like communicating 4nite-state machines. For example, [24]
considers a model consisting of two 4nite-state machines with two queues (a queue
to send a message from one machine to the other), but one of the two machines is
allowed to send only a single type of message. The machines operate asynchronously
but can test for queue emptiness at both the input and output channels. For these
systems, [24] shows that the boundedness problem is decidable. (Here, a con4guration
consists of the states of the machines and the contents of the queues.)
Theorem 6.1. The boundedness problem for PTCMs with respect to PCAs (or 6nite-
crossing WCAs) is decidable.
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Proof. Let M be a PTCM and S be a set of con4gurations of M accepted by a
PCA AS . From Theorem 4.1, Binary(M) can be accepted by a two-tape CA AM .
Using the PCA AS accepting S, we can modify the two-tape CA AM to a two-tape
PCA B accepting the relation Binary(M; S)= {(; ) | (; )∈Binary(M); ∈ S}. Now
every tuple (; ) in Binary(M; S) is a pair of con4gurations, where a con4guration
(w; q; X ) is represented as a string wqdx11 · · ·dxnn . Assume that there are r states q1; : : : ; qr .
Let e and s be new symbols and h be a homomorphism that maps each symbol in
the pushdown alphabet to e, qi to si for i=1; : : : ; r (thus a state is now represented
in unary) and leaves the d1; : : : ; dn unchanged. Let h(Binary(M; S)) be the relation
obtained by applying h to the tuples in Binary(M; S). Clearly, h(Binary(M; S)) can
be accepted by a two-tape PCA C. Let # be a new symbol and de4ne the language
L(M; S)= {y1#y2 | (y1; y2)∈ h(Binary(M; S))}. Thus, every string in L(M; S) is just a
concatenation (separated by a marker #) of a tuple in h(Binary(M; S). Clearly, we can
construct from the two-tape PCA C a PCA D accepting L(M; S). (D reads the input
tape and stores the unary values in y1 and y2 into distinct counters, and simulates C
using these values with the help of auxiliary counters to simulate the counters of C.)
Since L(M; S) is a bounded language, it is semilinear (by Lemma 2.6) and, hence, a
union of linear sets T1; : : : ; Tk . We need only check if there is a period (vector) in the
speci4cation of some Ti that has at least one nonzero value in a position related to the
second con4guration (i.e., ) and zeros in all positions related to the 4rst con4guration
(i.e., ). If so, R(M) is in4nite for some .
Similar constructions work when AS is a 4nite-crossing WCA. In this case, the
acceptor D accepting the language L(M; S) would be a 4nite-crossing WCA, and since
this language is bounded, it is semilinear [15].
Similarly, we can prove:
Theorem 6.2. The boundedness problem for 6nite-crossing WTCMs with respect to
PCAs (or 6nite-crossing WCAs) is decidable.
Remark. One can de4ne boundedness with respect to some speci4c component(s) of
the reachable con4gurations. So, e.g., in a PTCM, we might be interested in deciding
if the number of con4gurations reachable from the initial con4guration is unbounded
with respect to the pushdown stack content. This problem is also decidable, since in this
case, we need only check that some Si has a nonzero value in the position corresponding
to the stack in the second con4guration and zeros in all positions related to the 4rst
con4guration.
7. Conclusion
In this paper, we showed that the binary (respectively, backward or forward) reach-
ability sets of PCMs and 4nite-crossing WCMs as well as their “timed versions” (i.e.,
PTCMs and 4nite-crossing WTCMs) can be accepted by two-tape CAs (respectively,
one-tape CAs), improving previous results which required a pushdown stack or a
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4nite-crossing tape in the acceptors. These results make it possible for us to for-
mulate a subset of Presburger LTL for PCMs and 4nite-crossing WCMs. The logic
includes formulas like ✸(P1 ∧✸P2) which was not possible to be checked using previ-
ous techniques. We also showed that the boundedness problem for reachability sets is
decidable.
Finally, we note that the pushdown stack (or 4nite-crossing tape) elimination tech-
nique can be applied to machines with real-valued clocks. In [7], a decidable character-
ization of the binary reachability of a PTCM with real-valued clocks was given. It was
shown that for a PTCM M , Binary(M) can be characterized in terms of a two-tape
PCA M ′ and a parameter DM . The characterization uses a pattern technique to sepa-
rate a real-valued clock into an integral part and a fractional part, and DM concerns
the fractional parts of the clocks. The result can also be shown to hold when M is a
4nite-crossing WTCM, but now M ′ will be a two-tape WCA. Using the techniques in
this paper, we can strengthen these results and show that in both cases, M ′ need only
be a two-tape CA.
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