The risk of between-field spread of disease is typically omitted from crop disease warning systems, as it is difficult to know the number and location of inoculum sources and thus predict the abundance of inoculum arriving at healthy crops. This study explores the utility of a simple approach to predicting risk of between-field spread, based on the estimated probability that inoculum will survive the transportation process. Using potato late blight as a case study, the effect of solar radiation on the viability of detached Phytophthora infestans sporangia was assessed. A model to estimate the probability of spore survival was derived using a binomial generalized linear mixed model (GLMM), and receiver operating characteristic (ROC) curve analysis and cross-validation were used to evaluate the global performance of the model as a binary classifier for discriminating between viable and nonviable sporangia. The model yielded an area under the ROC curve of 0.92 (95% CI = 0.90-0.93), signifying an excellent classification algorithm. Inspection of the curve provided a number of suitable decision threshold (or cut-off) probabilities for discriminating between viable and nonviable sporangia. The classifier was tested as a forecasting system for potato late blight outbreaks using 10 years of outbreak data from across Great Britain. There was a marked differentiation among the cut-offs, but the best prediction outcome was an accuracy of 89% with an alert frequency of 1 in 7 days. This model can be easily modified or the methodology replicated for other pathosystems characterized by airborne inoculum.
Introduction
Disease risk forecasts for aerially transmitted crop pathogens at plot-or regional-scale typically assume that viable inoculum is ubiquitous, and make a prediction based on the suitability of weather conditions for infection. This is because it is impossible to know the number, location and infestation level of all inoculum sources, and the modelling required to quantify the abundance of inoculum arriving at target healthy crops is often prohibitively complex and data hungry, and the code impenetrable to non-experts (Skelsey et al., 2009 ). These problems are further compounded due to prediction uncertainties stemming from the highly variable nature of dispersal processes. Although the assumption that viable inoculum is present everywhere provides a conservative estimate of risk, this can lead to unnecessary chemical applications. This premise is most tenuous at the start of a growing season, when accurate information on risk is required to time the initiation of spray programmes. Accurate prediction of high-risk periods is also essential throughout the growing season in order to judiciously time the application of 'premier' products that can be expensive and limited in the dose or frequency allowed.
Solar radiation can have a major impact on the viability of detached (i.e. dispersing) fungal spores and oomycete sporangia, and thus the risk of between-field spread of disease (Wallin, 1953; Bashi & Aylor, 1983; Rotem et al., 1985; Mizubuti et al., 2000 Mizubuti et al., , 2005 Wu et al., 2000; Sunseri et al., 2002; Belmar-Diaz et al., 2005; Kanetis et al., 2010; Olanya et al., 2011) . For example, a 9 h exposure on sunny days reduced the germination percentage of detached Pseudoperonospora cubensis (the cause of cucurbit downy mildew) sporangia by approximately 85% (Kanetis et al., 2010) . The viability of Phytophthora infestans sporangia belonging to US clonal lineages was reduced by approximately 95% after 1 h of exposure on sunny days (Mizubuti et al., 2000) . It therefore seems sensible to investigate the utility of radiationbased spore survival models as tools for forecasting disease outbreaks. Phytophthora infestans in Great Britain (GB) was chosen as a case study, owing to the availability of national outbreak datasets, and because the effects of GB solar radiation on the viability of detached sporangia belonging to the predominant GB genotypes have yet to be investigated. The goals of this study were to: (i) quantify the effect of solar radiation dose on the viability of detached P. infestans sporangia; (ii) derive a simple binary classification model for predicting viable versus nonviable inoculum; and (iii) validate the model as a tool for forecasting late blight outbreaks using 10 years of national-scale outbreak data from across GB. Thus, the primary aim is to develop a simple and robust tool for forecasting the risk of between-field spread of disease, as opposed to a comprehensive model of the environmental conditions underlying the survival of detached sporangia. This approach of using a classification model for the viability of dispersing inoculum to forecast the risk of crop disease outbreaks at a national scale may improve the accuracy of disease risk warning systems for any crop pathosystem characterized by airborne inoculum.
Materials and methods

Spore survival experiments
Production of sporangia Phytophthora infestans sporangia of four different isolates belonging to the two predominant genotypes in GB (two 13_A2 and two 6_A1) were inoculated onto detached potato Maris Piper leaves. The inoculated leaves were kept on moist paper in sealed clear plastic boxes placed within clear plastic bags to ensure maintenance of high humidity for optimum lesion and spore development. The boxes were kept in the dark for 24 h post-inoculation, and then placed in a warm glasshouse for 7 days to promote lesion development and sporulation. Prior to the harvesting of sporangia, leaves with sporulating lesions were removed from their high humidity box to a box with dry paper for a period of 30 min to allow the sporangia to dry, as it has previously been stated that sporangia from wet lesions are hypersensitive to drying and/or the effects of solar radiation (Mizubuti et al., 2000) . It has also been stated that sporangia produced on detached leaflets can show a hypersensitive response to environmental conditions (Mizubuti et al., 2000) . Preliminary experiments showed no hypersensitive response to ambient conditions, hence these experiments were conducted using sporangia produced on detached leaflets.
Exposure methodology
The experiments were all conducted at the James Hutton Institute, Dundee between July and September 2016, in a small field that also houses the onsite weather station equipment (56°27 0 24.6″N, 03°04 0 10.2″W). The experiment was conducted on seven different days with sporangia exposures to ambient conditions for durations of 0, 1, 2 and 3 h, at different times of the day. Sporangia were harvested by gently pressing the lesions onto round, 47 mm diameter, 0.45 lm pore, mixed cellulose esters membrane filters. The filter papers were attached to a screen composed of muslin cloth connected to a wooden frame, 89.5 cm long 9 94 cm wide 9 89.5 cm high. The muslin cloth allowed free movement of air and minimal deviance from the recorded air temperature. There were three replicates of each combination of exposure duration and isolate. Those exposed for 0 h were immediately processed for a germination assessment as described below. Treatments were randomized to papers and the location of each exposure treatment on the screen was also randomized.
Germination assessment
Following exposure, the filter papers were removed from the screen and placed into a moist chamber to allow slow rehydration. The moist chamber was created using a clear plastic box lined with wetted filter paper. Membranes were kept in the box below the wetted filter paper but not in contact with it. After 30 min in the moist chamber, sporangia on filters were transferred to water agar (1.5%) in Petri dishes and incubated at 18°C in the dark. Germination assessments were made after 24 h of incubation by counting at least 300 sporangia per replicate under a microscope (9100) and recording the number that had germinated or not. No distinction was made between direct (germ tube longer than half the length of the sporangium) or indirect (zoospores released) sporangial germination.
Solar radiation measurements
The cumulative dose of solar (direct and diffuse) radiation received during exposure was determined using a Kipp & Zonen CMP3 pyranometer (Campbell Scientific). The sensor was set at approximately the same height as the filter papers on the exposure tables (c. 1 m above the ground). Thus for each day there were measurements of zero radiation and the doses of radiation associated with the other three exposure durations varied between days.
Statistical analysis
A generalized linear mixed effects model (GLMM) with a binomial distribution and logistic link was used to estimate the probability that sporangia would be viable (germinate) based on the cumulative solar radiation dose during exposure. This is a generalization of logistic regression; a nonlinear classification method that uses a set of samples of known categorical or qualitative classification (e.g. viable, nonviable sporangia) to derive coefficients for an equation that calculates the probability that a new case is of a certain class (Hosmer et al., 2013) . It assumes a binomial distribution for errors rather than the ordinary least squares assumption of normality, which reflects the dichotomous characteristics of the experimental outcome (sporangia are either viable or nonviable; Yuen et al., 1996) . In the simplest case of one predictor variable, the logistic model has the form:
where P(Y) is the probability of sporangia remaining viable, b 0 is a constant term, b 1 is the derived coefficient, and X is the cumulative solar radiation dose during exposure. The 'day of the experiment' was included as a random intercept in the model to account for temporal variation. The GLMM was fitted using the MATLAB procedure FITGLME with a logit link function, an events/trials syntax, in which 'events' and 'trials' represented the number of germinating sporangia on each individual filter paper and the number counted on each filter paper, respectively, and estimation of a dispersion parameter. Goodness of fit for the model was assessed with the likelihood ratio test (LRT). The null hypothesis for the LRT is that the fitted model describes the data better than the null model with no covariates.
Internal validation of the model as a binary classifier for spore survival
Receiver operating characteristic (ROC) analysis was used to evaluate the performance of the model as a binary classification system. A binary classifier predicts a two-class problem in which the outcomes are labelled as positive or negative, or in this study, as viable or nonviable sporangia. The ROC curve is a graphical technique for assessing the ability of a model to discriminate between the two classes. It investigates and employs the relationship between sensitivity and specificity of a binary classifier. Sensitivity or true positive rate (TPR) measures the Plant Pathology (2018) 67, 920-928
proportion of positives (viable sporangia) correctly classified, and specificity or true negative rate (TNR) measures the proportion of negatives (nonviable sporangia) correctly classified. The curve is created by plotting TPR against the false positive rate (FPR, which is 1 À specificity) as the decision threshold used to define a positive classification is varied (Zweig & Campbell, 1993; Hughes et al., 1999) . The decision threshold is also known as a 'cut-off' and in this study the fitted probabilities from the model were used as the cut-off values to produce an 'empirical ROC curve'. Specifically, each unique fitted probability was used in turn as a cut-off value or decision threshold for classifying sporangia as viable or nonviable. The sensitivity was the proportion of observed viable sporangia with a predicted probability above the cut-off, and the specificity was the proportion of nonviable sporangia with a predicted probability at or below the cut-off. The resultant TPR and FPR for each cut-off provided a single coordinate in ROC space, and the coordinates corresponding to each cut-off were joined by vertical and horizontal lines to produce the empirical ROC curve. The accuracy of the model as a binary classification system was evaluated based on the area under the ROC curve (AUC; Hanley & McNeil, 1982) . The AUC serves as a single measure that summarizes the discriminative ability of the classification system across the full range of cut-off probabilities, and takes values between 0.5 and 1.0 (Hand & Till, 2001) . AUC is computed using the trapezoidal rule (Rosner, 2015) . In general, an AUC of 0.5 suggests no discrimination (i.e. ability to categorize viable and nonviable sporangia), 0.7-0.8 is considered fair, 0.8-0.9 is considered good, and a value above 0.9 is considered excellent (Hosmer et al., 2013) .
To test the robustness of model predictions, the model was internally validated using the k-fold cross-validation technique. To implement the k-fold cross-validation, the complete dataset was randomly split into k (=10) mutually exclusive subsets (folds) of approximately equal size. The model was trained and tested k times. Each time, the regression model was trained on all but 1-fold, and predictions were made on the single remaining fold. The ROC analyses described above were repeated on the predictions for that fold, and the performance of the crossvalidated model was evaluated using the AUC. In these analyses, 10 repeats of 10-fold cross-validation were used because of its attractive bias and variance properties. In the end, 100 different hold-out samples of roughly 10% were used to estimate performance. The mean AUC across the 100 cross-validations was compared to the AUC of the model fit to the entire dataset.
Optimal cut-off points
As explained above, the ROC curve graphically displays the trade-off between the TPR and FPR at different cut-off points (model-based probabilities). Finding the optimal (single) cut-off point for correctly classifying viable and nonviable sporangia is not a trivial task. A perfect classifier would have 100% sensitivity and 100% specificity, and in the context of the current study would identify all the viable and nonviable sporangia. However, in practice few tests are perfect and one has to strike a balance between sensitivity and specificity, because when the cut-off point for discriminating between the two classes is varied to increase either sensitivity or specificity, there is usually a concomitant decrease in the other. Classifiers that use a cut-off value appearing on the left-hand side of an ROC graph (near the x-axis) may be thought of as 'conservative': they make positive classifications only with strong evidence so they make few false positive errors, but they often have low true positive rates as well. Classifiers that use a cut-off value appearing on the upper right-hand side of an ROC curve may be thought of as 'liberal': they make positive classifications based on weak evidence so they classify nearly all positives correctly, but they often have high false positive rates (Fawcett, 2006) . The task of identifying the optimal cut-off can be particularly problematic when using an empirical ROC curve. As described above, an empirical ROC curve generated from a finite set of observations is actually a step function, which approaches a true (smooth) curve as the number of observations approaches infinity. Hence, in the case of small sample sizes, the crude empirical estimate has the disadvantage of providing the same TPR for different FPRs. It is common practice in the medical literature to overcome this issue by smoothing the ROC curve, to produce a 'true' ROC curve that provides a complete representation of the trade-off between the TPR and FPR at different cut-off points. This is achieved by applying approximation methods using either a kernel density or binormal distribution (Zweig & Campbell, 1993; Zou et al., 1997) . This study used the binormal model to produce the true ROC curve, as it is the most popular approach in ROC analysis (Brodersen et al., 2010) . The binormal model assumes that the decision variable used to classify cases (or some unknown strictly increasing transformation of it) arises from a pair of normal densities corresponding to the positive (viable) and negative (nonviable) case populations, having generally different means and standard deviations. These moments of these two distributions are estimated from the classconditional decision values, and the TPR and FPR are derived from the resultant cumulative distribution functions (Brodersen et al., 2010) . The AUC of the true curve was computed for comparison with the empirical curve.
The performance of the binary classifier was evaluated for a number of potential optimal cut-off points, selected using the true ROC curve according to the following criteria: (i) MAXPCC: the cut-off that results in the maximum percentage correctly classified; (ii) MINROCDIST: the cut-off that minimizes the straight line distance between the ROC curve and the upper left corner of the unit square, which is the point of perfect prediction; (iii) REQSENS: the cut-off that will give the highest possible specificity while still meeting a user-defined required sensitivity, here 0.75 was arbitrarily chosen as the required sensitivity, meaning that 75% of viable sporangia must be positively identified; and (iv) OBSPREV: the cutoff was set to the observed prevalence, where prevalence is the proportion of viable sporangia in the entire dataset. Note that there are many other popular methods for selecting optimal cutoffs; e.g. the 11 methods listed in Freeman & Moisen (2008) were compared and it was found that in the present case, a number of these gave very similar values to the four criteria described above. The performance of the classifier at each of the four cut-offs was evaluated using the 100 hold-out samples from the 10 9 10-fold cross-validation (described above) to compute the six recommended performance evaluation measures for binary classifiers: sensitivity, specificity, positive predictive value, negative predictive value, accuracy and Matthews correlation coefficient (Vihinen, 2012;  Fig. 1 ). The mathematical basis and interpretation of these and other performance metrics have been discussed in detail (e.g. Baldi et al., 2000) .
External validation of the binary classifier as a tool for forecasting outbreaks
The ability of the classifier (at the four selected cut-offs) to forecast the risk of between-field spread of disease was tested using historical late blight outbreak data. The outbreak data spanned a 10-year period (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) ) from the Climate hydrology and ecology research support system meteorology dataset for Great Britain (1961 Britain ( -2015 [CHESS-met] were used to drive the binary classifier. These data are mean daily values (averaged from 09:00 GMT to 09:00 GMT the next day), and therefore significantly lower than solar radiation levels during the morning/early afternoon hours when P. infestans sporangia are typically released and dispersed (Nielsen et al., 2007; Skelsey et al., 2009 Skelsey et al., , 2010 . The CHESS-met values were multiplied by durations of 12 h to give a median (over the entire dataset) cumulative dose of radiation (MJ m À2 ) that matched the higher cumulative doses from the experiments. This enabled predictions of spore survival for similar and potentially longer travel times between crops than the 1-3 h exposures of the experiments used to develop the model. A 28-day period prior to the date that each outbreak was reported was considered to be sufficient for relating weather conditions for survival of dispersing inoculum to the dates at which disease was first observed in the crop. On each day in that 28-day period, the classification model was used to 'forecast' if inoculum would be viable or nonviable. A prediction of viable inoculum on any day in that 28-day period was considered a successful forecast of that outbreak in this analysis. The number of forecasts in each 28-day period was calculated to determine the overall frequency of alerts. These analyses were repeated using each of the four cut-off points identified using the methodology described above, providing four sets of results for the accuracy (percentage of outbreaks that were successfully forecasted) and frequency of alerts.
Results
Sporangial germination and effect of solar radiation dose
The average cumulative solar radiation dose during experiments was 3.80 MJ m
À2
(range 1.10-6.67 MJ m
). Exposure to solar radiation had a substantial effect on germination of sporangia (Fig. 2) . The LRT revealed that the overall goodness of fit of the logistic model was significant (P < 0.001). Pathogen isolate was considered as a grouping variable, but it did not have a significant effect on the probability of germination, nor on the relationship with radiation dose. Therefore, as the intention was to derive a simple, generic model independent of pathogen information that could be applied in any disease risk forecasting setting, isolate was not included in the final prediction model. The fixed effects portion of the mixed model can be used to compute the model-based probability (on a continuous scale ranging from 0 to 1) of spore viability for a given cumulative solar radiation dose:
where X = cumulative solar radiation (Table 1 ; Fig. 2) . The model can be used in this way with gridded solar Plant Pathology (2018) 67, 920-928 radiation data to produce striking maps of the risk of spore survival on a continuous scale ranging from 0 to 1 (Fig. 3) .
The empirical AUC (area under the empirical ROC curve) of the model in Eqn 2 was 0.90 (95% CI = 0.89-0.91), signifying an excellent overall performance in discriminating between viable and nonviable sporangia in the experimental data (Fig. 4) . The AUC values from the 10 9 10-fold cross-validation technique were very similar to those of the model fit to the entire dataset, yielding a mean AUC across the 100 cross-validations of 0.92 (95% CI = 0.90-0.93). This indicates stability in the model to predict independent data, and lack of overfitting. While the empirical ROC curve was jagged and represented a rough approximation to ground truth, the true (binormal) ROC curve provided much better estimates and a clearer representation of the trade-offs between sensitivity and specificity (Fig. 4) . The true AUC approximated the empirical AUC very well at 0.91 (95% CI = 0.90-0.92).
The four selected cut-offs in order from the most liberal to the most conservative were produced by the MAXPCC, MINROCDIST, REQSENS and OBSPREV criteria, corresponding to model-based probability (of viable inoculum) cut-offs of 0.51, 0.60, 0.65 and 0.71, respectively (Fig. 4) . In summary, MINROCDIST produced the best-performing cut-off, with the highest sums of sensitivity and specificity (1.71) and PPV and NPV (1.62), and equal highest values for accuracy and MCC (Table 2 ). This was closely followed by REQSENS, which yielded a sum of sensitivity and specificity of 1.71, a sum of PPV and NPV of 1.60, the next highest value for accuracy, and an equivalent MCC. MAXPCC outperformed OBSPREV for both accuracy and MCC. However, it should be noted that REQSENS and OBSPREV had the highest scores for specificity and PPV, meaning they were least likely to give a false positive classification and very precise when classifying inoculum as viable. These would be desirable characteristics of a forecasting system for risk of between-field spread of crop disease (i.e. few false alarms and high confidence in predicted risk periods), although the lower scores for sensitivity suggest caution as a number of risk periods could be missed.
External validation of the binary classifier as a tool for forecasting outbreaks
The number and geographic distribution of potato late blight outbreaks varied greatly between years, ranging from 66 to 288 outbreaks, with a mean value of 182 Plant Pathology (2018) 67, 920-928 outbreaks per year (Fig. 5) . The 'blight season' typically started in May, peaked in July, and ended in September (Fig. 6 ). The binary classifier was able to correctly forecast 97.6%, 88.9%, 76.4% and 67.8% of outbreaks (mean value across all years) using the MAXPCC, MIN-ROCDIST, REQSENS and OBSPREV cut-off values, respectively (Fig. 7) . The corresponding frequencies of alerts were 28.3%, 15.4%, 11.0% and 6.8%; in other words, approximately 1 in 4, 1 in 7, 1 in 9 and 1 in 14 days were classified as risk periods for between-field spread of disease. The mean length of time between the first alert in each 28-day window and the date at which disease was first observed and reported was 12.9 (SD AE 3.3), 13.7 (SD AE 4.5), 14.1 (SD AE 4.8) and 12.6 (SD AE 6.1) days using the MAXPCC, MINROCDIST, REQSENS and OBSPREV cut-off values, respectively.
Discussion
It is of interest to note that the shape of the dose-response curve for P. infestans sporangium viability contrasts with a previous study conducted at Cornell University in the United States (42°30 0 50″N, 76°20 0 49″ W), where a steep exponential decrease of viability with cumulative solar radiation dose was observed (Mizubuti et al., 2000) . This is possibly due to a differential sensitivity to solar radiation-induced spore DNA damage between US and GB genotypes, or to differences in climate between the two experimental locations. Although other meteorological risk factors could have been considered to improve the model, e.g. temperature and humidity, the goal here was not to derive a comprehensive model of the environmental conditions underlying the survival of detached sporangia, but to produce a simple model that is both useful to and useable by growers and other practitioners in the agricultural sector. Thus, an important aspect of this model is the subsequent ease of computation; it requires only the cumulative dose of solar radiation as input, and it can be used with the aid of a basic calculator to predict the probability of spore survival on a continuous scale ranging from 0 to 1. However, this leaves open the choice of decision threshold (cut-off probability) related to decision-making in the context of crop protection, which may not be a desirable trait in a disease risk forecasting system for some practitioners. The performance of the model was therefore evaluated as a binary classification system that categorises sporangia as belonging to either one of two classes: viable or nonviable, i.e. risk of between-field spread of disease, or no risk. Under 10 9 10-fold crossvalidation, the model yielded an area under the ROC curve of 0.92 (95% CI = 0.90-0.93), signifying an excellent yet simple and robust algorithm for predicting the survival of detached (dispersing) P. infestans sporangia. In this study the analysis was further extended beyond the norm for dose-response studies in aerobiology, which tend to focus solely on derivation of a dose-response curve or classification algorithm, and the classifier was validated as a tool for forecasting outbreaks of disease using 10 years of national late blight outbreak data from across GB. The choice of which of the four identified MINROCDIST = the cut-off that minimizes the straight line distance between the ROC curve and the upper left corner of the unit square (the point of perfect prediction); REQSENS = the cut-off that will give the highest possible specificity while still meeting a user-defined required sensitivity of 0.75; and OBSPREV = the cut-off that matches the observed prevalence (proportion of viable sporangia in the experimental data used to develop the model). Table 2 Operative characteristics of different cut-off points in the classification of inoculum viability.
Criteria
Cut-off probability Sensitivity Specificity PPV 'optimal' cut-off points to use for forecasting disease outbreaks is rather subjective, as a higher level of predictive accuracy comes at the expense of a higher frequency of risk alerts. It is recommended that the MINROCDIST cutoff (P = 0.6) provides the optimum balance, resulting in a frequency of one risk alert per week and a predictive accuracy of 88.9% in forecasting late blight outbreaks. The resultant classifier could be easily integrated into existing decision support systems (DSS) for potato late blight that are currently implemented across Europe. To the authors' knowledge, none of the widely adopted DSSs in Europe include any estimation of the risk of between-field spread of disease, and instead operate under the assumption of ubiquitous, viable inoculum throughout the season, and typically use a set of temperature and humidity rules to forecast the risk of infection (Cooke et al., 2011; Hansen, 2014) . It is known that this assumption of ubiquitous inoculum is flawed from spore trap data (e.g. Gregory & Hirst, 1957; Bugiani et al., 1995; Fawcett, 2006; Fall et al., 2015) , which demonstrate that the presence of airborne inoculum in any given location is dependent on weather conditions, local topography, and the phenology of the local vegetation and its associated fungal flora. As the classifier for spore survival was derived using data on the predominant P. infestans genotypes in GB and Europe (13_A2 and 6_A1), it would serve as a useful complement to these systems, providing a binary (yes or no) forecast of the risk of between-field spread of disease that could be used to modify spray recommendations based on infection conditions only. It should be noted that the binary classifier for spore survival can be applied both prospectively with forecast data, and retrospectively with historical data, per the operational requirements of the DSS.
At the time of writing, the authors are involved in a research project that aims to develop and demonstrate a low-cost, rapid, sample-to-result biosensor system for the early detection and biological recognition of airborne P. infestans sporangia. The biosensors could be deployed in individual fields or as a distributed detection network to provide real-time information on the presence of dispersing inoculum. However, the proposed sensors aim to quantify the presence and amount of airborne inoculum and will not be able to distinguish between viable and nonviable propagules, which is crucial to determine the actual risk of disease posed by the inoculum. For example, a biosensor may indicate that inoculum is present and a DSS that the weather conditions are favourable for infection; however, if only a small proportion of dispersing inoculum has survived the transportation process, then an unnecessary chemical application may be recommended. So, although this innovation in precision agriculture could be of great value in overcoming the problem of predicting inoculum movement among fields, there will still be limitations in the quality of information provided, which could be overcome through the incorporation of the binary classifier for spore survival, or the full logistic model for spore survival. For example, a map of the probability of spore survival (e.g. Fig. 3 ) would provide a useful additional layer of information on risk of disease spread to a matching map of the pattern of detected airborne inoculum from such a network of biosensors.
The results of the external validation of the binary classifier as a tool for forecasting late blight outbreaks should be interpreted with a degree of caution. It is undoubtedly the case that some of the reported outbreaks in these data did not result from the dispersion of inoculum over distance from infected to healthy crops, but from a localized dispersion of inoculum from primary sources within or near the crop, such as volunteer potatoes, oospores or refuse piles. Consequently, the weather conditions for infection, such as temperature and humidity, would have played a greater role in the occurrence of these outbreaks than the effect of solar radiation dose on the survival of dispersing sporangia. Nevertheless, the relative importance of primary over secondary inoculum sources will be limited to the beginning of the 'blight season,' i.e. May and June; therefore it is anticipated that this would have had a limited effect on the validation results (Fig. 6 ). This is confirmed by an analysis of results for the recommended MINROCDIST cut-off, which showed that only 12% of the outbreaks that were not forecast by the classifier occurred in May and June, with 60% occurring in the peak blight season months of July and August, and 28% in September and October.
The results of this study suggest that the approach of using a classification model for the viability of dispersing inoculum to forecast the risk of crop disease outbreaks could improve the accuracy of disease risk warning systems for potato late blight. Further work is required to investigate if such an approach would be useful for other crop pathosystems characterized by airborne inoculum. This model can be easily modified or the methodology replicated for other aerially transmitted crop pathogens. 
