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Abstract: An algebraic lower bound on the energy decay for solutions of the advection-diffusion
equation in Rd with d = 2, 3 is derived using the Fourier splitting method. Motivated by a
conjecture on mixing of passive scalars in fluids, a lower bound on the L2− norm of the inverse
gradient of the solution is obtained via gradient estimates and interpolation.
1 Introduction
We are interested in the long-time behavior of a diffusive concentration field θ in Rd
with d = 2, 3, which is advected by a time-dependent divergence-free vector field u. The
dynamics of θ are described by the advection-diffusion equation
∂tθ + u · ∇θ − κ∆θ = 0 in Rd × (0,∞)
∇ · u = 0 in Rd × (0,∞)
θ(0, x) = θ0(x) in Rd ,
(1)
where κ is the molecular diffusion coefficient (usually κ  1). For diffusion equations
(non-linear) advection term of the type a · ∇(|θ|q−1θ), Zuazua et al. [3, 4], exploiting the
scaling properties of the equation, proved that the large time behavior of solutions is given
by a family of self-similar solutions. For the advection-diffusion equation (1) in R2 and
stationary, periodic or random vector fields, Fannjiang and Papanicolaou in [5, 6] studied
the effective diffusivity, defined as the long-time and space average of |x|2θ(x, t), with
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θ0 being a delta in the origin. In [5] a lower bound for the effective diffusivity through
a variational principle is derived. In general, while upper bounds for the Lp−norms
of the solution of (1) ave been produced under various assumptions on u by means of
variational techniques, scaling analysis and regularity theory, lower bounds are more subtle
and difficult to find (see, for example, the results and discussions in [10] and reference
therein). Motivated by the recent result of Miles and Doering on passive-scalar mixing,
we are primarily interested in deriving a lower bound for the energy of the solutions to
equation (1). In fact this lower bound is the key ingredient for estimating the quantity
‖∇−1θ‖2, which, as we will discuss later, is relevant for the problem of mixing of passive
scalars.
The results in this work are inspired by the seminal works of Maria Schonbeck on the
Navier-Stokes equation [12, 13] and crucially depend on the decay properties of the vector
field and its gradient in time.
Our result is based on a perturbation method around the heat equation: Viewing
advection as a forcing term for the heat equation, i.e.
∂tθ − κ∆θ = −u · ∇θ ,
we may exploit the representation formula of the solution
θ(x, t) =
∫
Rd
G(x− y, t)θ0(y) dy +
∫ t
0
∫
Rd
G(x− y, t− s) ∗ (u · ∇θ)(x, s) dx ds ,
with G being the heat kernel. Decomposing the scalar field θ as
θ = T + (θ − T ) ,
where T solves the heat equation, we observe that a lower bound on the solution of the
advection-diffusion equation follows if we find a lower bound on the solution of the heat
equation T and a suitable upper bound for the difference of solutions θ − T since
‖θ‖2 ≥ ‖T‖2 − ‖θ − T‖2 .
We remark that suitable refers to vector fields u such that ‖T‖2 ≥ ‖θ − T‖2 for large
times, for which a careful analysis is required in order to detect necessary assumptions on
the data of the present problem, which render the previous inequalities valid.
For the heat equation, lower bounds can be deduced if the Fourier transform of the
initial data is larger than a positive constant in a ball of radius δ. Together with the
assumption θ0 ∈ L1∩L2, this class includes Gaussian-like initial data but excludes mean-
free initial data, i.e. θ0 such that
0 = θˆ(0) =
∫
θ(x) dx .
2
Because of the perturbation approach we are using (θ appears in the right-hand side
of the representation formula) the upper bound on the difference θ−T relies on an upper
bound on the L2 norm of the solution θ. Using the Fourier-splitting method we are able
to establish
‖θ(t)‖2 . C(1 + t)− d4 for d = 2, 3 , (2)
where the constant depends on the data of the problem. The Fourier-splitting technique
was introduced by Maria Schonbeck in [11] in order to derive L2−decay estimates for
weak solutions to the Navier-Stokes equations. This method, applied to (1), relies on the
following observation: the standard energy identity can be written in Fourier space
d
dt
∫
Rd
|θˆ(ξ, t)|2 dξ = −2
∫
Rd
|ξ|2|θˆ(ξ, t)|2 dξ ,
where θˆ is the Fourier transform of the solution. Now the term ”Fourier-splitting” refers to
a decomposition of the frequency domain into two time-dependent subdomains, yielding
a first-order differential inequality for the spatial L2 norm of θˆ. Incidentally, an upper
bound on the L2−norm of the solution is produced by estimating the integral of |θˆ(ξ)|2
over an n-dimensional sphere centered at the origin with an appropriate time-dependent
radius. Apart from the previously mentioned works on the Navier-Stokes equation the
Fourier splitting method has been successfully applied to produce upper bounds on the
solutions of Boussinesq systems [1] or the quasi-geostrophic equation [14].
Theorem 1. Let θ0 = θ0(x) satisfy
θ0 ∈ L1(Rd) ∩ L2(Rd) (3)
and
|θˆ0(ξ)| ≥M for |ξ| ≤ δ . (4)
Moreover assume
‖u(t)‖2 ∼ (1 + t)−α with α > 1
2
, (5)
and let ` be a real number such that ` ∈ [3
4
, 9
4
] when d = 3 and ` = d 1
4α
e when d = 2.
If the time t is sufficiently large so that
(1 + t)−i(α) ≤ M
c
δ
d
2 e−κδ
2
κ
`
4
+ d
8
+ 1
2 (6)
holds for some i(α) > 0 and a constant c > 0 depending on α, d, ‖θ0‖1 and ‖θ0‖2, then for
t ≥ 1
‖θ(t)‖2 &Mδ 32 e−κδ2(1 + t)− d4 . (7)
3
Let us remark that the lower bound becomes trivial for κ→ 0 since (6) implies t→∞.
Therefore this result does not contradict the energy conservation valid if considering
equation (1) with κ = 0 for a large class of velocity fields (see Remark 1).
The bounds on the L2-norm of θ further allow to study the problem of mixing, i.e.
the evolution of the concentration field in the solvent towards a uniform distribution.
Discussions on various measures for mixing can be found in [15] and [2]. The quantity
‖∇−1θ(t)‖22 =
∫
Rd
(|ξ|−1|θ(ξ, t)|)2 dξ (8)
is particularly suitable to describe mixing degrees as ”it downplays the role of small
scales”[15] by not detecting small-scale variations. We note that, due to our choice of
initial data (4), ‖∇−1θ0‖2 may only exist in R3 but not in R2. Combining the estimate of
Theorem 1 together with an upper bound on the gradient of the solution (see Lemma 3)
and the standard (Gagliardo-Nirenberg) interpolation inequality, which we rewrite in the
form
‖∇−1θ(t)‖2 ≥ ‖θ(t)‖
2
2
‖∇θ(t)‖2 ,
we obtain the following lower bound
Theorem 2. In R3, let the assumptions of Theorem 2 be satisfied and suppose ‖∇θ0‖2 <
∞. If
‖∇u(t)‖∞ ∼ (1 + t)−ν , with ν > 1 (9)
there exists a constant C > 0 depending on ‖∇θ0‖, ‖θ0‖1 and ‖θ0‖2 such that
‖∇−1θ(t)‖2 ≥ M
2δ3
C
e−2κδ
2
e
(1+t)1−ν
ν−1 κ
`
2
+1(1 + t)−
1
4 . (10)
If instead
‖∇u(t)‖∞ ∼ (1 + t)−1 , (11)
there exists a constant C ′ > 0 depending on ‖∇θ0‖, ‖θ0‖1 and ‖θ0‖2 such that
‖∇−1θ(t)‖2 ≥ M
2δ3
C ′
e−2κδ
2
κ
`
2
+1(1 + t)−
1
4 . (12)
Let us remark that it is possible to find vector fields that simultaneously satisfy (5)
and (9) or (11). For example, it is known [7], that the unique strong solution of the
Navier-Stokes equation in R3 with u0 ∈ L3 ∩ L1 and u0 small in L3 satisfy
‖u(t)‖2 ≤ Ct− 54 and ‖∇u(t)‖∞ ≤ Ct− 52 .
4
For the advection-diffusion equation on the torus, Miles & Doering [9] consider the
quantity
λ(t) :=
‖∇−1θ(t)‖2
‖θ(t)‖2 , (13)
called the filamentation length. Their numerical experiments entail the following interest-
ing fact: λ approaches a minimal value for large times, i.e. limt→∞ λ(t) = constant, which
is the minimal length scale for filaments in presence of diffusion, named Batchelor-scale.
Starting again by the Gagliardo-Nirenberg inequality, which this time we write in the
form
‖∇−1θ(t)‖2
‖θ(t)‖2 ≥
‖θ(t)‖2
‖∇θ(t)‖2 ,
and combining Theorem 1 and Lemma 3 under condition (11) yields
‖∇−1θ(t)‖2
‖θ(t)‖2 &
Mδ
3
2 e−κδ
2
κ
`
2
+1
C ′
(1 + t)
1
2 , (14)
which implies
lim
t→∞
λ(t) =∞ , (15)
(for more details we refer to Section 3.1). This result does not contradict the observation
in [9]: In fact our argument seems to suggests that there is no analogous mechanism in
the whole space, which enforces the decay of the solution and of its gradient at the same
rate.
Nevertheless, it seems interesting to transfer the approach of this paper to a configu-
ration with bounded domain and periodic boundary conditions as described in [9].
Notation:
With the symbols ., ∼ and & we denote the relations ≤, =, and ≥, respectively, hiding
generic constants which may depend on the dimension d and that we do not want to track.
In the following results there will be constants which depend on the data of the problem
(initial data, vector field, dimension), which we do want to track; these will be denoted
with C1, C2, C3. Furthermore ‖ · ‖2 and ‖ · ‖∞ denote the standard L2 and L∞ norms
• ‖f‖2 =
(∫
Rd |f(x)|2 dx
) 1
2
• ‖f‖∞ = supx∈Rd |f(x)| ,
and the Fourier transform of f ∈ L2 is denoted by
fˆ(ξ, t) =
∫
Rd
e−iξ·xf(x, t) dx ,
5
where ξ ∈ Rd is the Fourier-variable. The L2−norm of the inverse gradient of f is defined
as
‖∇−1f‖22 =
∫
Rd
(|ξ|−1|f(ξ)|)2 dξ .
Organization of the paper:
The second section is devoted to the proof of Theorem 1. After stating all the main ingre-
dients for the result (i.e. Lemma 1 and Lemma 2), in Subsection 2.1 we prove Theorem
1. In Subsection 2.2, the Lemmas are proved together with the crucial Proposition 1. For
the longer proofs (for example the one of Proposition 1) we summarize the main steps
right at the beginning of the proof and verify the steps subsequently. In the third section,
we first state Lemma 3, which is the main tool for the proof of Theorem 2 in Subsection
3.1 and is demonstrated in Subsection 3.2. In the Appendix we summarize known results
for the heat equation.
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2 Theorem 1
We start by splitting the solution of (1) into two parts: Let T = T (x, t) solve the heat
equation in Rd {
∂tT = κ∆T in Rd × (0,∞)
T (0, x) = θ0(x) in Rd ,
(16)
then, by subtraction, the function η(x, t) := θ(x, t)− T (x, t) satisfies{
∂tη = κ∆η − u · ∇θ in Rd × (0,∞)
η(0, x) = 0 in Rd .
(17)
Observing that ‖θ(t)‖2 ≥ ‖T (t)‖2 − ‖η(t)‖2, the proof of Theorem 1 is based on the
following lower bound for the solution of the heat equation
Lemma 1 (Lower bound for the solution of (16)). Let T solve (16) and θ0 ∈ L2(Rd)
satisfy
|θˆ0(ξ)| ≥M for |ξ| ≤ δ . (18)
Then for t ≥ 1
‖T (t)‖2 &Mδ d2 e−κδ2(1 + t)− d4 . (19)
6
and the upper bound for η stated in the following
Lemma 2 (Upper bound for the solution of (17)). Consider η = θ − T , solution of
equation (17). Suppose that the assumptions (3), (4) and (5) on the data are satisfied.
Then there exists a constant C1 depending only on ‖θ0‖1, ‖θ0‖2 and α, such that
‖η(t)‖2 . C1κ− `4− d8− 14 (1 + t)− d4+ 14−α2 for 12 < α < 32 ,
‖η(t)‖2 . C1κ− `4− d8− 14 (1 + t)− d4− 12 for α ≥ 32
(20)
holds.
The lower bound for θ = T + η now follows easily from Lemma 1 and Lemma 2.
2.1 Proof of Theorem 1
Proof of Theorem 1. Combining estimate (19) with (20) we obtain:
• For 1
2
< α < 3
2
‖θ(t)‖2 ≥ ‖T (t)‖2 − ‖η(t)‖2
&Mδ d2 e−κδ2(1 + t)− d4 − C1κ− `4− d8− 14 (1 + t)− d4+ 14−α2
= (1 + t)−
d
4
(
Mδ
d
2 e−κδ
2 − C1κ− `4− d8− 14 (1 + t) 14−α2
)
.
• For α ≥ 3
2
‖θ(t)‖2 ≥ ‖T (t)‖2 − ‖η(t)‖2
&Mδ d2 e−κδ2(1 + t)− d4 − C1κ− `4− d8− 14 (1 + t)− d4− 12
= (1 + t)−
d
4
(
Mδ
d
2 e−κδ
2 − C1κ− `4− d8− 14 (1 + t)− 12
)
.
Thus for t satisfying
(1 + t)
1
4
−α
2 ≤ Mδ
d
2
2C1
e−κδ
2
κ
`
4
+ d
8
+ 1
4 for 1
2
< α < 3
2
,
(1 + t)−
1
2 ≤ Mδ
d
2
2C1
e−κδ
2
κ
`
4
+ d
8
+ 1
4 for α ≥ 3
2
,
we obtain
‖θ(t)‖2 & 1
2
Mδ
d
2 e−κδ
2
(1 + t)−
d
4 .
The statement in the theorem is reached by setting c = 2C1. 
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Remark 1. Observe that for the pure advection equation (setting κ = 0 in (1)) we have
‖θ(t)‖2 = ‖θ0‖2 for sufficiently regular u (for example when u is smooth or in the DiPerna-
Lions class). Instead, passing the limit κ→ 0 in our result, we see that the conditions of
validity above are not satisfied.
Remark 2. The exponent α = 1
2
is admissible when d = 3 (but not when d = 2, see
Remark 5) and it is easy to see that in this case the result in Theorem 1 holds by selecting
M and δ such that the condition
1 ≤ Mδ
d
2
c
e−κδ
2
κ
`
4
+ d
8
+ 1
4
is verified.
2.2 Proof of Lemmas
Proof of Lemma 1. By Plancherel’s Theorem and assumption (18), we have∫
Rd
|T (x)|2 dx =
∫
Rd
|Tˆ (ξ)|2 dξ
=
∫
Rd
|θˆ0(ξ)|2e−2κ|ξ|2t dξ
≥ M2
∫
|ξ|≤δ
e−2κ|ξ|
2t dξ .
Applying first the change of variable z =
√
2κt ξ and then passing to polar coordinates
we have ∫
|ξ|≤δ
e−2κ|ξ|
2t dξ =
1
(2κt)
d
2
∫
|z|≤√2κt δ
e−|z|
2
dz
= ωd−1
1
(2κt)
d
2
∫ √2κt δ
0
e−ρ
2
ρd−1 dρ ,
where ωd−1 denotes the measure of the d− 1 dimensional unit ball. For t ≥ 1, using the
positivity and monotonicity of the integrating factor, we can estimate∫ √2κt δ
0
e−ρ
2
ρd−1 dρ
t≥1≥
∫ √2κ δ
0
e−ρ
2
ρd−1 dρ
≥ e−2κδ2
∫ √2κ δ
0
ρd−1 dρ =
1
d
e−2κδ
2
(2κ)
d
2 δd . (21)
Putting all the estimates together we find
‖T (t)‖22 &M2δde−2κδ
2
(1 + t)−
d
2 . (22)

8
Remark 3. Notice that for κ→ 0, the bound becomes independent of κ and we have
‖T (κ=0)(t)‖2 &Mδ d2 (1 + t)− d4
On the other hand, setting κ = 0 in the heat equation yields ∂tT
(κ=0) = 0, which in
particular implies ‖T (κ=0)(t)‖2 = ‖θ0‖2 = ‖θˆ0‖2 &Mδ d2 ≥Mδ d2 (1 + t)− d4 .
In order to prove Lemma 2 we need the following
Proposition 1 (Upper bound for the solution to (1)). Let θ0 satisfy (3) and let u(·, t) ∈
L2(Rd) be a divergence-free vector field satisfying (5). Then there exists a positive constant
C2 = C2(d, α, ‖θ0‖2, ‖θ0‖1) such that
‖θ(t)‖2 . C2κ− `2 (1 + t)− d4 (23)
holds for any α ≥ 0 and ` = `(α) ∈ [3
4
, 9
4
] when d = 3 and for any α > 0 and ` = d 1
4α
e
when d = 2.
This result, besides being crucial in the proof of Lemma 2 and (as we will see in
the next section) Lemma 3, it has an interest on its own. Moreover the combination of
this upper bound with the lower bound in Theorem 1 shows the sharpness of the bound
∼ (1 + t)− d4 within the class of flows we consider.
Proof. We divide the proof of Proposition 1 in four steps which, for convenience of the
reader, we state first and verify afterwards.
Step 1 Define the set
S(t) =
{
ξ ∈ Rd | |ξ| ≤
(
β
2κ(1 + t)
) 1
2
}
. (24)
Passing through the energy identity for equation (1), we have
d
dt
((1 + t)β‖θ(t)‖22) ≤ β(1 + t)β−1
∫
S(t)
|θˆ(ξ, t)|2 dξ . (25)
Step 2 Suppose
‖θ(t)‖2 . A(1 + t)−γ γ ≥ 0 , (26)
where A is a constant depending on κ, d, and ‖θ0‖2. Notice that for γ = 0 the
estimate with A = ‖θ0‖2 is the classical maximum principle. Under assumption (5)
for u and using the bound for the heat kernel∫
S(t)
e−2κ|ξ|
2t|θˆ0(ξ)|2 dξ . ‖θ0‖21κ−
d
2 (1 + t)−
d
2 , (27)
9
we obtain∫
S(t)
|θˆ(ξ, t)|2 dξ . ‖θ0‖21κ−
d
2 (1 + t)−
d
2
+ 2A2
∫
S(t)
(∫ t
0
e−κ|ξ|
2(t−s)|ξ|(1 + t)−α−γ ds
)2
dξ . (28)
In particular the combination with (25) yields
d
dt
((1 + t)β‖θ(t)‖22) ≤ β(1 + t)β−1‖θ0‖21κ−
d
2 (1 + t)−
d
2
+ 2A2β(1 + t)β−1
∫
S(t)
(∫ t
0
e−κ|ξ|
2(t−s)|ξ|(1 + t)−α−γ ds
)2
dξ . (29)
Step 3 Estimating the second term on the right-hand side of (29) we have the upper
bounds
‖θ(t)‖22 ≤ C0κ−
d
2 (1 + t)−
d
2 if α + γ ≥ 1
2
, (30)
‖θ(t)‖22 ≤ D0κ−
d
2 (1 + t)−
d
2
+1−2(γ+α) if α + γ <
1
2
, (31)
where C0 and D0 are two positive constants depending on d, α, ‖θ0‖2, and ‖θ0‖1.
Observe that the estimates can only improve the decay in time with respect to the
initially assumed exponent γ.
Step 4 By an iteration procedure on γ ≥ 0 (see (26)) we obtain: For d = 3 and any
α ≥ 0
‖θ(t)‖22 ≤ C2κ−`(1 + t)−
3
2 , (32)
holds with 3
4
≤ ` ≤ 9
4
. For d = 2 and any α > 0
‖θ(t)‖22 ≤ C2κ−`(1 + t)−1 , (33)
holds with ` = d 1
4α
e.
Proof of Step 1:
We start by testing equation (1) with θ , integrating by parts and, using the incom-
pressibility condition, we obtain
d
dt
‖θ(t)‖22 = −2κ‖∇θ(t)‖22 ,
10
which we can rewrite in Fourier space using Plancherel’s Theorem
d
dt
‖θˆ(t)‖22 = −2κ‖ξ θˆ(t)‖22 . (34)
Consider the set
S(t) := {ξ ∈ Rd | |ξ| ≤ r(t)} , (35)
where r(t) will be specified later, and split the integral on the right-hand-side of (34) over
S(t) and its complement. Using the positivity of the integrands and the definition of the
set (t)S we have
d
dt
‖θˆ(t)‖22 = −2κ
∫
S(t)
|ξ|2|θˆ(ξ, t)|2 dξ − 2κ
∫
Sc(t)
|ξ|2|θˆ(ξ, t)|2 dξ
≤ −2κ
∫
Sc(t)
|ξ|2|θˆ(ξ, t)|2 dξ
≤ −2κr2(t)
∫
Sc(t)
|θˆ(ξ, t)|2 dξ
= −2κr2(t)
∫
Rd
|θˆ(ξ, t)|2 dξ + 2κr2(t)
∫
S(t)
|θˆ(ξ, t)|2 dξ .
Choose
r(t)2 =
φ′(t)
2κφ(t)
with φ : R+ → R increasing (36)
so that we can rewrite the above estimate as
d
dt
(φ(t)‖θ(t)‖22) ≤ φ′(t)
∫
S(t)
|θˆ(ξ, t)|2 dξ . (37)
Defining
φ(t) = (1 + t)β
with β > 0, we obtain (25). Moreover the expression of r can now be determined explicitly
from (36):
r2(t) =
φ′(t)
2κφ(t)
=
1
2κ
∂t log φ(t) =
1
2κ
∂tβ ln(1 + t) =
β
2κ(1 + t)
. (38)
Proof of Step 2:
Write equation (1) in Fourier space
∂tθˆ(ξ) + κ|ξ|2θˆ(ξ) = −û · ∇θ(ξ) , (39)
11
and the representation formula for its solution
θˆ(ξ, t) = e−κ|ξ|
2tθˆ0(ξ) +
∫ t
0
e−κ|ξ|
2(t−s)(−û · ∇θ)(ξ, s) dξ . (40)
Squaring, applying Young’s Inequality ab ≤ 1
2
a2 + 1
2
b2
and integrating over S(t), we obtain∫
S(t)
|θˆ(ξ, t)|2 dξ ≤ 2
∫
S(t)
|e−κ|ξ|2tθˆ0|2 dξ + 2
∫
S(t)
(∫ t
0
e−κ|ξ|
2(t−s)|û · ∇θ| ds
)2
dξ. (41)
Next, we estimate the right-hand side of (41): for the first term we apply the heat-
kernel estimate (27), proved in Lemma 4 in the Appendix. The claim in Step 2 is achieved
by estimating the product û · ∇θ using the definition of Fourier transform and the assump-
tions on u and θ:
|û · ∇θ| =
∣∣∣∣∫ u(x, t) · ∇θ(x, t)eiξ·x dx∣∣∣∣
=
∣∣∣∣∫ ∇ · (u(x, t)θ(x, t))eiξ·x dx∣∣∣∣
=
∣∣∣∣∫ u(x, t)θ(x, t)iξeiξ·x dx∣∣∣∣
≤ |ξ|‖θ(t)‖2‖u(t)‖2
≤ A|ξ|(1 + t)−α−γ
(42)
with α + γ ≥ 0 by definition.
Proof of Step 3:
Starting from (29) we distinguish three cases:
• Case α + γ < 1:∫ t
0
e−κξ
2(t−s)A|ξ|(1 + s)−α−γ ds ≤ A|ξ|
∫ t
0
(1 + s)−α−γ ds
= A
|ξ|
(−α− γ + 1)[(1 + s)
−α−γ+1]t0
= A
|ξ|
(−α− γ + 1)[(1 + t)
−α−γ+1 − 1]
≤ A |ξ|
(−α− γ + 1)(1 + t)
−α−γ+1 .
(43)
• Case α + γ = 1:∫ t
0
e−κξ
2(t−s)A|ξ|(1 + s)−α−γ ds ≤ A|ξ|
∫ t
0
(1 + s)−1 ds
= A|ξ| log(1 + t) .
(44)
12
• Case α + γ > 1:∫ t
0
e−κξ
2(t−s)A|ξ|(1 + s)−α−γ ds ≤ A|ξ|
∫ t
0
(1 + s)−α−γ ds
= A
|ξ|
−α− γ + 1[(1 + s)
−α−γ+1]t0
= A
|ξ|
−α− γ + 1[(1 + t)
−α−γ+1 − 1]
= A
|ξ|
| − α− γ + 1| [1− (1 + t)
−α−γ+1]
≤ A |ξ|| − α− γ + 1| .
(45)
Notice that in the three estimates above we used that |e−κξ2(t−s)| ≤ 1. We integrate over
S(t):
∫
S(t)
2
(∫ t
0
e−κξ
2(t−s)|û · ∇θ| ds
)2
dξ
≤
∫
S(t)
|ξ|2 dξ

2A2
(−α−γ+1)2 (1 + t)
−2(α+γ−1) for α + γ < 1 ,
2A2(log(1 + t))2 for α + γ = 1 ,
2A2
(−α−γ+1)2 for α + γ > 1 .
(46)
Passing to polar coordinates we compute the integral∫
S(t)
|ξ|2 dξ = ωd−1
∫ r(t)
0
ρ2+d−1 dρ =
1
2 + d
[
ρ2+d
]r(t)
0
∼ 1
2 + d
r(t)2+d (47)
and recalling (38) we have∫
S(t)
|ξ|2 dξ ∼ 1
2 + d
(
β
2κ(1 + t)
) 2+d
2
.
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Inserting this computation in the previous bound we obtain∫
S(t)
2
(∫ t
0
e−κξ
2(t−s)|û · ∇θ| ds
)2
dξ
. A2 1
(2 + d)
(2κ)−
d
2
−1β1+
d
2

1
(−α−γ+1)2 (1 + t)
− d
2
−1−2(γ+α−1) for α + γ < 1 ,
1
ε
(1 + t)−
d
2
−1+ε for α + γ = 1 ,
1
(−α−γ+1)2 (1 + t)
− d
2
−1 for α + γ > 1 ,
(48)
where we used that (log(1 + t))2 . 1
ε
(1 + t)ε for all t and 0 < ε 1.
As a result, inserting this estimate in the second term of the right-hand side of (29)
we find
d
dt
((1 + t)β‖θ(t)‖22)
≤ β(1 + t)β−1
∫
S(t)
|θˆ(ξ, t)|2 dξ
. ‖θ0‖21κ−
d
2 (1 + t)−
d
2
−1+β
+ A2
1
(2 + d)
(2κ)−
d
2
−1β2+
d
2

1
(−α−γ+1)2 (1 + t)
− d
2
−1−2(γ+α−1)+β−1 for α + γ < 1 ,
1
ε
(1 + t)−
d
2
−1+ε+β−1 for α + γ = 1 ,
1
(−α−γ+1)2 (1 + t)
− d
2
−1+β−1 for α + γ > 1 .
Integrate in time and divide by (1 + t)β, then
‖θ(t)‖22 ≤‖θ0‖22(1 + t)−β +
‖θ0‖21κ−
d
2
(−d
2
− 1 + β)(1 + t)
− d
2
+ A2
1
(2 + d)
(2κ)−
d
2
−1β2+
d
2

1
(−α−γ+1)2
(1+t)−
d
2−1−2(γ+α−1)
(− d
2
+1−2(γ+α)+β) for α + γ < 1 ,
1
ε
(1+t)−
d
2−1+ε
(− d
2
−1+ε+β) for α + γ = 1 ,
1
(−α−γ+1)2
(1+t)−
d
2−1
(− d
2
−1+β) for α + γ > 1 .
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Finally, choosing β : β > d
2
+ 1 we have
‖θ(t)‖22 ≤
(
‖θ0‖22 +
‖θ0‖21κ−
d
2
(−d
2
− 1 + β)
)
(1 + t)−
d
2
+ A2
1
(2 + d)
(2κ)−
d
2
−1β2+
d
2

1
(−α−γ+1)2
(1+t)−
d
2−1−2(γ+α−1)
(− d
2
+1−2(γ+α)+β) for α + γ < 1 ,
1
ε
(1+t)−
d
2−1+ε
(− d
2
−1+ε+β) for α + γ = 1 ,
1
(−α−γ+1)2
(1+t)−
d
2−1
(− d
2
−1+β) for α + γ > 1 .
Thus, as claimed in Step 3, for α + γ > 1
2
we obtain
‖θ(t)‖22 ≤ B20κ−
d
2 (1 + t)−
d
2
while for α + γ < 1
2
we obtained
‖θ(t)‖22 ≤ D20κ−
d
2 (1 + t)−
d
2
+1−2(γ+α) .
with
B20 = ‖θ0‖22 +
‖θ0‖21
(−d
2
− 1 + β) + A
2 1
(2 + d)
(2)−
d
2
−1β2+
d
2
1
(−α− γ + 1)2C(d, α, β, γε)
where
C(d, α, β, γε) = max
{
1
(−d
2
+ 1− 2(γ + α) + β) ,
(−α− γ + 1)2
ε(−d
2
− 1 + ε+ β) ,
1
(−d
2
− 1 + β)
}
,
and
D20 = ‖θ0‖22 +
‖θ0‖21
(−d
2
− 1 + β)
+ A2
1
(2 + d)
(2)−
d
2
−1β2+
d
2
1
(−α− γ + 1)2
1
(−d
2
+ 1− 2(γ + α) + β) .
Proof of Step 4:
By means of two illustrative examples, we describe the iteration procedure required
to reach the result in Step 4.
Example 1: d = 3, α = 0.
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Let γ = 0. Since α + γ = 0 we apply estimate (31)
‖θ(t)‖2 ≤ D0κ− 34 (1 + t)− 14 .
Setting γ = 1
4
and A = D0κ
− 3
4 in (26) and applying again (31) (since γ + α = 1
4
), we
obtain
‖θ(t)‖2 ≤ D1κ− 32 (1 + t)− 12 ,
for some constant D1. Setting γ =
1
2
and A = D1κ
− 3
2 in (26) and applying (30) (since
γ + α = 1
2
), we obtain
‖θ(t)‖2 ≤ D2κ− 94 (1 + t)− 34 ,
for some constant D2. Setting D2 =: C2 we obtain the upper bound (32). This argument
shows how a simple induction procedure yields the desired bound in case α = 0. We can
argue in the same way for any α < 1
2
, while, for α ≥ 1
2
the fast decay of the velocity field
ensures the claim even when γ = 0, meaning, without going through iterations.
Notice that the case α = 0 covers the “worst situation”, representing the case with
the largest amount of iterations possible.
For d = 2 the parameter α has to be strictly positive. In fact, if α = 0 and γ = 0
then, from estimate (31) we do not obtain any decay. For α > 0 the iteration procedure
we showed above applies and yields the desired bound.
Example 2: d = 2, α = 1
8
.
Let γ = 0. Since α + γ = 1
8
we apply estimate (31)
‖θ(t)‖2 ≤ D0κ− 12 (1 + t)− 18 .
Setting γ = 1
8
and A = D0κ
− 1
2 in (26) and applying again (31) (since γ + α = 1
4
), we
obtain
‖θ(t)‖2 ≤ D1κ−1(1 + t)− 14 ,
for some constant D1. Setting γ =
1
4
and A = D1κ
−1 in (26) and applying (31) (since
γ + α = 3
8
), we obtain
‖θ(t)‖2 ≤ D2κ− 32 (1 + t)− 38 ,
for some constant D2. Finally setting γ =
3
8
and A = D2κ
− 3
2 in (26) and applying (30)
(since γ + α = 1
2
), we obtain
‖θ(t)‖2 ≤ D3κ−2(1 + t)− 12 ,
for some constant D3. Setting D3 =: C2 we obtain the desired upper bound claimed in
(33).
The statement (33) follows from the fact that, for a given α the number of iterations
needed to reach 2(α + γ) = 1 is d 1
2α
e. As a consequence the exponent of κ is ` = d 1
4α
e.
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Remark 4 (About the role of constants). At the end of any iteration procedure the
constant DN where N = {# of iterations} will be called C2. If no iteration is needed we
set B0 = C2. The constants in the iteration have been called Di = Di(d, α, ‖θ0‖2, ‖θ0‖1)
with i ≥ 1, without specifying the exact shape. It is clear though that at each iteration
the (numerical) constants, including the power of κ−1, are increasing, hence making the
bound worse.

Using the result in Proposition 1, we can now prove Lemma 2.
Proof of Lemma 2. We can summarize the proof of this lemma in two steps:
Step 1 Define η := θ − T where θ satisfies (1) and T satisfies (16). Then, by the energy
estimate applied to equation (17), we have
d
dt
((1 + t)β‖η(t)‖22)
≤ β(1 + t)β−1
∫
S(t)
|ηˆ(ξ, t)|2 dξ + 2(1 + t)β‖∇T (t)‖∞‖u(t)‖2‖θ(t)‖2 , (49)
where the set S(t) is defined in (24).
Step 2 Inserting the results of Proposition 1 in (49) we deduce the existence of a constant
C1 depending on d, α, C2 and ‖θ0‖2 such that
‖η(t)‖2 . C1κ− `4− d8− 14 (1 + t)− d4+ 14−α2 for 12 < α < 32 and
‖η(t)‖2 . C1κ− `4− d8− 14 (1 + t)− d4− 12 for α ≥ 32 .
(50)
Proof of Step 1:
Testing (17) by η and integrating by parts we find
1
2
d
dt
‖η(t)‖22 + κ‖∇η(t)‖22 = −
∫
(u · ∇θ)(θ − T )
= −
∫
uθ · ∇T ,
≤ ‖∇T (t)‖∞‖u(t)‖2‖θ(t)‖2 ,
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where in the second-to-last estimate we used the incompressibility condition for u and in
the last estimate we applied Ho¨lder’s inequality. We apply Plancherel’s Theorem to the
left-hand side of previous the equation
d
dt
‖ηˆ(t)‖22 = −2κ
∫
Rd
|ξ|2|ηˆ(ξ, t)|2 dξ + 2‖∇T (t)‖∞‖u(t)‖2‖θ(t)‖2
and then consider the time-dependent decomposition of the space domain, i.e.
Rd = S(t) ∪ Sc(t)
where 1
S(t) :=
{
ξ ∈ Rd | |ξ| ≤
(
β
2κ(1 + t)
) 1
2
}
.
Imposing the decomposition and using the non-negativity of the integrals we have
d
dt
‖ηˆ(t)‖22 = −2κ
∫
S(t)
|ξ|2|ηˆ(ξ, t)|2 dξ (51)
− 2κ
∫
Sc(t)
|ξ|2|ηˆ(ξ, t)|2 dξ + 2‖∇T (t)‖∞‖u(t)‖2‖θ(t)‖2 (52)
≤ −2κ
∫
Sc(t)
|ξ|2|ηˆ(ξ, t)|2 dξ + 2‖∇T (t)‖∞‖u(t)‖2‖θ(t)‖2 (53)
≤ −2κ
(
β
2κ(1 + t)
)∫
Sc(t)
|ηˆ(ξ, t)|2 dξ + 2‖∇T (t)‖∞‖u(t)‖2‖θ(t)‖2 (54)
= − β
(1 + t)
∫
Rd
|ηˆ(ξ, t)|2 dξ (55)
+
β
(1 + t)
∫
S(t)
|ηˆ(ξ, t)|2 dξ + 2‖∇T (t)‖∞‖u(t)‖2‖θ(t)‖2 . (56)
Hence we obtained (49)
Proof of Step 2:
Consider equation (17) in Fourier space
∂tηˆ + κ|ξ|2ηˆ = −û · ∇θ , (57)
for which the solution has the following representation
ηˆ(ξ, t) =
∫ t
0
e−κ|ξ|
2(t−s)(−û · ∇θ)(ξ, s) dξ . (58)
1as in the proof of Proposition 1, see (35).
18
where we used that ηˆ0(ξ) = 0. Imitating the argument in Step 2 of Proposition 1 we have
|ηˆ(ξ, t)|2 ≤ 2
(∫ t
0
e−κ|ξ|
2(t−s)|û · ∇θ|(ξ, s) ds
)2
(59)
and
|û · ∇θ| ≤ |ξ|‖θ(t)‖2‖u(t)‖2 .
Employing the bound (23) in Proposition 1 which we summarize in the form 2
‖θ(t)‖2 . C2κ− `2 (1 + t)− d4 for d = 2, 3
and the assumption (5) on u we have
|û · ∇θ(t)| ≤ |ξ|‖θ(t)‖2‖u(t)‖2 . C2κ− `2 |ξ|(1 + t)− d4−α . (60)
Inserting this bound in (59), we obtain
|ηˆ(ξ, t)|2 . 2C22κ−`|ξ|2
(∫ t
0
e−κ|ξ|
2(t−s)(1 + s)−
d
4
−α ds
)2
≤ 2C22κ−`|ξ|2
(∫ t
0
(1 + s)−
d
4
−α ds
)2
≤ 2C22κ−`
1
(−d
4
+ 1− α)2 |ξ|
2
(
(1 + t)−
d
4
−α+1 − 1
)2
where we used
∣∣∣e−κ|ξ|2(t−s)∣∣∣ ≤ 1. We observe that if α > 1− d4 , then(
(1 + t)−
d
4
+1−α − 1
)2
. 1.
Hence
if α > 1− d
4
then |ηˆ(ξ, t)|2 . C22κ−`
2
(−d
4
+ 1− α)2 |ξ|
2 .
Integrating over S(t) and using (47) we have∫
S(t)
|ηˆ(ξ, t)|2 dξ . C
2
2κ
−`
(2 + d)
1
(−d
4
+ 1− α)2
∫
S(t)
|ξ|2 dξ
=
C22κ
−`
(2 + d)
1
(−d
4
+ 1− α)2
(
β
2κ(1 + t)
) d+2
2
∼ C
2
2β
d+2
2
(2 + d)
1
(−d
4
+ 1− α)2κ
−`− d
2
−1(1 + t)−
d
2
−1 .
2Note that in this compact formulation of Proposition 1 the constants and exponents do depend on
the dimension and on the parameter α. Nevertheless, in the following argument this information does
not play a role.
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Combining in (49) the following estimate for the (gradient) of the heat kernel
‖∇T (t)‖∞ . ‖θ0‖2κ− d4− 12 (1 + t)− d4− 12
(see Lemma 5 and its proof in the Appendix) together with the result of Proposition 1 in
(29), we deduce
d
dt
((1 + t)β‖η(t)‖22) .C22κ−`−
d
2
−1β
d
2
+2 1
(−d
4
+ 1− α)2 (1 + t)
− d
2
−1+β−1
+ C2β‖θ0‖2κ− `2− d4− 12 (1 + t)− d2− 12−α+β .
Integrating in time and dividing by (1 + t)β
‖η(t)‖22 .C22κ−`−
d
2
−1β
d
2
+2 1
(−d
4
+ 1− α)2
1
(−d
2
− 1 + β)(1 + t)
− d
2
−1
+ C2β‖θ0‖2κ− `2− d4− 12 1
(−d
2
+ 1
2
− α + β)(1 + t)
− d
2
+ 1
2
−α .
If 1
2
< α < 3
2
, choosing β : β > d
2
+ 1, we have
‖η(t)‖22 . max{D,E}κ−
`
2
− d
4
− 1
2 (1 + t)−
d
2
+ 1
2
−α ,
while for α ≥ 3
2
, choosing β : β > d
2
− 1
2
+ d
2
we have
‖η(t)‖22 . max{D,E}κ−
`
2
− d
4
− 1
2 (1 + t)−
d
2
−1 ,
where we set
D := C22β
d
2
+2 2
(−d
4
+ 1− α)2
1
(−d
2
− 1 + β)
and
E := C2β‖θ0‖2 1
(−d
2
+ 1
2
− α + β) .
To reach the conclusion, define C1 := (max{D,E})
1
2 . 
Remark 5. In the result above we excluded the exponent α = 1
2
to ensure the condition
α > 1 − d
4
in the case d = 2. On the other hand, notice that α = 1
2
is not critical when
d = 3 and, also in this case, the result derived above holds.
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3 Theorem 2
The proof of Theorem 2 is based on the result in Theorem 1 and on the upper bound on
the gradient of the solution of (1).
Lemma 3 (Upper bound on the gradient). Let the assumptions in Proposition 1 hold. If
‖∇u(t)‖∞ ∼ 1
(1 + t)ν
with ν > 1 (61)
then there exists a constant C3 > 0 depending on ν, d, C2, and ‖∇θ0‖∞ such that
‖∇θ(t)‖22 ≤ C23κ−`−2(1 + t)−
d
2
−1e2
[(1+t)−ν+1−1]
−ν+1 . (62)
If instead
‖∇u(t)‖∞ ∼ 1
(1 + t)
(63)
then there exists a constant C ′3 > 0 depending on d, C2 and ‖∇θ0‖∞ such that
‖∇θ(t)‖2 ≤ C ′3κ−
`
2
−1(1 + t)−
d
4
− 1
2 . (64)
3.1 Proof of Theorem 2
Proof of Theorem 2. Applying the interpolation inequality
‖θ(t)‖22 ≤ ‖∇θ(t)‖2‖∇−1θ(t)‖2 ,
together with the lower bound in Theorem 1 and the upper bound in Lemma 3 we obtain,
on the one hand
‖∇−1θ(t)‖2 ≥ M2δ3C3 e−2κδ
2
e
(1+t)1−ν
ν−1 κ
`
2
+1(1 + t)−
1
4 for ‖∇u(t)‖∞ ∼ (1 + t)−ν , ν > 1
‖∇−1θ(t)‖2 ≥ M2δ3C′3 e
−2κδ2κ
`
2
+1(1 + t)−
1
4 for ‖∇u(t)‖∞ ∼ (1 + t)−1 ,
(65)
which are (10) and (12) after setting C = C3 and C
′ = C ′3. 
Remark 6. Notice that our lower bound becomes trivial when κ→ 0.
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Moreover notice that from the interpolation inequality and the combination of Theo-
rem 1 and Lemma 3 we also find,
λ(t) :=
‖∇−1θ(t)‖2
‖θ(t)‖2 ≥
Mδ
3
2 e−κδ
2
κ−
`
2
−1
C3
e−
[(1+t)−ν+1−1]
−ν+1 (1 + t)
1
2 →∞ when t→∞ ,
and
λ(t) :=
‖∇−1θ(t)‖2
‖θ(t)‖2 ≥
Mδ
3
2 e−κδ
2
κ−
`
2
−1
C3
(1 + t)
1
2 →∞ when t→∞ ,
under condition (9) and (11), respectively.
3.2 Proof of the lemma
Inspired by bounds on the derivative of QG equation in [14], the proof of Lemma 3 results
from the combination of standard energy estimates, the upper bound in Proposition 1
and a classical Gronwall-type argument [8].
Proof of Lemma 3. We start by testing the advection-diffusion equation (1) with ∆θ
1
2
d
dt
∫
|∇θ|2 dx+ κ
∫
|∆θ|2 dx = −
∫
∂jui∂iθ∂jθ dx
≤
∣∣∣∣−∫ ∂jui∂iθ∂jθ dx∣∣∣∣
≤ ‖∇u‖∞‖∇θ‖22 ,
thus
d
dt
∫
|∇θ|2 dx+ 2κ
∫
|∆θ|2 dx ≤ 2‖∇u‖∞‖∇θ‖22 . (66)
Define
W (t) =
{
ξ ∈ Rd : |ξ| ≤
(
µ
κ(1 + t)
) 1
2
}
(67)
22
and apply Plancherel’s Identity to get
‖∆θ(t)‖22 =
∫
|ξ|4|θˆ(ξ, t)|2 dξ
≥
∫
W c(t)
|ξ|4|θˆ(ξ, t)|2 dξ
≥ µ
κ(1 + t)
∫
W c(t)
|ξ|2|θˆ(ξ, t)|2 dξ
=
µ
κ(1 + t)
(∫
Rd
|ξ|2|θˆ(ξ, t)|2 dξ −
∫
W (t)
|ξ|2|θˆ(ξ, t)|2 dξ
)
≥ µ
κ(1 + t)
(
‖∇θ(ξ, t)‖22 −
µ
κ(1 + t)
∫
Rd
|θˆ(ξ, t)|2 dξ
)
=
µ
κ(1 + t)
(
‖∇θ(ξ, t)‖22 −
µ
κ(1 + t)
‖θ(ξ, t)‖22
)
.
Plug the result of Proposition 1, i.e. the upper bound 3
‖θ(t)‖22 . C22κ−`(1 + t)−
d
2 ,
in the previous estimate to obtain
‖∆θ(t)‖22 ≥
µ
κ(1 + t)
(
‖∇θ(t)‖22 −
µC22
κ(1 + t)
κ−`(1 + t)−
d
2
)
=
µ
κ(1 + t)
(
‖∇θ(t)‖22 − µC22κ−`−1(1 + t)−
d
2
−1
)
.
Inserting this lower bound in (66) we obtain the differential inequality
d
dt
‖∇θ(t)‖22 +
2µ
(1 + t)
‖∇θ(t)‖22 ≤ 2‖∇u(t)‖∞‖∇θ(t)‖22 + 2µ2C22κ−`−2(1 + t)−
d
2
−2 . (68)
We split the analysis in two cases:
1) Assume first that (61) holds. Set X(t) = ‖∇θ(t)‖22 and rewrite (68) as
d
dt
X(t) ≤ a(t)X(t) + b(t) , (69)
3Recall that the upper bound holds under the assumption
‖u(t)‖2 ∼ (1 + t)−α with α ≥ 0 for d = 3 and α > 0 for d = 2
23
where
a(t) = − 2µ
(1 + t)
+
2
(1 + t)ν
and b(t) = 2µ2C22κ
−`−2(1 + t)−
d
2
−2 .
Define q(t) = X(t)e−
∫ t
0 a(s) ds with q(0) = ‖∇θ0‖22 then
q′(t) = [X ′(t)− a(t)X(t)]e−
∫ t
0 a(s) ds ≤ b(t)e−
∫ t
0 a(s) ds .
Thus
q(t) ≤ ‖∇θ0‖22 +
∫ t
0
b(s)e−
∫ s
0 a(τ) dτ ds ,
which, by the definition of q turns into
X(t) ≤ ‖∇θ0‖22e
∫ t
0 a(s) ds +
(∫ t
0
b(s)e−
∫ s
0 a(τ) dτ ds
)
e
∫ t
0 a(s) ds .
The conclusion is obtained by computing
e
∫ t
0 a(s)ds = (1 + t)−2µe2
[(1+t)−ν+1−1]
−ν+1
and(∫ t
0
b(s)e−
∫ s
0 a(τ) dτ ds
)
e
∫ t
0 a(s) ds
≤ 2µ2C22κ−`−2
(1 + t)−
d
2
−1
(−d
2
− 1 + 2µ)e
2
[(1+t)−ν+1−1]
−ν+1 . (70)
where we used that for all s > 0 and ν > 1 we have e−2
[(1+s)−ν+1−1]
−ν+1 ≤ 1. Hence we
obtain
‖∇θ(t)‖22 ≤ ‖∇θ0‖22(1 + t)−2µe2
[(1+t)−ν+1−1]
−ν+1
+ 2µ2C22κ
−`−2 (1 + t)
− d
2
−1
(−d
2
− 1 + 2µ)e
2
[(1+t)−ν+1−1]
−ν+1 . (71)
Choosing µ > d
4
+ 1
2
we conclude
‖∇θ(t)‖22 ≤ C23κ−`−2(1 + t)−
d
2
−1e2
[(1+t)−ν+1−1]
−ν+1 ,
where
C3 :=
(
‖∇θ0‖22 +
2µ2C22
(−d
2
− 1 + 2µ)
) 1
2
.
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2) Assume that (63) holds. Imitating the argument above, let us set X(t) = ‖∇θ(t)‖22
and consider the differential inequality
d
dt
X(t) ≤ a(t)X(t) + b(t) , (72)
where this time
a(t) =
−2µ+ 2
(1 + t)
and b(t) = 2µ2C22κ
−`−2(1 + t)−
d
2
−2
.
Define q(t) = X(t)e−
∫ t
0 a(s) ds with q(0) = ‖∇θ0‖22 then
q′(t) = [X ′(t)− a(t)X(t)]e−
∫ t
0 a(s) ds ≤ b(t)e−
∫ t
0 a(s) ds .
Thus
q(t) ≤ ‖∇θ0‖22 +
∫ t
0
b(s)e−
∫ s
0 a(τ) dτ ds ,
and, by the definition of q we have
X(t) ≤ ‖∇θ0‖22 e
∫ t
0 a(s) ds +
(∫ t
0
b(s)e−
∫ s
0 a(τ) dτ ds
)
e
∫ t
0 a(s) ds .
Computing
e
∫ t
0 a(s) ds = (1 + t)−2µ+2
and (∫ t
0
b(s)e−
∫ t
0 a(τ) dτ ds
)
e
∫ t
0 a(τ) dτ ≤ 2µ
2C22κ
−`−2
(−d
2
− 3 + 2µ)(1 + t)
− d
2
−1 . (73)
Substituting in the previous bound, we obtain
X(t) ≤ ‖∇θ0‖22(1 + t)−2(µ−1) +
2µ2C22κ
−`−2
(−d
2
− 3 + 2µ)(1 + t)
− d
2
−1 ,
and we conclude that
‖∇θ(t)‖22 ≤ ‖∇θ0‖22(1 + t)−2(µ−1) +
2µ2C22κ
−`−2
(−d
2
− 3 + 2µ)(1 + t)
− d
2
−1 .
Choosing µ > d
4
+ 3
2
, we obtain
‖∇θ(t)‖22 ≤ (C ′3)2κ−`−2(1 + t)−
d
2
−1 ,
where
C ′3 :=
(
‖∇θ0‖22 +
2µ2C22
(−d
2
− 3 + 2µ)
) 1
2
.

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4 Appendix
Lemma 4. Consider equation (16) with initial data satisfying θ0 ∈ L1(Rn). Then∫
S(t)
e−2κ|ξ|
2t|θˆ0|2 dξ . ‖θ0‖21κ−
d
2 (1 + t)−
d
2 .
Proof. First observe that by monotonicity and Plancherel identity we have∫
S(t)
e−2κ|ξ|
2t|θˆ0|2 dξ ≤
∫
Rd
e−2κ|ξ|
2t|θˆ0|2 dξ =
∫
Rd
(Gt ∗ θ0)2 dx ,
where Gt(z) =
e−
|z|2
4κt
(4piκt)
d
2
. By Young’s inequality for convolutions we have
‖Gt ∗ θ0‖2 ≤ ‖Gt‖2‖θ0‖1
and ∫
e−2
|z|2
4κt
(4piκt)d
dz ≤ 1
pid
1
(4κt)
d
2
∫
e−2ζ
2
dζ . 1
(4κ(1 + t))
d
2
.

Lemma 5. If θ0 ∈ L2(Rd), then
‖∇T (t)‖∞ . ‖θ0‖2κ− d4− 12 (1 + t)− d4− 12 . (74)
Proof. The estimate follows from the application of Young’s inequality for convolution
‖∇T‖∞ ≤ ‖∇Gt‖2‖θ0‖2
and the fact that
‖∇Gt‖2 = 1
(4κt)
d
2
(∫ (
∇ze−
|z|2
4κt
)2
dx
) 1
2
=
1
(4κt)
d
2
(∫
e−2
|z|2
4κt
(
2z
4κt
)2
dx
) 1
2
=
(4κt)
d
4
(4κt)
d
2
+ 1
2
(∫
e−2|ζ|
2
4ζ2 dz
) 1
2
. 1
(κ(1 + t))
d
4
+ 1
2
,
where we used the change of variable ζ = z√
4κt
. 
26
References
[1] Lorenzo Brandolese and Maria Schonbek. Large time decay and growth for solutions
of a viscous boussinesq system. Transactions of the American Mathematical Society,
364(10):5057–5090, 2012.
[2] Charles R. Doering and Camilla Nobili. Lectures on stirring, mixing and transport.
In Gianluca Crippa and Anna Mazzucato, editors, Transport, Fluids, and Mixing,
pages 8–34. De Gruyter., 2017.
[3] Gema Duro and Enrique Zuazua. Large time behavior for convection-diffusion equa-
tions in RN with periodic coefficients. Journal of Differential Equations, 167(2):275–
315, 2000.
[4] Miguel Escobedo and Enrique Zuazua. Large time behavior for convection-diffusion
equations in RN . Journal of Functional Analysis, 100(1):119–161, 1991.
[5] Albert Fannjiang and George Papanicolaou. Convection enhanced diffusion for peri-
odic flows. SIAM J. Appl. Math, page 333, 1994.
[6] Albert Fannjiang and George Papanicolaou. Convection-enhanced diffusion for ran-
dom flows. J. Stat. Phys., 88(1):1033–1076, 1997.
[7] Yoshiko Fujigaki and Tetsuro Miyakawa. Asymptotic profiles of nonstationary incom-
pressible Navier-Stokes flows in the whole space. SIAM J. Math. Analysis, 33:523–
544, 2001.
[8] V. Lakshmikantham, S. Leela, and A.A. Martynyuk. Stability Analysis of Nonlinear
Systems. Systems & Control: Foundations & Applications. Springer International
Publishing, 2015.
[9] Christopher J Miles and Charles R Doering. Diffusion-limited mixing by incompress-
ible flows. Nonlinearity, (5):2346–2359, Apr 2018.
[10] Camilla Nobili and Felix Otto. Limitations of the background field method applied to
Rayleigh-Be´nard convection. Journal of Mathematical Physics, 58(9):093102, 2017.
[11] Maria Schonbek. L2 decay for weak solutions of the Navier-Stokes equations. Arch.
Rational Mech. Anal., 88:209–222, 1985.
[12] Maria E. Schonbek. Large time behaviour of solutions to the Navier-Stokes equations.
Communications in Partial Differential Equations, 11(7):733–763, 1986.
[13] Maria E. Schonbek. Lower Bounds of Rates of Decay for Solutions to the Navier-
Stokes Equations. Journal of the American Mathematical Society, 4(3):423–449, 1991.
27
[14] Maria E. Schonbek and Tomas P. Schonbek. Asymptotic Behavior to Dissipative
Quasi-Geostrophic Flows. SIAM Journal on Mathematical Analysis, 35(2):357–375,
2003.
[15] Jean-Luc Thiffeault. Using multiscale norms to quantify mixing and transport. Non-
linearity, 25(2):R1–R44, Jan 2012.
28
