The generalization of simple (two-variable) correspondence analysis to more than two categorical variables, commonly referred to as multiple correspondence analysis, is neither obvious nor well-defined. We present two alternative ways of generalizing correspondence analysis, one based on the quantification of the variables and intercorrelation relationships, and the other based on the geometric ideas of simple correspondence analysis. We propose a version of multiple correspondence analysis, with adjusted principal inertia s, as the method of choice for the geometric definition, since it contains simple correspondence analysis as an exact special case, which is not the situation of the standard generalizations. We also clarify the issue of supplementary point representation and the properties of joint correspondence analysis, a method that visualizes all two-way relationships between the variables. The methodology is illustrated using data on attitudes to science from the International Social Survey Program on Environment in 1993.
Introduction
Simple correspondence analysis (CA) is primarily applicable to a two-way contingency table, leading to a map that visualizes the association between two categorical variables.
Multiple correspondence analysis (MCA) tackles the more general problem of associations among a set of more than two categorical variables. We shall see that the generalization to more than two variables is neither obvious nor well-defined. In other areas of multivariate analysis, such as regression and loglinear modelling, the situation is less complicated: for example, the transition from the regression of a response variable on a single predictor variable to the case of several predictors is quite straightforward. The main problem we face here is that the notion of association between two categorical variables is already a complex concept and there are several ways to generalize this concept to more than two variables.
Of the many different ways that exist to define MCA, we shall consider two approaches: first, the definition which is perhaps the easiest to understand, namely that of correlation between sets of variables, known as canonical correlation, and second, the geometric approach, which is directly linked to data visualization, and which has many similarities to Pearson-style principal component analysis. In the explanation of each approach, we will consider the case of two variables and then describe possible generalizations to more than two variable s.
categories in order to calculate a correlation coefficient between the variables. Since the categories are ordered, a simple way out would be to use the existing values 1 to 5, as they are coded in the data file, thereby assuming that there is an equal interval difference between adjacent points on each scale. But notice that such a choice would be incorrect if one of the variables were nominal, for example "province of residence" or "religious denomination".
There are two ways to calculate the correlation coefficient; one is from the original respondent-level data, which are the 871 pairs of responses to the two questions, or -more compactly -directly from Table 1 , since this table gives the frequencies of occurrence of all pairs of categories. Suppose that the responses to questions A and B are coded in the indicator matrices Z 1 and Z 2 respectively, whose columns are zero-one dummy variables:
that is Z 1 and Z 2 are both 916×5 matrices. Then Table 1 
which can be calculated directly from Table 1 and its margins. Since this calculation involves some important concepts in CA, we shall go through it in detail, using the values 1 to 5 for the categories of each variable.
• From Table 1 we have the values of the marginal relative frequencies for the categories of the two variables:
( In CA these are called the masses of each of the two variables.
• • Hence, the covariance, variances and correlation are: Since the correlation remains the same if any linear transformations of s 1 and s 2 are made, we need to introduce identification conditions that fix the scale of a1 and a2 in order to find the optimal solution. The usual identification conditions are that the two variables are standardized, that is that the means are zero, as before: (1/n)1 Consider the singular value decomposition (SVD) of the following normalized matrix:
where Σ is the diagonal matrix of singular values, and U and V the matrices of left and right singular vectors as columns. Then writing the equation (2) for one pair of left and right vectors, u and v, corresponding to a singular value σ, we ha ve, after multiplying on the left by u T and on the right by v, and using the orthogonality of the singular vectors : given by the singular value σ. However, the centring conditions have not been imposed, and these can be introduced by first centring the matrix to be decomposed as follows, subtracting the product of the row and column margins from each element of the correspondence matrix:
where P 12 1 is the (column) vector of row margins of P 12 , that is the row masses (denoted usually by r in simple CA), and
is the (row) vector of column margins, the column masses (denoted by c). In the parlance of CA this is known as "removing the trivial solution", since the uncentred matrix (2) has a trivial maximal solution with a singular value of 1 for s 1 and s 2 equal to 1 (thus, U, V and Σ in (2) all have this one extra trivial singular component which is eliminated by the centring in (3)).
We thus have the following result: each singular value is a correlation between variables A and B, based on the scale values from the transformed singular vectors s 1 and s2, and so the maximum correlation is attained for the first (i.e., the largest) singular value of (3), or equivalently the second largest singular value of the uncentred matrix (2). The solutions s 1 and s 2 are exactly the vectors of standard coordinates in CA on the first principal axis. The largest singular value σ 1 of (3), also called the first canonical correlation, is equal to 0.4106 in our example, compared to the value of 0.3780 obtained with the equal-interval (1-to-5) scales. The scale values are: The scale points do emerge in their expected order in both cases, but it is interesting to study their relative spacings. Compared to the equal-interval values considered previously, these rescaled values show that the categories "disagree" and "disagree strongly" for question A are further spaced out, with relatively small differences between scale values assigned to the categories "strongly agree", "agree" and "neither/nor". For question B the difference between "disagree" and "disagree strongly" is even larger, almost two full units.
For both questions the neutral "neither/nor" category is not in the centre of the scale but close to the agreement category.
Before moving onto the case of several variables, we remark that in the above only 
. The solution is given by the second set of singular vectors of (3), transformed as before to standard coordinates, corresponding to the second singular value, σ 2 , which is the second canonical correlation. For a table of order I × J this process can be continued to obtain a total of min{I-1, J-1} canonical correlations and associated scale values: in our 5 × 5 example four sets of scale values and canonical correlations can be calculated. The canonical correlations are the square roots of the principal inertias usually reported on the axes of the map (see Section 3 below).
Several variables
To make the transition to the case of several variables, notice that the problem is almost identical if we reformulate it as maximizing the correlation between the two variables and their average (or their sum). In general, for two variables z 1 and z 2 with correlation ρ, the correlation between either of them and their average ½(z 1 +z 2 ) ( 
where 2 2 / 1 n n which -in one of its symmetric eigenvalue formulations -can be written as: 
The maximum value of (5) is also the singular value of C, since C is symmetric: in the language of geometric CA (see Section 3 below) λ 1 is the square root of the principal inertia of the Burt matrix C.
The alert reader will have noticed that in (4) the identification condition on s implied by the standardization of v in the SVD is that its weighted sum of squares is equal Again there are two ways to achieve the solution, one way by performing a CA of
, alternatively a CA of the Burt matrix C, which is now a block matrix with Q blocks row-wise and column-wise. We denote the number of categories for the q-th categorical variable by J q , and let J = Σ q J q be the total number of categories. Then Z is of order n × J and C is of order J × J. Since Z has total sum nQ, with row sums equal to a constant Q and column sums equal to the marginal frequencies of each variable, the correspondence matrix is (1/Qn)Z, the row mass matrix is
(1/n)I and the column mass matrix is D. Hence the SVD to compute the CA solution of Z is (in its uncentred form -see (2)):
To eliminate t he trivial solution the matrix to be decomposed is (see (3)):
where (1/n)1 is the vector of row masses and 1 T D is the vector of column masses of the indicator matrix (denoted by c T in simple CA). The SVD for the CA of the Burt matrix C (uncentred) is:
and C = Z T Z. Once again, the centred form of the matrix on the left hand side of (7) removes the trivial solution in the form of the expected relative frequencies: We now apply the above theory to the four variables described in Section 2.1. In terms of our notation: Q = 4, J q = 5 for all q, J = 20, Z is 871 × 20 and C is 20 × 20. The full Burt matrix is reproduced in Table 2 .
In Table 3 we reproduce the standard coordinates for the first and second optimal solutions, along with their corresponding correlation measures. In addition, the squared correlation of each quantified variable with the total score is given, showing that the correlation measure is equal to their average. The Cronbach's alpha is a measure of reliability that compensates for this and is classically defined as:
where s q 2 is the variance of the q-th item score and s 2 is the variance of the summated score.
In MCA the sum of item score variances ( Σ q s q 2 ) is equal to a T Da, which from the identification conditions described above is a fixed value, equal to Q. The variance of the summated score (s 2 ) is equal to Q 2 times the variance of the average score z, that is Q 2 times the λ that we are maximizing. Hence, we can write the maximum value of (8) as:
so that maximum λ (the first singular value of C in (7), which is also an eigenvalue as we have said before) corresponds to maximum reliability. Hence, the maximum value of Cronbach's α for the first two solutions is, respectively (see Table 3 
If question D is removed, as would be suggested by its low item correlation with the total, a recomputation of the solution gives a much higher value, 0.602, of the maximum average squared correlation, and an increase in Cronbach's alpha to 0.669 (we do not report the complete results here). Table 4 shows all the squared intercorrelations as well as the variances and covariances of the four quantified questions, according to the first optimal solution. This table also demonstrates empirically that the optimal λ can be computed either as (i) the variance of the total score, or (ii) the average of the four squared correlations of the respective questions with the total, or (iii) the average of all the elements of the full variance-covariance matrix between the four questions.
Homogeneity analysis
An alternative but equivalent definition of the correlational definition of MCA is based on Guttman's criterion of "internal consistency" (see, for example, Nishisato, 1994 ).
The idea is to look for scale values s 1 , s 2 , …, s Q which give individual scores Z 1 s 1 , Z 2 s 2 , …, ZQsQ that are as close to one another (i.e., homogeneous ) as possible. Lack of closeness can be measured by the sum of squares of the differences of each individual's Q scale values from the corresponding mean score in the vector (1/Q)(Z 1 s 1 +Z 2 s 2 +…+Z Q s Q ) =
(1/Q)Zs , which we shall again denote by z. The overall objective is thus to minimize in this case the following function of s, which is the average of the Q squared differences for each individual, averaged in turn over all n individuals:
This approach is known as homogeneity analysis (Gifi, 1990 ) and the objective function (10) is called the loss function. Here "loss" refers to loss of homogeneity, since perfect homogeneity would be when all the differences Z q s q -z are zero. Once more an identification condition on s is required, otherwise the trivial solution when all elements of s are constant will be found, giving a loss of 0. With the same quadratic constraint s T Ds = 1 as before, it can be shown that minimum loss is achieved by the same optimal scale values described above, and the value of the minimum is equal to 1 minus the value of the corresponding largest eigenvalue of the super-indicator matrix Z. In our example, the successively maximized eigenvalues of 0.457 and 0.431 (see Table 4 ) correspond to minimum losses of 0.543 and 0.569 respectively.
Geometric approach
The geometric approach to CA (see, for example, Greenacre, 1993a) , turns out to be slightly more problematic to generalize to the multivariable case. A lot of the controversy about CA stems from this difficulty, and here we shall clarify the issues involved in MCA as a graphical method as well as propose a specific version of MCA that acceptably addresses these problems. We shall approach the geometry from both the chi-square distance scaling perspective and the biplot perspective. Figure 1 shows the usual CA map of the contingency table in Table 1 . The map is established using the theory described in Section 2.1, namely the SVD of the matrix of is called the principal inertia , corresponding to a principal axis, or dimension. Figure 1 shows the points represented by their principal coordinates calculated for the first two principal axes.
Chi-square distance scaling
Simple CA is justified mainly by its use of the chi-square (χ 2 ) distance as a measure of dissimilarity between row profiles and between column profiles of a two-way table. In Figure 1 , where both rows and columns are displayed in principal coordinates, distances between row points optimally approximate the χ 2 distances between row profiles and the distances between column points optimally approximate the χprofiles. Recall that the squared χ 2 distance between the row profiles, for example, has this form:
so that every j-th squared difference between the profile elements is weighted inversely by the column margin c j .
MCA is the application of CA to either the super-indicator matrix Z or the Burt matrix C. While the χ 2 distance makes sense for a two-way contingency table, it has less justification when applied to the rows and to the columns of the super-indicator matrix or the Burt matrix. As an illustration of this problem consider the same four-variable example on attitudes to science in the environmental context. As shown in (11) where p jj' is the relative frequency of occurrence of categories j and j' (in fact the above formulas are the same, since the frequency of co-occurrence of categories j and j' of the same variable is zero). The former "within -variable" distance makes little sense since it depends only on the marginal frequencies, no matter what the relationship with the other variables is. The latter "between-variable" distance has at least a slight justification in that the distance decreases as association between categories j and j' increases, but again the dominant role played by the marginal frequencies is hard to defend.
The situation improves if we consider inter-category distances calculated on the Burt matrix rather than the indicator matrix. Since the Burt matrix is symmetric it makes no difference whether we calculate the χ 2 distances between rows or between columns.
The squared distance between categories can be described verbally as follows:
i. between categories j and j' of the same variable q: this within-variable squared distance is the average of the (Q-1) squared χ 2 distances between categories j and j' calculated in the cross-tabulations of variable q with all the other variables q' ≠ q, but also including an unnecessary term from the cross-tabulation of q with itself (this term involves the distance between two unit profiles in a submatrix on the diagonal of C and is thus a large component of the overall distance, tending to inflate the distance);
ii. between categories j and j' of different variables q and q': this between-variable squared distance is an average of (Q-2) squared χ 2 distances between profiles of categories j and j' across variables not equal to q or q', but also including two additional terms which can also be considered unnecessary (these measure distances between a profile and a unit profile again on the diagonal of C, again tending to inflate the between-category distance).
In spite of the above theoretical difficulties to justify the full-space chi-square geometry, MCA as regularly applied -that is, the CA of Z or of C -successfully recovers interesting patterns of association between the variables. It seems that the low-dimensional projections of the points are more valid than their full-dimensional counterparts, which is a paradox from the multidimensional scaling viewpoint. Another worrying aspect is the inflation of the total inertias of Z and of C, which leads to all percentages of inertia on the principal axes being artificially low. This inflation can also be understood by considering the calculation of total inertia for the Burt matrix C and the high contributions made by the diagonal matrices on its block diagonal. It is clear that MCA of a two-variable data set will not give the same results as a CA -the standard coordinates will be the same, but the principal inertias (and hence the principal coordinates) and their percentages of inertia will be different. In Section 3.3 below we define another variant of MCA, called joint correspondence analysis, which resolves all these issues to a certain extent. We shall also
show that a simple adjustment of the scale in the MCA solution dramatically improves the fit from a multidimensional scaling viewpoint.
Biplot
The biplot is concerned with data reconstruction in a joint map of the rows and columns, rather than distance reconstruction. In the simple case of a two-way table one can think of reconstructing different variants of the table depending on the way we think of the table:
either as a set of rows, or a set of columns, or just a two-way table of entries where rows and columns are symmetric entities. As an illustration of this approach we consider a twoway table as a set of rows, for example Table 5 (a) shows the row profiles of the two-way table in Table 1 , that is conditional on each response category of question A, the proportions of respondents falling into the response categories of question B. The biplot can be thought of as a way to reconstruct these row profiles in a map. Greenacre and Hastie (1987 ) and (1993a , 1993b show how the asymmetric map of CA, with row points in principal coordinates and column points in standard coordinates, is a biplot of these profiles. The direction vector defined by each column point, called a biplot axis, can be calibrated in profile units, and the approximate value of the profile can be read off the map by simply projecting the row points onto the column axis (Figure 2 ). The success of the reconstruction of the data from the biplot in this way is measured by the percentage of inertia explained by the map: in this case it is 95.6%, so the reconstruction has an error of only 4.4%. Table 5 Table 5 (a), and it is only for categories A4 and A5 that there are distinct changes along this direction, increasing in percentage response to B5 and decreasing on B2
and B3. Likewise, with respect to the other diagonal "dimension" from top left to bottom right, which opposes B1 and B4, we see that A3, A4 and A5 project at the same positions and thus are estimated to have similar profile values on B1 and B4. This can be mostly verified in Table 5 (a), the only exception being the profile of A5 on B4, which has an observed frequency much lower than the corresponding values for A3 and A4 -this error of approximation would be part of the 4.4% unexplained inertia.
Thinking about the joint map in this way is sheds light on the problematic aspects of the CA of the indicator matrix Z or the Burt matrix C. In the case of Z it is futile to expect a good approximation of a matrix of zeros and ones in a two-dimensional map of points.
Another measure of quality is needed, for example one could deduce from a joint map the most likely set of responses of each case (row) and then count how many of these are correct predictions (see Gower, 1993; Gower and Harding, 1998; Greenacre, 1998) . The situation is similar for the Burt matrix C: any attempt to approximate the diagonal matrices down the diagonal of the Burt matrix is clearly in conflict with the approximation of the more interesting and relevant contingency tables in the rest of the matrix. In both cases the percentages of inertia will be artificially low because of the structurally high-dimensional nature of the matrices being analyzed. Figure 3 shows the CA of the Burt matrix of Table 3 Notice how different the scale of Figure 3 is compared to Figure 1 , and how the points have been pulled outwards in the analysis of the Burt matrix. Most of the problem of low percentages of inertia is due to this scale change, and can be rectified by a simple scale adjustment of the solution. This is best explained after an account of joint correspondence analysis.
Joint correspondence analysis
As we have just seen, when applying CA to the Burt matrix the diagonal submatrices on the "diagonal" of the block matrix C inflate both the chi-square distances between profiles and the total inertia by artificial amounts. In an attempt to generalize simple CA more naturally to more than two categorical variables, joint correspondence analysis (JCA) accounts for the variation in the "off-diagonal" tables of C only, ignoring the matrices on the block diagonal. Hence, in the two-variable case (Q = 2) when there is only one off-diagonal table, JCA is identical in all respects to simple CA (which is not the case for MCA of Z or C, which give different principal inertias).
The solution can no longer be obtained by a single application of the SVD and various algorithms have been proposed by Greenacre (1988) , Boik (1996) and Tateneni and Browne (2000) . For example, Greenacre (1988) describes an alternating least-squares algorithm that treats the matrices on the block diagonal as missing values. The algorithm proceeds in the following steps:
1. Perform MCA by applying CA to the Burt matrix C, and choose the dimensionality S * of the solution (e.g., S * =2 is the most typical). Figure 4 shows the results of a two-dimensional JCA applied to the Burt matrix of Table 3 , using a stopping criterion of ε=0.0001, where we have again left the scale exactly as in Figure 3 . Comparing these two figures we can see the high degree of similarity in the pattern of the response categories, but mainly a change in the scale, with the JCA map being reduced in scale on both axes, but especially on the second. Most of the properties of simple CA carry over to JCA, most importantly the reconstruction of profiles with respect to biplot axes (Greenacre, 1993a, chapter 16 ).
Compared to regular CA and MCA there are two aspects to remember in order to compute the percentage of inertia explained by the map. First, the percentage has to be calculated for the two dimensions of the solution together, not separately, since the dimensions in JCA are not nested. Second, in the final solution (the CA of the modified Burt matrix at the final iteration) the usual way of calculating the proportion of explained inertia, involves the ratio between the sum of the first two principal inertias and the total inertia, but both the numerator and denominator of this sum include an amount due to the modified diagonal blocks, which are fitted exactly by the solution. This amount, which can be calculated in various ways (for example, by direct calculation on the modified blocks), needs to be discounted from both the numerator and denominator to obtain the percentage of (off-diagonal) inertia explained. In this particular example, the first two principal inertias of the modified Burt matrix are 0.09909 and 0.06503 respectively, and the total inertia including the part on the modified diagonal blocks is 0.18242. The part on the modified diagonal blocks can be computed to be equal to 0.05474, so that after discounting this amount from both numerator and denominator, we obtain the proportion of inertia explained by the two-dimensional JCA solution as appropriately measures the success of approximating the off-diagonal blocks relative to the total inertia of these blocks only, unaffected by the diagonal blocks. This would be the quality of the map considered as a MCA biplot as well: that is, express all six off-diagonal blocks as profiles (rows or columns profiles, in upper or lower triangle of the Burt matrix), then the quality of reconstructing these profiles as described in Section 3.2 would be 85.7%, and the error of reconstruction, or residual, would be 14.3%.
Adjustment of the inertias in MCA
Since main difference between MCA and JCA in Figures 3 and 4 is a change in scale, it is possible to remedy partially the percentage of inertia problem in a regular MCA by a compromise between the MCA solution and the JCA objective, using simple scale readjustments of the MCA solution. In this approach the total inertia is measured (as in JCA)
by the average inertia of all off-diagonal blocks of C, calculated either directly from the tables themselves or by adjusting the total inertia of C by removing the fixed contributions of the diagonal blocks as follows:
Parts of inertia are then calculated from the principal inertias λ s 2 of C (or from the principal inertias λ s of Z) as follows: for each λ s ≥ 1/Q, calculate the adjusted inertias:
and then express these as percentages of (12) We propose the adjusted solution as the one to be routinely reported: not only does it considerably improve the measure of fit, but it also removes the inconsistency about which of the two matrices to analyse, indicator or Burt. The adjusted solution is given in Figure 5 , and has the same standard coordinates as Figure 3 but uses the adjusted principal inertias to calculate the principal coordinates, leading to the improved quality of display.
Again we have left the scale identical to Figures 3 and 4 for purposes of comparison.
Benzécri (1979) has proposed the same adjusted inertias (14), but expresses them as percentages of their own sum over the dimensions s for which λ s ≥ 1/Q. This approach goes to the opposite extreme of giving an overly optimistic expression of explained inertia, since it explains a 100% in the space of the dimensions for which λs ≥ 1/Q (there are six dimensions in our example -see Table 6 ) when in fact the data are not exactly reconstructed in the map.
Supplementary points
Up to now we have described three different ways to perform MCA: In all these variations, the standard coordinates of category points remain the same, only the principal inertias change. Furthermore, we have introduced an alternative method, JCA, which has a different solution from the above variants and which is analogous to leastsquares factor analysis in that it concentrates on between-variable associations only. In all of these cases it is possible to display supplementary points in the usual way to enrich the interpretation (see Le Roux and Rouanet, 2004 , where this aspect is discussed at length in the context of MCA). Here we define a way of displaying supplementary points that does not depend on the variant of the method used. In our illustration, we will consider three supplementary demographic variables: gender, age and education -full category descriptions are given in Section 1.
To motivate our approach we consider the case of the indicator matrix, where supplementary categories can be thought of as either row or column points. For example, male and female categories can be added as two supplementary column dummy variables, or as two supplementary rows containing the frequencies for males and for females across the response categories. These two alternatives are equivalent up to scale factors, as we now explain. To position a supplementary column category, using the so-called transition, or barycentric, relationship between rows and columns (see, for example, Greenacre, 1984) ,
we have to consider all the respondent points (rows) in standard coordinate positions in the map. The n any column category, active or supplementary, is situated (in principal coordinates) at the average of the respondents who fall into that category. Alternatively, to position a supplementary row, for example "male", we have to consider all the active column categories in standard coordinate positions, then the "male" row point will be at the weighted average of column points, using the profile of "male" across the active columns.
Remember that the "male" frequency profile sums to 1 across the Q questions, so its position is an average of averages: for each question the group "males" has an average position according to male frequencies across the categories of that particular question, and the final position of "male" is a simple average of these averages. We can show that the position of a supplementary point as a row is the same as the supplementary column dummy but shrunk on each dimension by the corresponding singular value, that is by the same scale factor that links principal to standard coordinates on each dimension (see Greenacre, 1984: Chapter 5 .1 for a proof of this result). Thus a simple way to unify the representation of supplementary points in all situations would be to think of supplementary categories always as the averages of the principa l coordinate positions of respondents, in which case both approaches will give exactly the same results.
Our proposal is thus the following: using the principal coordinates of respondent 4. in the case of JCA, it is again a simple addition of supplementary rows or columns, as in variants 2 and 3, to the modified Burt matrix C* at the final iteration of the algorithm. Table 7 shows the cross-tabulations Z s T Z and Figure 6 shows the positions of the supplementary points in the adjusted MCA (variant 3, that is the supplementary points are superimposed on Figure 5 ). Here we can see that the age groups and education groups show a horizontal trend, with younger respondents on the right moving over to older respondents on the left, and lower education groups on the left moving over to higher education groups on the r ight. In addition, we can see that the three upper education groups (from secondary education completed upwards) separate out at the right towards the strong disagreement poles of the questions, indicating they are particularly strongly in favour of science. We also find the average male point on the right hand side and average female point on the left hand side. Remember that these supplementary variables have been added separately to the map and not in combination -that is, the fact that male is on the right and higher education groups on the right does not imply that it is only higher -educated males that are more favourable towards science. To see the positions of higher-educated females, for example, interactive coding of the demographic variables would have to be performed:
for example, coding the six education groups for males and for females separately, giving 12 combinations of gender and education, each represented as a separate supplementary point.
Discussion and conclusions
We have shown that extending CA of two variables to the case of several variables is not a simple issue, especially in the geometric case. Simple CA is typically applied to situations where two different types of variables are cross-tabulated, for example country of residence by responses to a survey question. MCA is applied to one set of variables, preferably all with the same response scales, which revolve around a particular issue, and where we are interested in the association patterns amongst the variables. Putting this in another way, in simple CA we are interested in associations between two variables or between two sets of variables, while in MCA we are interested in associations within a set of variables. This is an important difference between the two methods that permeates both the data analysis and interpretation of results.
Although the geometric concepts of simple CA do not carry over easily to the multiple-variable case, adjustment of the principal inertias and alternative methods such as JCA partially rectify the situation. Since MCA has attractive properties of optimality of scale values thanks to achieving maximum intercorrelation and thus maximum reliability (in terms of Cronbach's alpha), the compromise offered by the adjusted MCA solution is the most sensible one and the one that we recommend. The adjustment, described in 
Software note
The analyses of this chapter were performed using XLSTAT (www.xlstat.com) written by Thierry Fahmy, and cross-checked using the R functions for CA, MCA and JCA written by Oleg Nenadic. Both implementations include the adjustment of inertias described in this paper. Overall, modern science does more harm than good Table 3 Results of CA of 871 × 20 indicator matrix Z, or equivalently of Burt matrix C in Table 2, showing standard coordinates (scale values) for the four variables on the first two dimensions of the solution (F1 and F2) ; "sq.corr." is the squared correlation of the quantified variable with the total score, and "rho" is the corresponding singular value of C, i.e. the squared singular value (or principal inertia) of Z, which is the arithmetic average of the four corresponding squared correlations. Cronbach's alpha is the measure of reliability discussed in Section 2.2. Table 4 In the upper triangle, in italics: the squared correlations between the four variables A, B, C and D, quantified by their scale values on the first dimension, as well as their squared correlations with the total score (cf. column F1 of Table 5 (a) Row profiles of Table 1 , including average row profile; (b) Approximate row profiles estimated from biplot of Figure 2 (the average profile is always represented exactly by the origin of the map). The difference between the two tables is the error of biplot approximation, measured as 100-95.6% = 4.4% of the total inertia of the Table 7 Supplementary rows added to the indicator matrix Z, Burt matrix C or modified Burt 
Figure 1
Symmetric CA map of Table 1 . Percentage of inertia displayed in the map is 95.6%.
Categories for questions A and B are from (1) agree strongly to (5) disagree strongly. 
Figure 4
Joint correspondence analysis map of the Burt matrix of 
Figure 5
Multiple correspondence map of Table 3 
