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English summary 
Background: Physical inactivity is currently increasing in most western countries and leads to 
negative health effects, which have a great impact on well-being. Engaging in regular physical 
activity is one of the most effective ways to prevent the development of lifestyle diseases such as 
type 2 diabetes, cardiovascular disease, and obesity among others. Many national health 
organizations recognize this and recommend at least 30 minutes a day of physical activity, either for 
recreational, exercise or transportation purposes. Active transport e.g. walking and cycling has the 
potential to provide approximately 30 minutes of moderate to vigorous physical activity on most 
days of the week.  
Built environment factors have been studied intensively in relation to walking, and several studies 
have shown a positive correlation between attributes of neighborhood environments and walking, 
but the associations between the built environment and cycling are not as clear. It has been 
proposed that the environmental attributes typically used to define neighborhood ‘walkability’ 
might also influence cycling. 
The aim of the present thesis is to investigate this possible association between the built 
environment and transport cycling in Denmark. The thesis is divided into three parts. Part 1 is a 
literature overview of the current knowledge, Part 2 describes and summarizes the three papers that 
tested the above-mentioned association and developed new buffer types related to transport cycling. 
Part 3 is a discussion of the cognitive mediators that affects people’s judgment and decision-
making related to transport cycling in everyday life with a special focus on nudging. 
Methods: Geospatial and transportation data were extracted from the Danish National 
Transportation Survey (DNTS). A geographic information system was used to calculate both an 
objective walkability index (WI: street connectivity, land use mix, residential density, and retail 
floor area ratio) and bikeability index (BI: WI factors plus cycle path density and slope) with 
aggregated data for each transport zone and with individual data for different buffer type (500 and 
1000 meters network buffer, 500 and 1000 meters shortest route, 500 and 1000 meters ellipse 
buffers). Regression analyses were conducted to test the associations. 
Furthermore, a seven-day GPS study on 78 cyclists was conducted in Aarhus. Different buffer types 
were constructed based on the GPS trip points. The aim was to create buffers that most effectively 
 
  
captured transport cycling behavior and therefore differences in buffer effectiveness were calculated 
for all buffer types. 
Results: A simple linear regression showed that the walkability index scores based on aggregated 
data and measured on a zone level had significant Pearson coefficients in relation to cycling (cycle 
kilometers: 0.15, p<0.001 and cycle trips: 0.06, p<0.01). Inclusion of other variables in a multiple 
linear regression model (education level, age and city) weakened the association but walkability 
index scores remained positively associated with cycle- and walking trips and negatively with 
passive transport (p<0.05). This was confirmed by logistic regression analyses on individual data 
and buffers. Results showed a positive association between objective bikeability index scores and 
cycling controlling for relevant confounders (age, gender, income, education and city). The study 
also showed that directional elongated ellipse shaped buffers were better when studying transport 
cycling and that network buffers were more suitable when studying walking. 
This was confirmed by the results from the GPS study that indicated that people living further away 
from the city center had larger and more stretched ellipses but no difference in total GPS points. 
The further people live from the city center the lower the percentage of GPS points 1 and 2 
kilometers network buffers capture, even though the coefficients were small they were significant. 
As opposed to this, none of the elliptical buffers had significant coefficients (p-values between 
0.096 and 0.784) indicating a more constant capacity to capture GPS points regardless of the 
distance from home to city center. The most effective buffer type was found to be the ellipse 500 as 
it captured 29.3% of GPS points/km2. Interestingly, the ellipse shaped buffers captured a relative 
high percentage of GPS points while covering a smaller area with direction towards the city center.  
Conclusion: The results from the three studies confirm the association between the built 
environment and cycling. Furthermore, the GPS study showed that different neighborhood buffer 
types should be applied when studying different transport modes. The association was moderated 
by personal sociodemographics and the models could only explain a small part of the variation. 
This suggests that cognitive mediators have a large role to play in affecting transport behavior and 
that the cognitive mediators could deserve increased attention in future studies. 
 
  
 
  
Danish summary 
Baggrund: Fysisk inaktivitet er et stigende problem for sundheden i de fleste vestlige lande hvilket 
har store omkostninger, både samfundsøkonomisk og for folks velbefindende. Fysisk aktivitet er 
således en af de mest effektive måder at undgå livsstilssygdomme, såsom type 2 diabetes, 
hjertekarsygdomme og fedme blandt andre. Flere nationale sundhedsorganisationer anbefaler 
således 30 minutter fysisk aktivitet om dagen, enten som fritidsaktiviteter, træning eller transport. 
Aktiv transport f.eks. gang eller cykling kan potentielt medføre 30 minutters moderat til hård fysisk 
aktivitet de fleste af ugens dage. 
Sammenhængen mellem det bebyggede miljø og fysisk aktivitet er blevet studeret mere intensivt de 
senere år, specielt i forhold til gang og flere studier viser en positiv sammenhæng mellem de fysiske 
omgivelsers karakteristika (walkability) og gang. Sammenhængen i forhold til cykling er mindre 
klar men nogle studier viser en sammenhæng mellem walkability og cykling.  
Formålet med denne afhandling er at genere viden om den mulige sammenhæng mellem 
omgivelserne og cykling som transport i Danmark. Afhandlingen består af tre dele. Del 1 er en 
gennemgang af den tilgængelige viden om cykling som transport, hvilke faktorer der påvirker 
graden af cykling samt hvordan det bebyggede miljø påvirker cykling, Del 2 beskriver og 
opsummerer de tre artikler der testede ovennævnte sammenhæng mellem omgivelserne og aktiv 
transport samt udviklede nye buffertyper i forhold til transport cykling. Del 3 indeholder en 
diskussion af de kognitive mediatorer der påvirker folks dømmekraft og beslutninger i hverdagen i 
relation til cykling med specielt fokus på nudging. 
Metoder: Baggrunds- og transportvanedata blev udtrukket fra Transportvaneundersøgelsen og 
kombineret med hhv. et walkability- og et bikeabilityindeks der blev konstrueret ved hjælp af et 
geografisk informationssystem. Walkabilityindekset bestod af ‘street connectivity’, ‘land use mix’, 
‘residential density’, og ‘retail floor area ratio’. Bikeabilityindekset bestod udover de førnævnte 
faktorer fra walkabilityindekset også ’cycle path density’ og ’slope’. Regressionsanalyser blev 
udført for at teste sammenhængen. 
Derudover blev der udført et syv dages GPS studie på 78 cyklister i Århus. Forskellige buffertyper 
blev konstrueret på baggrund af de indsamlede GPS punkter. Målet var at udvikle buffers der mest 
effektivt kunne indfange transportcykeladfærd og derfor blev den enkelte buffers effektivitet 
beregnet og sammenlignet. 
 
  
Resultater: Baseret på simpel lineær regression fandtes en positiv sammenhæng mellem 
walkability indeks scores beregnet på aggregerede data på zoneniveau og cykling (cykelkilometer: 
0.15, p<0.001 og cykelture: 0.06, p<0.01). En multipel regressionsmodel med uddannelsesniveau, 
alder og by svækkede sammenhængen men walkability indeks scores forblev positivt forbundet 
med cykel- og gangture og negativ med passiv transport. Dette understøttedes af logistiske 
regressionsanalyser der viste en signifikant sammenhæng mellem det beregnede bikeability indeks 
og cykling på alle de seks testede buffertyper. I modellen indgik uddannelsesniveau, alder, køn, 
indkomst og by. Ydermere viste studiet at aflange ellipseformede buffers med en retning mod 
centrum var den bedst egnede til at undersøge transport cykling hvorimod netværksbuffers var 
bedre til at studere gang.  
Det blev bekræftet af GPS studiet hvor resultaterne viser, at jo længere cyklisterne boede fra 
centrum jo større og mere langstrakte var deres ellipser uden nogen forskel i det totale antal GPS 
punkter. Jo længere fra centrum man boede desto færre GPS punkter blev indfanget af 1 og 2 
kilometer netværksbuffers, selvom koefficienterne var små var de stadig signifikante. I modsætning 
til dette fandtes ingen signifikante forskelle (p-værdier mellem 0.096 and 0.784) i de ellipseformede 
buffertypers evne til at indfange GPS punkterne. De har altså en mere konstant evne til at indfange 
GPS punkterne på tværs af alle afstande fra centrum. Den mest effektive buffertype var ellipse 500 
der inkluderede 29.3 % af alle GPS punkterne/km2. De ellipseformede buffers havde en evne til at 
indfange en relativt stor del af GPS punkterne ved at dække et lille areal der havde retning mod 
bycentrum. 
Konklusion: Resultaterne bekræfter sammenhængen mellem det bebyggede miljø og cykling. 
Ydermere viste GPS studiet at forskellige buffertyper med fordel kan bruges til at studere 
forskellige typer af transportadfærd. Sammenhængen blev modereret af sociodemografiske faktorer 
og analyserne viste desuden at modellerne kun var i stand til at forklare en mindre del a variationen. 
Det antyder at der udover det bebyggede miljø og den sociodemografiske påvirkning må tilskrives 
en stor betydning til de kognitive mediatorer i forhold til at påvirke transportadfærden. De kognitive 
mediatorer fortjener derfor en større fokus i fremtidige studier. 
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Thesis overview 
The thesis consists of an introduction to the subject matter, the ontological point of departure and 
theoretical framework followed by three parts that collectively have transport cycling as focal point. 
Health, physical structural prevention and decision-making are the overriding concepts that 
permeate the thesis. Every part is centered on a study question: Part 1 focuses on what is already 
known about the effects and determinants of cycling, Part 2 is investigating the association between 
the built environment and transport cycling and Part 3 elaborates on cognitive mediators expected 
to affect transport cycling. 
Part 1 is a review of the existing literature concerning the relevance of cycling as active transport, 
the possible gains and the correlates of cycling. The role of the built environment in affecting active 
transport behavior is investigated in detail, as it is the central part of the thesis and leads to the 
studies in Part 2. 
Part 2 contains three studies conducted to study the association between the built environment and 
transport cycling. This part encompasses general aims, methods, and results from the studies. The 
general aim of part 2 is to add to the growing body of literature concerning the association between 
the built environment and health. 
Part 3 directs the deduction and reasoning to conduct research within the field of physical 
structural prevention defined as interventions in the natural and built environment that support and 
value healthy choices [1]. This latter part starts by discussing the findings in Paper I-III and 
continues with a discussion of the conscious and unconscious dual process that affects behavior. 
Part 3 complements part two in the attempt to explain how cognitive mediators affect health 
behavior in an indirect manner, besides the environments’ more direct pathway. 
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Introduction 
Physical inactivity is currently increasing in most western countries and this entails negative health 
effects, which have a great impact on well-being. Engaging in regular physical activity is one of the 
most effective ways to prevent the development of lifestyle diseases such as type 2 diabetes, 
cardiovascular disease, and obesity among others [2]. Many national health organizations recognize 
this and recommend at least 30 minutes a day of physical activity, either for recreational, exercise 
or transportation purposes [3-5]. Everyday activities, such as walking and cycling, provide ongoing 
health benefits, as they are regular moderate intensity physical activities often maintained over a 
long-term period [6-8].  
Transport cycling has the potential to provide approximately 30 minutes of moderate vigorous 
physical activity on most days over the week as transport is an integrated part of modern life and 
thus difficult to skip (in contrast to skipping leisure time activities). Health outcomes from transport 
cycling depend on frequency, transport time and intensity and several studies have shown that 
transport cycling elicits intensities that can improve cardiovascular as well as metabolic health [7, 9, 
10]. Furthermore, the shift from motorized transportation to active commuting can provide less 
traffic congestion and a needed reduction in carbon dioxide, a major objective for many countries in 
the future [4, 11, 12]. 
The most common active transport modes are walking and cycling. Walking is by far the most 
prevalent choice in the US, Australia, Canada and countries with similar cultural background, 
whereas cycling is more common in European countries and in China [13]. Especially in Denmark, 
The Netherlands and Germany cycling is a substantial part of an everyday transport scheme, but 
increasing cycling mode share is on the agenda in most countries around the globe [14, 15]. From a 
practical perspective all trips below a certain distance are possible cycling trips and alternatives to 
car driving. The average cycling trip distance in Denmark is 2.98 kilometers and 87% of all trips 
are below 5 kilometers (2011) whereas more than 50% of all car trips are 10 kilometers or less [16]. 
Cycling is thus a reasonable alternative for a majority of trips as well as an important transport 
mode in Denmark (currently 17% of all trips) but less so in other countries [17].  
The current state of transport cycling is skewed resulting in very large differences between 
countries. The frequency for adults cycling to work ranges from <2% in Australia, Canada, Ireland, 
Switzerland, the UK and the USA to >20% in China, the Netherlands and Denmark [13]. Correlates 
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of transport cycling include a variety of factors, and include taxes and restrictions as well as 
policies and programs [15]. There is also a range of environmental and individual factors thought to 
affect cycling as active transportation, including topography, weather, access to destinations, 
network layout, and perceptions of safety [18-20]. Built environment factors have been studied 
more intensively in relation to walking, and several studies have shown a positive correlation 
between attributes of neighborhood environments (street connectivity, land use mix, residential 
density, and retail floor area ratio) and walking.  
However, the associations between the built environment and cycling are not as clear, but it has 
been proposed that the environmental attributes typically used to define neighborhood ‘walkability’ 
might also influence cycling [21-23]. Owen et al. have shown that in Belgian and Australian 
settings a relationship between measures of walkability and adult’s bicycle use for transport exists 
[21]. People living in a highly walkable area [24-27] with high street connectivity, mixed land use, 
high residential density, and high retail floor area ratio had significantly higher odds of bicycle use 
for transport than those living in a low-walkable area [21, 28]. Grasser et al. conclude that the 
walkability indexes are the best available GIS based measures in relation to transport cycling [23]. 
Furthermore, Winters et al. have studied the association between built environment and active 
transportation in Canada. They found that increased odds of cycling were associated with: less 
hilliness, higher intersection density, fewer highways and arterials, presence of cycle signage, 
traffic calming, cyclist-activated traffic lights, greater land-use-mix and higher population density 
[20]. Whether or not these trends are apparent in Denmark is currently uncertain and worth studying 
via cross-sectional studies which can test the hypothesis to some degree. Knowledge obtained from 
these studies can then be dealt with by politicians and feasible initiatives implemented by urban 
planners. 
Travel and transport are, among other things, about bridging a gap between locations and in that 
sense the spatial context and the built environment seems like a reasonable domain to study. Cars 
can in many aspects of life be the connection between activities and ensure a personal mobility and 
freedom of movement that many feel is a pivotal part of the modern life [29]. It seems naïve to 
suggest a modern society without cars and motorized transport, but because of the potential 
negative consequences for the environment and health other solutions must be brought about. 
Pervasive traffic regulation is possible, but if other modes of transportation can offer better or equal 
mobility than the car, a choice can be made based on pros and cons and not via regulation. 
6 
  
Transport is often associated with reflections on distance, need to transport others (e.g. children) or 
cargo, weather or perceived effort, among others. We seldom go through all of these considerations 
for all our trips, and more often we choose the transport mode based on prior practices and habits 
which is a more intuitive way of choice making [30, 31]. 
All three parts of the thesis are linked to the work from Kremers et al. who use the dual-process 
model as a remedy to clarify the complexity of health behavior [31]. The dual-process model is 
depicted below. 
 
Figure 1: The dual-process model displays how a given health related behavior can be affected by the environment 
while moderated and mediated by other factors. 
In being a health behavior, active transport behavior is similar to the energy balance-related 
behavior described by Kremers et al. in being affected by different factors. The environment can 
affect active transport behavior in a direct manner moderated by personal and behavioral traits and 
via cognitive mediators in a more indirect pathway [31]. The environment can explain some of the 
behavior confounded by the moderators, but cognitive mediators have shown to impact behavior in 
many important ways that often seem irrational. The dual-process model serves as a guide 
throughout the thesis in answering the overarching question; what effects transport cycling 
behavior? The hypothesis is that the built environment affects transport behavior either moderated 
by personal sociodemographics or via cognitive mediators primarily through automatic processes. 
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Ontological point of departure 
The built environment and its link with physical structural prevention is intriguing as it can mediate 
physical activity without the stigmatizing finger wagging attitude some campaigns and guidelines 
display [32]. The old saying “if all you have is a hammer, everything is a nail” makes good sense 
and I very much concur that in order to make the world a better place, humans must develop a 
toolbox with a variety of tools that can help them choose according to their informed wishes. As a 
health researcher I feel obliged not to engage all ‘nails’ with my healthy lifestyle ‘hammer’ but to 
acknowledge different lifestyles and choices in life, yet still discuss these lifestyle choices in 
relation to how it affect peoples’ well-being. In an attempt to handle the fact that people do not 
comply well with the numerous health recommendations, working towards increasing the general 
practical wisdom related to physical activity in everyday life is something to strive for. Aristotle 
described a virtue called phronesis, which can be translated into practical wisdom. Phronesis 
orchestrates other virtues in the pursuit of Eudemonia, which can be seen as the aim of life, and as 
such phronesis is essential in cultivating other virtues. In the pursuit of eudemonia it is important to 
find the mean (desirable middle between two extremes) in any given action as too much or too little 
of one virtue (e.g. courage) can be hampering towards eudemonia [33]. Phronesis is concerned with 
action and with the ability to recognize what is good and useful in terms of the good life in general 
[34, 35]. Humans, however, are not per se phronetic, and therefore society and the environment in 
which we live must provide a ‘frame’ in which we can choose wisely. This represents a good reason 
to engage in the field of ‘health geography’, that is rewarding yet hard to grasp due to its 
complexity.  
Health geography dates back to Hippocrates who stated that ‘airs, water and places’ impact human 
health significantly, and later John Snow’s resolute action that decreased new cholera cases by 
shutting down a water pump in central London [36, 37]. Changing peoples’ transport behavior is 
not as simple as shutting down a water pump, but in can also have positive effects on public health. 
Shutting down cars and other passive transport modes is neither possible nor something to wish for, 
as the car for example is practical in many aspects of the modern life. Instead other solutions must 
be brought about in order to change transport behavior. Health geography often uses spatial analysis 
linking it to behavioral economics where rationality is a key concept in the prediction of human 
behavior and choice making [38, 39]. The deduction is, that if the right choices are available, people 
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act rationally and choose according to their own best. As the latter part of the thesis shows, human 
behavior is not always rational, and this has implications to judgment and decision-making. 
Not everything can be controlled, and it is utopian to think that life can be lived free of risk and in 
absolute absence of pathologies, errors or irrationality. Consequently, it might be reasonable to 
‘control’ what is somewhat controllable and can potentially affect health, e.g. the built environment. 
This is imperative as the deduction and underlying belief of the present research is that the built 
environment can be linked to physical activity that is related to better health, which per se is good 
[40]. To embrace this deduction, physical activity and health are broken down into sub-points 
which can be discussed and (dis)agreed upon, but still forms the framework for the research 
questions and answers [41]. The premise that good health is important in terms of well-being and 
more physical activity equals better health is essential for my engagement in the question of how 
the built environment and cognitive mediators can affect physical activity in the form of transport 
cycling. 
In the present thesis, focus is cast upon how environmental factors, sociodemographic moderators 
and cognitive mediators are related to transport cycling in order to generate knowledge on what can 
influence people’s choice of transport modes. It should be clearly stated that not one transportation 
mode is superior to others or that transportation modes are antagonistic. In order to create societies 
where people can make informed and ‘free’ choices, we must non-the-less know more about what 
affects transport cycling behavior. For people to choose their mode of transportation without 
‘environmental restraints’ there must be ample facilities to make transportation safe, direct, 
comfortable and attractive. This goes for car drivers, cyclists, pedestrians and others - no hierarchy 
intended. 
People tend to overestimate predictions of future estimates due to intuition bias [38], especially 
when they are experts. With this in mind, I still feel confident that cycling as everyday transport has 
a potential to affect the health status of many and can be seen as a remedy to fight physical 
inactivity [4, 11]. 
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Theoretical framework 
The following exposition of ecological models guides the deduction that humans act within 
different domains and that our actions are both on a conscious and unconscious level. Behavior is 
complex and the models simplify and explain how, where and by what humans are affected. 
Ecological models 
“One of humans’ big problems is that we can be blind to the obvious, and we are also blind to 
our blindness” (Kahneman) 
Many aspects in life influence human behavior unconsciously and physical activity is no different 
from other behaviors. Thus, correlates of physical activity are multi-facetted and this thesis adopts a 
‘behavioral epidemiological’ framework because of its multifaceted approach in understanding the 
various processes linking the built environment with physical activity and health. In recent years an 
increased focus has been on ecological models as a framework to understand what factors influence 
behavior with an emphasis on the environment and policy contexts. Ecological models incorporate 
social and psychological influences on behavior and lead to the reflection of numerous levels of 
impact hence guiding more complete interventions. The following models share the common 
denominator of being ecological models that refer to an interrelation between organisms and their 
environment; in the present context people’s interactions with their sociocultural and physical 
surroundings. This sets them aside from other behavioral models, which do not explicitly consider 
community, organizational and policy influences. In that sense, ecological models not only focus on 
individual features, abilities and closer relationships (family and friends) but also acknowledge that 
other theories and models can deliver constructs at every level of the ecological model. Therefore, 
ecological models usually conclude that successful interventions or a healthy behavior needs both 
individual level and environmental/policy level influence [42].  
A popular ecological model proposed by Sallis et al. consists of layers that represents the multiple 
levels of mutual influence and has the focal point that ‘context matters’ (see Figure 2). 
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Figure 2: Ecological model of four domains of active living adopted from Sallis et al. 2006 [42] 
Four domains of active living behavior are first of all affected by the intrapersonal ‘core’, but also 
by the perceived environment, access and characteristics of the ‘real’ environment and finally the 
superjacent political environment. That said, not all influences are tied to settings where the 
behavior in question takes place e.g. information environments which are omnipresent or health 
counseling which can influence physical activity elsewhere [43]. Research shows that some 
individual level interventions are less influenced by the specific form of treatment than by the 
number of different forms of treatment used, and combining interventions can be beneficial [43]. 
Based on the success from reversing tobacco use, there are high expectations that ecological 
approaches can reverse the obesity epidemic and physical inactivity by improving policies and 
environments in which people live. That said, an understanding of limitations and benefits of multi-
level interventions is still needed as well as testing hypotheses derived from ecological models [43]. 
A potential flaw of ecological models in general is the lack of specificity about the most important 
influences, which places a problem on the health professional to identify critical factors. By such, 
more detailed operational models must be developed which include useful guidelines for 
interventions [43] 
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The model by Bauman et al. included other details than the model by Sallis et al. and shows how 
determinants of physical activity develop over a life course from the individual to the global level 
[41]. The model serves as base for the study of correlates but can also assist in pinpointing the 
levels where active transport is most likely influenced. The time aspect distinguishes this model 
from others, and points to different life courses having an effect on how the levels affect behavior. 
An example could be transport cycling in Denmark. A majority of Danish children and adolescents 
cycle to and from school, leisure time activities and friends and this behavior continues into young 
adulthood. This stops however when reaching lower middle age (30 years) where there is a decline 
in cycling and an increase in car use [44]. This can be attributed to having children and moving 
from within the city to sub-urban areas after completing education. Initiatives aiming at increasing 
cycle mode share for the lower middle age should acknowledge that many are families with young 
children who have different transport needs than both younger and older age groups.  
 
Figure 3: Adapted ecological model of the determinants of physical activity [41] 
All models are iterative as the levels are interconnected and developed in an ongoing process and 
refinement [45]. Sallis et al. and Bauman et al. have the individual or intrapersonal level as the 
starting point or at the center of the model, yet the focus on cognitive mediators is more distinct in 
the dual-process model by Kremers et al. which advocates for its use in combination with the 
models by Sallis et al. and Bauman et al. An increased focus on cognitive mediators is prompted by 
‘unmediated environmental influences’, which can be described as the unconscious environment -
behavior link [31]. 
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The dual-process model 
The work from Kremers et al. and their Environmental Research framework for weight Gain 
prevention (EnRG) model will, as mentioned earlier, serve as guide throughout the thesis [31]. The 
framework of the study conceptualizes behavior as a result of both conscious and unconscious 
processes and environmental influences are hypothesized to affect behavior both directly and 
indirectly. The dual-process model proposed in the study outlines the possible causal mechanisms 
between the environment and behavior and points to the unconscious environment – behavior link. 
An example from transport cycling could be the different perceptions of what a bikeable 
neighborhood is. A Danish cyclist will most likely have different norms, attitudes towards cycling 
and intentions to cycle than an American car driver who cannot relate to cycling. The norms, 
attitudes and intentions could also be more alike if the car driver wanted to change behavior, but the 
notion of a bikeable neighborhood affects the behavior unconsciously. This makes it more likely for 
the Dane to cycle than the American due to perceived control. But if the American went for a ride 
with the Dane and discovered cycling possibilities, perceived control could change and behavior as 
well. 
Health education research and related behavior change has been studied intensively and 
psychological correlates of physical activity likewise, but often focusing on cognitive determinants 
of behavior [31]. These are usually divided into two types either using a descriptive or a theoretical 
approach. Furthermore, theories typically fall into five categories (though not always clear-cut) with 
different focuses: 1) beliefs and attitudes 2) perceptions of control 3) perceptions of competence 4) 
stage-based theories and 5) hybrid approaches [45].  
The intrapersonal or individual level is affected by and affects other levels. Beliefs and attitudes can 
affect intentions but these are not perfect predictors of behavior and therefore more knowledge on 
how intentions are translated into behavior is needed. Perceptions of competence and confidence 
are thought to drive behavior (self-efficacy approaches) and so are theories including self-
determination (perceptions of control). Internal control has shown to be more robust than external 
control and in addition results in higher well-being. Using different stages as stepping-stones is a 
popular strategy and stage-theories including the trans-theoretical model have been used in a variety 
of interventions from smoking cessation to weight management. Hybrid models combine linear and 
stage-based models and one example is the health action process approach [45]. These approaches 
have all shown useful in individual interventions, but do not have enough impact in population 
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based health interventions as they are cost-intensive and require some kind of external control or 
guidance [45]. All of the above-mentioned theories can be used in conjunction with the dual-
process model to describe how the environment affects attitudes, subjective norms, perceived 
behavioral control and intentions. 
The above limitations within individual interventions call for other interventions that more widely 
affect health behavior by combining environmental factors and individual interventions variables. 
Studies that have done this show that environmental factors have explained additional variance in 
behavior suggesting unmediated effects to be important explanatory mechanisms in health behavior 
[31]. The environment does not influence all people the same way, and often people are unaware of 
the automatic processes we engage in daily, thus making it difficult to pinpoint the exact reason we 
behave in a certain way [31, 38, 46]. 
 
Figure 4: The Environmental Research framework for weight Gain prevention (EnRG) adapted from Kremers et al. 
2006. 
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Figure 4 shows the model by Kremers et al. with its dual-process direct and indirect influence on 
behavior [31]. The micro and macro environment affects behavior directly as shown in the lower 
pathway and indirectly through cognitive mediators such as attitudes and intentions via the upper 
pathway. Both pathways are affected by moderators such as age, ethnicity, education and 
personality, which are depicted in the center of the model. The individual interacts with the 
surrounding microenvironments such as school, workplace, home and neighborhood, while these 
are affected by broader macro-environments such as politics (health systems), economics (food 
industry) and social as well as cultural background. As such, the model by Kremers is similar to 
other ecological models, but the strong focus on the mediators sets it somewhat apart. The cognitive 
mediation differs from individual to individual and can influence behavior in an unpredictable and 
unconscious way.  
An analogy from computers can be used to explain the model in other terms. A computer consists 
of hardware, operating system and software [47]. If one wants the computer to perform better, the 
hardware can be upgraded, the operating system updated and/or the software reprogrammed/new 
software installed. The built environment can be seen as the hardware, the operating system the 
moderators and the software the cognitive mediators. If the behavior in question is to be changed 
either the built environment, the moderators and/or the mediators must change. Changing the built 
environment is doable but is often extensive whereas changing the moderators is difficult due to 
their fundamental nature. Changing or reprogramming the cognitive mediators is not an easy task 
either, but small changes in all three parts might prove beneficial in changing behavior. To keep it 
in computer language, upgrading the hardware, updating the operating system and reprogramming 
or installing new and better programs can make the computer perform better. 
Before deciding what to do with a computer or society that does not work optimally, one must 
review current knowledge within the field, make a diagnose, understand what can be done to 
overcome the problem, find out what works and what the expected effects are. This is what Part 1 
sets out to do while Part 2 examines the built environment hardware and put it to the test in 
conjunction with the operating system, the personal sociodemographics. Part 3 looks into the 
software that is often malfunctioning and jumping to conclusions due to an intuitive approach to 
problem solving. 
  
15 
  
Part 1 
Part 1 includes a background section, which is divided into two sub-sections. The first part focuses 
on physical activity and health with an aim to outline the possible positive effects of physical 
activity in general and cycling in particular. The second part will present and elaborate on the 
determinants of transport cycling with the built environment as focal point. 
Background 
Physical activity and health 
“Now we are exposed to an enormous experiment – without control groups” (Åstrand, 1992) 
The quote from Åstrand summarizes how our life circumstances have changed substantially since 
our genes were constructed several thousand years ago. According to Åstrand this produces a 
discrepancy between what our bodies were meant to do, and what they actually do today in a 
society where physical inactivity is considered a major health problem [48]. 
Physical activity can be defined as ‘any bodily movement produced by skeletal muscles that require 
energy expenditure’ [49].This is a broad definition and more often a definition of ‘what is not 
physical activity’ is used and the term physical inactivity is more precise and defined by not 
meeting different activity criteria or recommendations. Physical inactivity is often defined as the 
lack to meet the following criteria: 30 minutes of moderate-intensity physical activity on at least 5 
days/week, 20 minutes of vigorous-intensity physical activity on at least 3 days/week or a 
combination achieving 600 MET minutes/week [13]. Physical activity intensity is often presented 
in METs, which is a metabolic equivalent of an individual’s resting metabolic rate, used to express 
the energy cost of an activity. One MET is equivalent to the resting metabolic rate and the number 
of METs is a multiple of resting metabolic rate based on age, weight and body composition. Even 
though 3 days/week or a combination achieving 600 MET minutes /week does not seem 
insurmountable, physical inactivity is one of the leading contributors to death and disability from 
non-communicable diseases (NCD’s) worldwide and is hence of major concern in most developed 
countries. It has long been the focus of policies, campaigns and interventions, but it still seems that 
the positive effects of physical activity are not as widely recognized as they deserve [2]. Physical 
inactivity is therefore not considered equally important as other NCD’s (smoking, diet and alcohol) 
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but as 9% of all premature deaths (2008) are related to physical inactivity this is indeed a problem 
that needs to be addressed [49, 50]. At present, approximately 30% of the world population is 
physically inactive; with great inter-region variation ranging from 17% in Asia to more than 40% in 
the US, and a large variation between countries from 4% in Bangladesh to 70% in Malta [13]. In 
Denmark approximately 30-40% of the population is physically inactive defined as less than 2.5 
hours of moderate-intensity physical activity/week [51]. 
Physical activity has shown to have a positive effect on several lifestyle diseases worldwide 
including type II diabetes, cardio-vascular diseases (CVDs), high blood pressure etc. Often these 
associations are studied in cohorts where health related behavior is studied and compared with 
different outcomes such as mortality or the prevalence of diseases. The associations are adjusted for 
relevant confounders, often factors, which are also related to the outcome [51]. The adjustments can 
sometimes be inaccurate due to methodological limitations resulting in residual confounding which 
might underestimate the real effects of physical activity [6]. That said, the majority of studies show 
marked effects of physical activity on health and mortality and it seems safe to state that physical 
activity can be a remedy in tackling future health challenges [51, 52]. 
The diseases which show diminished incidence rates with increasing physical activity are coronary 
heart diseases (CHD), type II diabetes, metabolic syndrome and colon cancer but several other 
diseases are also associated with physical activity including mental diseases, dementia, osteoporosis 
and other cancer types [40, 51]. Lee et al. have estimated the outcomes if physically inactive people 
(not meeting the physical activity recommendations) become active and found that the population 
attributable fraction (PAF) increased across nations worldwide. PAF is a measure to estimate the 
effect of a risk factor, here physical inactivity, on disease incidence in a population.  Overall PAF 
increased 5.8, 7.2, and 10.4% respectively for CHD, type II diabetes and colon cancer meaning that 
the burden of the particular disease would decrease with these percentages. If the disease incidence 
rates are taken into account, CHD outnumbers colon cancer by a factor 10, which means that 
physical activity would yield a greater effect on CHD than on colon cancer all things considered. 
Overall all-cause mortality PAF was 9.4% indicating that almost 7 million deaths could have been 
averted if all inactive people became active. This is not likely to happen but even a small percentage 
would still give rise to millions of lives saved each year [40]. If physical inactivity was eliminated, 
life expectancy in the world is expected to increase by 0.68 years [40]. This increase might seem 
low and might be misinterpreted by some people who might not find it worth changing habits to 
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gain 0.68 years. It might be better to describe what inactive people will gain from becoming active 
which is approximately 3-4 years and in addition describe how physical activity affects the 
functional ability at increasing age and other parts of life including general mental health [53-55]. 
Communicating the possible gains by being physical active is related to human laziness and 
guidelines are often constructed in relation to the question: what is sufficient to gain health 
benefits? The reason to engage in the ‘what is enough’ discussion is ‘the human will to perform 
activities as efficiently as possible’ [56] which can entail a need to know the absolute minimum 
required to ‘be healthy’. Sattelmair et al. published a meta-analysis on the dose-response 
relationship between physical activity and coronary heart disease. They found that engaging in 
leisure time physical activity equivalent of 150 min/week of moderate intensity (3-6 METs) 
resulted in 14% lower risk of coronary heart disease and that 300 min/week resulted in 20% lower 
risk [57]. In a breast cancer meta-analysis Wu et al. also conducted a dose-response analysis and 
found similar results, suggesting that increased energy expenditure elicits lower risk of breast 
cancer [58]. Diabetes is another disease which is affected by the dose of physical activity, which is 
therefore used in both diabetes prevention and treatment [59, 60]. The dose-response relationship 
has not been found in relation to all diseases, the risk of colon cancer might not be diminished with 
increased dose, but overall there seems to be an inverse relationship between the amount of physical 
activity and development of a variety of diseases including mental health. 
Kim and colleagues studied the association between physical activity and general mental health 
using an observational cross-sectional study with self-reported data. They found a curvilinear 
association indicating an optimal threshold volume of 2.5 – 7.5 hours/week with variations related 
to gender, age and physical health status. The odds ratio for reporting better mental health if 
engaging in the optimal amount of physical activity was 1.39 (p=0.006) [55]. The lower part of the 
optimal threshold equals the recommendations (150 min/week) but the middle and higher threshold 
volumes exceed the recommendations.  
If people realize that the recommended physical activity is not insurmountable they are more likely 
to engage in physical activity. There are many reasons why people are not physically active, some 
do not like it, some cannot find the time and some are not able to be physically active. 
As exercise and physical activity are important in disease prevention and treatment (more often than 
not there is a dose-response relationship), there is an ongoing discussion on whether to engage in 
high intensity interval training (HIIT) or more traditional training regimes. The type and dose of 
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exercise is of great concern as “lack of time” is the most sited barrier to participate in regular 
exercise [61]. HIIT has shown to be more time-effective than regular endurance training in 
triggering the physiological changes associated with health benefits and might prove suitable as an 
alternative to more traditional training/exercise/physical activity [62-65]. Being active with a high 
MET value can thus accrue important adaptations and be very healthy. This is vital as ‘one size fits 
all’ approach of 30 minutes a day 5 days a week might not take individual variables into account 
and has not proven successful so far [66].  
One potential and very likely problem with HIIT is the discomfort associated with high intensity 
exercise. Kahneman describes how people tend to remember the peak intensity of discomfort and 
the discomfort at the end of the ‘trial’ but neglecting the duration [38]. In that respect HIIT is often 
effective in laboratory settings where external motivation is high but can be hard to sustain for 
many people in everyday life. This has implications in everyday life as people apparently prefer less 
intense exercise carried out for longer periods of time. Many activities are not very intense, but 
luckily low intensity activity has also shown to be beneficial to health. US Physical Activity 
Guidelines support that “Some physical activity is better than none” but “for most health outcomes; 
additional benefits occur as the amount of physical activity increases through higher intensity, 
greater frequency and/or longer duration”[67]. All people do not respond similarly to a given 
stimuli (training/physical activity) and it is encouraging that health benefits can accrue along the 
intensity and time scale. HIIT has received increased attention in the last years, but it is vital to 
acknowledge that high intensity training is not necessary and that moderate physical activity can 
accrue great health benefits as well. Cycling could for many be a pleasant form of physical activity 
because of its no-impact nature and availability. 
Cycling and health 
The ‘obvious’ health benefits from physical activity lead to reflections on how to incorporate 
physical activity in life, and one of the possible, and perhaps most rational, ways to do this is by 
using transport time as ‘exercise’ time. This is supported by Bauman et al. who ask the question 
whether bicycling is the panacea for physical inactivity being cheap, easy accessible and with a 
potentially high population reach [11]. This might be too far-reaching, but Bauman et al. have a 
valid point and cycling is possibly a potent remedy in the ‘fight’ against physical inactivity [4]. The 
question is whether transport related physical activity (TPA) has the potential to meet the physical 
activity recommendations.  
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As discussed in the section concerning physical activity and health, being active at an intensity 
equal to 3-6 METS is considered crucial to achieve health benefits, but also that every activity 
counts. de Geus et al. (2007) examined the self-selected intensity during commuter cycling on 18 
subjects (10 men and 8 women, 41.7±6.8 years) and found that subjects in average had an energy 
expenditure of 540 kcal/hour equaling 7.2 METs [9]. They conclude that the average energy 
expenditure rate recorded in the study was adequate for a reduction in all-cause mortality, but that 
many participants did not reach the threshold due to too little time and/or intensity. Furthermore, a 
significant difference between men and women might suggest that the advice on minimal energy 
expenditure should be different for men and women. The authors conclude that cycling to work 
provides the possibility to exercise at an intensity and duration that meets the recommendations 
with individual differences [9]. 
This is confirmed by intervention studies that have examined the effect of commuter cycling and 
find significant effect on the cardiovascular system. Oja et al. 1991 found a 7% increase in V̇O2max 
following 10 weeks of commuter cycling on 3.75 days/week at approximately 65% of V̇O2max 
[68]. Hendriksen et al. studied the effects of 6 months commuter cycling for 3 times/week at 
approximately 60% V̇O2max which resulted in a significant increase in V̇O2max for men but not for 
women. A dose-response relationship existed between 2 variables; the lower the starting 
performance and the total cycling volume (kilometers cycled). This support that the population with 
low fitness levels can gain a lot from low to moderate intensity activities [10]. This also means that 
people with higher levels of fitness have to engage in more vigorous activity to increase fitness, and 
that commuter cycling elicits a ceiling effect with the volume and intensity studied [7, 10, 68]. 
In addition to intervention studies, many prospective studies describe the effects of cycling and they 
also demonstrate different outcomes, due to different study designs or due to different exposure as a 
consequence of different cycling cultures [7, 15]. Andersen et al 2001 used data from a large cohort 
(13.375 women and 17.265 men, 20-93 years) in Copenhagen, Denmark with a follow up of 14.5 
years. They analyzed bicycling to work (783 women and 6171 men), and adjusted for relevant 
confounders (gender, education, leisure time physical activity, BMI, blood lipid levels, smoking 
and blood pressure) the relative risk was 0.72 [6]. This effect might even be underestimated due to 
changes in behavior during the follow up [69]. Studies including children and adolescents, adults 
and elderly reveal similar results and it seems safe to conclude that cycling can have a preventive 
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effect, and that efforts to promote cycling will be advisable in order to improve public health [70-
72]. 
Cycling is healthy, but can gained health effects counteract the increased risks of accidents and air 
pollution related to cycling? 22 cyclists were killed in traffic accidents in Denmark in 2012, which 
is too many and the goal is to reduce this number to less than 10 in 2013. This reduction in 
accidents must however not be a consequence of decreased cycle mode share as this will have a 
huge negative impact on net health [73]. Considering that the Danish population cycles 2.8 billion 
kilometers per year (4 % of all transport kilometers, 17% of all trips) there is no doubt that cycling 
is healthier than not cycling, despite risks of getting killed (often by cars or trucks). Other traffic 
hazards than getting hit by motorized vehicles include increased inhalation of oxidant smog and 
accidents involving other cyclists, pedestrians or collisions with roadside furniture [4]. The cycling-
related injuries as opposed to preventive health benefits has been a topic of discussion, alongside a 
discussion on mandatory helmet laws [73]. Several studies found that the benefit-to-risk ratio for 
cycling vs. injuries is overwhelmingly positive [7, 74]. Hartog et al. estimated that the gained life 
expectancy due to increased physical activity was about 3-14 months gained whereas the lost life 
expectancy due to increased air pollution was 0.8-40 days and 5-9 days due to increased traffic 
accidents [75]. The positive health effects form cycling translates into money saved for the society, 
which is an argument to spend money on cycle friendly facilities and initiatives that increase cycle 
mode share. 
Health economic calculations on cycling reveal that for every kilometer cycling in Copenhagen, the 
society gains 1.22 Danish Kroner while the expenses for every kilometer by car are 1.33 Danish 
Kroner. Furthermore, the return for cycle friendly investments in Copenhagen is 19%, partly driven 
by reductions in sick days but also due to increased life quality that contributes to the positive 
return on investment [76]. These numbers are matched by international studies that report benefit-
cost ratio ranging from -0.4 to 32.5 with a median of 5:1 [77]. 
In conclusion, 150 minutes of moderate to vigorous physical activity per week is recommended to 
reduce all-cause mortality and cardiovascular mortality. This can be achieved with as little as 15 
minutes of cycling at 16km/h, twice per day, 5 days per week which for most people is doable [4]. 
There is a great challenge in finding a ‘pleasant’ way to be physically active, which will still yield 
health benefits. Equally important is to investigate what factors are associated with physical 
21 
  
activity, describing what can be done to locate the determinants and make interventions that target 
the determinants. The often-cited correlates of physical activity are age, sex, health status, self-
efficacy and motivation but several other correlates might contribute to physical activity [1, 41]. 
One important concept is that physical activity can vary from domain to domain and hence be 
domain specific, and that physical activity can be done for various reasons. SLOTH (sleep, leisure-
time, occupation, transportation and home-based activities) describes some of the domains [41]. 
Several ecological models are available to describe what affects people’s choices in everyday life 
and how choices are domain specific. 
Determinants of cycling 
Danish and Dutch cycling cultures 
In the following section, focus is on Danish and Dutch cycling cultures, which are internationally 
unique. Cycling in Denmark and The Netherlands still remain a strong symbol of urban liveability 
and traffic planners from around the world visit Denmark and The Netherlands to experience urban 
cycling.  
Cycling culture differs from country to country; some will even claim that certain countries do not 
have a cycling culture [78]. Denmark and The Netherlands are considered “cycling nations” and 
cycling was historically linked to a national narrative where bicycle tours in the 1950’s were 
promoted as a way to strengthen identification with the nation. This caused cycling to be a promoter 
of Danish and Dutch identity and it was therefore inherent that the bicycle got its own space in road 
construction, with separated bike paths, but equally important a place in people’s minds. Even 
though most countries faced severe declines in transport cycling in the years to come, Denmark and 
The Netherlands still managed to continue this tradition [79]. Continuously traffic policies that 
supported cycling, cycle friendly infrastructure and cycling as part of a national symbol made it 
possible to survive the car boom.  
Economic recession in the 1970s and 1980s, the oil crisis and the late arrival of subways initiated a 
revival of cycling and the bicycle share for transport started to grow. Today cycling in Denmark and 
The Netherlands is more than just convenient transport and is practiced in many ways from 
recreational cycling, road cycling, mountain biking etc.  A change in the narrative is evident; from 
cycling being an intrinsic, democratic, unnoticeable and modest national identity to being 
expressive, visual and self-confident, which shows the diversity of cycling and its symbolic 
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meaning. Maybe the continued development of a cycle culture in Denmark and The Netherlands is 
a result of the right circumstances and coincidence but the ongoing advance in cycling mode share 
in larger cities demands persistent social, economic and political struggle to ensure cycling’s place 
in society [79]. The above outlines what separates countries with a cycling culture, from other 
countries and emphasizes the importance of political goodwill. It is doubtful that Denmark and The 
Netherlands had been better off than other countries had there not been made a substantial effort to 
promote cycling throughout the years. This is the reason Denmark and The Netherlands today have 
a cycle trip share of app. 17 and 27% respectively, though still a large car mode share [15]. 
Factors influencing cycling 
Despite the before-mentioned feasible cycling to reduce mortality, only a minority of the world’s 
population is actually cycling for transport purposes, which can be attributed to a variety of factors. 
The link between cycling and health is fairly established, but more knowledge on the determinants 
of transport cycling, besides a sound cycle culture, is necessary to increase cycling mode share. 
Heinen et al. wrote a substantial literature overview in 2010 in which they emphasize the 
importance of knowledge about the determinants of cycling, in order to develop sound cycling 
encouraging policies [19]. Cycling as transport separates itself from motorized transport by being 
susceptible to bad weather, problems with transporting large goods and the physical effort needed. 
It is therefore often used in conjunction with other modes of transportation, bridging the gap 
between locations and activities [19]. Several factors have been reported to affect transport cycling 
including distance, weather, environment, safety and hilliness along with socioeconomic and 
individual psychological factors [19, 80]. 
Distance is an important factor when it comes to choosing the bicycle and an increase in distance 
(and often travel time) will often result in lower cycling mode share. The accepted maximum 
distance seems to be gender specific as men often cycle longer commuter distances than women but 
it might also be ethnicity, city and country dependent [14, 15, 44, 81]. Miller writes that 
“overcoming space requires expenditure of energy and resources, something that nature and 
humans try to minimize”, but in a health perspective it is vital to do the opposite, spend energy and 
resources [82]. It is thus paradoxical that longer commutes make some people abstain from cycling, 
when that is actually what they need in order to be healthier. In that sense, longer distances can 
actually prove better than shorter, as more health is potentially gained from longer commutes. As it 
is challenging to get people to cycle at all, longer distances are therefore not reasonable to wish for 
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as the distance barrier might prove to have the biggest impact on whether people take up cycling or 
not. Increasing the commuting distance from 3 to 4 kilometers might not affect an experienced 
commuter cyclist negatively (some might even prefer longer commutes), but a 4 kilometers 
commuting distance might prevent a non-cyclist from taking up cycling in the first place [19]. 
Results from the 2011 analysis of the Danish National Transportation Survey show that 87% of all 
trips are below 5 kilometers [17]. This is supported by Pucher and Buehler who compared cycling 
in different countries and found that 37% of all trips were shorter than 2.5 kilometers [15]. 
A potential problem is that cycling can be perceived by some as more unpleasant than other 
transport modes yet other studies show that walking and cycling are considered more relaxing and 
exciting than other transport modes [83, 84]. Troelsen (2004) found laziness to impact peoples’ 
transport choices and hilliness could, in that sense, serve as a potential barrier for cycling because 
of the extra energy needed when cycling in a hilly environment [29]. Differences between 
experienced and inexperienced cyclists exists when it comes to preferences and an area’s 
topography can be interpreted very differently [19]. 
Bad weather, or the chance of rain, is often reported as the worst weather aspect and a reason not to 
cycle. The Danish Meteorological Institute calculated an example where the risk of rain was applied 
to a commuter cyclist in the Copenhagen area. It showed that there were only 17 wet trips out of 
498 trips in all (3.5 %) [85].This is a good example of how the fear of something can often be 
unfounded and biased by memory [38]. Furthermore, seasonal changes also affect cycling mode 
share which decreases during winter times with decreased temperatures and less hours of daylight 
[19, 86]. Daily commuters will be influenced less by seasonal changes than other cyclists, maybe 
because cycling is the only option [19].  
Safety – both objectively and subjectively (being safe versus feeling safe) are related to 
infrastructure and bicycling infrastructure has received increased attention worldwide, as it matters 
to potential users [19, 80]. Countries with more and better cycling facilities have a higher cycling 
mode share and higher levels of safety [87] and it seems that the built environment has an impact on 
physical activity behavior.  
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Built environment and physical activity 
As touched upon in the introduction, and described in the section on physical activity and health, 
physical activity is affected by a variety of correlates. The ecological models reveal several domain 
specific influences on behavior from individual and social factors to institutional, community, built 
environment, and policy factors [88]. Notwithstanding the effort to get people to be ‘sufficiently’ 
physically active many are still not active enough to reap the health benefits. This requires action 
and there has been an increased focus on the role of the built environment in supporting physical 
activity [88-90]. The following presents the relationship between the built environment and 
physical activity with cycling as the primary focus, though also incorporating studies on walking as 
they outnumber studies on cycling and often form the basis to study cycling. The built environment 
is defined as the ‘the totality of places built or designed by humans including buildings, grounds 
around buildings, layout of communities, transportation infrastructure, and parks and trains’ [88]. 
The mechanism by which the built environment affects health is by affecting physical activity as 
well as the availability of certain micro-environments such as fast-food outlets and restaurants [91, 
92].  
When studying the impact of the built environment, an observational study design is often used 
since assigning people or places randomly to experimental conditions is seldom possible. This can 
potentially be a challenge as studies are often descriptive and cannot infer any causality. Yet, 
descriptive studies are important as they serve as a first venture into unknown territory and can 
therefore lead to more comprehensive studies [93]. The lack of causality is often a point of criticism 
within this particular study area where associations between the built environment and physical 
activity can inform about plausibility, consistency, coherence and specificity but cannot rule out 
competing explanations such as residential self-selection [89]. Residential self-selection refers to 
the choice of neighborhood in which to live and is considered an important confounder in studying 
the associations between the built environment and physical activity [89, 90, 94-96]. Do active 
people choose to live in a neighborhood that can accommodate their active lifestyle including 
transport preferences? Or do people become more physically active when moving to a 
neighborhood that supports an active lifestyle? Or do economically deprived families choose to live 
in a neighborhood where housing is relatively cheap, but does not contain adequate physical 
activity resources?  
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The examples show a direct or indirect self-selection bias respectively [97]. Positive associations 
between the built environment and physical activity could be attributed to either of the above 
mentioned. This must in some way be accounted for when studying how the built environment 
affects physical activity, often by using statistical adjustment methods, more detailed longitudinal 
environmental data sets and innovative study designs [95]. Acknowledging that residential self-
selection is of great importance and hence always a confounder is imperative when studying the 
associations between the built environment and physical activity. Although this can be a limitation, 
Ewing and Cervero showed that several studies that included the self-selection aspect found an 
effect of urban travel and that self-selection therefore is more likely to augment than reduce built 
environment influences [98]. With both the attenuating and augmenting effect of self-selection in 
mind, understanding associations between the built environment and physical activity still seem to 
be an important part of population based strategies to improve health [89]. 
Built environment and walking 
Physical activity can take many forms, walking is likely to be the most common form and it has 
been studied intensively as walking has documented health benefits, is easy accessible and 
ingrained in human nature from early childhood [99]. Walking for transport purposes is primarily 
limited to neighborhood streets and public facilities and as such influenced by how comfortable, 
safe and attractive the built environment is. In order to increase walking, an understanding of the 
correlates of walking (either for recreation or for transport) is necessary [100]. The widely used 
walkability concept developed and operationalized during the last decade by several researchers all 
pursuing to find ‘walk-supportive’ elements in the built environment, is the common reference in 
the present thesis [24-26, 101, 102]. The definition of walkability is linked to connectivity 
(intersection density) and proximity (population/residential density, land use mix and retail floor are 
ratio) and this definition has gradually been adopted by several studies as the walkability reference 
even though intra- and inter-country differences exit due to data inconsistencies [103].  
Both objective (often using geographic information systems (GIS)) and subjective (perceived 
neighborhood characteristics) measures of walkability have been used and walkability measures 
have shown associations with various health outcomes such as: obesity, blood pressure, lipid 
profiles, arterial pressure, V̇O2max, maximal aerobic power, biochemical markers, percent body fat, 
metabolic syndrome and cardiometabolic risk and walking is thus considered a healthy activity 
[99]. Saelens and Handy conducted a comprehensive review on the environmental correlates of 
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walking and found that the reviewed papers were consistent in their conclusion that the built 
environment is associated with walking, yet also stating that the details of the association is less 
clear [23, 100]. Some of the problems stem from the different methods used, e.g. objective versus 
subjective data, different segments of the population, cross-sectional study design (lack of 
causality) and choice of spatial unit [100]. The latter is often described as the Modifiable Area Unit 
Problem (MAUP) and will be discussed more in detail later. 
Built environment and cycling for transport 
Like walking, cycling can be associated with built environment measures and the latter has received 
increasing attention within recent years because of its larger radius of action and hence better 
viability for transport and commuting than walking [74, 80, 104, 105]. Active transportation has 
been associated with a variety of built environment factors such as: distance, either commuting 
distance or distance between locations/destinations/activities [88], network layout/street 
connectivity as this affects distance [106], residential density as transport between locations is 
shorter due to high location density [107, 108], land use mix as it reduces travel distance and 
increases utility [109, 110], bicycle infrastructure as more cycling facilities have been shown to 
increase cycling mode share [87, 111, 112] probably due to increased subjective safety [19], 
continuity of cycle lanes [111] whereas traffic-controlling systems have a negative impact on cycle 
mode share due to delay and less fluent transport, at least for adults [113] while adolescents’ 
cycling is positively associated with traffic lights [104]. Many of the above mentioned studies have 
been conducted in the USA and Australia with a low cycle mode share and different land-use 
patterns than most European countries. The conclusions are therefore not directly applicable and 
especially not within The Netherlands, Germany and Denmark. This necessitates data from 
different countries and settings [105]. Van Dyck et al. 2010 found positive associations between 
high walkability scores and walking/cycling for transport in a study of Belgian adults which 
confirmed results from the US and Australia [21, 114]. It seems that a link between objectively 
assessed land use variables and cycling exists but it is still not studied in detail in a Danish setting. 
Furthermore, the use of different spatial units has resulted in inconsistencies in research findings 
and this leads to discussions on whether the association is real or linked to methodological 
challenges. 
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Modifiable Areal Unit Problem 
The Modifiable Areal Unit Problem (MAUP) is often discussed in literature concerning how the 
environment affects certain outcomes of interest as it contains scale and aggregation, and 
correlation and regression might change unpredictably as the scale and zonation changes [115]. 
Often a ‘neighborhood’ is defined in studies on the built environment and physical activity, and 
most studies define the neighborhood using administrative units like census tracts, block groups, 
postal units, statistical districts, voting precincts etc. and/or different buffer types/sizes e.g. 
Euclidian buffers, network buffers, shortest route buffers, standard ellipse buffers, activity spaces 
and more [35, 56, 116, 117]. This is problematic as “any study about neighborhoods is a spatial 
investigation” [108] and “effective neighborhoods, such that they exist as contiguous geographic 
areas, are not likely to be neat circles” [115]. This might explain inconsistencies in research finding, 
as the generally used methods may not correctly represent the spatial degree to which the behavior 
in question occurs [56, 116, 118]. Administrative units, which often contains aggregated data on a 
heterogeneous group, simplify and fragment space, which leads to potential misestimating of 
interactions between the built environment and behavior [56, 117]. Nevertheless, in ‘real life’ it 
might be necessary to simplify assumptions to make a “draft of reality” that allows us to 
conceptualize neighborhoods in a useful way [115]. This might explain the numerous studies using 
administrative units. Administrative units are rigid and uniform, which attribute similar levels of 
exposure to all individuals within the unit. This is hardly true as individuals living near the 
boundaries are most certainly exposed differently than those living in the center. The same goes for 
people living on the boundaries at either end of the unit. Furthermore, the boundaries are not 
absolute and resources located in adjacent units could potentially affect behavior/physical 
activity/health [56]. Recommendations on using ego-centered neighborhood to better reflect a more 
reasonable exposure area have been published and are typically described as centers (e.g. home 
address) with buffer boundaries created on the basis of a threshold distance. This threshold distance 
varies greatly from study to study but should ideally be related to the outcomes of interest, 
contextual factors and study area [56]. The Uncertain Geographic Context Problem (UGCoP) 
described by Kwan (2012), highlights the need for selecting the ‘right’ neighborhood as 
associations between environment and behavior will differ if the selected neighborhood does not 
match with the behavior, in time and/or space [119]. 
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A novel method to provide more ‘knowledge’ on the spatial definition of neighborhood is the use of 
Global Positioning Systems (GPS). Boruff et al. 2012 created alternative neighborhood buffers 
based on GPS data, explored the differences between new and more traditional buffers and 
examined the relationship between land-use exposure and walking in older adults [116]. The new 
buffers were: a variable width buffer, a recreational, institutional and commercial line buffer (RIC), 
RIC polygon buffer and RIC ellipse buffer. The RIC buffers had a better fit with walking than the 
more traditional circular buffer which seems to confirm that more detailed measures of where 
individuals actually are is necessary to move current place-based health research forward. They 
furthermore showed that GPS can be used to measure the human environment relationship across 
space and though inconclusive expanded the understanding of the most appropriate neighborhood. 
In conclusion ‘…further research with larger samples using different buffer techniques, is needed’ 
[116]. 
The lessons learned from Part 1 is that physical activity is an important part of health and that 
transport cycling has the potential to meet the general physical activity guidelines as it is of 
moderate intensity, frequently carried out and often maintained over a long-term period (years). 
Several determinants of transport cycling were described and the link between the built 
environment and transport cycling was established. Part 1 furthermore showed that there is a lack of 
European studies and applying the methods to a Danish context and a different cycle culture will 
either confirm or reject the international findings. Inconsistencies in research regarding the built 
environment are probably due to the use of a variety of administrative units and/or neighborhood 
buffers that may not correctly represent the spatial degree to which the behavior in question occurs 
(MAUP and UGCoP). 
Part 2 will focus on the above-mentioned associations in a Danish context (Paper I), develop 
transport cycling buffers to minimize the MAUP and UGCoP (Paper II) and apply the new buffers 
in a study on individual transport data (Paper III).  
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Part 2 
The general aim of Part 2 is to study associations between the built environment and transport 
cycling in Denmark via three separate studies. The three studies are linked to each other as Paper I 
revealed a need to develop more suitable transport cycling buffers, which were then developed in 
Paper II. These were tested in Paper III using individual buffers as well as individual transport 
survey data. The progression through the studies has been propelled by methodological challenges 
that had not already been solved elsewhere and research questions that needed answers.  
Specific aims 
1. To investigate associations between the built environment and active transport based on 
aggregated data on a zone level (Paper I) 
 
2. To develop cycling transport buffers based on GPS tracks (Paper II) 
 
 
3. To investigate associations between the built environment and active transport based on 
logistic regression analysis on individual data using six different buffer types (Paper III) 
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Methods 
GPS in health research 
The U.S. Air Force has developed the Global Positioning System, which consists of three segments: 
the space segment, the control segment and the user segment. The U.S. Air Force develops, 
maintains and operates the space and control segment, while numerous companies that hold a 
commercial interest drive the user segment. The space segment consists of at least 24 GPS satellites 
95% of the time and 24 satellites ensure minimum four satellites in view virtually all over the 
planet. The control segment is a global network of ground facilities that track GPS satellites, 
monitor transmissions, perform analyses and send commands and data. The user segment receives 
the signal from the GPS satellites and uses the information to calculate and record the user’s three-
dimensional position and time. The GPS is free and open which has led to development of several 
applications that affects our everyday life (www.gps.gov). 
The user segment is the most interesting part from a health research perspective as the development 
of lightweight, low-cost and accurate GPS devices has empowered researchers to track the location 
and hence movement of individuals. This is important in research focusing on the relationship 
between the built environment and physical activity but is also applicable when studying the 
exposure to other environmentally rooted studies e.g. air pollution, industrial contamination and 
exposure to sunlight (either indoors or outdoors) [120]. The GPS receivers currently on the market 
are able to detect geodetic location, performing best when the line of sight to satellites is 
unobstructed (no canopy cover, no high-rises and in clear weather) while the accuracy decreases 
under obstructed conditions [121]. Even though GPS measures have proved rather accurate and thus 
beneficial in describing the actual movement it is still incipient and associated with challenges in 
both data collection and processing. Using GPS it is possible to know the exact spatial footprint of 
behavior and measures of actual exposure to the environment can be calculated but it is often 
associated with  challenges such as slow connectivity (cold and warm start), satellite inference 
caused by physical structures or normal atmospheric conditions and compliance in general. 
GPS use in health research is becoming more prevalent as data collection, processing and analysis 
become easier, yet it is still challenging. There are many considerations before commencing on a 
GPS study which include choosing the right device (memory, battery-life, fix-time, software etc.), 
data collection practicalities (wear-time, recharging, compliance etc.), cleaning and processing the 
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large quantity of data (filtering and smoothing, projecting GPS data, identifying indoors/outdoors 
etc.) and finally analyzing data (trip detection, transportation mode, speed etc.) [120, 121]. 
Geographic Information Systems 
A useful way to display, project and analyze GPS data is using a Geographical Information System 
(GIS) which is a software program that provides a broad variety of tools that are essential when 
working within planning, transportation or studying the relationship between the built environment 
and physical activity. GIS makes it possible to capture, store, manipulate, analyze, retrieve and 
present spatially referenced information. Information layers (roads, parks, buildings, lakes, forest 
etc.) enable the user to retrieve relevant information, visualize, analyze and model spatial data using 
a specific coordination system [26]. The potential for physical activity can thus be objectively 
measured on the basis of selected environmental attributes, but also link information on the spread 
of infectious diseases, pollution, access to health care, cancer clustering etc. with spatial data [26]. 
GIS data form the basis for the before mentioned walkability index, including connectivity 
(intersection density) and proximity (population/residential density, land use mix and retail floor 
area ratio). Connectivity is intersection density, which is the number of real intersections per area 
unit e.g. square kilometer. Population/residential density is the density of residential units per land 
area. Retail floor area ratio, is the retail building area footprint divided by retail land area footprint. 
A low ratio indicates substantial parking space and hence easy access by car whereas a higher ratio 
means fewer parking spaces around retail, which would imply easier access by foot or by bike. 
Land use mix is an entropy index that captures the diversity of land use types present within the 
area unit studied (residential, retail, entertainment, office, and institutional) and higher ratio means 
more variation in destinations within the area unit [25, 26]. In the present thesis both a walkability 
index as well as a walkability-inspired bikeability index have been calculated and the scores 
compared with walking and cycling data from the Danish National Transportation Survey. 
Danish National Transportation Survey 
The Danish National Travel Survey (DNTS) is a comprehensive survey carried out by the Technical 
University of Denmark and is a holistic description of travel behavior representative of the Danish 
population. It encompasses both walking and cycling among other modes of transportation. Data 
have been collected since 1992 via computer-assisted telephone interviews (CATI) and online 
questionnaires. The continuous collection of data makes it possible to detect changes in travel 
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behavior over time as well as different transportation mode shares at appointed times. The data used 
in the present study were obtained from interviews with DNTS participants aged 10-84 years 
conducted between 2006 and 2012 in Denmark’s three largest cities: Copenhagen, Aarhus, and 
Odense. Overall, the response rate was 60 per cent (CATI, 80 per cent; online questionnaire, 20 per 
cent) [122-124]. Data from DNTS were averaged and analyzed at the DNTS zone level (Study I) as 
well as analyzed on an individual level (Study III). Transportation and sociodemographic variables 
were obtained from the DNTS survey in which the respondents were asked about their transport on 
the previous day in addition to sociodemographic characteristics (see Christiansen and Haunstrup 
2011 for declaration of variables) [123]. The survey provides a detailed account of one day’s travel 
activities including trip stages, trips, journeys and the travel purposes that they link [122-124]. 
Approximately 325.000 trips were recorded between 2006 and 2012. 
Statistics 
The three included studies are all descriptive studies, serving as the first foray into an area and help 
document population transport behavior and can give rise to other types of studies [93]. Cross 
sectional studies fall into this category as they deliver a snapshot of the population at a given time 
and associations between different exposures and outcomes can be described. Costs are often 
smaller compared to other types of research, loss to follow-up is not an issue and it is often possible 
to conduct the research on a large population. Grimes and Schulz (2002) outline five W questions 
that good descriptive research should be able to answer: 1) Who has the ‘disease’ in question? 2) 
What is the condition being studied? 3) Why did the condition arise? 4) Where does the condition 
arise? 5) So What? [93] 
In Paper I+III the Who are the interviewees in The Danish National Transportation Survey, the 
What is cycling, the Why is a discussion on why some people cycle for transport when others do 
not. The Where points towards areas with different possibilities for active transport and the So 
What is concerned with public health issues regarding physical inactivity, air pollution and traffic 
congestion. In Paper II the Who are the regular cyclists in the GPS study, Why is understanding 
different travel patterns linked to cycle behavior, Where points to where they actually cycle and So 
What is connected to the discussion on using the most relevant buffers for different types of 
transport mode. 
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Cross sectional studies provide clues about causality, yet a temporal association cannot be 
interpreted as a causal one and no causality is implied in any of the three included studies. The use 
of the word correlates in the thesis is deliberate as correlates are factors correlated with or are 
thought to affect participation in transport cycling [45]. 
 
Specific methods Paper I-III 
Paper I 
Geospatial and transportation data representing 123 geographic zones were extracted from the 
Danish National Transportation Survey (DNTS). A geographic information system was used to 
calculate a walkability index for each zone by combining z-scores for street connectivity, land use 
mix, residential density, and retail floor area ratio. Multiple linear regression and Pearson 
correlations were used to quantify the associations between walkability and walking, cycling, and 
passive transportation practices for each zone. Furthermore, the DNTS zones were divided into 
deciles of walkability index scores and higher education. A 4-level variable was created according 
to each group’s expected mode of transport: 1) high walkability – high % higher education; 2) high 
walkability – low % higher education; 3) low walkability – high % higher education; 4) low 
walkability – low % higher education. The 4-level variable made it possible to compare groups with 
similar walkability index scores but different educational levels. 
Paper II 
A GPS study on 78 cyclists for seven days was conducted in Aarhus, the second largest city in 
Denmark, with a cycle mode share of approximately 17% (Aarhus Cykelregnskab 2011). The 
participants were part of the Danish IPEN study (N=642), and were regular cyclists (N=331) as 
stated in the IPEN questionnaire (www.ipenproject.org). 93 joined the study, and 78 met the 
inclusion criteria of valid GPS points during the period. Processing the data was done using the 
Personal Activity Location Measurement System (PALMS), which is developed and maintained by 
San Diego School of Medicine, California Institute for Telecommunications and Information 
Technology and University of California. PALMS supports real-time capture and analyses of data 
from a geospatial perspective, filters observation data and produces result sets including trips, 
bouts, physical activity levels and other parameters of exposure [120]. A daily destinations center 
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point was identified for Aarhus, which is a city with a strong center orientation. Based on their 
relevance as regularly reoccurring destinations, the following building categories were counted as 
daily destinations: retail, supermarkets, sport-clubs, schools and educational institutions, and 
cultural facilities such as libraries and theaters.  
From the GPS trip points we calculated standard deviational (SD) buffers, which are widely 
recognized as a summary of the spatial patterns derived from all the locations collected via the GPS 
device [125, 126]. We used both 1 and 2 SD buffers to be able to analyze the difference in area and 
effectiveness. The 1 SD ellipses theoretically encompass 68% of all the GPS points, whereas the 2 
SD ellipses contain 95% of the GPS points. Furthermore, 1 and 2 kilometers network buffers were 
constructed around every participant’s residential address and finally shortest route buffers from 
home to city center with different widths were calculated. On the basis of the GPS points patterns 
we developed a series of ellipse shaped buffers with different length-to-width ratio in order to 
decrease buffer size but still capture as many GPS points as possible. The aim was to create buffers 
that most effectively capture behavior without including large areas where people never go, and 
hence the ‘effectiveness’ of different buffer types was calculated, analyzed and their usefulness 
regarding transport cycling was discussed. 
Paper III 
Transport and sociodemographic data from the Danish National Travel Survey (DNTS) was 
extracted on an individual level and combined with the geographical analysis. The current data set 
includes survey interview data from 7245 participants aged 10-84 years conducted between 2006 
and 2012 in Aarhus and Odense, the second and third largest cities in Denmark respectively. The 
data set consists of individual data from transport questions regarding the day before the interview 
and provides a comprehensive account of travel activities including trip stages, trips, journeys and 
the travel purposes they link [122-124]. Variables included in the analysis are: cycling trips and 
kilometers, cycling yes/no (generated from cycling trips), income, education, age, gender and city. 
Bikeability index 
The built environment variables are compiled into a bikeability index (BI), which is based on six 
environmental attributes: street connectivity, land use mix, residential density, retail floor area ratio, 
cycle path density and road slope ratio [25, 101, 127]. 
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The bikeability factors are: 1) Street connectivity: the number of true intersections (three or more 
roads) per square kilometer within the buffer 2) Land use mix: entropy index of land use types 
present within the buffer (number of addresses within residential, retail, entertainment, office, and 
institutional land uses). The entropy index ranges from 0 for buffers with only one type of land use 
to 1 for an equal distribution of land uses, and thus a higher number equals more diverse 
destinations within the buffer 3) Residential density: number of residential units per square 
kilometer 4) Retail floor area ratio: retail building area footprint divided by retail land area 
footprint. A low ratio indicates substantial parking space and hence easy access by car. A higher 
ratio means fewer parking spaces around retail limiting access by car 5) Cycle path density: 
kilometers cycle path per square kilometer 6) Road slope ratio: ratio between roads with a slope of 
at least 5% [20], and roads with a smaller slope. All 6 values were normalized using a z-score as 
suggested by Frank et al. [25]. Z-scores were computed as one sample and city level was then 
included in the logistic regression models.  
The bikeability index scores were calculated in line with Frank et al. giving extra weight to 
intersection density and two additional values: cycle path density and road slope ratio, where road 
slope ratio was subtracted because of its negative impact on cycling. 
Bikeability Index = [(2 x z-intersection density) + (z-residential density) + (z-retail floor area ratio) 
+ (z-land use mix) + (z-cycle path density) – (z-road-slope-ratio)] 
Buffer types 
A total of six buffer types were constructed in a geographic information system (ArcMAP version 
10.1, ESRI software) and BI scores were calculated for each buffer type for every individual 
(n=7245). In total 43,470 buffers and BI scores were constructed and calculated. The buffer types 
were: 500 and 1000 meters network buffers, 500 and 1000 meters shortest route buffers, 500 and 
1000 meters ellipse buffers. All addresses from Aarhus and Odense in the DNTS were geocoded, 
network buffers with address as center, shortest route and ellipse buffers with addresses included at 
one end of the buffer. To comply with respondent anonymity the addresses were geocoded by DTU 
Transport and substituted with respondent ID for the subsequent analysis. Figure 5 shows the six 
buffer types. 
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Figure 5: The 6 different buffer types. From left to right: network buffer 500 and 1000 meters, shortest route buffer 500 
and 1000 meters and ellipse buffer 500 and 1000 meters. 
 
Statistics Paper I-III 
Tests for normality were done using a Shapiro-Wilk test and a normal plot of the residuals was used 
to test the assumptions of the linear models. One-way ANOVAs were carried out on normally 
distributed data using Bonferroni correction for multiple comparisons. For not normally distributed 
data a Kruskal-Wallis test was conducted. Correlation between the built environment and transport 
variables was assessed using Pearson correlation analysis. Multiple linear and logistic regression 
models were used to examine associations between transportation variables and environmental 
predictors with the possibility to control for confounding factors. Interaction analyses were carried 
out by constructing a 4-level variable including either walkability or bikeability and educational 
levels. 
Descriptive statistics and plots were constructed in all three studies. 
Data conversion between ArcGIS and STATA was carried out using Stat/Transfer, Circle Systems. 
All statistical analyses were performed in STATA version 11 (STATA Corp. Fort Valton TX) and 
an alpha level of 0.05. 
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Main results 
Paper I 
Walkability index scores and active transportation were positively correlated with coefficients 
ranging from 0.40 to 0.65 and negatively with passive transport (-0.31 to -0.62). 
Significant differences were found on all transportation variables (active and passive) from 
neighborhoods ranked as high walkability-high % higher education and neighborhoods ranked as 
low walkability-low % higher education. 
Simple linear regression analysis on cycling showed that the walkability index scores had 
significant Pearson coefficients in relation to cycling (cycle kilometers: 0.15, p<0.001 and cycle 
trips: 0.06, p<0.01) and that inclusion of other variables in a multiple linear regression model 
(educational level, age and city) weakened the association, but walkability index scores remained 
positively associated with cycle- and walking trips and negatively on other trips (p<0.05). 
 
Paper II  
Visual inspection of the GPS tracks and data analysis showed patterns in transport cycling behavior 
that confirmed the initial hypothesis. To further test the hypothesis, we calculated the network 
distance in which a certain percentage of GPS point are located (1, 5, 10, 25, 50, 75, 90 and 100%). 
50% of GPS points were located within 1440.9 meters for people living within 2000 meters of the 
city center. For people living more than 2 kilometers from the city center the distance was 2548.2 
meters to capture 50% of all GPS points. We analyzed the ‘effectiveness’ of different buffer types 
being the density of GPS points per square kilometer and Table ? shows buffer area, the number of 
GPS points and the percentage of the total number of GPS points within the more traditional buffer 
types (network buffers, SD buffers and road network buffers). The road network buffers were 
constructed using shortest network distance from home to city center with a width of 500, 750 and 
1000 respectively. Figure 6 shows a GPS track and buffer types for one respondent. 
 
 
38 
  
  
  
  
Figure 6: A GPS track and buffer types for one respondent 
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Several other buffers that were ellipse shaped were developed, one with variable width according to 
distance from home address to city center, the others with fixed width, either 500, 750 or 1000 
meters. 
1 and 2 SD ellipses capture approximately 68 and 95 % of all GPS points, but the 1 and 2 SD 
results differ somewhat from the theoretically 1 and 2 SD, 64.5 and 97.8 % respectively. These 
discrepancies are due to the elliptic form making it impossible to include the exact percentage of 
GPS points. The most effective buffer type is the Ellipse 500 as it captures 29.3% of GPS 
points/km2. Interestingly, the ellipse shaped buffers captures a relative high percentage of GPS 
points using a smaller area with direction towards the city center. 
The association between distance from home address to city center and % GPS points included in 
the network buffers showed negative correlation coefficients of -0.23 (p<0.05) for the 1 KM 
network buffer and -0.46 (p<0.05) for the 2 KM network buffer. The correlation coefficients 
between distance from home address to city center and ellipse circumference, ellipse area and 
ellipse length-width ratio were also calculated. The coefficients were 0.40 (p<0.05), 0.23 (p<0.05) 
and 0.33 (p<0.05) respectively. The coefficient between distance from home address to city center 
and total GPS points were -0.0015 (p=0.98). The above-mentioned coefficients indicate that people 
living further away from the city center have larger and more stretched ellipses but no difference in 
total GPS points (cycling). Regression analyses supported this as the coefficient for 1 and 2 SD 
ellipse length-width ratio and distance from home address to city center was 0.39 (p<0.005).  
Regression coefficients for 1 and 2 network buffers and distance from home to city center were -
0.01 (p<0.05) and -0.03 (p<0.001) respectively. The longer people live from the city center the less 
% GPS points 1 and 2 kilometers network buffers capture, even though the coefficients are small 
but significant. As opposed to this, none of the elliptical buffers had significant coefficients (p-
values between 0.096 and 0.784) indicating a more constant capacity to capture GPS points 
regardless of the distance from home to city center. The road 500, 750 and 1000 meters network 
buffers had coefficients of 0.02 (p<0.005), 0.02 (p=0.05) and 0.01 (p=0.1) respectively indicating 
that the 500 meter road network buffer captured a higher % GPS points the longer people lived 
from the city center, whereas the 1000 meters road network buffer was more constant across 
distances from the city center. This shows a shift in suitability and that the 1000 meters road 
network buffer is capable of capturing much of the ‘here and there’ transport within the city center, 
and the 500 meters road network buffer was more suited for capturing the directional cycling people 
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living further away exhibited. This supports that the longer subjects live from the city center, the 
less GPS points (cycle activity in general?) are captured by an ordinary network buffer, and hence 
another buffer type is needed for future studies. 
Paper III 
Table 1 shows sample characteristics from Aarhus and Odense, and the total numbers and 
percentages. It is noteworthy that the two cities differ somewhat in cycle trips and cycling 
kilometers and that the odds ratio for cycling is higher in Odense than in Aarhus. This explains why 
city level is included in the regression analysis as an independent variable. 
 
Regression analysis 
Table 2 shows the results of a logistic regression including all of the six BI factors but without 
controlling for personal sociodemographics. It shows that land use mix, residential density and 
slope are the only variables that are consistently significant in the models. 
Table 1: Sample characteristics
Aarhus Odense Total
Respondents 4252 2993 7245
Female. NO (%) 2134(50.2) 1543 (51.5) 3677 (50.7)
Age (mean ± SD) 34.9 (15.4) 35.8 (15.9) 35.3 (15.6)
< 30 (%) 42.2 37.8 40.4
30 - 40 (%) 17.4 17.6 17.5
40 - 50 (%) 18.9 20.4 19.5
50 - 60 (%) 15.9 18.8 17.1
Over 60 years (%) 5.7 5.4 5.6
Educational qualification (%) & income
Municipal primary and lower secondary school 22.6 27.7 24.7
Vocational 15.1 19.5 16.9
Upper secondary / high school 18.6 14.1 16.7
Higher education 43.6 38.7 41.6
Personal income (mean x 1000 dkr) 249.1 (N=3353) 233.5 (N=2352) 242.7 (N=5705)
Drivers licence & car availability
Drivers licence, % 76.8 75.8 76.4
No. of cars in household
0 993(23.4) 450 (15.0) 1443(19.9)
1 (or more) 3260(76.6) 2543 (85.0) 5803(80.1)
Cycling (% and OR)
Cycling (OR) 24.6 (1.00) 29.9 *(1.31) 26.8
Cycling trips (mean ± SD) 0.61 (1.3) 0.75 *(1.4) 0.67 (1.3)
Cycling kilometers (mean ± SD) 1.93 (5.4) 2.38 *(6.07) 2.12 (5.70)
* Significantly different from Århus (p<0.01)
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The six BI factors form a BI score which was included in a logistic regression model controlling for 
personal sociodemographics and shows significant odds ratios (OR) in all 6 buffer types, as did 
income, age and city (Table 3). No differences were detected between the buffer types. 
 
Table 4 shows the results of a logistic regression using cycling as outcome, and the 4-level variable 
as explanatory variable. Individuals with a low educational level who have low BI scores display 
low OR compared to people with same educational level with high BI scores across all buffer types. 
Individuals with a low BI score and high educational level have lower OR of cycling than 
individuals with low education and similar BI scores. 
 
  
Table 2: Results of the 6 logistic regression models investigating how transport cycling is affected by the BI factors individually
Network Network Shortest Route Shortest Route Ellipse p-value Ellipse 
500 p-value 1000 p-value 500 p-value 1000 p-value 500 1000 p-value
Land Use Mix (z-score) 1.08 0.007 1.12 0.001 1.16 0.000 1.18 0.000 1.16 0.000 1.19 0.000
Retail Floor Area Ratio (z-score) 1.04 0.167 0.96 0.211 0.90 0.002 0.98 0.600 0.90 0.005 0.88 0.000
Residential density (z-score) 1.23 0.000 1.23 0.000 1.16 0.001 1.12 0.038 1.22 0.000 1.15 0.006
Intersection density (z-score) 1.03 0.286 1.14 0.000 1.29 0.000 1.34 0.000 1.16 0.005 1.28 0.000
Cyclepath - kilometers (z-score) 1.09 0.001 1.10 0.000 1.02 0.469 0.98 0.508 1.14 0.000 1.03 0.252
Slope (z-score) 0.90 0.000 0.87 0.000 0.89 0.000 0.88 0.000 0.93 0.016 0.92 0.003
R2 0.016 0.022 0.035 0.037 0.032 0.032
Log likelihood -4146 -4124 -4066 -4056 -4082 -4080
Table 3: Results of the logistic regression model investigating how transport cycling 
is affected by the BI score while controlling for personal sociodemographics
Network Network Shortest Route Shortest Route Ellipse p-value Ellipse 
500 p-value 1000 p-value 500 p-value 1000 p-value 500 1000 p-value
Bike Index 1.07 0.000 1.09 0.000 1.08 0.000 1.10 0.000 1.08 0.000 1.08 0.000
Education level 1  (Prim_and_low_ 1.00 1.00 1.00 1.00 1.00 1.00
Education level 2 (Vocational) 0.94 0.613 0.90 0.394 0.84 0.180 0.83 0.135 0.85 0.202 0.86 0.228
Education level 3 (Upper_secondar 1.57 0.000 1.48 0.000 1.35 0.004 1.29 0.014 1.35 0.004 1.37 0.002
Education level 4 (Higher_educatio 1.65 0.000 1.55 0.000 1.43 0.001 1.37 0.004 1.43 0.001 1.45 0.001
Income 1.00 0.000 1.00 0.000 1.00 0.000 1.00 0.000 1.00 0.000 1.00 0.000
Age 0.98 0.000 0.98 0.000 0.98 0.000 0.98 0.000 0.98 0.000 0.98 0.000
Gender 0.97 0.660 0.98 0.701 0.98 0.697 0.97 0.685 0.97 0.590 0.97 0.624
City 1.37 0.000 1.38 0.000 1.19 0.006 1.22 0.002 1.23 0.001 1.22 0.002
Table 4: Cycling OR by bikeability and educational level
Neighborhood Category Network Network Shortest Route Shortest Route Ellipse p-value Ellipse 
500 p-value 1000 p-value 500 p-value 1000 p-value 500 1000 p-value
Low BI - lower education (n=1219) 1.00 1.00 1.00 1.00 1.00 1.00
High BI - lower education (n=1800) 1.26 0.007 1.46 0.000 1.41 0.000 1.60 0.000 1.47 0.000 1.43 0.000
Low BI - higher education (n=2404) 1.05 0.501 1.05 0.585 0.84 0.039 0.82 0.019 0.83 0.027 0.84 0.041
High BI - higher education (n=1822) 1.74 0.000 1.95 0.000 2.09 0.000 2.26 0.000 2.16 0.000 2.09 0.000
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Strengths and weaknesses – Paper I-III 
Paper I 
The strength of the objective GIS-based assessment of walkability relies on accurate data sets and 
reliable methods to attain the walkability attributes, as was the case in Paper I. The large study 
sample of 10.846 interviews was randomly selected and was taken from DNTS, which has proven 
to be a reliable and extensive survey [122-124]. As the data set was treated as one collective 
sample, intercity differences and more detailed statistical analysis on an individual level was not 
possible. A limitation in Paper I is residential self-selection, which is not accounted for in this 
analysis of environmental factors related to physical activity. The main problem with establishing 
causality between the built environment and physical activity stems from intervening variables, 
which might generate false correlations. This study does not provide a possibility to control for 
residential sorting based on demographics and other characteristics which is a limitation [108]. 
While this can be a limitation Ewing and Cervero found that several studies that included the self-
selection aspect found a strengthening of the effect of urban travel and that self-selection therefore 
is more likely to augment than reduce built environment influences [98]. In Paper I many of the 
associations can be propelled by ‘self-selection’; people with a certain educational level move to a 
certain part of the city where they are more likely to pursue certain travel behavior. This will 
generate false associations and will be an important pitfall to avoid in a cross-sectional study like 
this ecological study. This study is in large descriptive, acknowledging that any causality cannot be 
inferred, and that behavior is constructed from a variety of factors 
Paper II 
Even though GPS measures of transport have proved to be beneficial in describing the actual 
movement it is still incipient and associated with challenges in both data collection and processing. 
Using GPS it is possible to know the exact spatial footprint and measures of actual contact with the 
environment, but more often only potential contact is available. In Paper II as in other studies using 
GPS, we had to overcome the typical problems with slow connectivity (cold and warm start), 
satellite inference caused by physical structures or normal atmospheric conditions and compliance 
in general [120]. Furthermore, data processing and cleaning proved to be challenging but we 
managed to overcome some of the traditional problems like determining mode of transportation and 
an abundance of static points. By instructing the participants to wear the GPS when cycling and 
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excluding all the data points which were not part of a trip as detected by PALMS we were able to 
diminish the above mentioned. That said, the possibility of errors cannot be ruled out and it is 
likewise acknowledged that the elliptical buffers might not adequately mimic individual transport 
behavior when transferred to other studies. It could still be a better option than fixed spatial units 
for the time being [56]. 
Paper III 
Like Paper I, the present study is a cross sectional study it provides clues about causality, yet a 
temporal association cannot be interpreted as a causal one and hence no causality is implied. The 
use of the word correlates in the paper is thus deliberate as correlates are factors correlated with or 
are thought to affect participation in transport cycling [45]. 
The use of different neighborhood buffer types based on individual data will, theoretically lessen 
the challenge of the MAUP and by including 7245 survey interviews the found associations are 
statistically sound. 
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Part 3 
Discussion 
In Part 1, the background for studying active transport was outlined; Part 2 centered around three 
studies of how the built environment is associated with active transport and how the association can 
be affected by buffer size and shape. Part 2 showed that some of the active transport behavior can 
be attributed to the built environment, but furthermore that only a certain percentage of the behavior 
can be explained by where people live and their personal sociodemographics.  
The first part of the following discussion will summarize the findings from paper I-III, present 
novel findings and discuss their relevance and implications for future studies. The three papers 
focused on the built environment, the ‘hardware of society’, whereas the latter part of the discussion 
will concentrate on the cognitive mediators as the ‘software’ that should fit the hardware [47]. The 
analogy of computers is not far-fetched as building a superfast computer is useless unless the right 
software is installed. The same applies for transport where a cycle friendly built environment will 
not ensure that people use it, unless they are ‘programmed’ to use it. 
Paper I 
So far, studies in Belgium, Australia, Canada and Sweden have shown a relationship between the 
built environment and walking/cycling [20, 21, 128]. Although Paper 1 focuses on cycling as active 
transportation, walking is included in order to compare the index’s ability to ‘predict’ both walking 
and cycling. Paper I shows that if walkability index scores are calculated and aggregated on a zone 
level, significant positive correlations between walkability index scores and active transport 
(cycling and walking (kilometers and trips)) and negative association with passive transport 
(kilometers and trips) were found. In order to discuss the association in detail and take other factors 
into account, a 4-level variable was created to compare DNTS zones with similar walkability index 
but different education. The most walkable DNTS zones combined with highest % higher education 
resulted in significant more active transport than the other three levels. This suggests that 
educational levels in a Danish setting moderate the effects of the built environment on active 
transport behavior, which is in line with the dual-process model.  
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This was supported by the multiple linear regression models, which showed that when controlling 
for % higher education, age and city, walkability index scores could only be positively associated 
with cycle- and walking trips and negatively with other trips. Using % lower education resulted in a 
significant positive association between walkability index scores and cycle trips, walking 
kilometers, walking trips and other trips. % higher education was positively associated with more 
active transport (cycle kilometers, cycle- and walking trips) and % lower education was negatively 
associated with active transport (cycle kilometers and cycle trips). Cycle- and walking trips 
correlate better with the walkability index than cycle- and walking kilometers indicating that if you 
live farther away from the CBD you might actually choose not to walk or cycle for shorter trips 
because of the smaller amount of destinations that can be reached by foot/bike. In the CBD it can be 
more convenient to walk or cycle, whereas more sprawled areas are more car friendly, hence 
choosing the car is easier. The above findings are interesting, but needs further investigation on an 
individual level to engage in a discussion on the association between neighborhood characteristics, 
active transport and how sociodemographic variables moderate this association.  
Data from Paper I supports that theoretically more walkable areas are associated with more cycling- 
and walking trips but not cycle- and walking kilometers and that the association was affected by 
educational level. That implies that the areas of aggregation were too small to capture cycling, as 
the association existed on active transport trips, but not total kilometers.  
This called for a GPS based development of individual buffer types that to a greater degree enable 
one to interpret transport cycling behavior, which was the scope of Paper II. 
Paper II 
Paper II aimed at distinguishing and testing a variety of buffers that can be used in studying the 
relationship between the built environment and transport cycling. The use of GPS technology 
provides accurate representations of human-environment interactions in relation to e.g. active 
transport and makes it possible to develop appropriate buffers [116]. Inspired of the findings in 
Paper I a discussion on the use of standard buffers versus more specific buffers was needed. In 
Paper II GPS data for 78 regular cyclists are presented which helps understand how the distance to 
the city center at least should affect a transport cycling buffer size and form. The findings were not 
conclusive, but it nevertheless seemed appropriate to develop our understanding of what buffer 
sizes and forms best fit the notion of a ‘neighborhood’, especially concerning transport cycling 
because of the relatively large radius of action. Ellipse shaped buffers between residential address 
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and a/the city center, which is a collection of daily destinations that people travels towards on a 
daily basis proved effective in capturing transport cycling. People living within the city center have 
easy access to a variety of destinations which means that a circular or network buffer will 
encompass most of their activity while the converse is evident for people living further away from a 
city center. A buffer should therefore be elliptical and thus directional to encapsulate their activity. 
There is still an absence of studies that provide measures of ‘true’ exposure to environmental 
factors even though the discussion on buffer types has been around for years and several studies 
conclude that a standard buffer type might not adequately reflect the activity space as defined in the 
studies [56, 118]. Villanueva et al. 2012 show how children only access up to a quarter of the 
calculated traditional ‘neighborhood’ (defined as 800 and 1600 meters network buffers) thus not 
travel completely within or use all of their neighborhood area [118]. They further try to explain why 
this might be so, and give clustered destinations and specific directions as valid reasons and 
conclude that future studies must explore the directional movement and spatial orientation of visited 
(or probable) destinations. Only that way can researchers explore the built environment 
characteristics subjects are really exposed to [118]. In line with the discussion in Villanueva et al. 
Paper II shows that people living outside the city center generally cycle towards a cluster of 
destinations, with individual variations. This supports using GPS to visualize movement patterns 
and construct more accurate representation of neighborhoods across population groups (children, 
elderly, pedestrians, cyclists etc.). 
Chaix et al. describe the strategies to determine buffering-radius size as a mixture of hypothesized 
reasoning and exploratory analysis comparing sizes which was exactly what Paper II aimed at doing 
[129]. The question is whether ‘neighborhood’ buffers are to capture most of the expected 
environmental ‘exposure’ but also include large areas that people are never exposed to? The other 
possibility is to measure the possible ‘exposure’ less accurate by not including large areas of non-
exposure. Using GPS derived activity space is not yet possible on large population studies [125] but 
the use of GPS derived buffer construction might work as a precursor for future studies. A reason 
not to construct GPS route buffers in the present study is to be able to construct buffers that can be 
used for large population studies. Chaix et al. describe how the strength of environment-behavior 
associations might decrease in GPS mobility studies compared to classical residential studies, so 
using GPS to construct residential buffers suited for that particular behavior might prove useful 
[35]. 
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One reason to keep the more traditional buffers is that they include and center on the residential 
address, which focuses on the area close the home. Tobler’s first law of geography: ‘everything is 
related to everything else, but near things are more related than distant things’ is very much linked 
to the previous mentioned argument that ‘overcoming space requires expenditure of energy and 
resources, something that nature and humans try to minimize’ [82]. That said, a tradeoff between 
area size and captured behavior is present and while smaller areas cannot capture all behavior, 
analysis within large areas includes built environment subjects never visit. One potential problem 
with buffer types that capture more of the daily transport is that the significance of the closest 
neighborhood is diluted. By using ellipse shaped buffers the residential address is kept as one of 
two important centers, the other being a cluster of daily destinations. That acknowledges the 
importance of the nearest neighborhood yet the presumed area visited is kept relatively small. One 
could argue that work place is an important destination as well and that an ellipse based on the 
home-work route would also show useful, as well as a home-work-city center triangulation. This is 
speculative, but nonetheless important to consider in future studies according to the study 
hypothesis. 
The results from Paper II enabled us to engage in a large analysis where the buffers from Paper 2 
were put into play on a larger population studying the relationship between the built environment 
and transport cycling. The hypothesis was that the new buffers encapsulated transport cycling 
behavior in a better way and thus showed better correlation than the traditional buffers. This 
hypothesis was tested in Paper III as Boruff et al. conclude that ‘research with larger samples, using 
different buffer techniques, is needed’ [116]. Furthermore, Clark and Scott mention the use of 
individual data as a way to minimize the impact the MAUP has on models. Different buffers 
applied to individual data could be a reasonable method to study the associations between the built 
environment and cycling, which was the scope in Paper III. 
Paper III 
Paper III is a cross sectional study investigating the possible association between the built 
environment and active transport and adds to the growing body of literature linking the built 
environment with active transport. Furthermore, it is part of an ongoing development of appropriate 
activity buffers that best capture the behavior in question and thus comply with the MAUP and 
UGCoP issues often encountered in spatial analysis. Most studies have been conducted in the US 
and even though literature is scarce this association is consistent [43, 46, 47]. There is nevertheless 
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an absence of European studies that can validate the international findings, especially between 
walkability measures and cycling [29, 48].  
Results show that only land use mix, residential density and slope were significantly associated 
with the binary outcome across the different buffer types. This can in part be explained by the 
association between these factors: land use mix and residential density have the highest scores in 
the inner city. Aarhus is a typical fiord city, whereas Odense is relatively flat, however both cities 
have increasing slopes with increased distance from the city center making the inner city relatively 
flat. The only buffer type to have significant ORs within all factors is the ellipse 500 meters. This 
might support that an ellipse shaped buffer can adequately capture transport cycling behavior while 
being relatively small. 
Logistic regression analysis between BI scores and transport cycling (Table 3) showed no 
differences between buffer types. The ORs from BI scores are significant (p<0.001) in a model 
controlling for educational level, income, age, gender and city. Interestingly, given the somewhat 
different shapes and sizes, no differences between buffer types were detected. The explanation can 
be found in the quality of the BI, the included factors and/or the use of disaggregated data [33]. No 
matter what buffer type, the association between BI and cycling is present, which can either be 
supportive of the BI or reject it as being to coarse. An explanation can be the fact that the 
respondents live within different distances of the city center. One could speculate that if a 
respondent lives too far from the city center, cycling is not very likely at all and therefore low BI 
scores within all buffer types are associated with no cycling.  On the other hand, living close to the 
city center will have a positive effect on the propensity to cycle and be associated with high BI 
scores and thus yield significant ORs. That raises the question whether living too far from a cluster 
of destinations is actually as predictive of cycling as the BI? 
Replacing the BI with distance from home to center in a logistic regression showed that R2 changed 
from 0.027 to 0.034. This indicates that distance from home to center can predict transport cycling 
as good as BI at least if applied to all respondents. If a limit (distance from respondents’ home to 
center below or above 4 kilometers) is incorporated in the regression analysis with BI and personal 
sociodemographics, the BI ORs changes. Within a 4 kilometers distance from city center, BI for all 
buffer types were non-significant except for the network 500 buffer which had a significant lower 
OR (OR= 0.96 and p=0.039). BI was significant (p<0.001) for all buffer types above 4 kilometers. 
This indicates that a network buffer with a relatively small service area is negatively associated with 
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cycling in the inner city perhaps because people choose to walk instead. This was confirmed by 
replacing cycling with walking in the analysis. The network buffers had significant ORs both within 
and outside the 4 kilometers limit whereas the other buffer types had only significant ORs within 
the 4 kilometers limit. This is supportive of different buffer types when studying different active 
transport modes.  More elongated buffer types are better suited when studying transport cycling 
while network buffers or similar are better when studying walking. 
One potential challenge is thus to decide the area of investigation as stated in the introduction. The 
present study included data from 7245 respondents from Aarhus and Odense living in average 
approximately 6 kilometers from city center with large inter-individual differences. In Denmark 
where cities are often centered on a strong center in the CBD the BI scores will decrease as a 
function of increasing distance to this center. The close relationship between distance from home to 
city center and BI was confirmed via correlation analysis with coefficients ranging from -0.55 in the 
network 500 meters buffer and -0.90 in the shortest route 1000 meters buffer. This supports that the 
design of areas outside the inner city need to focus on cycle friendly environmental factors towards 
a cluster of destinations to render it probable that residents in these areas take up transport cycling 
as longer distances are a potent barrier for cycling. The ORs for education also changes when 
applying a 4 kilometers limit; higher education is the only significant education variable above the 
limit, whereas the upper secondary and high school level is the only significant within 4 kilometers 
of the city center. It is hypothesized that people with higher educational levels are more likely to be 
aware of the benefits of cycling on health and environment[33]. As a result longer distances can 
better be overcome. Another plausible explanation is that higher educated people tend to live in the 
suburbs while working in the city and hence have a daily commute. When education is completed, 
people move outside the inner city to have a house with garden often situated in an area with a 
relatively low BI. In case of the built environment it seems, as BI scores are independent of 
educational levels, which is in favor of a clustering of factors thought to affect transport cycling. 
The 4 different education levels: 1: primary and secondary school 2: vocational 3: upper secondary 
and high school and 4: higher education showed different ORs (Table 4). All buffer types had 
significant ORs making both education and the built environment interesting in describing transport 
behavior. High BI – lower education has an OR ranging from 1.26 to 1.60 and high BI – higher 
education from 1.74 to 2.26. Low BI – higher education on the other hand had OR ranging from 
0.82 to 1.05. This indicates that both educational level and the built environment (BI as a proxy) 
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have an effect on cycling, and that having a higher education does not counteract a low BI. Contrary 
to this, a high BI is associated with cycling despite lower educational levels pointing to a possible 
important environmental impact. 
A limitation in walking for transport is the relatively slow walking speed and hence radius of action 
within a given time. Cycling however can provide speeds that enable cyclists to cover distances up 
to 5 kilometers in 20 minutes (15 km/h) whereas walking distance in 20 minutes equals 1.7 
kilometers at 5 km/h. This makes cycling for transport attractive in most cities around the globe, 
provided that people can make sense in cycling for transport purposes. It is reasonable to assume 
that people’s transport is directed towards meaningful destinations in everyday life such as 
shopping, work, leisure time activities, parks, educational institutions, schools, kindergartens etc. If 
this assumption is true, measuring the association between the built environment and cycling should 
encompass the most realistic cycling area, which again would be the area between home and 
meaningful destinations. In the present paper we have calculated BI scores within 6 different buffer 
types in order to test whether some buffer types are better suited for studying cycling behavior. The 
results support that the bikeability index, like walkability indexes in the literature functions as 
correlates of cycling. Only a small proportion of the variance in the outcome (cycling yes/no) could 
be explained by the BI scores, R2 in the range of 0.05. The contribution to population health can 
though still be substantive as the environment has the potential to effect whole populations over a 
substantial time period [29, 49]. 
 
Summing up 
Part 2 found an association between the built environment and cycling, both on aggregated and 
individual data and that elongated buffers better encompassed transport cycling. The findings from 
international studies linking the built environment to cycling were therefore confirmed in a Danish 
context. The use of specially designed buffers showed good results, which can entail the use of 
different buffer types in future studies on how the built environment is associated with different 
transport modes or physical activity behavior. The studies also showed that there is unexplained 
variance in the models meaning that the built environment hardware worked to some degree and the 
operating system moderated the outcome, but the cognitive software mediated the effect of the other 
parts. The dual-process model includes cognitive mediators as en explanation to how behavior can 
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be affected by aspects of the human mind that are hard to quantify. It seems that the built 
environment can assist in changing or maintaining a certain behavior, but also that behavior is 
cognitively mediated which again is postulated to involve an automatic behavioral response to 
specific environmental cues [31]. 
Humans and Econs 
The automatic behavioral response sets human beings aside from the idea of homo economicus. 
The notion is that the economic man thinks and chooses consistently well and thus complies with 
economic theories that entail unbiased forecasts [46]. 
Urban planners, engineers and health professionals in unison are promoting healthy and active 
behavior by making the healthy choice easy and ‘natural’ by constructing environmental cues, 
which can be seen as the backbone of physical structural prevention. Reducing distance and 
increasing accessibility by organizing housings, schools, path systems, parks etc. can therefore be a 
way to enhance physical activity to some extent but choices are still mediated by our cognitive 
mediators [1]. The dual-process model includes the cognitive mediators, which can be interpreted 
as our ‘autopilot’. The big and often biased impact of our autopilot is the focus of the following 
discussion because it helps understand the gap between values and behavior [31, 38, 130]. 
Kahneman’s work offers an explanation to the underlying strategy of judgment and prediction of 
choices, which Kahneman believes are biased by emotions and a heuristic way of dealing with the 
complexity of life’s choices [38]. Heuristic is a simple technique that helps find adequate, often 
imperfect, answers to difficult questions [38]. Kahneman’s approach can explain much of the 
variation in the very different behavior people with similar prerequisites in other domains 
demonstrate. The population-based preventive strategies often require individuals to act rational to 
the impact of the surroundings. Being rational means that “decisions and thoughts are based on 
reason rather than on emotion” [131]. How rational are humans when it comes to many aspects of 
life? According to Kahneman, not very rational, but the biased individual still navigates an extreme 
complex life to his or her best capability. When it comes to health, many people do not navigate 
according to recommendations, maybe not even according to their own ‘objectively’ well, and the 
question that puzzles health workers, researchers, governments etc. is ‘why’? Undermining one’s 
good health can either be a deliberate or a non-deliberate act. Deliberate when people value other 
things more than their health, non-deliberate when unconscious actions are actually detrimental to 
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one’s health [130]. In developed countries most people know about health and how to be healthy 
but there is still a huge discrepancy between ‘knowing’ and ‘doing’. 
To encourage healthier choices taxes, bans and legislation have been typical mechanisms to guide 
or control people’s choices, and by that reducing the risk to public health [1]. Troelsen asks the 
question: whether a society based on limiting people’s freedom is what we really want to pass down 
to future generations [1]? Probably not, but the problem is somewhat a philosophical and 
democratic matter. What if most people want to live a sedentary life, want cheaper ‘unhealthy’ food 
and in general do not want to live according to health guidelines? Is the society obliged to give the 
masses what they want, or should it in the spirit of the pedagogical paradox (see later) coerce health 
until the masses learn that it is the ‘right’ lifestyle? With the increasing physical inactivity in mind, 
it seems as a majority of the population do not comply well with the recommendations which will 
lead to increased health costs [51] which again will entail less money for other important matters. 
One could argue towards more legislation or to seek out the people that need health advise the most 
and force them into health promoting initiatives. This can be stigmatizing and is by many 
considered ‘health fascism’ and have opposite effects [32].  
Designing the built environment to encourage active transport is not ‘health fascism’ and applies 
well with individual freedom and democracy because of its innate possibility to choose differently. 
Accompanied by a change of transport mindset structural prevention might prove to be beneficial in 
affecting transport behavior towards more cycling. A change of mindset can be seen as 
reprogramming the software or installing new software that better fit the new demands. 
Changing the mindset to get more people to cycle is to change the perception of what good 
transport is, and by that embrace transport as an inevitable part of life, which we might as well 
make the best of. Traditionally, transportation quality is measured by how comfortable it is 
(consider different classes in trains and planes and car driving versus cycling) but very often also as 
transport time. Transport is time in between places and is considered a waste of time and must thus 
necessarily be reduced [132]. Zeitler describes how a mathematical (time) approach on transport is 
problematic albeit our understanding of life itself, which is not just to be squandered, but lived 
[132]. Comfort, speed, flexibility and thus convenience are of the essence and trying to 
avoid/overcome the hassle and inconvenience of transport is often the focus. This is not completely 
possible at present time, so embracing the bother of transport and acknowledging transport as part 
of life might be a more positive approach towards a more healthy, ecological and ethical transport 
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culture. Focus on the experience in commuting/transport instead of transport time, and what you 
can actually gain from the transport itself might help accepting that transportation is an inevitable 
part of life. As humans are thinking beings, albeit not always rational, one could argue that a shift in 
paradigm towards a more reasonable notion of transport is needed. Ethics such as hard work, 
personal commitment, physical and mental strength can be seen as part of a more active 
transportation scheme, where the end goal is a more reasonable and human transportation [132]. 
The built environment plays a major role in changing the transport paradigm towards transport that 
enable us to be active, experience more liveable cities and afford the luxury of being occasionally 
irrational and unhealthy. The challenge is to control our irrationality and contradictory as it may 
seem, that is exactly what parts of our brain were developed to do. To keep the irrationality in bay 
is not an easy task and demands a lot from our mental energy resources. 
The Emotional Tail wags the Rational Dog 
Kahneman describes a mental two-system approach and uses a simplification of human beings’ 
modes of thinking: system 1 and system 2 (albeit only fictions) that differentiate in their processing 
speed as well as their innate way of reasoning. System 1 is the emotional and intuitive system, 
which operates quick and automatically with little effort and no sense of voluntary control. System 
2 is the more rational and reflective system, which attends to effortful mental activities that demand 
it and is often associated with a subjective experience of agency, choice and concentration. System 
2 is who we think we are, but we are in fact extremely dependent of system 1 as this system steer us 
through a complex world with little effort and delivers information to system 2. System 2 is a lazy 
system, which quickly tires out and is reluctant to operate too much, while its primary function is to 
monitor and control thoughts and actions suggested by system 1. This causes discrepancies between 
what we know and what we do, as system 1 is intuitive, generate impressions and feelings and 
system 2 is not often engaged in what is perceived as easy everyday decisions. If we do not suspect 
the decision to be complicated, system 2 will not be activated. Many of everyday activities are 
experienced merely as system 1 tasks, while in fact really a system 2 task. This is problematic as 
system 2 is the only system that can follow rules, make comparisons on objects with several 
attributes and make deliberate choices between options. As system 1 cannot be turned off systems 2 
has to governor inputs from system 1 and help human beings live wisely and make rational 
decisions in life. This can be taxing, and activities that impose high demands on system 2 require 
self-control. Exerting self-control in one task will deplete self-control in general and you do not feel 
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like making an effort in another task shortly after, a phenomenon known as ego-depletion [38, 133]. 
Imagine grocery shopping after a long day at work, what system is more likely to exert control and 
decide what to buy? System 1 most probably, and as this system is affected both by the signals in 
the body and marketing strategies (which often aim at the consumers emotions), the likelihood of 
choosing on rational grounds is small [31, 134]. Or as Kool and Botvinick puts it: “In the context of 
prolonged, obligatory mental effort, the marginal cost of further effort is elevated, leading in some 
cases to a subsequent withdrawal from cognitively challenging activity”[133]. Furthermore, choices 
are affected by our physiological feedback systems and studies have shown that if we do our 
grocery shopping while hungry we tend to buy more calories compared to when shopping while 
satiated [135]. One should be able to know what is needed (as grocery shopping is a common 
activity based on years of experience) and not get carried away by emotions, but apparently we are 
not.  
This also applies to transport choices, and choosing active transport might be difficult, as it 
demands either a deliberate choice or habits that system 1 can act accordingly to. Most people will 
know that walking or cycling is healthier than driving, but choosing the latter is a typical system 1 
task for many people who do not see walking and/or cycling as ‘real’ alternatives. Several barriers 
need to be overcome for this to become alternatives; one barrier is the positive feelings linked to 
cars [136]. Kahneman describes how people in general fear losses more than they value gains (loss 
aversion), which makes a shift from a car with its comfort and symbolic status to a bike seem like a 
loss, when rationally it is a gain. Even if the built environment is well suited for active transport, 
there is still a major task of getting people to perceive active transport as a valid and rational 
alternative. Steg suggests that policy makers should not exclusively focus on the instrumental 
choices but also consider social and affective motivations [136]. The transport software needs to be 
reprogrammed along with changes in hardware.  
Transport differentiates from other choices during the day by the way it restricts changes during the 
day. If one choose the car in the morning chances are low that the car can be swapped to a bike 
during the day. That makes it important to deliberately choose the transport mode that best 
accommodates all of the expected and unexpected trips, which has an effect on transport mode for 
the first trip. Cycling can be seen as more limiting than car driving but more often the choice is 
based on prior practices and heuristic biases that affect judgment. People tend to overestimate the 
probabilities of unlikely events and overweight unlikely events in their decisions [38]. Consider the 
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risk of rain and the example previous described in the section on determinants for cycling. Many 
people state that rain is a major reason not to cycle, but in fact only 3.5 % of all trips in a year in 
Denmark are ‘wet trips’. A more extreme example is the unlikely event of getting killed in a traffic 
accident while cycling in Denmark. With 2.8 billion kilometers cycled each year and only 22 
persons dying from cycle accidents in 2012 the probability that it will happen is very small. 
Emotion and vividness influence availability and judgments of probability. 
One of the major problems with having two distinct yet interactive systems, is not knowing when to 
engage system 2 in a decision making process. Cognitive ease is one of the functions that system 1 
must assess automatically during the day, in order to decide whether extra effort is needed from 
system 2. It goes from easy to strained, and either state can be influenced by tasks and mood. This 
is problematic as anything that is associated with something well-known, will also bias beliefs. 
Consider a busy morning routine where tiredness and stress can bias the transport choice between 
the comfortable seemingly fast well-known car and the somewhat uncomfortable and slow bike that 
even require pedaling power to work. Familiarity an cognitive ease are not easy to distinguish from 
truth [38]. On the other hand, cognitive strain mobilizes system 2, which is likely to reject the 
intuitive choice/answer from system 1. Does that mean that more decisions from everyday life 
should be made more strenuous hence engaging system 2 in the process, or should the ‘right’ choice 
be made more compelling to system 1 causing little or no strain? Kool and Botvinick state that 
favoring automatic processing reserves ‘computational bandwidth’ for operations with high payoff 
[133] and that seems to favor making the ‘right’ choice easier. Making active transportation easy in 
everyday life, will free more system 2 power, which is needed in the endless stream of decisions we 
have to make throughout life. 
 Some people are more likely to act on the basis of their system 1 and others on system 2, and these 
differences become distinct when it comes to seeing the bigger picture. System 1 people are more 
impulsive, impatient and keen to get immediate gratification. System 2 people are capable of 
reasoning and are often cautious. It is not monochrome by any means, people are not only one 
system, but individual differences, will affect peoples’ choices. Decisions in everyday life are not 
always deliberate but often unreflective and unconscious hence not being a choice between two 
tasks, but merely engaging in a single task [133]. It might not be an actual choice to choose between 
the car end the bike, as more than one possible outcome is never presented to our more conscious 
system 2. Consider a person who is system 1 driven and is considering whether to cycle to work 
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and live what is considered a healthy life to reap the benefits 30 or 40 years from now in respect to 
less disabilities, illness, increased life expectancy. All of which are affected by numerous other 
aspects of life and hence not a safe bet. This is compared to an immediate reward from a ‘pleasant’ 
passive transport mode and a life style with fewer perceived struggles, food that gives an 
(impression of) instantaneous reward and less tiring activation of system 2. Do we make these 
calculations on pros and cons in all cases throughout a day, a week, a year or even a lifetime or are 
we merely intuitive beings designed to minimize pain and maximize pleasure [38, 133]?  It will 
take a lot from a person to choose cycling and the healthy lifestyle, if at all recognized as a real 
choice. The complexity in which we live is enormous and with an analogy form pedagogical 
literature the following will discuss regulation and constraints. 
The pedagogical paradox and/or nudging? 
Inspired from pedagogical philosophy and the pedagogical paradox along with the notion of 
nudging, the following will discuss the challenges in nudging and make an analogy with health 
professionals being the parents and the population the child that needs proper upbringing and 
education. 
The pedagogical paradox contains the problematic discrepancy between raising someone to 
autonomy and self-reflection through coercion. From a human perspective it is imperative that 
people learn to use their freedom without coercion, but as this does not come naturally it must be 
learned through coercion, which is paradoxical [137, 138]. The same applies somewhat within 
public health policies where citizens who regard themselves as responsible adults in a democratic 
society will not be told by others to adopt a certain lifestyle for health reasons [137]. How is it 
possible to make people do what the experts want them to do, by their own free will? How can 
politicians and other civil servants e.g. health professionals act on the behalf of the population 
without restraining them? Or do people have to accept that constraints are part of life; embrace 
some constraints within some domains in order to be more autonomous in other domains? We 
readily accept that young people are not to be treated as adults, end therefore embrace a 
paternalistic approach, at least when considering pedagogical matters. In education most people 
accept restraints on their freedom and autonomy, but when it comes to health issues, and in 
particular preventive initiatives, people are generally more reluctant to accept paternalism [137]. If 
a government suddenly raised the taxes on cars and fuel, introduced road pricing and made car 
driving extremely difficult in cities by closing roads, removing parking space etc. people would 
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protest and demand the government deposed. Even though these initiatives would increase cycle 
mode share and be rational from a health perspective they are not viable due to resistance against 
paternalism. Following advice from the experts and choose what we feel is best for us might prove 
to be a better solution, but knowing what to want and anticipate accurately how the choice will 
make us feel is not an easy task [139]. We can never be sure that the choices we make are ‘the best’ 
and this make us wonder if another choice might have been a better choice which again entails 
dissatisfaction [139]. 
In health and lifestyle issues we face an increasing challenge of many choices. Most people would 
say a resounding ‘yes’ to choice, but do not realize the sum of all choices. We are trapped in ‘the 
tyranny of small decisions’, which affects our capability to make wise decisions about the more 
important matters [139]. It is a ‘system overload’ that makes the system freeze. We assume though 
that we ourselves know what is best for us, can handle all the choices presented to us and therefore 
seldom need the advice from others [46]. It turns out though, that many options can discourage 
people because it entails an increase in the effort needed in making a decision. People then decide 
not to decide, or if they actually make the effort needed to choose wisely it detracts from the 
enjoyment derived from the results. Our culture sanctifies freedom of choice so profoundly that the 
benefits of infinite options seem self-evident [139]. 
The many health and lifestyle choices (and well-intended advice from a variety of experts) about 
transport and how to exercise, eat, sleep, have sex, work and so forth thus incapacitate people and 
make them worse off than less available choices. Is it better to acknowledge that the pedagogical 
paradox is present within public health discourses and coerce people to live healthier? One could 
argue that, as long as people in general do not harm themselves or others, they should be entrusted 
to live the life they choose. Should governments and the market/industry just maximize the number 
and variety of available choices and trust people to be able to choose the ‘right thing’? The latter 
might prove problematic, as more choices are not necessarily better than few. Barry Schwartz gives 
several indices in his book ‘Paradox of Choice’ that choices are abundant and that more choices can 
be related to diminishing well-being in life. One of his main points is that in order to make good 
choices we have to learn what matters most to us, and unburdening ourselves from too much 
concern about what does not matter much. 
“The choice of when to be a chooser may be the most important choice we have to make” 
(Schwartz, 2004) 
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Returning to the choice of transport mode that many people have to decide on in the morning, 
choosing the car seems as a safe choice. One can travel great distances, it feels safe, rain will not 
matter much, one can transport lots of goods or children to and from school and no sweating while 
doing it. Choosing to cycle on the other hand promotes health, produces less pollution, cycling is 
cheaper than driving, easy parking and no traffic congestion that slows you down. And then there 
are several combinations of the above-mentioned. The chances are that people do not go through all 
of these considerations every day and chances are that people tend to overestimate the likelihood of 
rare and bad events [38]. Even more often occurring events matter a great deal. One might need to 
pick up the children, one might need to transport large goods, one might need to drive to another 
part of the city or it might rain. Choosing the bike is not an easy task, and to choose when to be a 
chooser sounds easier than it really is because of the complexity in many of life’s decisions. So 
what can be done? Nudging and choice architecture are possible remedies to get people to adopt 
more healthy lifestyles. A nudge is: ‘any aspect of the choice architecture that alters people’s 
behavior in a predictable way without forbidding any options or significantly changing their 
economic incentives’ [46]. People can choose freely but choices are designed to fit the automatic 
processes linked to the intuitive system 1 and hence not completely free.  
Thaler and Sunstein advocates for the concept ‘libertarian paternalism’, which at first seem to be 
two contradictory terms. Libertarianism is: the moral view that agents initially fully own themselves 
and have certain moral powers to acquire property rights in external things [140]. Paternalism on 
the other hand is: the interference of a state or an individual with another person, against their will, 
and defended or motivated by a claim that the person interfered with will be better off or protected 
from harm [140]. Thaler and Sunstein use the word libertarian to modify paternalism to imply 
liberty preservation. It is thus legitimate for choice architects to try and influence people’s behavior 
to steer choices in directions that will make people better off, as judged by themselves [46]. A small 
nudge to help people deliberately choose their transport mode could be a SMS message in the 
morning prompting a question on today’s transport needs. That would engage system 2 and make 
people consider the alternatives but can still choose not to cycle. 
Liberty and freedom of choice is pivotal in nudging and libertarian paternalism, but it is the 
irrational part of humans that keep freedom of choice in bay and introduces the paternalistic part. A 
false assumption is that people make choices that are in their best interest or at least better than 
choices made by someone else on their behalf. Paternalism is making people make a choice they do 
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not want to make while helping people make good choices they want to make is just being helpful 
[141]. If it should be paternalistic only choices that other think are good are presented and that is 
not the case with nudging. It is paradoxical that some people greet liberty and rage against 
paternalism, while being exposed to advertising of goods, ideas and life style choices that can make 
us worse off. Being overly cautious about governmental paternalism seems irrational as Internet 
advertising is already tailored according to prior visited webpages and is a potent commercial 
nudge. Someone who finds this OK but opposes antismoking campaigns on cigarette packages 
because of its paternalistic aim must be pro ‘privatizing the profits while socializing the losses’, 
which again seems irrational.  
All people need help to make better decisions as it is impossible to know all about everything from 
economy to health over engines and craftsmanship. The problem is that people do not want to be 
told what to do and it can be difficult to admit that help is needed, especially when it comes to 
health issues. Paternalism is by definition coercive and forces particular behavioral patterns on 
people, while libertarian paternalism is thought to act in the quiet by making the better choice easier 
to make. Choice is preserved, which is in line with libertarianism and by such Thaler and Sunstein 
has a viable point when advocating nudging. One could call it modest paternalism, but the problem 
might be that soft or modest paternalism turns into hard paternalism, which is unwanted by most 
people. One could argue though that the benefits from governmental nudges will outweigh the 
potential harms in the long run, and that one has to consider who can be trusted most, the market or 
the government? It is naïve to think that neither the market nor governments act altruistically so 
people must decide for themselves who can be trusted to support one’s health best. Market nudging 
is overly effective but not many people find that it violates their freedom, the case is somewhat 
different when it comes to governmental nudging. In that sense, physical structural prevention 
makes good sense. Building cities and infrastructure that better accommodate cycling and support a 
healthy lifestyle seems reasonable, as people are free to choose not to cycle. The best way to 
preserve individual freedom might be to personally construct a frame for the lifestyle one wants, 
with its limitations and autonomy. 
To support the effects from the surroundings, Schwartz suggests using second-order decisions e.g. 
following a rule to help in choice making. It could be to never drink and drive, always have 
vegetables for dinner or cycle to destinations within a certain distance. Another solution can be to 
create default options for some choices, which free mental bandwidth for more important choices. 
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Default settings fall within what Schwartz calls presumptions, which are less stringent than rules. It 
is possible to deviate from the default actively, but 99.9% of the time decisions are made on one’s 
behalf. Standards entails that the world of options is divided into two categories, one that meet the 
standard and one that does not. Options that do not meet the standard will not even be considered 
and that lessens options. Standards can be combined with routines or habits. Once we have decided 
on something that meets the standard we stick to it, and by that eliminating that particular decision 
in the future. Setting up defaults, presumptions, standards, routines and habits according to ones one 
conviction is maybe the most rational thing to do as this involves system 2 work and thorough 
reflections on what matters most. All of the above is about lowering the marginal costs of making 
good deliberate choices that serves one’s best interests. 
The default setting is very much what Thaler and Sunstein advocate as a nudging strategy because 
‘the power of inertia’ dictates that people have a strong tendency to stick with status quo or default 
option. Transport behavior is likewise linked to a default option, and changes in transport behavior 
will demand a lot of power to overcome the inertia. A combination of nudges and legislation might 
prove most effect full in changing transport behavior and one should at least ask: what works, for 
whom, in what circumstances and for how long [130]? These could lead to policymaking about 
societal settings that could be applied to transport to make cycling more probable, for instance:  
• All children aged 3 gets a bike (the money could be taken from the family benefits) 
• Obligatory cycle training in kindergarten 
• All school children living within 3 kilometers from school should cycle or walk to school 
• Obligatory cycling education in school year 1-3 
• Tax deduction for cycling kilometers from home to work 
• Free E-bike when reaching retirement age 
• Safe fords/corridors to school from most area within the school district 
 
Last but not least Schwartz argues that a rational behavior is to learn to love constraints. This is 
important as the freedom of choice becomes a tyranny of choice and routine decisions take too 
much of our time and attention [139]. From a population health perspective a society that is 
constraining and somewhat limiting but protective and providing opportunities for individuals to 
balance the complexities of life might be beneficial for all. 
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The biased human in a phronetic society 
Based in the above discussion and the difficulties to find a balance between liberalism and 
paternalism I (re)turn to philosophy for a ‘solution’ to a unsolvable question: how is it possible to 
make people do what we (the experts) want them to do, by their own free will? In the present case: 
how do we get more people to cycle without forcing them by using excessive taxing and 
legislation? Maybe this is not the right question. Maybe the question should be how people balance 
all the choices, their own preferences and the ‘demand’ from the society to live a somewhat healthy 
life. Phronesis means practical wisdom and is very much linked to our common wellbeing and the 
way we engage in life matters. 
 “Practical wisdom concerns itself with one’s self, one’s family and the state because the 
individuals’ welfare is bound up with that of others” [34] 
If phronesis is much wanted in life and if phronesis only works in interdependence with society, a 
deduction from individual phronesis to societal phronesis is clear. One could speculate if this is not 
already the case as it is hard to grasp that politicians do not work in a phronetic manner trying to 
increase the well-being of as many as possible [34].  
Phronesis balances the good and the expedient, the ideal and the possible in a way that is apparent 
in choices and behavior, and moderation is hence of great importance and interdependent with 
phronesis. Phronesis is an ideal and difficult to operationalize but the principle is that it requires a 
balance of what is desirable and what is reasonable through deliberation. Reasoning must be true 
and the desire right if the choice is to be good, not only in universals but also in specifics as practice 
is concerned with specifics. Summing up, one must be good at deliberating, have knowledge of 
general principles and of particular facts and be morally virtuous [34]. One could for example 
choose not to cycle if the rest of the family would benefit from it, and no other solution could bring 
the same benefits. The question is: how much do I want this ‘object’ compared with other ‘objects’ 
I could have? This does however not exist in solitude and one should deliberate wisely about what 
leads to wellbeing in general and not only for one self and one’s family. The society needs the 
phronimos (the practically wise) because being phronetic involves and inherent social orientation 
and responsibility. Being practically wise is however under pressure from emotions, which Aristotle 
defined as ‘the feelings that so change as to affect judgments”. He also expresses concern that ‘the 
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audience’ is placed in an emotional state where judgments are perverted through emotional appeals 
[34]. This is very much in line with the work of Kahneman, and the dual-process of Kremers and as 
such I believe that the society can help people make good decisions by ‘talking’ to their emotions 
and guiding them to rational choices from which they can strive and improve health and wellbeing. 
Related to the ontological point of departure of this thesis, nudging, choice architecture and 
libertarian paternalism is a good thing if it makes people make decisions that serve their own long-
term interest. Built environment and nudges can perhaps display the irrationality in humans, and by 
that contribute to lowering the marginal costs of healthy choices. The built environment must be 
designed to accommodate and encourage transport cycling along with other transport modes 
making cycling a real alternative. The hardware should be upgraded the operating system updated 
and the software reprogrammed. 
Applying the findings from Part 2 to ‘real life’ is impossible, but the following initiatives could 
increase the likelihood of cycling: people should move close together to increase population 
density, big malls, firms and office buildings should be closed and the shops, offices, institutions 
etc. spread evenly throughout the city to increase land use mix. More roads should be arranged in a 
crisscross pattern to create more real intersections and retail building should cover a larger part of 
the parcel to increase the retail floor area ratio and entail fewer parking spaces. Furthermore, more 
kilometers cycle paths should be built within the city and hills should either be leveled to the 
ground or have specially designed escalators on the side. 
This is of course not feasible but knowledge on how environmental factors relate to behavior can 
help politicians and city planners in unison construct a society that best accommodate a variety of 
transport modes.  
 “If you build it they will come” (Roosevelt) 
The original phrase by Theodor Roosevelt and a modified version: “if you will build it he will 
come” [142] have been used to describe that if something good is built, it will automatically create 
demand. This is not necessarily true even though bike lanes, separate tracks and other cycling 
facilities have been shown to be associated with more cycling. In Denmark the larger cities are 
mostly well suited for cycling and are by international standards very attractive and user-friendly 
for cyclists. That said large shares of the population in Danish cities are still not cycling for 
everyday use, which implies that the built environment cannot by itself predict people’s behavior. 
The present thesis supports this and underlines the need to engage in the active transport challenge 
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within different areas and domains. Not one area or domain can solve the problem and it seems 
reasonable that changes in all areas and domains are needed to change transport behavior. This will 
be a challenging task and involve a variety of different professions and will not happen overnight, 
but a change is needed as both physical inactivity and an increasing negative impact on the 
environment threatens our well-being. Changing transport behavior therefore entails a discussion 
about hardware and software that needs to be engrained in a cycling culture if a substantial transport 
cycle mode share is to be reached. To put it bluntly: build it and they will come, but only if they are 
convinced that it is the right thing to do. 
The point is that people have the opportunity to deviate through deliberation and in the end choose 
not to cycle. We can only provide a choice for those who seek. 
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Conclusions 
A review of the literature revealed a positive effect of physical activity on improving health in 
general and that being physically inactive have adverse severe effects on health. The amount and 
intensity of physical activity needed is individual but guidelines recommend being active up to 150 
minutes per week of moderate to vigorous physical activity. Many people have difficulties reaching 
the above-mentioned recommendations in leisure time activities and therefore active transport is 
suggested to help in tackling physical inactivity in the future. The built environment has been 
shown to be associated with active transport and especially walking has been studied intensively as 
it is the most common active transport in general. Walking has its limitations though; partly because 
of the relatively small distances one can cover while walking for transport. Cycling on the other 
hand holds the potential to cover great distances and especially in larger cities be a real alternative 
to car driving. While the association between the built environment and walking has been studied, 
the link between the built environment and cycling is not as well studied. 
Transport behavior can, like other health behaviors, be moderated and mediated by other factors as 
discussed by Kremer et al. The dual-process model has served as guide throughout the thesis and 
while Part 1 covered the theoretical framework and literature review Part 2 presented three studies 
that altogether aimed at investigating the before mentioned association between the built 
environment and cycling for transport purposes. Paper I used aggregated data on a zone level 
(DNTS zones) and the analysis showed that living in a theoretically walkable area was associated 
with active transport measured as either self-reported walking and/or cycling. The association was 
diminished by other independent variables (education, age and city) and the walkability index 
scores only showed a significant association with walking and cycle trips. Even though the 
association is weak the association between walkability and cycle- and walking trips cannot be 
explained by variation in the other variables (education level, age and city).  
This implies that the walkability index functions best as a predictor for the number of trips within 
the DNTS zone, but not kilometers travelled by bike or by foot indicating that the use of a more 
bike-friendly index is needed to encompass e.g. the larger radius of action bicyclist have, compared 
to pedestrians. Future studies that link the built environment with cycling should thus consider 
using spatial units that best encompass the behavior in question. 
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In Paper II GPS cycling tracks from 78 regular cyclists showed that the distance from residential 
address to a cluster of destinations affects transport patterns. An elliptical shaped buffer might be 
better than traditional buffers such as network-, circular- or road network buffers in order to capture 
transport cycling in a Danish context. Acknowledging that GPS based individual buffers are not 
possible in larger studies, we suggest using an elliptical buffer based on the distance from 
residential address to a cluster of destinations resulting in more circular buffers proximal to 
destinations and a more oblong buffer for people living further from the cluster of destinations. 
Meaningful destinations can vary from urban green spaces to shops, schools or sport facilities so the 
buffer direction should reflect the study question and scope of the study. 
In Paper III bikeability index scores were calculated within six different buffer types inspired by the 
buffer types in Paper II. The main findings of the study were that the built environment measured 
by six attributes compiled into a bikeability index was associated with transport cycling in all six 
buffer types. This association was though mediated when studying respondents living within and 
outside a four kilometers distance from the city center. The only buffer type which had significant 
lower ORs within and outside this limit was network buffer 500 meters indicating that an 
alternative transport mode substituted cycling. Logistic regression with walking confirmed this and 
different buffer types are thus necessary when studying different transport modes. In future studies 
we suggest using elongated directional buffers for cycling and network buffers or similar when 
studying walking.  
Part 2 of the thesis looked into the link between the environment and active transport while 
including the expected moderators in the analysis trying to comply with the more direct pathway in 
the dual-process model. The results showed that the association is present in a Danish setting, and 
that sociodemographics such as age, education, income and city level moderated the association. 
This moderation led to a discussion of cognitive mediators in Part 3 and especially heuristic biases, 
the pedagogical paradox, nudging and the paradox of choice. 
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Abstract 
Background: Previous research has established four environmental attributes that contribute to 
neighbourhood „walkability‟: street connectivity, land use mix, residential density, and retail floor 
area ratio. There is emerging evidence that these attributes influence not only walking behaviour but 
also cycle use. Given the significant health benefits associated with regular commuter cycling, an 
understanding of the environmental correlates of cycling is essential. The aim of this study was to 
examine the link between walkability and transportation choices across three Danish cities where 
cycling culture differs and bicycle share is much higher than in most other countries. 
 
Methods: Geospatial and transportation data representing 123 geographic zones were extracted 
from the Danish National Transportation Survey. A geographic information system was used to 
calculate a walkability index for each zone by combining z-scores for street connectivity, land use 
mix, residential density, and retail floor area ratio. Multiple linear regression was used to quantify 
the associations between walkability and the mean walking, cycling, and passive transportation 
practices for each zone. 
 
Results: Walkability index scores were positively correlated (Spearmann‟s rho scores) with active 
transportation: mean kilometres cycled: 0.43 (p<0.001), mean cycling trips: 0.53 (p<0.001), mean 
kilometres walked: 0.45 (p<0.001) and mean walking trips: 0.55 (p<0.001). Conversely, negative 
correlations were observed between walkability and passive transportation (mean kilometres: -0.39 
(p<0.001) and mean number of trips -0.61 (p<0.001). 
 
Conclusion: Built environment factors related to walking behaviour are also applicable to cycling in 
Denmark. This information is potentially useful for future transport and planning policy in Denmark 
and other European countries. 
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1 Introduction 
Engaging in regular physical activity is one of the most effective ways to prevent the development 
of lifestyle diseases such as type 2 diabetes, cardiovascular disease, and obesity among others 
(WHO 2008). Many national health organisations recognise this and recommend at least 30 minutes 
a day of physical activity, either for recreational, exercise or transportation purposes (Kahlmeier et 
al. 2011 (WHO HEAT) 2008; Shephard 2008; Buehler et al. 2011). Everyday activities, such as 
walking and cycling, provide ongoing health benefits as they are regular moderate intensity physical 
activities often maintained over a long-term period (Andersen et al. 2000; Oja et al. 2011; Møller et 
al. 2011). 
 
Several studies have investigated the effects of regular walking on health, and how walking choices 
are associated with environmental factors such as network layout, easy access to a variety of 
destinations and residential density (Frank et al. 2005; Frank et al. 2009; Leslie et al. 2007; Cerin et 
al. 2007). Walking for transportation purposes has limitations, however, as the radius of action is 
often too small in order for most people to commute from home to work, or to everyday 
destinations, such as shopping, school, libraries or sport facilities (McNeil 2011). Cycling, on the 
other hand, offers a convenient, affordable, environmentally friendly alternative to motorized 
transportation with a larger radius of action than walking (WHO HEAT; Cavill 2007). In addition to 
the potential health benefits from cycling, it is likely that air pollution, traffic congestion, and 
carbon dioxide emissions will decrease if there is a substantial population shift from motor vehicle 
usage to cycling (Woodcock et al. 2009). Altogether this makes cycling a reasonable alternative to 
driving. 
 
There are a range of environmental and individual factors thought to affect cycling as active 
transportation, including topography, weather, access to destinations, network layout, and 
perceptions of safety (Dill 2009; Heinen et al. 2010; Winters and Cooper 2008). Some factors have 
been studied more intensively in relation to walking, and several studies have shown a positive 
correlation between attributes of neighbourhood environments (street connectivity, land use mix, 
residential density, and retail floor area ratio) and walking. However, the associations between the 
built environment and cycling are not as clear, but it has recently been proposed that the 
environmental attributes typically used to define neighbourhood „walkability‟ might also influence 
cycling (Owen et al. 2010; McNeil 2011). Owen et al. have shown that in Belgian and Australian 
settings a relationship between measures of walkability and adults bicycle use for transport exists 
and that living in a highly walkable area (Frank et al. 2005; Frank et al. 2009; Leslie et al. 2007; 
Cerin et al. 2007) high street connectivity, mixed land use, high residential density, and high retail 
floor area ratio) was associated with significantly higher odds of bicycle use for transport than those 
living in a low-walkable area (Owen et al. 2010). Furthermore, Winters et al. have studied the 
association between built environment and active transportation in Canada. They found that 
increased odds of cycling were associated with: less hilliness, higher intersection density, less 
highways and arterials; presence of cycle signage, traffic calming, cyclist-activated traffic lights, 
greater land-use-mix and higher population density. Whether or not these trends are apparent in 
Denmark is currently uncertain and hence worth studying via a cross-sectional study which can test 
the hypothesis to some degree. Different walkability indexes have been studied and these describe 
an area‟s theoretically potential for the population to walk for transport (Frank et al. 2005; Frank et 
al. 2009; Leslie et al. 2007; Cerin et al 2007). Using Geographical Information Systems (GIS), 
intersection density, net residential density, land use mix and retail floor area ratio is calculated and 
form the basis for the present index (Frank et al. 2009; Frank et al. 2005). The present study uses 
the index created by Frank et al. as it is possible to obtain the data needed to do a preliminary 
analysis on factors thought to affect cycling and to be able to compare with foreign studies. 
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Associations can lead to a more detailed analysis on cyclists‟ radius of action and development of a 
more comprehensive bikeabilityindex based on individual data. 
As this is a cross-sectional ecological study, the included measurements are averaged over 
individuals and summarized by place and will therefore not reflect individual-level associations 
(Grimes et al. 2002). We expect to test the hypothesis to some degree but in line with Owen et al. 
2010 we cannot infer any causal relationship (Owen et al. 2010). Nevertheless, as the DNTS data 
includes interviews with 10,846 participants, it is expected that the study can provide information 
about potential forces which act on population level and hence describe associations between 
exposure and outcome. One of the major limitations of the study is not being able to account for 
self-selection that will possible generate false associations. As this study serves as a first step 
towards more detailed analysis on an individual level, the study design is in line with previous 
research and can be justified with its limitations in mind (Frank et al. 2009, Owen et al. 2010). 
 
The aim of the present study was thus to examine the associations between neighbourhood 
walkability and transportation behaviour, controlling for confounding factors. It was hypothesized 
that indicators of walkability at the geographic zone level are associated with both walking and 
cycling for transport in a Danish setting. 
 
2 Methods 
2.1 Study Design and Sample 
The Danish National Travel Survey (DNTS) is a comprehensive survey carried out by the Technical 
University of Denmark and is a holistic description of travel behaviour representative of the Danish 
population that encompasses both walking and cycling among other modes of transportation. Data 
have been collected since 1992 via computer-assisted telephone interviews (CATI) and online 
questionnaires. The continuous collection of data makes it possible to detect changes in travel 
behaviour over time as well as different transportation mode shares at appointed times. The data 
used in the present study were obtained from interviews with 10,846 participants aged 10-84 years 
conducted between 2006 and 2010 in Denmark‟s three largest cities: Copenhagen, Aarhus, and 
Odense. Overall, the response rate was 60 per cent (CATI, 80 per cent; online questionnaire, 20 per 
cent) (Christiansen 2009; Christiansen and Haunstrup 2011; Jensen 2009). As all individual data 
were averaged and analysed at the DNTS zone level, the effective sample size for the present study 
was 123, which is the total number of zones in the survey with more than 50 respondents. This was 
the inclusion criteria to ensure analytical representation. 
 
2.2 Environmental Attributes 
The four environmental attributes used to define the walkability of each DNTS zone were street 
connectivity, land use mix, residential density, and retail floor area ratio (Frank et al 2009). All four 
variables were calculated using a geographic information system with existing maps and layers 
(ArcGIS 10, ESRI software). The definition of each variable is listed below: 
 Street connectivity: defined as the number of true intersections (three or more roads) per 
DNTS zone (km
2
). The higher the number, the more connected the zone is. 
 Land use mix: entropy index that captures the diversity of land use types present in the DNTS 
zone (residential, retail, entertainment, office, and institutional). A higher ratio means various 
destinations within the DNTS zone. 
 Residential density: ratio of residential units to the land area devoted to residential use per 
DNTS zone. A higher ratio means larger residential density. 
 Retail floor area ratio: retail building area footprint divided by retail land area footprint. A 
low ratio indicates substantial parking space and hence easy access by car. A higher ratio 
means less parking space around retail in the DNTS zone which would imply easier access by 
foot or by bike. 
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Connectivity can be measured using different constructs but has been positively associated with 
active transportation in several studies (Dill 2003; Frank et al. 2009; Winters et al. 2010).  
To enable the aggregation of the environmental attributes into one walkability index, the value of 
each attribute was standardised as a z-score using the variation within each city. The data were then 
exported into statistical software (STATA 11) using data conversion software (StatTransfer). The 
walkability index was calculated by summing the z-scores for the four attributes, with the z-score 
for street connectivity weighted by a factor of two. The latter weighting was based on evidence that 
non-motorized transport is particularly influenced by intersection density (Frank et al. 2009). 
Walkability index = (2*z-score intersection density) + z-score land use mix + z-score residential 
density + z-score retail floor area ratio. 
 
2.3 Transportation and Sociodemographic Variables 
The transportation and sociodemographic variables were obtained from the DNTS survey. In the 
survey, respondents were asked about their transport on the previous day in addition to 
sociodemographic characteristics (see Christiansen and Haunstrup 2011 for declaration of 
variables). The survey provides a detailed account of one day‟s travel activities including trip 
stages, trips, journeys and the travel purposes that they link(Christiansen 2009; Christiansen and 
Haunstrup 2011; Jensen 2009). Approximately 240,000 trips were recorded between 2006 and 2010 
and data were collated and analysed at the zone level. 
 
A 4-level variable was created according to expected mode of transport: 1) high walkability – high 
% higher education; 2) high walkability – low % higher education; 3) low walkability – high % 
higher education; 4) low walkability – low % higher education. The 4-level variable made it 
possible to compare groups with similar walkability scores but different educational levels. 
 
2.4 Statistical Analyses 
All four environmental attributes were expressed as standardized z-scores to enable the calculation 
of the walkability index. Test for normality was done using a Shapiro-Wilk test and a normal plot of 
the residuals was used to test the assumptions of the linear model. One-way ANOVA was carried 
out on normally distributed data using Bonferroni correction for multiple comparisons. For 
notnormally distributed data a Kruskal-Wallis test was conducted. Correlation between the 
walkability index and transportation variables was assessed using Pearson correlation analysisand 
multiple linear regression models were used to examine associations between transportation 
variables and environmental predictors with the possibility to control for confounding factors.  
All statistical analyses were conducted using STATA version 11 and an alpha level of 0.05. 
 
3 Results 
Table 1 shows the descriptive statistics from the 123 DNTS zones. The three cities were similar in 
all aspects with the exception of personal income, where Copenhagen was higher than Odense. 
Income is also subject to missing values due to respondent‟s unwillingness to answer the question. 
 
Table 2 shows differences between cities for street connectivity, land use mix, residential density, 
retail floor area, kilometres walked, kilometres cycled, walking trips, and cycle trips. The 
walkability index ranged from -4.9 to 9.8 across the 123 DNTS zones and thus showed variability 
across zones which might be necessary to detect real differences and correlation between the 
predictor (walkability index) and the outcome (active transportation: cycling and walking). The 
differences within each city were -4.9 to 9.8 (Copenhagen), -3.4 to 7.0 (Aarhus), and -4.6 to 2.8 
(Odense). 
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Table 1 DNTS zone characteristics 
 
Copenhagen Aarhus Odense Total 
Zones 89 20 14 123 
Respondents (mean/zone) 7988 (89,8) 1481 (74,0) 1377 (98,4) 10846 (88,2) 
Male. NO (%) 3794 (47.5) 693 (46.8) 642 (46.6) 5129 (47.3) 
Female. NO (%) 4194 (52.5) 788 (53.2) 735 (53.4) 5717 (52.7) 
Age (mean ± SD) 42.3 (19.3) 40.7 (19.3) 43 (19.4) 42.2 (19.3) 
< 30 (%) 29.2 34.5 29 30 
30 - 40 (%) 18.0 15.6 16.2 17.4 
40 - 50 (%) 15.9 16.1 15.8 15.9 
50 - 60 (%) 14.4 14.1 15.7 14.5 
Over 60 years (%) 22.5 19.7 23.2 22.3 
Education and income 
    Municipal primary and lower 
secondary school 23.0 22.8 26.7 23.6 
Vocational 17.5 18.8 21.7 18.4 
Upper secondary / high school 16.6 19.3 16.1 16.9 
Higher education 43.4 39.9 36.7 41.8 
Personal income (mean x 1000 DKK) 301 (N=6003)
a
 278 (N=1102) 246 (N=1065) 291 (N=8170) 
a. Different from Odense, not Aarhus 
 
Table 2 Walkability characteristics and walking/cycle use in DNTS zones 
 
Copenhagen 
(N=89) 
Aarhus 
(N=20) 
Odense 
(N=14) Total 
Index attributes (mean ± SD): 
    Street connectivity 110.2 (34.6) 124.5 (34.6) 116.7 (25.4) 112.9 (33.8) 
Land Use Mix 0.29 (0.15) 0.20 (0.07) 
c
 0.37 (0.15) 0.28 (0.14) 
Residential density
 
0.009 (0.01) 
a
 0.005 (0.006) 0.003 (0.002) 0.008 (0.01) 
Retail Floor Area Ratio 0.44 (0.6) 
 a
 0.03 (0.04) 0.03 (0.03) 0.33 (0.6) 
Walkability Index (mean ± SD) 0.70 (2.6) 0.029 (2.6) -0.88 (2.3) 0.41 (2.6) 
Walking – mean (mean ± SD) 0.96 (0.29) b 0.93 (0.38) 0.71 (0.21) 0.93(0.31) 
Walking - trips (mean ± SD) 0.63 (0.22) 0.65 (0.31) 0.48 (0.13) 0.62 (0.23) 
Cycling - mean (mean ± SD) 2.44 (0.9)  1.80 (0.9) 
c
 2.57 (0.6) 2.35 (0.9) 
Cycling - trips (mean ± SD) 0.74 (0.29) 0.56 (0.24) 
c
 0.82 (0.23) 0.72 (0.29) 
Other
f
 - mean (mean ± SD) 27.78 (9.2) 32.10 (10.4) 28.66 (6.8) 28.85 (9.3) 
Other
f
 - trips (mean ± SD) 1.70 (0.41) 1.87 (0.42) 1.68 (0.32) 1.73 (0.40) 
Correlation coefficient 
    Walk. Index vs. Walking - mean 0.05 
d
 0.07 
d
 0,001 0.05 
e
 
Walk. Index vs. Walking - trips 0.06 
d
 0.09 
d
 0.02 0.06 
e
 
Walk. Index vs. Cycling - mean 0.19 
d
 0.06 0,02 0.15 
e
 
Walk. Index vs. Cycling - trips 0.07 
d
 0.04 
d
 0.04 0.06 
e
 
Walk. Index vs. Other
f
 - mean -1,15 
d
 -0.54 -1,76 
d
 -1,11 
e
 
Walk. Index vs. Other
f
 - trips -0.11 
d
 -0.08 -0.09 
d
 -0.09 
e
 
a. Different from Aarhus and Odense 
b. Different from Odense, not Aarhus 
c. Different from Copenhagen and Odense 
d. Significant correlation (p<0.05) 
e. Significant correlation (p<0.001) 
f. Other: car, bus, train (passive transportation) 
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In Table 3 Pearsons correlations are depicted for the transport mode variables and factors found to 
be related to transport behaviour. Active transportation is positively associated with walkability, % 
higher education and % upper secondary / high school and negatively associated with % municipal / 
lower secondary and % vocational education. Passive transportation is associated with all factors, 
positively with % municipal / lower secondary, % vocational education and personal income, 
negatively with walkability, % higher education and % upper secondary / high school. 
Table 3 Pearson’s correlations 
 
Cycle km 
Cycle 
trips 
Walking 
km 
Walking 
trips 
Other km 
Other 
trips 
Walkability Index 0.40 
a
 0.52 
a
 0.42 
a
 0.65 
a
 -0.31 
a
 -0.62 
a
 
Higher education 0.44 
a
 0.45 
a
 0.21 
a
 0.42 
a
 -0.16 -0.28 
a
 
Municipal / lower 
secondary 
-0.49 
a
 -0.52 
a
 -0.15 
a
 -0.39 
a
 0.19 
a
 0.40 
a
 
Upper secondary / high 
school 
0.30 
a
 0.38 
a
 0.17 0.35 
a
 -0.25 
a
 -0.46 
a
 
Vocational -0.38 
a
 -0.42 
a
 -0.32 
a
 -0.51 
a
 0.25 
a
 0.36 
a
 
Personal income 0.11 -0.08 -0.06 -0.09 0.21 
a
 0.34 
a
 
Age (mean) -0,33
 a
 -0,41
 a
 -0,40
 a
 -0,57
 a
 0,25
 a
 0,46
 a
 
a
 Significant correlation (p<0.05) 
      
Figure 1 shows scatterplots between walkability index scores and active transportation outcomes 
(cycling and walking) across all three cities. From Table 3 and Figures 1 and 2 it is clear that trips 
correlate better with the walkability index than mean kilometres. This shows a possible limitation of 
the index where longer trips cannot be predicted and the walkability index might not capture 
various aspects of cycle behaviour in Denmark.  
 
In order to test the effect of walkability and educational level on transport, a 4-level variable was 
created according to expected mode of transport: 1) high walkability – high % higher education; 2) 
high walkability – low % higher education; 3) low walkability – high % higher education; 4) low 
walkability – low % higher education. The division into groups was based on decile scores and it 
was not possible to create groups with equal population. It resulted in 40, 22, 22 and 39 in group 1-4 
respectively, so comparison between high-high and low-low was possible. Table 4 shows the inter-
group differences and the 4-level variable made it possible to compare DNTS zones with similar 
walkability scores but different educational levels. This analysis showed that the combination of 
high walkability and high % higher education provided the most active transport, and a decrease in 
% higher education resulted in a significant decrease in active transport. No significant differences 
were identified between the other 3 levels. 
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Figure 1 Correlation between active transportation (walking and cycling) and walkability 
index scores 
Conversely, Figure 2 shows negative associations between walkability and „other‟ (passive) 
transportation variables (total distance and number of trips). 
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Figure 2 Correlation between passive transportation and walkability index scores 
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Table 4 Transport mode share by walkability and % higher education 
Neighbourhood Category N 
Cycle 
 km 
Cycling 
trips 
Walking 
km 
Walkin
g trips 
Other 
 km 
Other 
trips 
High walk. - high % higher edu. 40 3.04
a 
0.94
a 
1.09
a 
0.80
a 
24.32
b 
1.40
a 
High walk. - low % higher edu. 22 2.20 0.70 1.00 0.60 29.09 1.74 
Low walk. - high % higher edu. 22 2.18 0.61 0.78 0.54 32.05 1.98 
Low walk. - low % higher edu. 39 1.83 0.56 0.81 0.48 30.72 1.91 
a
 Significantly different from the other three levels (p<0.05) 
b
 Significantly different from the low walkability levels (p<0.05) 
    
The analysis on walkability and % higher education and the overall associations lead to multiple 
linear regression analysis where the effect of: 
1) % higher education was tested together with walkability, age and city in relation to transport; 
and 
2) % lower education, walkability, age and city in relation to transport. 
 
The analysis with % higher education showed that walkability index scores were significantly 
positively associated with cycle trips and walking trips and negatively with other trips. There was a 
tendency towards a negative association on other kilometres as well (p=0.074) When controlling for 
% lower education, the walkability index was positively associated with cycle trips, walking 
kilometres, walking trips and negatively associated with other trips (p<0.05) In this model other 
kilometres also showed a tendency towards association (p=0.064).  
 
There was a positive association between % higher education and cycle kilometres, cycle trips and 
walking trips whereas % lower education was negatively associated with cycle kilometres and cycle 
trips. Age is an important factor as goodness of fit was decreased when age was included in the 
models indicating that increases in age is associated with less active transportation. In the model 
with % higher education included, age was negatively associated with cycle kilometres, cycle trips, 
walking kilometres and walking trips. In the model with % lower education, age was negatively 
associated with cycle trips, walking kilometres and walking trips. City showed significant 
association in both models on walking kilometres suggesting intercity differences which will be 
discussed later. 
 
4 Discussion 
The aim of this paper was to test the hypothesis that measures of walkability on a zone level are 
associated with both walking and cycling for transport in a Danish setting. So far, studies in 
Belgium, Australia, Canada and Sweden have shown a relationship between the built environment 
and walking/cycling (Owen et al. 2010; Winters et al. 2010; Sundquist et al. 2011). Although the 
present study focuses on cycling as active transportation, walking is included in order to compare 
the index‟s ability to „predict‟ both walking and cycling. Table 3 shows significant positive 
correlations between walkability index scores and active transport measured as cycling and walking 
(kilometres and trips) and negative association with passive transport (kilometres and trips). In 
order to discuss the association in detail and take other factors into account, a 4-level variable was 
created to compare DNTS zones with similar walkability index but different education. This is 
depicted in Table 4 and it shows that the most walkable DNTS zones combined with highest % 
higher education resulted in significant more active transport than the other three levels. This 
suggests that both walkability index scores and educational levels are important mediators in active 
transport. This was supported by the multiple linear regression models which showed that when 
controlling for % higher education, age and city, walkability index scores could only be positively 
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associated with cycle- and walking trips and negatively with other trips. Using % lower education 
resulted in a significant positive association between walkability index scores and cycle trips, 
walking kilometres, walking trips and other trips. % higher education was positively associated with 
more active transport (cycle kilometres, cycle- and walking trips) and % lower education was 
negatively associated with active transport (cycle kilometres and cycle trips). This finding is 
interesting, but needs further investigation on an individual level to be able to infer any causality. 
The association might be due to „self-selection‟ as people who favour active transport over passive 
transport might live in areas conducive for walking and cycling (Mokhtarian and Cao, 2007). It is 
interesting if the impact of education turns out to be present in other analyses on individual data, but 
it  may still be unique for countries with a developed cycle culture where cycling is considered 
normal practice and of great value e.g. The Netherlands and Denmark (Carstensen & Ebert, 2012 in 
„Cycling and Sustainability‟). 
 
Figure 3 Map of Aarhus with 20 DNTS zones. The different shades of grey represent 
differences in walkability index, and the dots represent cycle trips whereas the 
triangles represent average cycle trip length 
Differences exist between cycling, walking and other modes of transportation measured as mean km 
or mean trips. Figure 1 shows that number of trips correlates better with the walkability index than 
mean kilometres; it is possible that people living farther away from the Central Business District 
(CBD) cycle less often but further in distance than people living closer to the CBD (Sick Nielsen, 
2011). This would, in turn, lead to somewhat similar mean kilometres cycled but differences in trip 
numbers. This is depicted in Figure 3 which shows a map over Aarhus with the 20 DNTS zones 
included in the study. The dots are considerable bigger than the triangles in the CBD and the shorter 
average cycle trip length in proportion to mean cycled kilometres indicates several shorter trips 
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which add up to the high number of kilometres cycled. In most other DNTS zones, the dots and 
triangles fit each other better suggesting that kilometres cycled is derived from longer cycle trips. 
 
In the CBD and in other DNTS zones with a high walkability index, people might be more likely to 
make more trips between different destinations without covering great distances, whereas 
destinations in DNTS zones less walkable call for greater travel distances. The walkability index 
which reflects the characteristics of the nearest neighbourhood is apparently more suitable for 
predicting shorter trips whereas mean kilometres travelled might be more coupled to cyclists‟ radius 
of action and longer commutes. This raises a discussion on neighbourhood size or perhaps a 
calculation of an activity space that better capture cycle behaviour. As can be seen in Figure 3, there 
is a great variation and some zones show long average cycle trips and many kilometres cycled. This 
can in some way be ascribed to differences in education (see Figure 4), but not all of the variation. 
Hence transport behaviour is affected by many factors which are not possible to pin point using 
aggregated data. 
 
Figure 4 Map of Aarhus with 20 DNTS zones. The different shades of grey represent 
differences in walkability index, the triangles represent cycle kilometres whereas 
the dots represent % higher education 
The association between the predictor, walkability index, and the outcome measures, walking- and 
cycling trips when controlled for confounders is likely subject to a large degree of uncertainty in 
real life because of the probability that other factors are also affecting cycling. This is supported in 
the multiple regression analyses which show that educational level, age and city affects the 
association between walkability and transport. Walkability is still significantly associated with 
several of the measured transport variables, but even in this rather simple regression with few 
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independent variables included, the effect af walkability on transport is diminished. This supports 
that a certain degree of „self-selection‟ is present as there is a pattern in the distribution of DNTS 
zones with high % higher education as seen in Figure 4. It might be that „well-educated‟ people 
move to areas where other „well-educated‟ people live, active transport is easier and the walkability 
index scores are high. It is worth noticing the differences in mean cycled kilometres in DNTS zones 
with similar % higher education and that adjacent DNTS zones are also very different in transport 
behaviour and educational level. This supports the use of a combined 4-level variable to compare 
DNTS zones with similar walkability index but different educational levels. 
 
The 4-level variable used in this study is significantly associated with transport but as the study is a 
cross-sectional ecological study, any inference cannot be made. The hypothesis that walkability is 
associated with active transportation can thus only be supported to a lesser degree than 
hypothesized as Figure 5 shows. The darkest colour represent low walkability – low % higher 
education and visual inspection shows that DNTS zones lighter in colour also have larger mean 
cycle kilometres, with exception of some zones. 
 
Figure 5 Map of Aarhus with 20 DNTS zones. The different shades of grey depict the 4 
levels of walkability and education. The dots represent mean cycled kilometres 
The 4-level variable was significantly associated with all transport variables as shown in Table 4, 
and Figure 5 shows that there seems to be a pattern in Aarhus where the DNTS zones with highest 
walkability and high % higher education are centred around the CBD, but it also shows that some 
DNTS have large cycle mode share despite low walkability index scores and low % higher 
education. There is no available explanation, but an analysis on individual data might shed light on 
associations that the present analysis of aggregated data is not able to detect. 
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Even though the hypothesis seemed reasonable beforehand, scepticism arose as large differences in 
cycle mode share as well as bicycle culture exist from country to country. Denmark has a very well-
developed bicycling culture and in most cities a fine infrastructural network which allows for safe, 
secure and convenient cycling. The opposite might be the case for other countries. A concurrent 
working hypothesis was that the Danish cycle culture overruled the effect of environmental factors 
and that people cycle despite low walkability scores. This hypothesis was confirmed to a certain 
extent as some DNTS zones show large cycle mode share, despite low walkability index scores and 
low % higher education (see Figure 5). 
 
Another hypothesis was that a ceiling effect on bicycle infrastructure and accessibility existed, and 
that the present analysis would not show any correlation between walkability scores and bicycle 
mode share. A ceiling effect does not prohibit anyone from cycling as bad cycle conditions can, so 
even though differences in walkability index scores were eminent, the alternative hypothesis was 
that conditions would still be good enough for cycling everywhere.  
 
This doubt in the environmental factors effect on physical activity measured as walking and cycling 
was confirmed to some degree as the analysis moved forward and several confounding factors 
diminished the effect of walkability on most outcome measures and only showed significant 
association on trips. This is depicted in Figure 5 where some DNTS zones less walkable show large 
cycle mode share. The calculated walkability index is designed to predict walking and it might thus 
be necessary to develop a bikeability index with individual buffers around residential addresses 
which mimics the average Danish cyclists‟ radius of action. Analysis on individual data is necessary 
to make any „conclusions‟ but requires access to individual data, which was not possible at the 
present time. Data from the present study supports that theoretically more walkable areas are 
associated with more cycling- and walking trips. Future studies should focus on developing a 
bikeability index to capture cycle transport behaviour better.  
 
The number of DNTS zones included in the study is by far the highest in Copenhagen as they are 
selected based on the number of respondents in the zones. This makes a comparison between cities 
more complicated as the statistical power in Aarhus and Odense is lower than in Copenhagen. The 
differences between cities can probably be explained by the size of the city and the more sprawled 
nature of smaller cities. The differences can also be ascribed to differences in topography (which is 
not included in the walkability index) and differences in cycling culture, or just lack of statistical 
power. Aarhus does though seems to differ somewhat from Odense and Copenhagen in the sense 
that Aarhus is a typical fiord city with a hilly terrain and that might affect how many kilometres 
people cycle per trip, as a longer trip will almost certainly include one or more hills. Depending on 
the location, shorter cycle trips and walking trips are not as prone to include hilly terrain and people 
are therefore more likely to walk and cycle shorter trips and avoid longer trips.The opposite applies 
in Odense which is a city with only minor hills and hence cycling might not be affected as much as 
in Aarhus. Table 2 shows that Aarhus has significantly less cycled kilometres than Odense, which 
can be ascribedto  the cycling radius of action in Odense being larger than in Aarhus which is not 
possible to extrapolate on using this data set which does not contain information on addresses. In 
order to test the radius of action for cyclists either GPS, geo-coding of addresses or sketch mapping 
is necessary (Kerr et al. 2012). The negative effect of hilliness is supported in most literature 
concerning what factors influence cycling and the inclusion of topography in a future bikeability 
index must be a priority (Dill 2009; Heinen et al. 2010; Winters and Cooper 2008). The negative 
effect of hilliness makes land use mix important as an appropriate land use mix in the DNTS zones 
supports shorter frequent trips in the neighbourhood. The CBD in Aarhus is relatively flat compared 
to the rest of the city and combined with the factors in the walkability index this might facilitate 
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more shorter trips in the CBD than in the more peripheral DNTS zones. In the data,cycle- and 
walking trips correlate better with the walkability index than kilometres indicating that if you live 
farther away from the CBD you might actually choose not to walk or cycle, even though the 
destination is within reach by foot/bike. Figure 6 shows how number of cycle- and walking trips 
increases as the DNTS zone is closer to the CBD and the walkability index increases. The reason 
might be that trip chaining in DNTS zones further away from the CBD  is not possible due to fewer 
destinations, less diverse land use mix and/or ample car parking facilities due to low retail floor area 
ratio. In the CBD it can be more convenient to walk or cycle, whereas more sprawled areas are 
more car friendly, hence choosing the car is easier. 
 
Figure 6 Map of Aarhus with 20 DNTS zones.The different shades of grey represent 
differences in walkability index, the triangles represent cycle trips whereas the 
dots represent walking trips 
Differences in the built environment as well as other factors might prove to be substantial different 
between cities, and hence worth analysing. This analysis requires a dataset on an individual and city 
level, which can give way to the discussion on what factors are related to physical activity and 
especially the variety of choices made in relation to transport. 
 
A limitation in the present study is residential self-selection, which is not accounted for in this 
analysis of environmental factors related to physical activity. As described earlier, there is a 
relatively constant relationship between physical activity and walkability, and moreover to the 
accessibility of recreational resources, for example parks, playgrounds and physical facilities for 
youth (Gordon-Larson et al. 2006; Giles-Corti et al. 2005). Socioeconomic factors are also related 
to physical activity, and are often controlled for in regression analysis but often in terms of income 
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(Sallis et al. 2012). The main problem with establishing causality between the built environment 
and physical activity stems from intervening variables which might generate false correlations. This 
study does not provide a possibility to control for residential sorting based on demographics and 
other characteristics which is a limitation (Bhat and Guo, 2007). While this can be a limitation 
Ewing and Cervero found that several studies that included the self-selection aspect found a 
strengthening of the effect of urban travel and that self-selection therefore is more likely to augment 
than reduce built environment influences (Ewing and Cervero 2010). In the present study many of 
the associations can be propelled by „self-selection‟; people with a certain educational level move to 
a certain part of the city where they are more likely to pursue certain travel behaviour. This will 
generate false associations and will be an important pitfall to avoid in a cross-sectional study like 
this ecological study. This study is in large descriptive, acknowledging that any causality cannot be 
inferred, and that behaviour is constructed from a variety of factors. A person‟s transport mode 
choice is influenced by many aspects of everyday life and hence a socio-ecological approach might 
be helpful to address the various aspects. Sallis has presented a holistic and ecological approach 
with the Ecological Model and this model describes the different domains where the choice of 
active living including transport mode can be affected (Sallis, 2006; Sallis et al. 2012). Even though 
several studies have shown associations between the build environment and physical activity and 
active transportation, many factors will affect the individual choice. Short-, medium- and long-term 
strategies aimed at changing cultures favouring physical activity as well as creating supportive built 
environment might be the best way to facilitate physical activity (Giles-Corti 2006).  
 
The present study has strengths and limitations. The strength of the objective GIS-based assessment 
of walkability relies on accurate data sets and reliable methods to attain the walkability attributes as 
was the case in the present study. The large study sample of 10,846 interviews were randomly 
selected and were taken from DNTS which has proven to be a reliable and extensive survey 
(Christiansen 2009; Christiansen and Haunstrup 2011; Jensen 2009) As the data set was treated as 
one collective sample, intercity differences and more detailed statistical analysis on an individual 
level was not possible. In order to describe associations between the build environment using 
objectively measured data such as GIS features and behaviour, it would be reasonable to combine 
these data with subjective data such as perception of the neighbourhood attributes and safety issues 
(Wendel-Vos, 2004). This was not possible in this study due to lack of this information. 
 
5 Conclusion 
This study used a combination of objective spatial analysis of the theoretical walkability of 123 
areas in the three largest cities in Denmark and self-reported transport behaviour.  An association 
was found between living in a theoretically walkable area and active transportation measured as 
either self-reported walking and/or cycling. The association was diminished by other independent 
variables (education, age and city) and the walkability index scores only showed a significant 
association with walking and cycle trips. Even though this association is found in the present study, 
does not mean that the factors included are the only ones to affect cycling, but that these factors do 
seem to affect cycle mode share to some degree (Heinen et al. 2010; Winters et al. 2010).  Active 
transportation has the potential to meet the activity recommendations of 30 min/day of moderate 
intensity, hence be a remedy in preventing lifestyle diseases in the future (Møller et al. 2011; Sallis 
et al. 2012; Oja et al. 2011) The present study offers results to the growing evidence that the built 
environment possibly affects physical activity, but is confounded by other factors (Owen et al. 
2010, Sundquist et al. 2011) but acknowledge that multilevel interventions might work better in 
order to facilitate physical activity (Giles-Corti et al. 2005; Sallis et al. 2012). 
 
Future studies should focus on re-considering what factors to include in the development of a 
distinct bikeability index and the walkability index factors might need to be altered and 
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accompanied by topography and kilometres of cycle path to better fit the demands of cyclists 
(Heinen et al. 2010; Winters et al. 2010). 
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Abstract 
The association between neighborhood built environment and physical activity has received 
considerable attention in health literature over the last two decades but the notion of which 
neighborhood to look at is subject for discussion. Administrative or fixed residential spatial units 
(e.g. home-buffer-based neighborhoods) are not necessarily representative of environmental 
exposure.  An increased understanding of appropriate neighborhoods is thus needed. GPS cycling 
tracks from 78 subjects form the basis for the development and testing of different buffers for 
transport cycling. The results show that the further people live from the city center, the more 
elongated are their GPS tracks, and the better will an ellipse shaped directional buffer capture 
transport cycling behavior. In conclusion, we argue that in order to capture transport cycling, with 
its relatively large radius of action, city center directed ellipse shaped buffers yield better results and 
should be considered an alternative to more traditional buffers or administrative units in future 
studies of transport cycling behavior. 
 
Keywords: cycling, transport, GPS, built environment, physical activity, MAUP, buffers 
 
Introduction 
Built environment characteristics can influence health; both directly and indirectly, linked to health-
related behavior and activities in general [1-4]. Notwithstanding, ongoing discussions on defining 
the relevant geographic extent when studying built environment characteristics have not yet resulted 
in a commonly accepted ‘best practice’ for defining neighborhoods. Different ecological and 
multilevel analyses often use varying notions of neighborhood which has shown to be problematic 
[5, 6]. The Modifiable Areal Unit Problem (MAUP) is often discussed as it is related to the 
geographic scale and unit of aggregation. Correlation and association might  change unpredictably 
as the scale and unit of aggregation changes [7]. This is challenging as “any study about 
neighborhoods is a spatial investigation” [8] and “effective neighborhoods, such that they exist as 
contiguous geographic areas, are not likely to be neat circles” [7]. Furthermore, Kwan has argued 
that the uncertain geographic context problem (UGCoP) is as fundamental as MAUP as the spatial 
and temporal uncertainty of where, when and how long individuals experience environmental 
influences is great [9]. This might explain inconsistencies in research findings as the commonly 
used methods may not correctly represent the spatial area in which the behavior in question occurs 
[5, 10, 11]. Administrative units, which are often used as ‘neighborhoods’, simplify and fragment 
space which leads to potential misestimating of associations between the built environment and 
behavior [5, 12]. Nevertheless, in real life it might be necessary to simplify assumptions to make a 
“draft of reality” that allows us to conceptualize neighborhoods in a useful way [7]. Simplification 
and the fact that data is often easily available for administrative units, might explain the numerous 
studies using them. Recommendations on using person-centered neighborhoods to better reflect a 
more reasonable exposure area have been published, and these neighborhoods are typically 
described as centers (e.g. home address) with boundaries created on the basis of a threshold 
distance. This threshold distance varies from study to study but should ideally be related to the 
outcomes of interest, contextual factors and study area [5].  
Built environment correlates of walking have been reported [13-15], but literature concerning the 
relationship between the built environment and transport cycling is still limited. As many major 
cities and countries have discovered the potential of bicycles to replace cars on shorter trips in 
everyday transport, it is relevant to study the correlates of transport cycling [16]. In Denmark, 
cycling holds an important place in everyday life with a cycle mode share of 16% of all trips [17, 
18]. More knowledge on how the built environment effects transport cycling is desired to be able to 
further increase the cycle mode share. Studies have shown that several factors are important for 
cycling e.g. distance, network layout/street connectivity, residential density, land use mix, bicycle 
infrastructure, continuity of cycle lanes, traffic-controlling systems [19]. The geographic area in 
which factors should be measured is not clear though. A geospatial analysis should thus use 
appropriate buffers, instead of fixed administrative areas (census tracts, zones), circular buffers or 
even whole cities, yet there is limited empirical data to support an informed choice of study area [1, 
5, 7, 20]. It seems necessary to study cyclist’s behavior and construct more appropriate buffers in 
relation to size and shape to better capture the environment cyclists’ transport behavior occurs in [6, 
20]. The interaction with the built environment often results in asymmetric and directional behavior 
which varies accordingly to destinations of interest (sports, work, education, recreational areas, 
retail etc.). Many cyclists can easily cover 5 km, in approximately 20 minutes [21], but they will 
most likely do so in a certain area and, for many transport purposes, probably in the direction of the 
nearest city center. When studying active transport and human movement in general, people only 
access a fraction of the buffer areas commonly used for analysis [11, 22]. The spatial uncertainty 
challenges might be lessened if the spatial unit is defined on the basis of behavior and contextual 
environment [9, 23].  
Numerous papers have addressed the challenge of creating suitable buffers for different types of 
behaviors and discus the use of e.g. activity spaces, home ranges, kernel density estimations, daily 
life centers (hotspots), road network buffers, relative time travel zones or similar methods [1, 10, 
24-26]. Rainham et al. 2010 emphasized the need for better knowledge of the dynamics of human 
movement and discuss the issues of spatial bounding, for example by using advanced data 
collection methods such as GPS technology. The aim should be to collect and analyze space-time-
activity data where locations and movement of individuals can be followed and visualized as 
continuous tracks [1]. Cycling behavior can be studied by GPS and provide empirical data to 
construct buffers which better capture cycling activity and allow for detection of destinations. As 
Spielman and Yoo put it:” If you’re going to spend time and money painting a picture of the 
relationship between the environment and health invest in the frame – unless the frame is well 
designed the painting isn’t going to be very good” [7].  
Perchoux et al. 2013 outline components of mobility in relation to activities which are ‘daily life 
centers’ (home, work etc.), ‘clusters of minor activities locations’ (restaurants, banks, daily 
shopping etc.), ‘circulation corridors’ (the familiar routes between usual places) and ‘transport 
interfaces’ (underground stations or car parks) [5]. In the present study we use home as starting 
point, the city center as activity location cluster and the shortest route network from home to city 
center as corridor. 
Building on GPS derived cycling tracks, the purpose of the present study is to analyze behavioral 
patterns and construct buffers that can be used for future analyses of the relation between build 
environment and transport cycling. The number of GPS points per square kilometer is used as a 
measure for buffer effectiveness attempting to reduce the non-frequented area of the buffer and 
address both MAUP and UGCoP [9]. We hypothesize that the further people live from a cluster of 
daily destinations, i.e. a city center, the more elongated and city center directed should their 
transport cycling buffer be in order to effectively capture transport cycling behavior.  
Methods 
Participants and design 
The participants were recruited among the regular cyclists (N=331) that participated in the Danish 
part of the IPEN study (N=642, www.ipenproject.org) conducted in Aarhus. Aarhus is the second 
largest city in Denmark and it has a cycle mode share of approximately 17% of all trips [27]. The 
participants who had stated in the IPEN questionnaire that they would be interested in participating 
in other studies provided their email address, and were contacted for inclusion in the GPS study. 93 
joined the study, and 78 met the inclusion criteria of having at least one valid GPS cycle trip during 
the study period. 
GPS tracking 
Participants were asked to wear the GPS (QStarz BT-Q1000X Travel Recorder; 15 second sampling 
interval) for 7 days (Wednesday to Wednesday) to be able to detect differences in travel behavior 
between weekdays and weekends, not be susceptible to non-wear issues, and more accurately 
approximate the true geographic extent of cycling behavior (Kwan, 2012). The QStarz BT-Q1000X 
Travel Recorder has shown to be an accurate GPS receiver with long battery life well-suited for 
free-living studies [28]. The cyclists were instructed to wear the GPS on cycle trips only, as other 
modes of transport were not of interest in the present study. One potential challenge with the use of 
GPS is the classification of transport modes after data collection [29-31] and by limiting the use to 
cycling we hoped to overcome this. A SMS text message was sent in the morning to remind 
participants to bring the GPS device, and in the evening to remind them to charge the device if 
necessary. GPS device configuration and data download was performed using BT747 GPS data 
logger software (www.bt747.org). 
GPS data processing 
GPS trackers yield massive data quantities and in order to make the best of the data, we decided to 
process and clean the data using the Personal Activity Location Measurement System (PALMS) 
which is developed and maintained by the University of California, San Diego. PALMS supports 
real-time capture and analyses of data from a geospatial perspective, uses extreme differences in 
speed and altitude to filter out ‘bad’ GPS point, and produces data sets that, among other, include 
trips separated by trip mode [29]. The results from PALMS were imported into geographical 
information system software (ArcGIS 10.1) and analyzed further. 
Even though we only intended to collect GPS data for cycling trips, there were still a large number 
of static GPS points in our dataset. Random manual inspection of the data revealed that this was 
primarily due to participants forgetting to turn the GPS device off at home or their destination. 
When we calculate GPS point density and ultimately want to calculate buffer effectiveness, the 
static points would bias buffer size and shape. In order to create plausible cyclist buffers, the more 
than 3 million GPS points were reduced to approximately 70.000 by excluding all stationary points 
and only using the points that PALMS had classified the point as being part of a trip. The GPS track 
points make it possible to outline the true geographic extent of transport cycling for each participant 
in that particular period. 
Creation of buffers 
From the GPS trip points we calculated standard deviational (SD) buffers which are widely 
recognized as a summary of the spatial patterns derived from all the locations collected via the GPS 
device [1, 26]. We used both 1 and 2 SD buffers to be able to analyze the difference in area and 
effectiveness. The 1 SD ellipses theoretically include 68% of all the GPS points, whereas the 2 SD 
ellipses contain 95% of the GPS points. Furthermore, 1 and 2 kilometers network buffers were 
constructed around every participant’s residential address. 
To be able to construct directional ellipse shaped buffers, as well as shortest route buffers, the 
location with the highest concentration of daily destinations was calculated for Aarhus, which is a 
city with a strong center orientation. Based on their relevance as regularly reoccurring destinations, 
the following building categories were counted as daily destinations: retail, supermarkets, sport-
clubs, schools and educational institutions, and cultural facilities such as libraries and theaters. The 
centroid of the location with the highest density was used as city center point. 
On the basis of the hypothesis that much cycling for transport would be city center directed, we 
developed different types of city center directed buffers. Shortest route buffers (500, 750 and 1000 
meters wide respectively) from home to city center were created as well as ellipse shaped buffers 
based on the Euclidian distance (as the crow flies) and bearing (direction) from home to city center. 
We created three ellipse shaped buffers with a fixed width of 500, 750 and 1000 meters 
respectively, and a length based on the distance from home to city center to which an additional 500 
meters were added. Finally we created one buffer with a variable width based on the distance to the 
city center; respondents living closer than 2 kilometers from the city center were assigned a 1 
kilometers width, whereas respondents living more than 5 kilometers from the city center were 
assigned a 500 meters width. The buffer width for respondents living between 2 and 5 kilometers 
from the city center were assigned a buffer width that gradually decreased from 1 kilometer to 500 
meters. The 2 and 5 kilometers borders were based on the distance within which a certain 
percentage of GPS points were located. The aim was to decrease the buffer size but still capture as 
many GPS points as possible in order to create buffers that most effectively capture transport 
cycling behavior without including large areas where people never cycle.  
Statistics 
Descriptive statistics (age, number of cycling trips, cycled kilometers and average trip length) were 
calculated for all participants, and all GPS cycle tracks were plotted on a map. Per person, we also 
calculated the shortest route network distance between home and all GPS points. Based on this, the 
distance within which a certain percentage of GPS points were located was calculated. Pearsons 
correlation coefficients between distance from home address to city center and ellipse 
circumference, ellipse area and ellipse length-width ratio were also calculated. 
For each buffer type we calculated the buffer area in square kilometers, the number of GPS points 
and the percentage of GPS points per square kilometer. To be able to test which buffer performs 
best in capturing transport cycling behavior, we analyzed the ‘effectiveness’ of different buffer 
types by comparing the density of GPS points per square kilometer. We reckoned that buffers with 
a higher density of GPS points are more effective.  Regression analyses were conducted to test 
buffer shape and effectiveness where buffer types without significant differences in effectiveness 
between respondents are considered more appropriate. Not finding a difference between participants 
indicates that the buffers are equally good at capturing respondents’ GPS points regardless of how 
far from the city center they life. 
Data conversions between ArcGIS and STATA were carried out using Stat/Transfer, Circle 
Systems. 
All statistical analysis were performed in STATA version 11 (STATA Corp. Fort Valton TX) and 
an alpha level of 0.05. 
Results 
Table 1 shows the characteristics of the participants, with almost 25 cycling trips per person on 
average, and an average trip length of just under 500 meters. 
Table 1: Participants characteristics 
 
Visual inspection of the GPS tracks and analysis of GPS point distances showed patterns in 
transport cycling behavior that confirmed the initial hypothesis. Fifty percent of GPS points were 
located within 1440.9 meters for people living within two kilometers of the city center. For people 
living more than two kilometers from the city center the distance to capture 50% of all GPS points 
was 2548.2 meters. The maps and distance analysis indicate that people living further away from 
the city center have a transport direction between home and city center whereas people living closer 
to the city center have points spread more equally in all directions.  
This supports that the transport pattern differs according to where people live in the city, not only 
regarding their closest neighborhood, but also related to the distance from the city center, which 
should be taken into account when constructing transport cycling buffers. The buffer types and sub 
buffers are depicted in Figure 1. 
Table 1: Participant characteristics Female Male Total
Participants, NO (%) 51 (65.4) 27 (34.6) 78
Age (mean ± SD) 34.7 ±  14.0 43 ±  12.1 37.5 ±  13.9
Cycling trips 22.6 ±  10.9 28.2 ±  25.4 24.5 ±  17.4
Cycling kilometers 9.8 ±  11.9 15.2 ±  21.0 11.7 ±  15.8
Average trip length (meters) 484.1 ±  924.0 494.5 ±  418.3 487.7 ±  783.3
   
  
  
Figure 1: The 6 buffer types and sub buffers 
Table 2: Buffer area, GPS points, % GPS points, density (GPS/area unit) and density (% GPS 
points/area unit) 
 
 
In theory, 1 and 2 SD ellipses capture approximately 68 and 95 % of all GPS points, but the 1 and 2 
SD results were 64.5 and 97.8 % respectively. These discrepancies are due to the elliptic form 
making it impossible to include the exact percentage of GPS points. As a benchmark value, the 1 
SD buffer captures 43% of GPS points/km2, but as SD buffers can only be constructed when GPS 
data is available they are not suitable for studies without GPS data. The most effective buffer type is 
the directional ellipse 500 as it captures 29.3% of GPS points/km2. Interestingly, the ellipse shaped 
buffers capture a relative high percentage of GPS points while covering a smaller area with 
direction towards the city center. 
The association between distance from home address to city center and % GPS points included in 
the network buffers showed negative correlation coefficients of -0.23 (p<0.05) for the 1 kilometer 
network buffer and -0.46 (p<0.05) for the 2 kilometer network buffer. The correlation coefficients 
between distance from home address to city center and ellipse circumference, ellipse area and 
ellipse length-width ratio were also calculated. The coefficients were 0.40 (p<0.05), 0.23 (p<0.05) 
and 0.33 (p<0.05) respectively. The coefficient between distance from home address to city center 
and total GPS points were -0.0015 (p=0.98). The above mentioned coefficients indicate that people 
living further away from the city center have larger and more stretched ellipses but no difference in 
total GPS points (cycling). 
Table 3: Results for the regression analysis between % GPS points inside the 11 buffer types and 
distance from home to center. 
Table 2: Buffer characteristics (mean ± SD) Area (km2) GPS points % GPS points Density (GPS points/km2) Density (% GPS points/km2)
1 standard ellipse 6.84 (0.86) 594.2 (503.2) 64.5 (7.6) 225.7 (232.4) 43.0 (70.7)
2 standard ellipse 27.3 (3.45) 874.3 (631.3) 97.9 (2.3) 84.6 (84.9) 16.3 (26.4)
1 km network buffer 1.57 (0.23) 269.6 (277.1) 33.4 (20.3) 171.5 (167.1) 21.4 (13.2)
2 km network buffer 6.75 (0.84) 443.9 (321.4) 56.4 (25.6) 65.8 (46.4) 8.3 (3.5)
Shortest route buffer 500 m 4.55 (3.5) 410.9 (362.6) 50.4 (27.2) 124.9 (137.6) 15.6 (11.1)
Shortest route buffer 750 m 7.4 (5.2) 482.6 (380.7) 59.4 (27.5) 86.7 (82.9) 10.9 (7.2)
Shortest routebuffer 1000 m 10.6 (6.9) 533.0 (394.3) 65.1 (26.8) 64.1 (56.4) 7.9 (4.7)
Ellipse 500 m 1.57 (1.26) 232.2 (290.9) 28.6 (21.8) 237.1 (377.4) 29.3 (28.9)
Ellipse 750 m 2.36 (1.89) 288.8 (326.4) 35.0 (23.7) 190.0 (263.7) 23.3 (20.4)
Ellipse 1000 m 3.14 (2.52) 328.1 (338.2) 40.0 (24.9) 159.2 (202.7) 19.6 (16.4)
Variable buffer 1.62 (0.80) 250.1 (295.2) 30.1 (21.9) 186.4 (234.8) 23.03 (18.4)
 Regression analyses supported this as the coefficient for 1 and 2 SD ellipse length-width ratio and 
distance from home address to city center was 0.39 (p<0.005).  Regression coefficients for 1 and 2 
kilometer network buffers and distance from home to city center were -0.01 (p<0.05) and -0.03 
(p<0.001) respectively. The further away people live from the city center the lower the percentage 
of GPS points 1 and 2 kilometer network buffers capture, even though the coefficients are small 
they are significant. As opposed to this, none of the elliptical buffers had significant coefficients (p-
values between 0.096 and 0.784) indicating a more constant capacity to capture GPS points 
regardless of the distance from home to city center. The 500, 750 and 1000 meter shortest route 
buffers had coefficients of 0.02 (p<0.005), 0.02 (p=0.05) and 0.01 (p=0.1) respectively.  
Discussion 
This study aimed to combine a mixture of hypothesized reasoning and exploratory analysis to 
determine buffering-radius size as, in line with recommendations by Chaix et al. (2012). In line with 
Boruff et al. (2012) we distinguished and tested a variety of buffers that can be used in studying the 
relationship between the built environment and cycling for transport. Based on a comparison of the 
effectiveness of 11 different buffer types we argue for ellipse shaped buffers between residential 
address and a city center consisting of a high concentration of daily destinations that people travel 
towards regularly. People living within the city center have easy access to a variety of destinations 
which means that a circular or network buffer will capture most of their activity while the opposite 
is the case for people living further away from a city center. A buffer should therefore be more 
elliptical and thus directional to encapsulate their activity. 
The p-values from the regression analysis (Table 3) indicate that the 500 meter shortest route buffer 
captured a higher percentage of GPS points the further away people lived from the city center, 
whereas the 1000 meter shortest route buffer was more constant across distances from the city 
center. This shows a shift in suitability and that the 500 meter shortest route buffer is less capable of 
Buffer type Coefficient p-value
1 SD ellipse -0.007 0.002
2 SD ellipse 0.001 0.052
1 km network buffer -0.01 0.048
2 km network buffer -0.03 0.001
Shortest route buffer 500 m 0.02 0.008
Shortest route buffer 750 m 0.02 0.05
Shortest routebuffer 1000 m 0.01 0.108
Ellipse 500 m -0.002 0.783
Ellipse 750 m 0.002 0.784
Ellipse 1000 m 0.006 0.452
Variable buffer -0.01 0.096
capturing much of the ‘here and there’ transport within the city center because of its narrow form. 
On the other hand the 500 meter shortest route buffer was better suited for capturing the directional 
cycling people living further away exhibited. This supports that the further away respondents live 
from the city center, the fewer GPS points are captured by an ordinary network buffer, and therefore 
other buffer types are needed for future studies. 
The findings of this study are not conclusive, but it seems that people living outside the city center 
generally cycle towards the city center (a cluster of destinations), with individual variations. 
Probably other factors such as age, education, sex and income also affect the buffer [5]. This 
supports future studies needing to use GPS to visualize movement patterns and construct more 
accurate representation of neighborhoods across population groups (children, elderly, pedestrians, 
cyclists etc.). The use of GPS technology provides accurate representations of human-environment 
interactions in relation to e.g. active transport and makes it possible to develop appropriate buffers 
[10].  
There is still an absence of studies that provide measures of ‘true’ exposure to environmental 
factors even though the discussion on buffer types has been around for years and several studies 
conclude that a standard network buffer around the home might not adequately reflect the activity 
space as defined in the studies [5, 11]. Villanueva et al. 2012 show how children only access up to a 
quarter of the calculated traditional ‘neighborhood’ (defined as 800 and 1600 meters network 
buffers) thus not travel completely within or use all of their neighborhood area [11]. They further 
try to explain why this might be so, and give clustered destinations and specific directions as valid 
reasons and conclude that future studies must explore the directional movement and spatial 
orientation of visited (or probable) destinations. Only that way can researchers explore the built 
environment characteristics subjects are exposed to [11].  
The question is whether we want ‘neighborhood’ buffers to capture most of the expected 
environmental ‘exposure’ but also include large areas that people are never exposed to? The other 
possibility is to measure the possible ‘exposure’ less accurate by not including large areas of non-
exposure? Using GPS derived activity space is not yet possible in large population studies [1] but 
the use of GPS derived buffer construction might work as a precursor for future studies. A reason 
not to construct GPS route buffers in the present study is to be able to construct buffers that can be 
used for large population studies. Chaix et al. describe how the strength of environment-behavior 
associations might decrease in GPS mobility studies compared to classical residential studies, so 
using GPS to construct residential buffers suited for that particular behavior might prove useful [6].  
One reason to keep the more traditional buffers is that they include and center around the residential 
address which focuses on the area close the home. Toblers first law of geography: ‘everything is 
related to everything else, but near things are more related than distant things’ is very much linked 
to the argument that ‘overcoming space requires expenditure of energy and resources, something 
that nature and humans try to minimize’ [32]. That said, a tradeoff between area size and captured 
behavior is present and while smaller areas cannot capture all behavior, analysis within large areas 
includes build environment people never visit. One potential problem with buffer types that capture 
more of the daily transport is that the significance of the closest neighborhood is diluted. By using 
ellipse shaped buffers the residential address is kept as one of two important centers, the other being 
a cluster of daily destinations. By that, the importance of the nearest neighborhood is acknowledged 
yet the presumed area visited is kept relatively small. One could argue that work place is an 
important destination as well and that an ellipse buffer based on the home-work route would also 
show useful, as well as a home-work-city center triangulation. This is speculative, but nonetheless 
important to consider in future studies according to the study hypothesis. 
The present results should enable us to engage in a large analysis where the city center directed 
ellipse shaped buffers are put into play on a larger population studying the relationship between the 
built environment and transport related physical activity (cycling and walking). The hypothesis for 
future studies is that the new buffers better encapsulate transport cycling behavior and that the 
environmental characteristics in such buffers will show better correlation than the buffers used 
previously. 
Whether this is true or not will be tested by comparing a walkability inspired bikeability index with 
active transport. Boruff et al. 2012 concludes that ‘research with larger samples, using different 
buffer techniques, is needed’ [10]. In order to do so, a large study on more than 10.000 individuals 
will be conducted in the three largest cities in Denmark focusing on investigating the relationship 
between the buffers developed in the present study, and walkability inspired bikeability measures. 
Strengths and weaknesses 
As the participants were recruited via the Danish IPEN study, several covariates had been collected 
via questionnaire, but for the present study only background data was analyzed and reported. The 
IPEN participants who participated in the study were regular cyclists which could have diminished 
the representativeness of the sample. However, a more random selection of participants could have 
resulted in large part of the participants not engaging in cycling for transport. They are 
representative as cyclists, and as we wanted to study transport cycling behavior, we naturally chose 
cyclists as participants knowing that they are not fully representative of the Danish population. 
Even though GPS measures of transport behavior have proven beneficial in describing the actual 
movement, their use is still under development and associated with challenges in both data 
collection and processing. Using GPS it is possible to know the exact spatial footprint and measures 
of actual contact with the environment, but more often only potential contact is available. In this 
study as in other studies using GPS, we had to overcome the typical problems with slow 
connectivity, satellite inference caused by physical structures or normal atmospheric conditions and 
compliance in general [29]. Furthermore, data processing and cleaning proved to be challenging but 
we managed to overcome some of the traditional problems like determining mode of transportation 
and an abundance of static points. By instructing the participants to wear the GPS when cycling and 
excluding all the data points which were not part of a trip as detected by PALMS we were able to 
diminish the above mentioned. That said, we cannot rule out the possibility of errors and likewise 
acknowledge that the elliptical buffers might not adequately mimic individual transport behavior 
when transferred to other studies. 
Conclusion 
We find that transport patterns are affected by the distance from residential address to a cluster of 
destinations and that an elliptical shaped buffer might be better than traditional buffers such as 
network buffers or shortest route buffers in order to capture transport cycling in a Danish context. 
This has implications in studies of the relationship between the built environment and transport 
related cycling. Acknowledging that GPS based individual buffers are not possible in larger studies, 
we suggest using an elliptical buffer based on the distance and direction from home to a cluster of 
daily destinations (in Denmark often the city center) resulting in more circular buffers proximal to 
destinations and a more elongated buffers for people living further from the cluster of destinations. 
The same approach might be advantageous in correlation with walking or other transport modes, as 
it seems plausible that most people move in direction of meaningful destinations. Meaningful 
destinations can vary from urban green spaces to shops, schools or sport facilities so the buffer 
direction should reflect the study question and scope of the study. 
Competing interests 
The authors declare that they have not competing interests. 
Authors’ contributions 
Authors’ contributions to this paper are as follows: TM and JS designed research, the conception of 
the study and carried out the GPS and GIS work as well as data analysis. TM drafted the initial 
manuscript and revised it according to input from co-authors. LBC provided respondents and data 
from the Danish IPEN study, gave advice and input on the data analysis and critically reviewed the 
manuscript. TSN gave advice and input on the data analysis and critically reviewed the manuscript. 
JT conceived the original idea and critically reviewed the manuscript. All authors have 
responsibility for the final content and approve the final manuscript. 
Acknowledgements 
This work was supported by the Danish Agency for Science, Technology and Innovation. 
References 
1. Rainham D, McDowell I, Krewski D, Sawada M: Conceptualizing the healthscape: Contributions of 
time geography, location technologies and spatial ecology to place and health research. Social 
Science & Medicine 2010, 70:668-676. 
2. Sallis JF, Floyd MF, Rodriguez DA, Saelens BE: Role of Built Environments in Physical Activity, 
Obesity, and Cardiovascular Disease. Circulation 2012, 125:729-737. 
3. Brownson RC, Hoehner CM, Day K, Forsyth A, Sallis JF: Measuring the built environment for 
physical activity: state of the science. Am J Prev Med 2009, 36:S99-123 e112. 
4. Bernard P, Charafeddine R, Frohlich KL, Daniel M, Kestens Y, Potvin L: Health inequalities and 
place: a theoretical conception of neighbourhood. Soc Sci Med 2007, 65:1839-1852. 
5. Perchoux C, Chaix B, Cummins S, Kestens Y: Conceptualization and measurement of 
environmental exposure in epidemiology: Accounting for activity space related to daily mobility. 
Health & place 2013, 21:86-93. 
6. Chaix B, Meline J, Duncan S, Merrien C, Karusisi N, Perchoux C, Lewin A, Labadi K, Kestens Y: GPS 
tracking in neighborhood and health studies: a step forward for environmental exposure 
assessment, a step backward for causal inference? Health & place 2013, 21:46-51. 
7. Spielman SE, Yoo EH: The spatial dimensions of neighborhood effects. Soc Sci Med 2009, 68:1098-
1105. 
8. Guo JY, Bhat CR: Operationalizing the concept of neighborhood: Application to residential 
location choice analysis. Journal of Transport Geography 2007, 15:31-45. 
9. Kwan MP: The Uncertain Geographic Context Problem. Annals of the Association of American 
Geographers 2012, 102:958-968. 
10. Boruff BJ, Nathan A, Nijenstein S: Using GPS technology to (re)-examine operational definitions of 
'neighbourhood' in place-based health research. International journal of health geographics 2012, 
11. 
11. Villanueva K, Giles-Corti B, Bulsara M, McCormack GR, Timperio A, Middleton N, Beesley B, Trapp 
G: How far do children travel from their homes? Exploring children's activity spaces in their 
neighborhood. Health & place 2012, 18:263-273. 
12. Diez Roux AV: Next steps in understanding the multilevel determinants of health. J Epidemiol 
Community Health 2008, 62:957-959. 
13. Saelens BE, Handy SL: Built environment correlates of walking: a review. Med Sci Sports Exerc 
2008, 40:S550-566. 
14. de Vries SI, Hopman-Rock M, Bakker I, Hirasing RA, van Mechelen W: Built environmental 
correlates of walking and cycling in Dutch urban children: results from the SPACE study. 
International journal of environmental research and public health 2010, 7:2309-2324. 
15. Van Cauwenberg J, Clarys P, De Bourdeaudhuij I, Van Holle V, Verte D, De Witte N, De Donder L, 
Buffel T, Dury S, Deforche B: Physical environmental factors related to walking and cycling in older 
adults: the Belgian aging studies. BMC public health 2012, 12:142. 
16. Bauman A, Titze S, Rissel C, Oja P: Changing gears: bicycling as the panacea for physical inactivity? 
Br J Sports Med 2011, 45:761-762. 
17. Technical University of Denmark D: The Danish National Transportation Survey. In Book The 
Danish National Transportation Survey (Editor ed.^eds.). City; 2013. 
18. Carstensen TA, Ebert A-K: Cycling Cultures in Northern Europe: From 'Golden Age' to 'Renaissance'. 
2012. 
19. Heinen E, van Wee B, Maat K: Commuting by Bicycle: An Overview of the Literature. Transp Rev 
2010, 30:59-96. 
20. Cummins S, Curtis S, Diez-Roux AV, Macintyre S: Understanding and representing 'place' in health 
research: a relational approach. Soc Sci Med 2007, 65:1825-1838. 
21. Shephard RJ: Is active commuting the answer to population health? Sports Medicine 2008, 38:751-
758. 
22. Basta LA, Richmond TS, Wiebe DJ: Neighborhoods, daily activities, and measuring health risks 
experienced in urban environments. Social Science & Medicine 2010, 71:1943-1950. 
23. Zhang M, Kukadia N: Metrics of urban form and the modifiable areal unit problem. In 
Transportation and Land Development 2005. Washington: Transportation Research Board Natl 
Research Council; 2005: 71-79: Transportation Research Record]. 
24. Chaix B, Kestens Y, Perchoux C, Karusisi N, Merlo J, Labadi K: An Interactive Mapping Tool to Assess 
Individual Mobility Patterns in Neighborhood Studies. American Journal of Preventive Medicine 
2012, 43:440-450. 
25. Sherman JE, Spencer J, Preisser JS, Gesler WM, Arcury TA: A suite of methods for representing 
activity space in a healthcare accessibility study. International journal of health geographics 2005, 
4:24-24. 
26. Zenk SN, Schulz AJ, Matthews SA, Odoms-Young A, Wilbur J, Wegrzyn L, Gibbs K, Braunschweig C, 
Stokes C: Activity space environment and dietary and physical activity behaviors: a pilot study. 
Health & place 2011, 17:1150-1161. 
27. AarhusCykelby: Aarhus cykelregnskab 2011. In Book Aarhus cykelregnskab 2011 (Editor ed.^eds.). 
City; 2012. 
28. Duncan S, Stewart TI, Oliver M, Mavoa S, MacRae D, Badland HM, Duncan MJ: Portable global 
positioning system receivers: static validity and environmental conditions. Am J Prev Med 2013, 
44:e19-29. 
29. Kerr J, Duncan S, Schipperijn J: Using global positioning systems in health research: a practical 
approach to data collection and processing. Am J Prev Med 2011, 41:532-540. 
30. Intille SS, Lester J, Sallis JF, Duncan G: New horizons in sensor development. Med Sci Sports Exerc 
2012, 44:S24-31. 
31. Krenn PJ, Titze S, Oja P, Jones A, Ogilvie D: Use of global positioning systems to study physical 
activity and the environment: a systematic review. Am J Prev Med 2011, 41:508-515. 
32. Miller HJ: Tobler's First Law and spatial analysis. Annals of the Association of American 
Geographers 2004, 94:284-289. 
 
The impact of the built environment on transport cycling in Denmark 
Thomas Madsen1, Lars Breum Christiansen1, Jasper Schipperijn1, Thomas Sick Nielsen2, Jens 
Troelsen1 
1 Institute of Sport Science and Clinical Biomechanics, University of Southern Denmark 
2 DTU Transport (Department of Transport. Transport Policy and Behaviour), Denmark 
 
Thomas Madsen 
Institute of Sport Science and Clinical Biomechanics 
University of Southern Denmark 
Campusvej 55 
DK-5230 Odense M 
tmadsen@health.sdu.dk 
 
Introduction 
Physical inactivity and the burden it places on health is of increasing concern in many countries 
around the world [1, 2]. Increasing physical activity could improve general health and reduce health 
costs as many diseases are exacerbated by and to some extent caused by physical inactivity [3]. 
Defining what factors are related to physical activity is hence of great concern and often cited 
correlates include: age, sex, health status, self-efficacy and motivation [4]. Ecological models have 
been developed to describe several domain specific influences on behavior from individual and 
social factors to institutional, community, built environment, and policy factors [5]. Transport is an 
integrated part of modern life and most people need to get from one place to another daily or at least 
several days a week. Transport related physical activity is therefore obvious and of growing interest 
in many cities and countries around the world.  
The impact of the built environment on physical activity has been studied intensively the last 
decade, in part because of its ability to mitigate behavior and make the choice to engage in physical 
activity easier [6]. This also applies to active transport and the built environment is likewise linked 
to active transport in the literature [7, 8].The built environment is here defined as the ‘the totality of 
places built or designed by humans including buildings, grounds around buildings, layout of 
communities, transportation infrastructure, and parks and trains’ [5]. Especially walking has been 
studied as this is the most common form of physical activity, and has documented health effects [9, 
10]. The often studied features are connectivity and proximity of destinations which can be 
measured both objectively (using geographic information systems) or subjectively (perceived 
neighborhood characteristics) [8, 11-14]. Walking however is primarily limited to the proximal 
neighborhood because of the restricted radius of action [15]. The limited range of walking has 
induced more focus on transport cycling as cycling has the capability to increase radius of action 
multiple times. If physical activity can be incorporated into transport, especially as cycling, it seems 
feasible that more people would reap the benefits from being active [16, 17]. Cycling for transport 
could in many ways be the most rational transport choice for many people, because of the health 
effects obtained during transport. This applies especially for urban residents because of the shorter 
distances and higher density of destinations, while suburban residents can increase their radius of 
action using electrical bikes [18]. 
Several factors have been reported to affect cycling including distance, weather, environment, 
safety and hilliness along with socioeconomic and individual psychological factors [19, 20]. The 
built environment factors include: network layout/street connectivity as this affects distance [21], 
residential density as transport between locations is shorter due to high location density [22, 23], 
land use mix as it reduces travel distance and increases utility [24, 25], bicycle infrastructure as 
more cycling facilities have been shown to increase cycling mode share [26-28] probably through 
subjective safety [19] and continuity of cycle lanes [27]. In the present study, 6 built environment 
factors are calculated to build a bikeability index that describe how ‘friendly’ an area is to cycling. 
The bikeability index includes connectivity, land use mix, residential density, retail floor area ratio, 
topography (slope) and cycle path density. The bikeability index is inspired by walkability indexes 
which are in line with the recommendations by Grasser et al. (2013). They conclude that walkability 
indexes are currently the best available GIS based measures in relation to transport cycling [29].  
When studying the impact of the built environment, an observational study design is often used 
since assigning people or places randomly to experimental conditions is seldom possible. This can 
potentially be a challenge as studies are often descriptive and thus cannot infer any causality. Yet, 
descriptive studies are important as they serve as a first venture into unknown territory and can 
therefore give rise to more comprehensive studies [30]. The causality is very often a point of 
criticism within this particular study area where associations between the built environment and 
physical activity can inform about plausibility, consistency, coherence and specificity but cannot 
rule out competing explanations such as residential self-selection [31]. 
One potential problem with studying the association between the built environment and behavior 
cross-sectionally is selecting the appropriate study area. The Modifiable Area Unit Problem 
(MAUP) concerns how correlation and regression can change unpredictably as the scale and 
zonation changes [32, 33]. Furthermore, the Uncertain Geographic Context Problem described by 
Kwan (2012), highlights the need for selecting the ‘right’ neighborhood as associations between 
environment and behavior will differ if the selected neighborhood deviate from the true geographic 
context [34]. Defining the neighborhood is often done using administrative units such as census 
tracts, block groups, voting precincts, statistical districts, postal units etc. It can also be defined by 
various buffer types including network buffers, Euclidian buffers, ellipse shaped buffers, shortest 
route buffers and more [35-38]. The research literature shows inconsistencies, most likely due to the 
fact that methods not adequately represent the spatial degree to which the behavior in question 
occurs [36, 38]. Clark and Scott (2013) suggest three decision-making rules to select and study the 
‘ideal’ scale to measure built environment: 1) Use a zone that is appropriate for the problem in 
question 2) The zone should be related to actual active transport distances whenever possible 3) 
using disaggregated data as much as possible [33]. 
In the present study we use different transport cycling buffers including ellipse shaped buffers with 
a direction towards the city center to accommodate rule 1. The buffers include the residential 
address of the respondent and stretches towards city center as, hypothetically, most transport is 
directed towards meaningful destinations [39]. Cycling has a large radius of action and the 
elongated directional buffers can perhaps accommodate rule 2 as the shortest route and ellipse 
buffers extends the length from home to city center. Distance is often cited as a critical barrier for 
cycling [19] and a discussion on differences between inner- and outer city residents is much needed 
to help city planners accommodate these differences. All data is based on individual responses in 
the transport survey and individual buffers have been designed and applied to accommodate rule 3. 
The aim of this paper is to compare the association between a series of environmental 
characteristics thought to be associated with cycling for transport, for different types of 
neighborhood buffers. More specific, we will compare standard road network buffers (with 500 and 
1000 meters service area), with buffers (500 and 1000 meters) around the shortest route to the city 
center, and with city center directed ellipse shaped buffers (500 and 1000 meters). The reason is that 
transport cycling is expected to be directional towards a cluster of destinations and that cyclists use 
the shortest route. It is hypothesized that the network buffers do not adequately capture transport 
cycling due to the larger radius of action but that the nearest neighborhood can be crucial for taking 
cycling up in the first place. This entails that network buffer might be suited for inner city residents 
whereas not as applicable for outer city residents. We thus expect to find different associations 
related to distance between home and city center. 
Description of the different buffer types 
Network 500 and 1000 meters: The network buffers are traditional buffer types which are often 
used to describe a neighborhood around a residential address, and an evenly spread service area (see 
Figure 1). They center around the residential address which focuses on the area close the home, 
which might need to be well suited to induce cycling in the first place. If the built environment 
around the residential address is not well suited for cycling people might not take up cycling at all. 
One potential and expected challenge with the network buffers are their small diameters making 
them less suited for capturing cycling. The hypothesis is that transport cycling is often directed 
towards daily destinations which outside the CBD are not located in a circular pattern. 
Shortest Route 500 and 1000 meters: The shortest route between home and city center was 
calculated and a 500 and 1000 meter buffer was generated along the route. The underlying motive 
to include shortest route buffers is the hypothesis that people travel in a network from one place to 
another towards a cluster of destinations using the shortest route or in close proximity to that. The 
differences in width (500 versus 1000 meters) are to detect whether a narrower buffer along the 
route is more effective than a wider one. 
Ellipse 500 and 1000 meters: Inspired by standard deviational buffers [35] ellipse shaped buffers 
were constructed around home address and city center. Ellipse buffers are thus more elongated for 
people living further from city center than for those living close to city center. This is hypothesized 
to better capture expected behavior due to meaningful destinations within cycling distance. An 
alternative approach could be an elongated action based buffer including home address and the most 
frequently visited destinations, but that would require knowledge about these destinations and limit 
the study population size considerably. 
It is hypothesized that neighborhood characteristics calculated as bikeability index scores are 
associated with transport cycling both as a binary outcome. It is moreover hypothesized that 
differences between buffer types are present and inclusion of different buffer types makes it 
possible to compare each buffer type’s association between the built environment and transport 
cycling. 
Methods 
Transport and sociodemographic data from the Danish National Travel Survey (DNTS) was 
extracted on an individual level and combined with the geographical analysis. The DNTS is a 
comprehensive survey carried out by the Technical University of Denmark and is a complete 
description of travel behavior representative of the Danish population that encompasses several 
modes of transportation and background data from all subjects interviewed. Since 1992, data have 
been collected via computer-assisted telephone interviews (CATI) and online questionnaires 
making it possible to detect changes in travel behavior over time as well as different transportation 
mode shares at appointed times. The current data set includes survey interview data from 7245 
participants aged 10-84 years conducted between 2006 and 2012 in Aarhus and Odense, the second 
and third largest cities in Denmark respectively. Overall, the response rate was 60 per cent (CATI, 
80 per cent; online questionnaire, 20 per cent). The data set consists of individual data from 
transport questions regarding the day before the interview and provides a comprehensive account of 
travel activities including trip stages, trips, journeys and the travel purposes they link [40-42]. 
Approximately 325,000 trips were recorded between 2006 and 2012. Variables included in the 
analysis are: cycling trips and kilometers, cycling yes/no (generated from cycling trips), income, 
education, age, gender and city. 
Bikeability index 
The built environment variables are compiled into a bikeability index (BI), which is based on six 
environmental attributes: street connectivity, land use mix, residential density, retail floor area ratio, 
cycle path density and road slope ratio [13, 43, 44]. 
The bikeability factors are: 1) Street connectivity: the number of true intersections (three or more 
roads) per square kilometer within the buffer 2) Land use mix: entropy index of land use types 
present within the buffer (number of addresses within residential, retail, entertainment, office, and 
institutional land uses). The entropy index ranges from 0 for buffers with only one type of land use 
to 1 for an equal distribution of land uses, and thus a higher number equals more diverse 
destinations within the buffer 3) Residential density: number of residential units per square 
kilometer 4) Retail floor area ratio: retail building area footprint divided by retail land area 
footprint. A low ratio indicates substantial parking space and hence easy access by car. A higher 
ratio means fewer parking spaces around retail limiting access by car 5) Cycle path density: 
kilometers cycle path per square kilometer 6) Road slope ratio: ratio between roads with a slope of 
at least 5% [45], and roads with a smaller slope. All 6 values were normalized using a z-score as 
suggested by Frank et al. [13]. Z-scores were computed as one sample and city level was then 
included in the logistic regression models. 
The bikeability index scores were calculated in line with Frank et al. giving extra weight to 
intersection density and two additional values: cycle path density and road slope ratio, where road 
slope ratio was subtracted because of its negative impact on cycling. 
Bikeability Index = [(2 x z-intersection density) + (z-residential density) + (z-retail floor area ratio) 
+ (z-land use mix) + (z-cycle path density) – (z-road-slope-ratio)] 
Buffer types 
A total of six buffer types were constructed in a geographic information system (ArcMAP version 
10.1, ESRI software) and BI scores were calculated for each buffer type for every individual 
(n=7245). 43.470 buffers and BI scores were constructed and calculated in total. The buffer types 
were: 500 and 1000 meters network buffer, 500 and 1000 meters shortest route, 500 and 1000 
meters ellipse buffers. All addresses from Aarhus and Odense in the DNTS were geocoded, network 
buffers with address as center, shortest route and ellipse buffers with addresses included at one end 
of the buffer. To comply with respondent anonymity the addresses were geocoded by DTU 
Transport and substituted with respondent ID for the subsequent analysis. Figure 1 shows the six 
buffer types. 
 
   
Figure 1: The 6 different buffer types. From left to right: network buffer 500 and 1000 meters, shortest route buffer 500 
and 1000 meters and ellipse buffer 500 and 1000 meters. 
Statistics 
To investigate whether the built environment had different impact on cycling across groups with 
diverse educational levels, an interaction analysis was conducted. A 4-level variable was 
constructed for every buffer type based on BI and educational level and included in a logistic 
regression analysis. BI scores were divided into deciles and combined with educational level. 
Educational levels were divided into two categories: low education (primary and lower secondary 
school and vocational education) and high education (upper secondary and high school and higher 
education) whereas BI scores from 1-5 were considered low BI and scores from 6-10 considered 
high BI. That resulted in a 4-level variable: 1) low BI – low education 2) high BI – low education 3) 
low BI – high education 4) high BI – high education. The 4-level variable made it possible to 
compare individuals with similar BI scores but different educational levels and vice versa, to study 
the interactions between built environment and educational background. 
To examine the association between the built environment and cycling, binary logistic models were 
estimated with the dependent variable being cycling (yes=1; no=0). The independent variables were  
a BI score for every buffer type along with sociodemographic variables including educational level  
(level 1-4 where level 1 is lowest and 4 is highest), income, age, gender (reference=men) and city 
(reference=Aarhus). 
Descriptive statistics, correlation, t-tests and logistic regression analyses were conducted to test the 
hypothesis and calculate correlation coefficients and odds ratios for active transport controlling for 
confounders. Sociodemographic factors related to transport cycling behavior were thus studied via 
regression analysis but also via the 4-level variable 
All statistical analysis were performed in STATA version 11 (STATA Corp. Fort Valton TX) and 
an alpha level of 0.05. 
Data conversion was carried out using Stat/Transfer, Circle Systems. 
Results 
Table 1 shows sample characteristics from Aarhus and Odense, and the total numbers and 
percentages. It is noteworthy that the two cities differ somewhat in cycle trips and cycling 
kilometers and that the odds ratio for cycling is higher in Odense than in Aarhus. This explains why 
city level is included in the regression analysis as an independent variable. 
 
Regression analysis 
Table 2 shows the results of a logistic regression including all of the six BI factors but without 
controlling for personal sociodemographics. It shows that land use mix, residential density and 
slope are the only variables that are consistently significant in the models. 
Table 1: Sample characteristics
Aarhus Odense Total
Respondents 4252 2993 7245
Female. NO (%) 2134(50.2) 1543 (51.5) 3677 (50.7)
Age (mean ± SD) 34.9 (15.4) 35.8 (15.9) 35.3 (15.6)
< 30 (%) 42.2 37.8 40.4
30 - 40 (%) 17.4 17.6 17.5
40 - 50 (%) 18.9 20.4 19.5
50 - 60 (%) 15.9 18.8 17.1
Over 60 years (%) 5.7 5.4 5.6
Educational qualification (%) & income
Municipal primary and lower secondary school 22.6 27.7 24.7
Vocational 15.1 19.5 16.9
Upper secondary / high school 18.6 14.1 16.7
Higher education 43.6 38.7 41.6
Personal income (mean x 1000 dkr) 249.1 (N=3353) 233.5 (N=2352) 242.7 (N=5705)
Drivers licence & car availability
Drivers licence, % 76.8 75.8 76.4
No. of cars in household
0 993(23.4) 450 (15.0) 1443(19.9)
1 (or more) 3260(76.6) 2543 (85.0) 5803(80.1)
Cycling (% and OR)
Cycling (OR) 24.6 (1.00) 29.9 *(1.31) 26.8
Cycling trips (mean ± SD) 0.61 (1.3) 0.75 *(1.4) 0.67 (1.3)
Cycling kilometers (mean ± SD) 1.93 (5.4) 2.38 *(6.07) 2.12 (5.70)
* Significantly different from Århus (p<0.01)
 The six BI factors form a BI score which was included in a logistic regression model controlling for 
personal sociodemographics and shows significant odds ratios (OR) in all 6 buffer types, as did 
income, age and city (Table 3). No differences were detected between the buffer types. 
 
Table 4 shows the results of a logistic regression using cycling as outcome, and the 4-level variable 
as explanatory variable. Individuals with a low educational level who have low BI scores display 
low OR compared to people with same educational level with high BI scores across all buffer types. 
Individuals with a low BI score and high educational level have lower OR of cycling than 
individuals with low education and similar BI scores. 
 
Discussion 
Available evidence on the association between the built environment and cycling for transport show 
positive associations linking objectively measured urban and suburban neighborhood characteristics 
Table 2: Results of the 6 logistic regression models investigating how transport cycling is affected by the BI factors individually
Network Network Shortest Route Shortest Route Ellipse p-value Ellipse 
500 p-value 1000 p-value 500 p-value 1000 p-value 500 1000 p-value
Land Use Mix (z-score) 1.08 0.007 1.12 0.001 1.16 0.000 1.18 0.000 1.16 0.000 1.19 0.000
Retail Floor Area Ratio (z-score) 1.04 0.167 0.96 0.211 0.90 0.002 0.98 0.600 0.90 0.005 0.88 0.000
Residential density (z-score) 1.23 0.000 1.23 0.000 1.16 0.001 1.12 0.038 1.22 0.000 1.15 0.006
Intersection density (z-score) 1.03 0.286 1.14 0.000 1.29 0.000 1.34 0.000 1.16 0.005 1.28 0.000
Cyclepath - kilometers (z-score) 1.09 0.001 1.10 0.000 1.02 0.469 0.98 0.508 1.14 0.000 1.03 0.252
Slope (z-score) 0.90 0.000 0.87 0.000 0.89 0.000 0.88 0.000 0.93 0.016 0.92 0.003
R2 0.016 0.022 0.035 0.037 0.032 0.032
Log likelihood -4146 -4124 -4066 -4056 -4082 -4080
Table 3: Results of the logistic regression model investigating how transport cycling 
is affected by the BI score while controlling for personal sociodemographics
Network Network Shortest Route Shortest Route Ellipse p-value Ellipse 
500 p-value 1000 p-value 500 p-value 1000 p-value 500 1000 p-value
Bike Index 1.07 0.000 1.09 0.000 1.08 0.000 1.10 0.000 1.08 0.000 1.08 0.000
Education level 1  (Prim_and_low_s 1.00 1.00 1.00 1.00 1.00 1.00
Education level 2 (Vocational) 0.94 0.613 0.90 0.394 0.84 0.180 0.83 0.135 0.85 0.202 0.86 0.228
Education level 3 (Upper_secondar 1.57 0.000 1.48 0.000 1.35 0.004 1.29 0.014 1.35 0.004 1.37 0.002
Education level 4 (Higher_educatio 1.65 0.000 1.55 0.000 1.43 0.001 1.37 0.004 1.43 0.001 1.45 0.001
Income 1.00 0.000 1.00 0.000 1.00 0.000 1.00 0.000 1.00 0.000 1.00 0.000
Age 0.98 0.000 0.98 0.000 0.98 0.000 0.98 0.000 0.98 0.000 0.98 0.000
Gender 0.97 0.660 0.98 0.701 0.98 0.697 0.97 0.685 0.97 0.590 0.97 0.624
City 1.37 0.000 1.38 0.000 1.19 0.006 1.22 0.002 1.23 0.001 1.22 0.002
Table 4: Cycling OR by bikeability and educational level
Neighborhood Category Network Network Shortest Route Shortest Route Ellipse p-value Ellipse 
500 p-value 1000 p-value 500 p-value 1000 p-value 500 1000 p-value
Low BI - lower education (n=1219) 1.00 1.00 1.00 1.00 1.00 1.00
High BI - lower education (n=1800) 1.26 0.007 1.46 0.000 1.41 0.000 1.60 0.000 1.47 0.000 1.43 0.000
Low BI - higher education (n=2404) 1.05 0.501 1.05 0.585 0.84 0.039 0.82 0.019 0.83 0.027 0.84 0.041
High BI - higher education (n=1822) 1.74 0.000 1.95 0.000 2.09 0.000 2.26 0.000 2.16 0.000 2.09 0.000
with active transport. Most studies have been conducted in the US and even though literature is 
scarce this association is consistent [43, 46, 47]. There is nevertheless an absence of European 
studies that can validate the international findings, especially between walkability measures and 
cycling [29, 48]. While this association is supported by the literature [29], selecting the appropriate 
study area is still discussed and the Modifiable Area Unit Problem (MAUP) concerns how 
correlation and regression can change unpredictably as the scale and zonation changes [32, 33]. 
Furthermore, the Uncertain Geographic Context Problem described by Kwan (2012), highlights the 
need for selecting the ‘right’ neighborhood as associations between environment and behavior will 
differ if the selected neighborhood does not match with the behavior, in time and/or space [34]. 
The present study is a cross sectional study investigating the possible association between the built 
environment and active transport and adds to the growing body of literature linking the built 
environment with active transport. Furthermore, it is part of an ongoing development of appropriate 
activity buffers that best capture the behavior in question and thus comply with the MAUP issues 
often encountered in spatial analysis.  
Results from Table 2 show that only land use mix, residential density and slope were significantly 
associated with the binary outcome across the different buffer types. This can in part be explained 
by the association between these factors: land use mix and residential density have the highest 
scores in the inner city. Aarhus is a typical fiord city, whereas Odense is relatively flat, however 
both cities have increasing slopes with increased distance from the city center making the inner city 
relatively flat. The only buffer type to have significant ORs within all factors is the ellipse 500 
meters. This might support that an ellipse shaped buffer can adequately capture transport cycling 
behavior while being relatively small. 
Logistic regression analysis between BI scores and transport cycling (Table 3) showed no 
differences between buffer types. The ORs from BI scores are significant (p<0.001) in a model 
controlling for educational level, income, age, gender and city. Interestingly, given the somewhat 
different shapes and sizes, no differences between buffer types were detected. The explanation can 
be found in the quality of the BI, the included factors and/or the use of disaggregated data [33]. No 
matter what buffer type, the association between BI and cycling is present, which can either be 
supportive of the BI or reject it as being to coarse. An explanation can be the fact that the 
respondents live within different distances of the city center. One could speculate that if a 
respondent lives too far from the city center, cycling is not very likely at all and therefore low BI 
scores within all buffer types are associated with no cycling.  On the other hand, living close to the 
city center will have a positive effect on the propensity to cycle and be associated with high BI 
scores and thus yield significant ORs. That raises the question whether living too far from a cluster 
of destinations is actually as predictive of cycling as the BI? 
Replacing the BI with distance from home to center in a logistic regression showed that R2 changed 
from 0.027 to 0.034. This indicates that distance from home to center can predict transport cycling 
as good as BI at least if applied to all respondents. If a limit (distance from respondents’ home to 
center below or above 4 kilometers) is incorporated in the regression analysis with BI and personal 
sociodemographics, the BI ORs changes. Within a 4 kilometers distance from city center, BI for all 
buffer types were non-significant except for the network 500 buffer which had a significant lower 
OR (OR= 0.96 and p=0.039). BI was significant (p<0.001) for all buffer types above 4 kilometers. 
This indicates that a network buffer with a relatively small service area is negatively associated with 
cycling in the inner city perhaps because people choose to walk instead. This was confirmed by 
replacing cycling with walking in the analysis. The network buffers had significant ORs both within 
and outside the 4 kilometers limit whereas the other buffer types had only significant ORs within 
the 4 kilometers limit. This is supportive of different buffer types when studying different active 
transport modes.  More elongated buffer types are better suited when studying transport cycling 
while network buffers or similar are better when studying walking. 
One potential challenge is thus to decide the area of investigation as stated in the introduction. The 
present study included data from 7245 respondents from Aarhus and Odense living in average 
approximately 6 kilometers from city center with large inter-individual differences. In Denmark 
where cities are often centered on a strong center in the CBD the BI scores will decrease as a 
function of increasing distance to this center. The close relationship between distance from home to 
city center and BI was confirmed via correlation analysis with coefficients ranging from -0.55 in the 
network 500 meters buffer and -0.90 in the shortest route 1000 meters buffer. This supports that the 
design of areas outside the inner city need to focus on cycle friendly environmental factors towards 
a cluster of destinations to render it probable that residents in these areas take up transport cycling 
as longer distances are a potent barrier for cycling. The ORs for education also changes when 
applying a 4 kilometers limit; higher education is the only significant education variable above the 
limit, whereas the upper secondary and high school level is the only significant within 4 kilometers 
of the city center. It is hypothesized that people with higher educational levels are more likely to be 
aware of the benefits of cycling on health and environment[33]. As a result longer distances can 
better be overcome. Another plausible explanation is that higher educated people tend to live in the 
suburbs while working in the city and hence have a daily commute. When education is completed, 
people move outside the inner city to have a house with garden often situated in an area with a 
relatively low BI. In case of the built environment it seems as BI scores are independent of 
educational levels which is in favor of a clustering of factors thought to affect transport cycling. 
The 4 different education levels: 1: primary and secondary school 2: vocational 3: upper secondary 
and high school and 4: higher education showed different ORs (Table 4). All buffer types had 
significant ORs making both education and the built environment interesting in describing transport 
behavior. High BI – lower education has an OR ranging from 1.26 to 1.60 and high BI – higher 
education from 1.74 to 2.26. Low BI – higher education on the other hand had OR ranging from 
0.82 to 1.05. This indicates that both educational level and the built environment (BI as a proxy) 
have an effect on cycling, and that having a higher education does not counteract a low BI. Contrary 
to this, a high BI is associated with cycling despite lower educational levels pointing to a possible 
important environmental impact. 
The need to calculate moveability indexes (walkability and bikeability) within different buffer types 
stems from the notion that there are different ways of transport which ‘deserve’ buffer types 
according to their characteristics. Walking is the most popular physical activity cited by most North 
American adults and walking has shown to be an effective remedy to increase physical activity in a 
sedentary population. Walking for transport purposes is easy accessible as most people can adjust 
walking speed and distance according to current fitness level [15]. A limitation in walking for 
transport is the relatively slow walking speed and hence radius of action within a given time. 
Cycling however can provide speeds that enable cyclists to cover distances up to 5 kilometers in 20 
minutes (15 km/h) whereas walking distance in 20 minutes equals 1.7 kilometers at 5 km/h. This 
makes cycling for transport attractive in most cities around the globe, provided that people can 
make sense in cycling for transport purposes. It is reasonable to assume that people’s transport is 
directed towards meaningful destinations in everyday life such as shopping, work, leisure time 
activities, parks, educational institutions, schools, kindergartens etc. If this assumption is true, 
measuring the association between the built environment and cycling should encompass the most 
realistic cycling area, which again would be the area between home and meaningful destinations. In 
the present paper we have calculated BI scores within 6 different buffer types in order to test 
whether some buffer types are better suited for studying cycling behavior. The results support that 
the bikeability index, like walkability indexes in the literature functions as correlates of cycling. 
Only a small proportion of the variance in the outcome (cycling yes/no) was explained by the BI 
scores, R2 in the range of 0.05. The contribution to population health can though still be substantive 
as the environment has the potential to effect whole populations over a substantial time period [29, 
49]. 
Strengths and weaknesses 
As the present study is a cross sectional study it provides clues about causality, yet a temporal 
association cannot be interpreted as a causal one and hence no causality is implied. The use of the 
word correlates in the paper is thus deliberate as correlates are factors correlated with or are thought 
to affect participation in transport cycling [50]. 
The use of different neighborhood buffer types based on individual data will, theoretically lessen 
the challenge of the MAUP and by including 7245 survey interviews the found associations are 
statistically sound. 
Conclusion 
The main findings of the study are that the built environment measured by six attributes compiled 
into a bikeability index is associated with transport cycling in all six buffer types. This association 
was though mediated when studying respondents living within and outside a 4 kilometers distance 
from the city center. The only buffer type which had significant lower ORs within and outside this 
limit was network buffer 500 meters indicating that an alternative transport mode substituted 
cycling. Logistic regression with walking confirmed this and different buffer types are thus 
necessary when studying different transport modes. Elongated directional buffers for cycling and 
network buffers or similar when studying walking seems reasonable. 
The BI showed significant ORs for all buffer types, and analysis indicated that educational level is 
an important confounder. An analysis using a 4 –level variable confirmed this, and it seems that BI 
is associated differently with transport cycling across the 4 educational levels. The best predictor of 
transport cycling was living in an area with high BI scores and having a higher education. People 
with higher educational levels living in a low BI area had lower ORs than lower educated living in 
similar low BI areas in four out of six buffer types. This suggests that BI is a predictor of transport 
cycling despite the influence educational levels have. In conclusion, the calculated bikeability index 
scores were significantly associated with cycling and support the link between the built 
environment and active transport. 
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