Abstract. Comparisons among repeated geodetic levelings have often been used for detecting and estimating residual rod scale errors in leveled heights. Individual rod-pair scale errors are estimated by a two-step procedure using a model based on either differences in heights, differences in section height differences, or differences in section tilts. It is shown that the estimated rod-pair scale errors derived from each model are identical only when the data are correctly weighted, and the mathematical correlations are accounted for in the model based on heights. Analyses based on simple regressions of changes in height versus height can easily lead to incorrect conclusions. We also show that the statistically estimated scale errors are not a simple function of height, height difference, or tilt. The models are valid only when terrain slope is constant over adjacent pairs of setups (i.e., smoothly varying terrain). In order to discriminate between rod scale errors and vertical displacements due to crustal motion, the individual rod-pairs should be used in more than one leveling, preferably in areas of contrasting tectonic activity. From an analysis of 37 separately calibrated rod-pairs used in 55 levelings in southern California, we found eight statistically significant coefficients that could be reasonably attributed to rod scale errors, only one of which was larger than the expected random error in the applied calibration-based scale correction. However, significant differences with other independent checks indicate that caution should be exercised before accepting these results as evidence of scale error. Further refinements of the technique are clearly needed if the results are to be routinely applied in practice.
Introduction
During the past 15 years there has been much debate regarding the accuracy of geodetic leveling and its suitability as a tool for assessing vertical displacements due to crustal motion. Although it is generally agreed that comparisons among repeated levelings may provide very precise determinations of vertical movements of the Earth's surface, a number of geodesists and geophysicists have argued that many of these determinations are merely artifacts attributable to systematic errors in the leveling procedure. Of particular concern are errors proportional to height differences, such as rod scale calibration errors and refraction effects (see, e.g., Vaníc ek et al. [1980] ).
One of the most intense debates has focused on the existence of the so-called Palmdale Bulge in southern California. From an analysis of more than 10,000 km of leveling, 1984] and Castle and Gilmore [1992] concluded that an approximately 80,000 km 2 area had sustained uplift of as much as 45 cm between 1955 and 1974, followed by partial collapse. On the other hand, Jackson and Lee [1979] , Jackson et al. [1980] , and Reilinger and Brown [1981] argued that this apparent uplift is largely the product of a height-dependent systematic error in some or all of the leveling measurements; specifically, scale errors due to errors in the laboratory calibrations of the graduated invar strips housed in the leveling rod frames (referred to here as simply rod scale errors). Mark et al. [1981] examined the calibration measurements and procedures in some detail and concluded that rod scale errors could have accounted for only a "trivial" part of the measured uplift.
In order to provide a better foundation for these analyses, Stein [1981] undertook a statistical regression analysis of selected parts of the southern California leveling record. He concluded that levelings between 1953 and 1979 contain a height-dependent average linear error of 3 ± 46 ppm (95% confidence interval).
Even though it is statistically insignificant, this error was attributed to errors in the applied rod scale corrections, rather than changes in calibration and field procedures. Stein also concluded that this effect would tend to randomize over lines longer than about 80 km and could thus be treated as a random error. Nevertheless, he identified rod-pairs (312) 268/274 and (316) 132180/87849 as ones characterized by relatively large scale errors of about +120 ± 24 ppm and -90 ± 40 ppm (95% confidence intervals), respectively. Stein also identified another unspecified rodpair used in 1971 that contained a scale error of about 40 ppm.
After examining both his procedure and his data we concluded that Stein's results are somewhat questionable. For example, it has since been determined that the leveling with rodpair (316) 132180/87849 used an improperly computed rod scale correction [Mark et al., 1981] and was based on a Zeiss Ni 1 level, an instrument now known to be subject to a potentially large magnetic error [Rumpf and Meurisch, 1981] . Of particular concern was the subjective omission of as much as 20% of the data. That is, data were often discarded simply because their omission strengthened the regressions [Stein, 1981, pp. 443, 445] . Moreover, Stein's solution for the individual rod-pair scale errors was further subjective because the system of normal equations to be solved was singular (i.e., an infinite number of solutions exist) and no justification was given for the particular solution selected.
Our purpose here is to present a more objective and rigorous statistical analysis based on a refinement of Stein's technique for estimating height-dependent errors in historic leveling; specifically, linear rod-pair scale errors developed from a broader spectrum of leveling data. Reliable estimates of this error are important in a wide range of activities including: (1) monitoring of critically engineered structures or sites such as dams, nuclear power plants, and high-level radioactive waste disposal sites, (2) measurements of compaction-induced subsidence, (3) geophysical studies related to earthquake prediction and analysis, and (4) geologic framework investigations.
Methodology
Our analysis is based on comparisons of repeated levelings over the same line segments. It is essentially a two-step process based on the procedure suggested by Stein [1981] . In the first step, models describing rod-pair scale errors are fitted to the differences between two levelings. This step provides estimates of differences in rod-pair scale errors between levelings. These results are then combined in the second step where individual rod-pair scale errors are determined. This approach is analogous to methods employed in processing GPS data for differential positioning, where coordinate differences (baseline vectors) are separately estimated and subsequently combined in a network adjustment for estimating individual position coordinates.
Before describing the details of this technique we first consider the rod-pair scale models used in our analyses. In particular, we assess the validity of the widely accepted assumption that rod scale errors are linearly proportional to height, height difference, and slope. Details of the estimation method used in the first step are then followed by a description of the method used to estimate the individual rod-pair scale errors in the second step.
Models for Rod-Pair Scale Errors
It is often assumed that rod scale errors are proportional to topographic height or height differences (e.g., Bomford [1971, p. 240] , Jackson and Lee [1979] , Jackson et al. [1981] , Mark et al. [1981] , Reilinger and Brown [1981] , Stein [1981] and Strange [1980; ). This intuitive assumption, however, is less supportable than one might think, because the rods are alternated between foresight and backsight in first-order leveling. Consider an individual leveling setup (Figure 1 ) where rod A is used for the backsight and rod B for the foresight. The observed height difference ∆h obs is simply the backsight reading b obs minus the foresight reading f obs . If scale errors λ A and λ B are present in each rod and uniform (i.e., constant) along the entire length of the rod, the rod readings will be
where b and f are the correct (error-free) rod readings we would obtain in the absence of any scale errors or other systematic effects. Note that we have not included index errors because they cancel in alternate setups. The resulting observed height difference for an individual setup is then
where ∆h=b-f is the correct height difference and ε ∆h =(bλ Afλ B ) is the effect of rod scale errors on ∆h.
When considering the entire leveled section, the situation becomes more complex due to the alternating use of the rods for foresight and backsight in adjacent setups. The observed height difference ∆H obs over a section is simply the summation of the individual setup height differences; that is,
where ∆H is the correct section height difference, and ε ∆H is the section effect of rod scale errors. Expanding the error ε ∆H in terms of the individual rod scale errors gives
where the subscripts denote the setup sequence number, and T A and T B are the collection of b and f terms for rods A and B, respectively. Note that rods A and B are alternated as foresight and backsight rods and that T A +T B =∆H. Clearly, the error in this case is not a simple linear function of the section height difference, as many investigators have assumed.
In those cases where the setup height differences are the same and the sight lengths are constant (i.e., constant slope along the leveling route),
denote the average scale error for the rod-pair, the error in the section height difference then becomes a linear function of height difference
The slope of the terrain need not be constant over the entire length of the section but only over adjacent (not overlapping) pairs of setups so that in (4),
In other words, the wavelength of the terrain must be greater than twice the setup length. This condition is likely to be satisfied in practice, since levelings are usually carried out along smooth railway grades and roads whose topographic wavelength is significantly greater than the length of an adjacent pair of setups (about 100 to 150 m). Nevertheless, this assumption should be checked whenever possible; for example, by inspecting the variation of section slopes β about their mean (i.e., the standard deviation of βs). Given the effect of rod scale errors on a section height difference over constant slope, and in the absence of any other systematic effects in the leveling or any vertical displacements, the difference δ∆H in the height differences between the two levelings of a section using rod-pairs k and l is due entirely to random and rod scale errors. That is, for any section,
where η δ∆H is the random error in δ∆H and ∆λ
is the difference between the average scale errors of the rod-pairs k and l.
Similarly, the difference δH between the height of a point derived from two levelings is simply the accumulation of values given by (7) for each section along the line. For the i th point we get
where H i is the height relative to the beginning of the line and η δH is the random error in δH. Again, the difference between average scale errors for the rod-pairs used for the two levelings appears on the right-hand side. Finally, the difference δβ between the section slopes β derived from two levelings are obtained by dividing (7) by the section length S. This results in
where η δβ is the random error in δβ. Because successive levelings may follow slightly different routes, the section length in the above equation may not be the same in both levelings. In calculating the slope we always use the shortest section length. This has the effect of maximizing the slope. The variances that should be used for weighting the observed differences δH, δ∆H, and δβ are derived from the expected random errors for leveling, the weight being the inverse of the variance. For the section height difference ∆H the random error is generally assumed to be proportional to the square root of the section length S [Vaníc ek et al., 1980] . The variance is then
where κ is the random error per square root of distance in kilometers, a typical value for first-order leveling being about 1 mm km -1/2 . For two successive levelings of the same accuracy the variance of the difference δ∆H between the levelings is twice as large; that is,
This assumes the two levelings are uncorrelated (any correlations, if present, will tend to be positive and thus reduce the error in δ∆H). The weights are then computed as the inverse of these variances. The weights for δH are obtained from the variances of δ∆H. The difference δH is simply the accumulation of the section differences δ∆H along the leveling line. Its variance σ 2 δH is therefore the cumulative summation of the variances of δ∆H.
The weight is the inverse of this variance; that is, the weight is inversely proportional to the cumulative length along the leveling line. However, the individual δH i are now mathematically correlated because they are derived by accumulating the same δ∆H observations along the leveling line. Thus any δH is correlated with all the spatially preceding δHs, since it is derived from the same data. By the law of propagation of errors the covariance matrix C H for the vector of heights H is given as
where C ∆H is the covariance matrix for section height differences ∆H, and J is the Jacobian matrix of transformation. For ∆H ordered with respect to their location along the line, 
For uncorrelated and equally weighted ∆H the covariance matrix will then have the form 
where σ 2 ∆H is the common variance for all ∆H i and n is the number of points. The covariance matrix for unequally weighted ∆H i will be more complicated but easily computed from (13). For the slope β=∆H/S the propagation of errors using (10) gives
The variance for the temporal difference in slopes is then
and the weight (the inverse of (17)) is directly proportional to the section length. Because the weighting is essentially a standardization (or normalization) procedure, these weighted error models are mathematically equivalent to each other in that they provide exactly the same estimates of ∆λ -. This is not the case, however, for the unweighted/uncorrelated models and may explain some discrepancies between our results and those of previous investigations. For example, Mark et al. [1981] and Stein [1981] both argued that any long wavelength heightdependent error will alias as a short wavelength error as a result of the interaction between the long wavelength component and short wavelength variations in benchmark (BM) spacing. However, these problems occur only when unweighted models are used; the effect of variations in BM spacing is removed by the weighting scheme. Furthermore, visual comparisons of terrain and height change profiles (plotted with respect to distance along the leveling route), or simple (uncorrelated) regressions of height change on height are often incorrectly used as evidence of rod scale errors (see Figures 2 and 3 for an example). Only when the mathematical correlations between the changes in height are incorporated are the results correct and in agreement with the other models. Throughout our investigations we elect to use only the ∆H model because of its simpler form.
It is important to remember that rod scale corrections have already been applied to the leveling data used here (see next section). Therefore we are estimating the residual average scale error for a rod-pair, that is, any scale error remaining after applying the calibration-based correction. Such residual errors may be due to the nonlinearity of the scales, changes in scale tension between levelings, or errors in the rod scale calibrations. Because the residual calibration errors may be time dependent, calibrations of the same rod-pair carried out at different times are considered to have different residual scale errors. In other words, with each calibration and resulting rod correction the same rod-pair is treated as if it were a different rod-pair with a different scale error. In order to ensure that the regression coefficients correctly refer to the individual residual scale errors for each rod-pair, the leveling lines generally had to be decomposed into shorter lines, each involving a single rod-pair.
Regression models usually include a constant offset or intercept as well as a linear trend. A constant term would make sense in our models only if it accounted for index errors in the rod scales. Because corrections for index errors had already been applied to our data, a constant term would represent only residual index errors. Moreover, any remaining residual index errors would tend to cancel in the accumulation of alternating setups. For an even number of setups the error would completely cancel. For an odd number of setups the resulting error would be equal to the difference in the residual index error for each rod pair in a single setup, a negligible quantity. Accordingly, we have not included the intercept in our regressions, assuming both that the computed index error correction was properly applied and that any residual rod-pair index error is negligible. This assumption is supported by Stein [1981] who found that the intercept (referred to as the "mean residual tilt") generally was statistically insignificant.
Other Systematic Effects
The occurrence of vertical displacements and systematic errors other than rod scale error may also contribute to differences in H, ∆H, and β between levelings over the same line. Vertical displacements proportional to topographic height in tectonically active regimes, such as in the Transverse Ranges and the Great Basin, present the most serious problem.
Any resulting correlations will be indistinguishable from those attributable to rod scale errors.
Among the other known systematic errors, only differential refraction is proportional to ∆H [Kukkamäki, 1938; Strange, 1980] . This error also depends on other factors such as the temperature gradient, which is generally unavailable from historic leveling records but can, in theory, be modeled [Holdahl, 1981] . Both theory and experimental observations suggest that differential refraction errors may accumulate to very large values over gently sloping terrain [Whalen, 1980; Strange, 1980; Stein et al., 1986] . However, evidence of the accumulation of this error in procedurally constrained geodetic levelings is generally nonexistent [Castle et al., 1985; Mark et al., 1987] . The effectiveness of these procedural constraints ultimately is attributable to the limitations that they impose on acceptable levels of atmospheric scintillation and hence refraction [Castle et al., 1994] .
In view of the continuing debate over the impact of the differential refraction error in geodetic leveling, we have decided at this time not to apply refraction corrections to the data used in our analysis. We believe this is justified primarily because this error will tend to randomize (or average out) when differencing leveling segments over various terrain profiles and under changing meteorological conditions.
Estimation of Rod-Pair Scale Errors
Estimates of the average scale error λ -for each separately calibrated rod-pair are obtained using a two step process. In the first step, estimates of the differences ∆λ -between two levelings over the same line or line segment are obtained using a least squares fit of one of the linear models to the observed differences (we chose the ∆H model because of its simpler form). These solutions are referred to here as the "regression solutions." In the second step estimates of ∆λ -are assembled into a system of equations which are then solved for the individual average rod-pair scale errors λ -. The presence of suspected rod-pair scale errors are disclosed as statistically significant scale parameters. Scale error differences (∆λ). Each of the three error models can be written in the same symbolic form
where y is the vector of the observed differences (δH, δ∆H, or δβ), x is the vector of H, ∆H, or β, ∆λ is the parameter to be estimated (the difference between the average rod-pair scale errors for the repeated levelings), and η is a vector of random errors, assumed to be normally distributed. Note that the bar over λ is dropped here for notational convenience. The least squares solution of this model is given by [Vaníc ek and Krakiwsky, 1986] 
where P is the weight matrix for the vector of observed differences y, σ 2 ∆λ is the estimated variance of ∆λ , σ 2 ο is the estimated variance factor and r is the vector of estimated observation residuals.
Individual scale errors (λ).
In the second step, all the regression estimates of the differences in individual rod-pair scale errors ∆λ are combined into a system of equations, which are solved for the individual residual scale errors λ for individually calibrated rod-pairs. This is referred to as the "global solution." The regression parameters ∆λ are treated essentially as "observations" of differences in average rodpair scale errors and the individual rod-pair scale errors are the parameters to be estimated. The normal equations for the least squares solution can be written as
where P is the (diagonal) weight matrix of the observations (regression parameters); that is, the inverse of C ∆λ = diag(σ 2 ∆λ i ), where the variance factor is considered to be equal to one in this second adjustment, because separate variance factors have already been computed and applied in the individual regression solutions. Although unmentioned by Stein [1981] in his analysis, the matrix A T P A is singular and thus an infinite number of solutions exist. This means that before the system of equations in (20a) is solved, a "reference datum" for the rod scale errors must be defined. The preferred approach, and the one used by us, is to use an inner constraint solution which minimizes the sum of weighted squares of all the scale errors. This is equivalent to fixing the average of all the individual scale errors to zero. This constraint is automatically enforced by using the Moore-Penrose pseudoinverse, denoted by a superscript plus sign, to invert the normal equation matrix A T P A. Thus the solution λ and its associated covariance matrix C λ are
An alternative approach, and the one used by Stein [1981] , is to define the reference datum by fixing one or more of the rod-pair scale errors to a value of, say, zero. The estimated scale differences are then determined only with respect to the fixed rod-pair(s). Any uncertainty in the assumed value(s) for the fixed scale(s) directly affects the other scales. This approach is clearly more subjective than the pseudoinverse solution.
Residuals from the preceding solution were also computed and tested for outliers. These residuals represent the discrepancies between the individual regression solutions for the rod-pair scale differences (the observations in the second step) and the estimates from the global solution. The residuals r and their covariance matrix C rˆ are computed from (cf. Vaníc ek and Krakiwsky [1986] , pp. 207, 210)
We consider as outliers any residual larger than 3.5 times its estimated standard deviation, which corresponds to an incontext test at the 95% confidence level (cf. Vaníc ek and Krakiwsky [1986] , pp. 229-231). Such outliers are omitted from the second step and a new solution computed. This cycle is repeated until no outliers remain. These outliers may be due to vertical displacements, systematic effects other than rod scale errors, or departures from reality of the stated assumptions (e.g., uniform slope).
It is important to emphasize that it is not possible to separate the effects due to residual rod scale errors and those due to other effects proportional to height difference. Both will contribute in the same way to the regression coefficient in the error models. Thus care must be exercised in interpreting the results for rod-pairs of specific calibration dates where the rod-pairs have not been used in more than one leveling and in different tectonic regimes. These restrictions severely limit the usefulness of this technique, since a large number of leveling lines must be used to obtain results that can be confidently interpreted as scale errors.
Leveling Data
Two data sets, referred to here as A and B, were used in these analyses. Data set A (Table 1) consists of 25 leveling lines in southern California and is nearly identical to that used by Stein [1981] . All of these data were obtained from the predatabase summary sheets of the National Geodetic Survey (NGS). In addition to those used by Stein, we have also included data for several other southern California lines obtained from the summary sheet listings; namely, L14778, L18299, L19781, L20279, L21589, and L21962. On the other hand, we have rejected a few lines used by Stein, either because they were contaminated by an improperly computed rod scale correction (see Mark et al. [1981] ) or because they were based on Ni 1 levels.
Data set B (Table 2) consists of 31 other leveling lines selected from NGS database that involve rod-pairs identified by Stein [1981] , Reilinger and Brown [1981] and our own preliminary regression analyses as possibly contaminated by significant rod scale errors. These rod-pairs are (312) 268/274 (calibrated in 1932), (312) 301/304 (calibrated in 1933), and (315) 9/19 (calibrated in 1969).
All of the lines in data set B meet the following criteria: (1) at least 100 m of topographic relief in order to increase the probability of detecting a height-dependent rod scale error, (2) no Ni 1 levels used because of possible magnetic errors identified with these instruments [see Rumpf and Meurisch, 1981] , (3) no reasonable likelihood of compaction-induced subsidence along the selected lines, since these displacements may be relatively large and tend to overwhelm any correlations attributable to rod scale errors, (4) no reasonable likelihood of major coseismic deformation between levelings for the same reasons as in (3), and (5) double-run leveling procedure used in order to minimize the presence of systematic errors such as rod and instrument settlement. The same criteria are generally applicable to data set A as well. The exceptions are lines L22391a and L23675, both of which traverse an area that includes the northern edge of the coseismic field associated with the 1971 San Fernando earthquake.
Very few releveled lines could be found which included one of the suspect rod-pairs in at least one of the levelings and still met our stipulated criteria (see Table 2 ). Five different levelings were found for rod-pair (312) 268/274, based on a 1932 calibration; seven levelings were found for rod-pair (312) 301/304, based on a 1933 calibration; and one leveling was found for rod-pair (315) 9/19, based on a 1969 calibration.
Note that in both data sets, letter codes (a, b, c, etc.) were added to the usual level line identifier where the leveling file had to be split into separate segments such that each was based on a single rod-pair. This gave a total of 34 leveling segments in data set A and 39 in data set B, for a total of 73 leveling segments based on single rod-pairs. From these we were able to construct 137 releveled segments in data set A and 49 in data set B, resulting in a total of 186 releveled segments. Because each separately calibrated rod-pair is treated as a different pair in our analysis, there are a combined total of 37 such "rod-pairs."
Applied Corrections
Corrections for temperature expansion and rod scale error (or rod excess) were applied to all the leveling data. As stated above, refraction corrections were not included. The rod scale corrections for data set A were based on the pre-1975 algorithm, where the rod excess was computed by simply dividing the total cumulative excess length by the nominal length of the rod. Rod scale corrections for data set B were based on the post-1981 algorithm which used linear interpolation between all of the calibration points. The rod scale corrections in both cases have been determined from the most recent calibration of the rods prior to their use. The only exception is the 1955 calibration for rod-pair (312) 268/274 used in data set A (see Table 1 ), which is actually a mix. That is, the 1955 calibration for the first meter of these rods was combined with the next preceding calibration of the upper 1.8 m to produce a scale correction for this rod-pair of 0.0 ppm. It is this value that was used to correct those levelings given in Table 1 , based on this rod pair. The 1932 calibrations for the same rod pair used in data set B produced a rod correction of -45.2 ppm, based on the post-1981 algorithm. It is this value that was used in generating the rod corrections for those levelings based on rod-pair (312) 268/274 in data set B ( Table  2) . The difference between the estimated rod-pair scale errors for these calibrations was fixed at 45.2 ppm in our estimation of individual rod scale errors.
A Priori Elimination of Data
A major criticism of the analysis by Stein [1981] is the large amount of leveling data subjectively omitted as outliers. As much as 20% of the entire sample was removed, often simply because the their removal improved the statistical significance of the model [Stein, 1981, pp. 443 and 445] . We have previously argued against such wholly subjective procedures [see Craymer and Vaníc ek, 1989] . In our opinion, one should add more data, rather than selectively and subjectively deleting existing data in order to increase the statistical confidence in the analysis.
In our analysis we have omitted only those points (benchmarks) for which differences in the section height differences between levelings exceed 5 cm, a value large enough that it could not be reasonably attributed to either rod scale or random errors. We consider such large differences to be due to blunders, benchmark disturbance, or localized crustal deformation. Among the 1480 comparisons of leveling segments examined here a total of only 53 such points were found and thus omitted.
Results

Rod-Pair Scale Differences
Solutions for differences in rod-pair scale errors were obtained for all possible comparisons of levelings in both data sets A and B. The results are summarized in Table 3 for data set A and in Table 4 for data set B. Included for each solution are the number of benchmarks (BMs) used, the standard deviation of the terrain slope (σ β ), the estimated scale differences ∆λ (i.e., the difference in the residual rod-pair scale errors between the levelings), its standard deviation σ ∆λ , and the test statistic t ∆λ for testing the statistical significance of ∆λ . In the absence of complete setup data, the roughness of the topography (i.e., the degree to which the basic assumption of smooth slope is invalid) can be gauged to some extent from the standard deviation of the terrain slope (smaller values indicate smoother slopes). The statistical significance of each regression is checked using the following standard test for the null hypothesis Ho: ∆λ = 0:
otherwise reject Ho .
Here t υ;1-α/2 is the abscissa from the Student distribution, α is the significance level for the test (5%), and υ is the degrees of freedom for the regression (number of BMs minus 1). Inspection of these tables shows that it is difficult to identify which of the estimated scale differences are due to rod scale errors, other systematic effects, or vertical displacements. Each solution involves a combination of two rod-pairs, either or both of which may contain residual scale errors. Thus these estimates represent differences in scale errors between two rod-pairs. The compatibility of different solutions for the same rod-pairs can be tested statistically. For the null hypothesis Ho: ∆λ i =∆λ j , where the subscripts denote individual regressions, the following standard test is used:
otherwise reject Ho.
Here, t υ;1-α/2 is as defined above, and υ is the degrees of freedom for both regressions (sum of the degrees of freedom for the two individual regressions). Significant scale differences may be revealed by statistically compatible regression estimates from different levelings for the same combination of two rod-pairs. However, there are too few of these identical combinations available. Rather than try to decipher all possible compatibility tests among the different scale difference solutions, we have used instead the more powerful tests of the residuals from the global solution for the individual scale errors (see next section). Nevertheless, a few preliminary observations and analyses of the scale difference solutions were made. The most statistically significant scale difference (largest t ∆λ statistic) in Tables 3 and 4 is obtained for the comparison between levelings L16254b (rod-pair (312) 422/438, calibrated in 1951) and L18242 (rod-pair (312) 378/383, calibrated in 1956). This comparison gives a 95% confidence interval for the regression coefficient of -129 ± 8 ppm (Table  3) . Unfortunately, there are no other comparisons using the same set of rod-pairs in order to properly check for location dependency. In spite of the apparently strong possibility of a rod scale error this regression is based on only four sections and was identified as an outlier in comparison with the other individual scale solutions (see next section). Two other comparisons exhibit highly significant regressions, but they were also based on only a few sections and identified as outliers in the individual scale solutions.
An example of strong evidence supporting the existence of a residual rod-pair scale error can be seen in the comparison involving the early 1964 leveling L19752n (rod-pair (312) 268/274, calibrated in 1955); see Table 3 . All but 4 of the 18 solutions using this leveling give statistically significant and statistically compatible scale difference estimates. Even the statistically insignificant estimates are compatible with the others at the 95% confidence level. Comparisons involving leveling L19781, which was also based on the 1955 calibration of this rod-pair but through a different part of the Transverse Ranges, also display similarly significant estimates, albeit with much larger uncertainties due to a smaller range in section height differences. Although these results suggest the presence of a large rod scale error in this rod-pair, terrain correlated vertical displacements could produce equally significant estimates. Note, however, the change in sign of ∆λ with levelings before and after levelings L19752n and L19781 based on rod-pair (312) 268/274. If attributed to crustal motion, this pattern would imply episodic uplift (or tilt) along the routes of L19752n and L19781 sometime after 1961 or earlier, followed by a sharply episodic and localized collapse or tilt reversal. Although evidence of episodic, oscillatory, and localized aseismic vertical displacements (where the period of oscillation ranges from a year to two to a decade or more) is relatively common along the plate margin traversing southern California [Castle et al., 1974; Castle et al., 1984; Castle and Gilmore, 1992] , the terrain-correlated nature of these oscillatory displacements is much less common.
The validity of the assumption of uniform terrain slope, as defined by (6), can be checked using the standard deviation σ β of the terrain slope for each solution (see Tables 3 and 4) . In all of those cases associated with large σ β values (greater than 5% or 5 m/km variation in grade), the scale difference estimates were statistically insignificant and, hence, have no impact on our results.
Individual
Rod-Pair Scale Estimates
Estimates of individual rod-pair scale errors were computed simultaneously from both data sets A and B as described earlier. Because the same rod-pair (312) 268/274 was used with two different calibration corrections (1932 and 1955) , we referenced the estimated residual scale error to only the 1932 calibration, since this is the one now used in the NGS database. This was done by fixing the difference between the residual scale errors for the 1955 and 1932 calibrations to be 45.2 ppm, the difference in the applied calibration corrections. The estimated residual scale error can be referenced to the 1955 calibration by simply adding 45.2 ppm to the estimate for the 1932 calibration (as was done in Table  5 ).
The final global solution, with four outliers omitted, is summarized in Table 5 . The estimated scale errors are expressed as 95% confidence intervals. All detected outliers (see Table 6 ) occur along the leveling route extending northward from south of Gorman to Grapevine. All of these outliers can be attributed to a lack of data for the scale difference solutions (<10 BMs) and, perhaps, crustal deformation. Nevertheless, the solutions with and without these outliers differ insignificantly, except for a larger variance factor and, consequently, slightly fewer statistically significant scale errors.
Seven rod-pairs were found to have statistically significant estimates of scale errors that were based on more than one leveling (denoted by asterisks in Table 5 ). None of these, however, was larger than the expected random error in the calibration corrections; that is, 83 ppm at the 95% confidence level (see next section). Only when the scale error estimate for rod-pair (312) 268/274 is referenced to the 1955 calibration does it become larger than the expected calibration error. In this case we obtain a residual scale error estimate of 109 ± 34 ppm (95%), relative to the 1955 calibration correction. This estimate is only 64 ± 34 ppm (95%) when referenced to the 1932 calibration. These results argue for a significant error in the 1955 calibration correction.
Four other rod pairs also display statistically significant residual scale errors larger than the expected error in the calibration correction. These are rod-pairs (312) 243/244 (calibrated in 1928), (312) 308/322 (calibrated in 1951), (312) 327/360 (calibrated in 1933) , and (312) 420/421 (calibrated in 1900). However, these rod-pairs were used in only one leveling. As explained earlier, we are unable to separate effects due to terrain-correlated vertical displacements and those due to rod scale errors in cases where the indicated rod-pair is used in only one leveling. The greater the number of levelings, the more reliable the estimate of the scale error. Thus the results for rod-pair errors obtained from only one leveling should be considered suspect until more data can be acquired to verify the presence of a rod scale error in different levelings through different tectonic regimes. Because the estimated scale error for rod-pair (312) 268/274 was based on seven levelings through a variety of geologic domains, it stands out as one that is especially difficult to dismiss as something other than a residual rod scale error.
Discussion of Results
In his analysis of rod scale errors, Stein [1981] determined that rod-pair (312) 268/274, calibrated in 1955, had an unusually large error of 120 ± 24 ppm (95%), very close to our estimate of 109 ± 34 ppm. Stein [1981] also found that rodpair (316) 132180/87849 had a rod-pair specific error of -90 ± 40 ppm (95%). However, as discussed earlier, this was based on an Ni 1 leveling and an incorrect rod scale correction, and thus was excluded in our analyses.
In order to check the reasonableness of our estimated residual scale errors, we compared them against the expected accuracy for the applied scale corrections determined from rod calibrations as reported by the National Geodetic Survey (NGS). The calibration procedures of the U.S. Coast and Geodetic Survey (the predecessor to NGS), upon which the rod scale corrections were based, are divided into three basic periods : 1930-1939, 1949-1963, and 1964-1968 . Analyses by NGS indicate that the random errors in these calibrations were all about 30 ppm (root mean square error) and that systematic errors relative to the 1964-1968 period ranged from 20 ppm during the period 1949-1963 to 50 ppm during the period 1930-1939 [Strange, 1982] . On the basis of these estimates, the random scale errors in rod-pairs would be about It is, however, statistically compatible with the expected total error for this period.
The validity of the statistically determined residual scale error for rod-pair (312) 268/274 is seemingly supported by the fact that this result is based on seven levelings through a variety of contrasting geologic domains. However, because this rod-pair was apparently used only in the westernmost states, all of these levelings are within tectonically active areas. Thus these differences in geologic domain may be less significant than suggested by the geographic diversity of the seven surveys.
An explicit test for the presence of terrain-correlated vertical displacements in specific areas can be made by comparing estimated scale differences (regressions) obtained from levelings based on the same rod-pairs. In such comparisons the residual rod scale errors should be the same in both levelings and would not be discernible in the differencing of the heights. A significant regression would indicate either location dependent systematic effects other than rod scale error or terrain-correlated vertical displacements. Unfortunately, only two possibilities for such comparisons were found; L19755 (late 1964) versus L20650x1 (1966) over the route between Lebec and Grapevine, and L21589 (1968) versus L21962b (1969) over one of the two routes between Saugus and Palmdale. Neither of these comparisons displayed any statistically significant regression thereby indicating neither location-dependent systematic errors nor terraincorrelated displacements during the specified time intervals. Other errors due to differences in the computation of the applied rod scale correction may also exist. However, Mark et al. [1981] found these differences to be negligible.
In spite of the persuasive statistical evidence of a large residual scale error in rod-pair (312) 268/274, Castle and Gilmore [1992] present one direct and four indirect (comparative) arguments that any scale error for this rod-pair is within the expected random error of the calibration correction. One of their comparative arguments is based on an apparent breakdown in the correlation between vertical displacements and terrain along the eastern end of the SaugusPalmdale line (3219 USGS to V811), obtained from a comparison of levelings L18299b against L19781 (Table 3) . However, this argument is unsupported by our regression analysis. The difference between the regressions for the two line segments is statistically insignificant because of the large uncertainties in the regressions (Table 7) . Thus, no meaningful conclusion can be made about any difference between the regressions.
Although a level of uncertainty is associated with each of the Castle and Gilmore [1992] arguments, collectively, they cast doubt on the interpretation of our estimated solution (λ ) for rod-pair (312) 268/274 as residual rod scale error. The most compelling of these arguments is the direct comparison with the 1965 calibration for this rod-pair (National Bureau of Standards test G-35760), which leads to a rod-pair scale error of 17.6 ppm. Because the 1965 and later calibrations were thought to be more accurate than the pre-1965 calibrations [Mark et al., 1981; Strange, 1982] , we should have expected a larger error that more closely agrees with our estimate of 109 ± 34 ppm (95%) relative to the 0.0 ppm error obtained from the 1955 calibration. Relative to the 1965 calibration, our estimate amounts to 91 ± 34 ppm, which is still greater than even the 95% confidence interval for the expected random error in the pre-1965 calibrations (i.e., 83 ppm).
One possible explanation for the large discrepancy between our estimated error and that based on the 1965 calibration may be due to the presence of some unidentified systematic error in the calibration. However, this seems unlikely owing to the presumably more accurate calibration procedures adopted in 1965. Moreover, the 1965 calibration agrees to within 30 ppm (well within the expected random error) of a subsequent calibration of the same rod-pair only 1 year later; the difference between the 1966 calibration and our estimate is 119 ppm. A second possible explanation may be related to a difference in the tension applied to the rod scales (invar strips) while in use and that during calibration. However, beginning in 1965 the invar strips were calibrated while still in the rod frame, under the design load of 11 kg [Strange, 1982] . Nevertheless, even a worst-case change in load (0 to 11 kg) would decrease our estimate of the scale error by no more than about 32 ppm [Mark et al., 1981] . Accordingly, it is unlikely that any change in load on the invar strips could account for the difference between our statistical estimate of the residual scale error and the 1965 calibration.
It has also been suggested that the invar strips for this rodpair could have been replaced sometime after the 1964 levelings, but prior to the 1965 calibration (R. Stein, personal communication, December 1994) . Thus the 1965 calibration could refer to new invar strips in the old rod frames. Unfortunately, no record of any changes in the invar strips was ever kept. Although it is possible that the strips could have been replaced following the 1964 levelings, this seems unlikely. First, the invar strips calibrated in 1965 had the same unusual 3.0 m (rather than the standard 3.2 m) scribe point as did the strips in the earlier complete calibrations of this rod-pair. It is doubtful that similar nonstandard strips would have been used as replacements. Second, the 1965 calibration is particularly unusual in that three separate calibrations were performed for this and one other rod-pair: as received, with tension released, and with tension reapplied (see National Bureau of . If the invar scales had been replaced, there would have been little reason for such an elaborate series of calibrations. On the other hand, this would have been a logical procedure if a large error was suspected in the earlier calibrations, for which a basis existed (see, e.g., Castle and Gilmore [1992] , Figure 5 ). Third, rods of this type were being rapidly phased out for first-order leveling at least as early as 1964. This particular rod-pair was never again used for any first-order work following the 1964 levelings used in our analysis. Its subsequent use was confined to three 1970 second-order levelings in Florida, where the effect of any scale error would have been trivial owing to the lack of any significant relief.
The arguments presented by Castle and Gilmore [1992] , however uncertain, clearly indicate that the regression estimates should not be attributed entirely to rod scale errors without first considering crustal deformation as a possible contributor, even if this deformation seems to be of an unusual nature. This is the main limitation of this technique and could restrict its application to areas of modest tectonic activity. Finally, the disagreement between a recent, relatively more accurate calibration and our estimate of the significant residual scale error for rod-pair (312) 268/274 indicates that estimates of errors in historic leveling deserve further attention and research.
Conclusions
We have shown that the assumption that rod scale errors are correlated with height, height difference, or terrain slope is valid only if the slope is constant over at least pairs of adjacent setups. Deviations from this requirement will reduce the validity of the estimated rod scale errors. Although not rigorously investigated in our analyses, the degree to which this assumption is satisfied can be assessed using the variation in terrain slope; large variations in slope will invalidate the assumption. We recommend that the slope variations be taken into consideration in developing an improved weighting scheme for the estimation of the individual rod-pair scale errors.
We have also shown that rod scale errors can be modeled in terms of heights, height differences, or terrain slope only when correct relative weighting, and all mathematical correlations are taken into account. Under these conditions, all three models give identical results, although the one based on height differences is easier to implement because it requires the least manipulation of the original data.
The results of our analysis of seven different levelings suggest the presence of a rod-pair dependent systematic error of about 109 ± 34 ppm (95% confidence interval) in rod-pair (312) 268/274, relative to the 1955 calibration. This value agrees closely with that given by Stein [1981] . Although this estimate may be reasonably attributed to residual rod scale errors in the 1955 calibration, disagreement with the 1965 calibration of this rod-pair, together with other independent evidence, leads us to treat this conclusion with caution. More research into this disagreement is needed. Statistically significant height-dependent rod-pair errors were also found for four other rod-pairs. However, these rod-pairs were used in only one or two levelings and the resulting estimates may be no more than artifacts attributable to other systematic effects or crustal deformation. Thus it is not always possible to distinguish between scale error and other systematic effects dependent on height, height difference, or slope. This limitation is diminished where the same rod-pairs are used in more than one leveling, since location-dependent systematic errors will generally appear as outliers when compared to estimates without such errors.
A number of improvements could be made to future applications of the technique which would increase the reliability of the results. Some of these are: (1) include more levelings for each rod-pair from different (tectonically inactive) areas, (2) investigate the effect of including the modeled refraction corrections of the National Geodetic Survey and the possibility of enhancing our error models by including parameters for other possible systematic errors, and (3) assess the estimation technique more objectively by performing a complete simulation of the leveling process, including rod scale errors and other typical systematic errors. This would enable one to fully control the errors and to judge the success of the estimation technique. These investigations should be pursued before considering this technique as a reliable tool for the actual correction of rod scale errors in historic leveling. Figure 3 . Plots of apparent correlation between changes in height (dH) and height (H), and between changes in section height difference (d∆H) and section height difference (∆H) for the levelings in Figure 2 . The top plot shows an apparent strong correlation (r=-0.91) between dH and H which falsely indicates the presence of possible rod scale error. The bottom plot correctly shows, however, that no correlation is actually present (r=-0.01). The significant correlation coefficient between dH and H is caused by the large mathematical correlations among the dH data, which are derived from the uncorrelated ∆H data (see text). The mathematical correlations artificially amplify greatly even the slightest insignificant relation between dH and H. Thus plots of dH and H should never be used to gauge the presence of rod scale error in leveling. Plots of d∆H and ∆H, or dβ and β are more reliable indicators. 
