Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has spread globally despite the many different preventive measures that have been put in place to reduce transmission. Some countries aimed for suppression by extreme quarantine measures (lockdown), and others for mitigation by slowing the spread using certain preventive measures in combination with protection of the vulnerable ([@R1]). An important question for both policies has been when to lift some or all the restrictions. A closely related question is if and when herd immunity can be achieved. Herd immunity is defined as a level of population immunity such that disease spreading will decline and stop even after all preventive measures have been relaxed. If all preventive measures are relaxed when the immunity level from infection is below the herd immunity level, then a second wave of infection may start once restrictions are lifted.

By 1 May 2020, some regions and countries reached high estimates for the population immunity level, with for example 26% infected (and large confidence interval) in metropolitan Stockholm region, as based on a mathematical model ([@R2]). At the same time, population studies in Spain show that in second half of May over 10% of the population of Madrid had antibodies for coronavirus disease 2019 (COVID-19) ([@R3]). It is debatable whether (classical) herd immunity for COVID-19, which is believed to lie between 50% and 75%, can be achieved without unacceptably high case fatality rates ([@R4]--[@R6]).

The definition of classical herd immunity originates from mathematical models for the impact of vaccination. The classical herd immunity level *h*~C~ is defined as *h*~C~ = 1 -- 1/*R*~0~, where *R*~0~ is the basic reproduction number, defined as the average number of new infections caused by a typical infected individual during the early stage of an outbreak in a fully susceptible population ([@R7]). Thus, if a fraction *v* is vaccinated (with a vaccine giving 100% immunity) and vaccinees are selected uniformly in the community, then the new reproduction number is *R~v~* = (1 -- *v*)*R*~0~. From this the critical vaccination coverage *v~c~* = 1 -- 1/*R*. So, if at least this fraction is vaccinated and hence immune, the community has reached herd immunity, as *R~v~* ≤ 1, and no outbreak can take place. If the vaccine is not perfect but instead reduces susceptibility by a fraction *E* (so *E* = 1 corresponds to 100% efficacy), then the critical vaccination coverage is given by *v~c~* = *E*^--1^(1 -- 1/*R*~0~) ([@R7]), implying that a bigger fraction needs to be vaccinated if the vaccine is not perfect.

No realistic model will depict human populations as homogenous, there are many heterogeneities in human societies that will influence virus transmission. Here, we illustrate how population heterogeneity can cause significant heterogeneity among the people infected during the course of an infectious disease outbreak, with consequent impact on the herd immunity level and the performance of exit policies aimed at minimizing the risk of future infection spikes.

One of the simplest of all epidemic models is to assume a homogeneously mixing population in which all individuals are equally susceptible, and equally infectious if they become infected. Before becoming infectious, infected individuals first go through a latent/exposed period, i.e., a Susceptible-Exposed-Infected-Recovered (SEIR) model ([@R7]). The basic reproduction number *R*~0~ denotes the average number of infectious contacts an infected individual has before recovering and becoming immune (or dying). An infectious contact is defined as one close enough to infect the other individual if this individual is susceptible (contacts with already infected individuals have no effect).

To this simple model we add two important features known to play an important role in disease spreading (the model is described in full detail in the Supplementary material). The first is to include age structure by dividing the community into different age cohorts, with heterogeneous mixing between the different age cohorts. We categorize a community into six age groups and fit contact rates derived from an empirical study of social contacts ([@R8]) (see Supplementary material for details on the community structure). The person-to-person infectious contact rate between two individuals depends on the age groups of both individuals. The average number of infectious contacts an infected person in age group, *i*, has with individuals in (another or the same) age group, *j*, now equals *a~ij~*π*~j~*, where *a~ij~* reflects both how much an *i*-individual has contact with a specific *j*-individual. It also reflects the typical infectivity of *i*-individuals and susceptibility of *j*-individuals. The population fraction of individuals belonging to age cohort *j* is denoted by π*~j~*.

The second population structure element categorizes individuals according to their social activity level. A common way to do this is by means of network models (e.g., ([@R9])). Here we take a simpler approach and categorize individuals into three different activity levels, which are arbitrary and chosen for illustration purposes: 50% of each age cohort have normal activity, 25% have low activity corresponding to half as many contacts compared to normal activity, and 25% have high activity corresponding to twice as many contacts as normal activity. By this we mean that, for example, a high-activity individual in age group *i* on average has 2\**a~ij~*π*~j~*\*0.5\*0.25 infectious contacts with low-activity individuals of age group *j*. The factor 2 comes from the infective having high activity, the factor 0.5 from the contacted person having low activity, and the factor 0.25 from low-activity individuals making up 25% of each age cohort. The basic reproduction number *R*~0~ for this model is given by the dominant eigenvalue of the (next-generation) matrix *M* having these elements as its entries. ([@R7]).

The final fractions of the different groups in the population becoming infected in the epidemic are obtained by solving a set of equations (the final-size equations given in the supplementary material). To be able to say something about the time evolution of the epidemic we assume a classical SEIR epidemic model. More precisely, we assume that individuals who get infected are initially latent for a mean of 3 days, followed by an infectious period of a mean of 4 days, thus approximately mimicking the situation for COVID-19 (e.g., ([@R1])). During the infectious period an individual makes infectious contacts at rates such that the mean numbers of infectious contacts agree with those of the next-generation matrix *M*.

We assume that the basic reproduction number satisfies *R*~0~ = 2.5 (a few other values are also evaluated) and that the epidemic is initiated with a small fraction of infectious individuals on February 15. On March 15, when the fraction infected is still small, preventive measures are implemented such that all averages in the next-generation matrix are scaled by the same factor α \< 1, so the next-generation matrix becomes α*M*. Consequently, the new reproduction number is α*R*~0~. These preventive measures are kept until the ongoing epidemic is nearly finished. That is, all preventive measures are relaxed thus setting α back to 1 on June 30. If herd immunity is not reached there will then be a second wave, whereas if herd immunity has been achieved the epidemic continues to decline.

We used the model to investigate the effect of the preventive measures and for two scenarios we analyze whether or not a given level of preventive measures yields disease-induced herd immunity. We do this for populations that are (i) homogeneous, (ii) categorized by age groups but not by activity levels, (iii) not categorized by age but are assigned different activity levels, and (iv) have both age-related and activity structures.

For each of the four population structures described above, we show overall disease-induced herd immunity in [Table 1](#T1){ref-type="table"}. This was obtained by assuming that preventive measures having factor α \< 1 are implemented at the start of an epidemic, running the resulting model epidemic to its conclusion and then exposing the population to a second epidemic with α = 1. We obtain α~~\*~~, the greatest value of α such that a second epidemic cannot occur. The disease-induced herd immunity level *h*~D~ is given by the fraction of the population that is infected by the first epidemic. This approximates the situation where preventive measures are implemented early and lifted late in an outbreak. Note that *h*~D~, given the next-generation matrix, is independent of the distributions of the latent and infectious periods.

###### Disease-induced herd immunity level *h*~D~ and classical herd immunity level *h*~C~ for different population structures.

Numbers correspond to percentages.

                               *R*~0~ = 2.0   *R*~0~ = 2.5   *R*~0~ = 3.0                     
  ---------------------------- -------------- -------------- -------------- -------- -------- --------
  Population structure         *h*~D~         *h*~C~         *h*~D~         *h*~C~   *h*~D~   *h*~C~
  Homogeneous                  50.0           50.0           60.0           60.0     66.7     66.7
  Age structure                46.0           50.0           55.8           60.0     62.5     66.7
  Activity structure           37.7           50.0           46.3           60.0     52.5     66.7
  Age and activity structure   34.6           50.0           43.0           60.0     49.1     66.7

As seen in [Table 1](#T1){ref-type="table"}, all three structured populations have lower disease-induced herd immunity *h*~D~ compared to the classical herd immunity *h*~C~, which assumes immunity is uniformly distributed among the different types of individual. From the table it is clear that the different activity levels have a greater effect on reducing *h*~D~ than age structure.

In [Table 2](#T2){ref-type="table"}, the final fractions infected in the different age activity groups for α = α~~\*~~ just barely reaching disease-induced herd immunity are given. This is done for the age and activity group structure and assuming *R*~0~ = 2.5. The overall fraction infected equals *h*~D~ = 43.0%, in agreement with [Table 1](#T1){ref-type="table"}. Table S1 is a similar table where only activity groups are considered.

###### Final outcome fractions infected in different groups.

Assuming *R*~0~ = 2.5 and preventive measures put in place such that α = α~~\*~~ just barely reaching herd immunity for *R*~0~ = 2.5. Population structure includes both age and activity and fractions infected are given as percentages.

  Age group      Low activity   Average activity   High activity
  -------------- -------------- ------------------ ---------------
  0--5 years     17.6           32.1               53.9
  6--12 years    25.8           44.9               69.7
  13--19 years   31.4           52.9               77.8
  20--39 years   27.4           47.2               72.1
  40--59 years   22.8           40.3               64.4
  ≥60 years      14.6           27.0               46.7

We also illustrate the time evolution of the epidemic for *R*~0~ = 2.5, assuming both age and activity structure and starting with a small fraction externally infected in mid-February. For this we show the epidemic over time for four different levels of preventive measures put in place early in the epidemic outbreak (mid-March) and being relaxed once transmission has dropped to low levels (June 30). In [Fig. 1](#F1){ref-type="fig"}, the community proportion that is infectious is plotted during the course of the epidemic.

![Plot of the overall fraction infected over time for the age and activity structured community with *R*~0~ = 2.5, for four different preventive levels inserted March 15 (day 30) and lifted June 30 (day 135). The blue, red, yellow and purple curves correspond to no, light, moderate, and severe preventive measures, respectively.](abc6810-F1){#F1}

On March 15 preventive measures (at four different levels for α) are put in place and in every case the growth rate is reduced except when no preventative measures are applied (the blue curve; α = 1). Moreover, the preventive measures reduce the size of, and delay the time of, the peak. Sanctions are lifted on June 30 putting transmission rates back to their original levels, but only in the curve with highest sanctions is there a clear second wave, since the remaining curves have reached (close to) herd immunity. The yellow curve finishes below 50% getting infected. The reason this exceeds the 43% infected shown in [Table 1](#T1){ref-type="table"} is that preventive measures were not imposed from the start and were lifted before the epidemic was over. The corresponding cumulative fraction infected as a function of time are shown in [Fig. 2](#F2){ref-type="fig"}. An interesting observation is that the purple curve results in a higher overall fraction infected even though this scenario had more restrictions applied than the scenario of the yellow curve. This is because this epidemic was further from completion when sanctions were lifted.
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Only the curve corresponding to greatest preventive measures shows a severe second wave when restrictions are lifted. In most cases no (strong) second wave of outbreak occurs once preventive measures are lifted. Note also that the yellow curve, in which the overall fraction infected is well below the classical herd immunity level *h*~C~ = 60%, is in fact protected by herd immunity since no second wave appears. See the supplement for depictions of when restrictions are lifted continuously between June 1 and August 31 (see figs. S1 and S2), and how the effective reproduction number evolves as a function of the time when restrictions are lifted (see fig. S3).

Our simple model shows how the disease-induced herd immunity level may be substantially lower than the classical herd immunity level derived from mathematical models assuming homogeneous immunization. Our application to COVID-19 indicates a reduction of herd immunity from 60% under homogeneous immunization down to 43% (assuming *R*~0~ = 2.5) in a structured population, but this should be interpreted as an illustration, rather than an exact value or even a best estimate. To try to quantify more precisely the size of this effect remains to be done.

In our model we have taken age cohorts and social activity levels into account. However, more complex and realistic models have many other types of heterogeneities: for instance, increased spreading within households (of different sizes) or within schools and workplaces. Those activity levels and social structures are country or region specific and should be modeled as such. Further, spatial heterogeneity arises with rural areas having lower contact rates than metropolitan regions. It seems reasonable to assume that most such additional heterogeneities will have the effect of reducing the disease-induced immunity level *h*~D~ even further, in that high contact environments, such as metropolitan regions, large households and extensive, big workplaces for example will have a higher infected fraction and immunity will be concentrated even more among highly-active and connected individuals. Some complex models (e.g., ([@R1])) categorize by, for example, age and spatial location but omit individual variation within each category. The latter can be incorporated by including different activity levels, or by adding a social network in which individuals have differing numbers of acquaintances. As we have illustrated, differences in social activity play a greater role in reducing the disease-induced herd immunity level than heterogeneous age-group mixing. Thus models excluding such features will see a smaller difference between *h*~D~ and *h*~C~. Our choice to have 50% having average activity, 25% having half and 25% having double activity is of course arbitrary. An important future task is to determine the size of differences in social activity within age groups for different types of populations. The greater the social heterogeneity there is between groups, the greater the difference between *h*~D~ and *h*~C~.

One assumption of our model is that preventive measures act proportionally on all contact rates. This may not always hold. For example, most countries aim to protect elderly and other risk groups, which does not obey this assumption. Again, we expect the effect of discriminatory protection would be to reduce the disease-induced immunity level, because the oldest age group has the fewest contacts. For a model including schools and workplaces, it is not obvious what effect school closure and strong recommendations to work from home would have on the disease-induced herd immunity level. A different model extension would be to allow individuals to change their activity level over time. The effect of such changes in activity levels, in particular if they vary between different categories, remains unknown.

In our model we assume that infection with and subsequent clearance of the virus leads to immunity against further infection for an extended period of time. If there is relatively quick loss of immunity or if we want to consider a time scale where the impact of demographic processes, such as births and people changing age-group becomes substantial, then we need further models.

Different forms of immunity levels have been discussed previously in the literature although, as far as we know, not when considering early-introduced preventions that are lifted toward the end of an epidemic outbreak. Anderson and May ([@R10]) concluded that immunity level may differ between uniformly distributed, disease-induced and optimally located immunity (see also ([@R11])), and vaccination policies selecting individuals to immunize in an optimal manner have been discussed in many papers, e.g., ([@R12]). A recent independent paper by Gomes *et al*. ([@R13]) shows similar results to those of the present paper but considers heterogeneities in terms of continuously varying susceptibilities. That model is solved numerically similarly to our [Fig. 1](#F1){ref-type="fig"}, but the analytical results for the final number of infected people and *h*~D~ are missing.

Rather than lifting all restrictions simultaneously, most countries are gradually lifting COVID-19 preventive measures. That strategy can avoid seeing the type of overshoot illustrated by the purple curve in [Fig. 2](#F2){ref-type="fig"}, which results in a greater fraction infected than if milder restrictions are enacted (yellow curve).

**Funding:** TB and PT acknowledge financial support from the Swedish Research Council, grant 2015-05015 (TB) and 2016-04566 (PT). **Author contributions:** TB initiated and led the project. FB performed numerical computations and simulations. All three authors developed methodology and wrote and revised the manuscript. **Competing interests:** The authors declare no competing interests. **Data and materials availability:** No data are used and all code for numerics and figure production, including a description for the different programs, is accessible through Zenodo ([@R14]). This work is licensed under a Creative Commons Attribution 4.0 International (CC BY 4.0) license, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. To view a copy of this license, visit <https://creativecommons.org/licenses/by/4.0/>. This license does not apply to figures/photos/artwork or other content included in the article that is credited to a third party; obtain authorization from the rights holder before using such material

[science.sciencemag.org/cgi/content/full/science.abc6810/DC1](https://science.sciencemag.org/cgi/content/full/science.abc6810/DC1)

Materials and Methods

Figs. S1 to S3

Table S1

References ([@R15]*,*[@R16])

MDAR Reproducibility Checklist
