It is known that classical Hardy and Sobolev inequalities hold when the exponent p and the dimension N satisfy p < N < ∞. In this note, we consider two limits of Hardy and Sobolev inequalities as p ր N and N ր ∞ in some sense.
Introduction : Hardy and Sobolev inequalities
Let Ω ⊂ R N be a domain and 0 ∈ Ω. If the exponent p ≥ 1 and the dimension N ≥ 2 satisfy p < N, then the Hardy inequality (1.1) and the Sobolev inequality (1.2) hold for any u ∈ W 1,p 0 (Ω), where W 1,p 0 (Ω) is a completion of C ∞ c (Ω) with respect to ∇ · L p (Ω) . 
These two inequalities appear in analyzing existence, non-existence, and stability of solution to nonlinear partial differential equations and so on. And their best constants and their attainability are well-studied (ref. [3] , [30] , [22] , [9] , [4] , [16] , [25] etc.). Not only that, the Sobolev inequality (1.2) denotes an embedding of the subcritical Sobolev space : W 1,p 0 ֒→ L p * , and the Hardy inequality (1.1) denotes an embedding : W 1,p 0 ֒→ L p * ,p ( L p * ). Therefore these two inequalities are fundamental and important.
The Hardy inequality (1.1) and the Sobolev inequality (1.2) hold only when the exponent p and the dimension N satisfy p < N (the subcritical case).
Indeed, we observe that if taking limits as p ր N, two best constants ( N−p p ) p , S N,p go to zero and two integrals u L p (|x| −p dx) , u L p * for a suitable function u diverge, here 1 0 = ∞. Therefore we see that two inequalities break down due to the indeterminate forms: 0 × ∞. However we know well about a sequence of real numbers, it is possible to exist its limit even if it is an indeterminate form. In the same spirit, by making two quantities compete with each other, of which one goes to zero, and the other diverges by taking a limit of an exponent in functional inequality, can we get some "limit" of functional inequality? And can we get some "infinite dimensional form" of functional inequality?
In this note, we explain limiting procedures for the Hardy inequality (1.1) and the Sobolev inequality (1.2) as p ր N and N ր ∞.
Notation
Note that · L p,q (log L) r is not norm. That is a quasi norm. Moreover L p,q (log L) 0 is the Lorentz space L p,q , L ∞,∞ (log L) r is the Zygmund space Z −r , and Zygmund space Z −r coincides with the Orlicz space L e |u| −1/r (= ExpL − 1 r ) with the Young function Φ(t) = e |t| −1/r − 1 (see [7] p.15 Theorem D (c)).
2. Indirect limiting procedure 2.1. p ր N. a Fix the dimension N ≥ 2. We consider some limit of the Hardy inequality (1.1) and the Sobolev inequality (1.2) as p ր N. There is no general theory of getting a limiting form of the Hardy inequality (1.1) and the Sobolev inequality (1.2). Therefore we have to think out how to take a limit corresponding to each case. However, for these two inequalities, roughly speaking, we divide a subcritical information, and we sum (or combine) them, then we can get a critical (limit) information.
The Sobolev inequality.
Theorem 1. ( [34, 24, 31] ) Let |Ω| < ∞. We obtain the following non-sharp Trudinger-Moser inequality (2.1) as a limit of the Sobolev inequality (1.2) as p ր N.
Here, non-sharp means it does not have its optimal exponent and its best constant. It is known that the optimal exponent α of the Trudinger-Moser inequality (2.1) is Nω [23] ). However in Theorem 1, we can not obtain information of the optimality. Unfortunately, we do not know the exact value of the best constant C even now. Theorem 1 was shown by Yudovich [34] , Pohozaev [24] , Trudinger [31] . Here we prove it by the proof of [10] Theorem 1.7., which uses information of the decay speed of Sobolev's best constant S N,p as p ր N.
Proof of Theorem 1F The decay order of Sobolev's best constant S N,p as p ր N is as follows.
For q ∈ (N, ∞), set p = p(q) = Nq N+q . Thenwe see that p ր N ⇐⇒ q ր ∞ and p * = q. By the Sobolev inequality (1.2), we have
Thus for any q ∈ (N, ∞), we have
, we see that the right-hand side of the above inequality does not diverge if
Therefore the inequality (2.1) holds for small α.
The Hardy inequality. a
In a limiting case p = N of the Hardy inequality, the following inequality which is called the critical Hardy inequality is known.
The critical Hardy inequality (3.8) was founded by Leray [21] . However, unlike the Sobolev inequality, the critical Hardy inequality was not drived as a limit of the Hardy inequality (1.1) as p ր N. Therefore, it is unclear, at least for me, that why the inequality (3.8) is called the critical Hardy inequality, and why the logarithmic function appears in the Hardy potential in a limiting form. To resolve it, we derive the logarithmic function via some limiting procedure for the Hardy inequality (1.1) as p ր N.
Theorem 3. ( [29] ) We obtain the following non-sharp critical Hardy inequality (2.4) as a limit of the Hardy inequality (1.1) as p ր N.
Remark 4. β ≫ 1 in Theorem 3 is corresponding to α ≪ 1 in Theorem 1. Furthermore, in Theorem 3, since we forcus on Hardy's best constant ( N−p p ) p and the singurality of the Hardy potential |x| −p at the origin only, we do not obtain the non-sharp inequality (2.4) with a = 1 which has the boundary singurality. However, if we consider taking a limit of the Poincaré inequality in a domain Ω as |Ω| ց 0 by using an information that Poincaré's best constant λ(Ω) goes to infinity, it is possible to obtain the non-sharp inequality (2.4) with a = 1. We omit here.
Without loss of generality, we assume R = 1. Before the proof of Theorem 3, we prepare taking a limit of the Hardy inequality (1.1) as p ր N.
On the other hand, since the Hardy potential |x| −p k goes to |x| −N L 1 (B ε ) as k ր ∞, the integral B 1 |u| p k |x| p k dx goes to infinity as k ր ∞. In order to measure the speed of its divergence and make the integral compete Hardy's best constant, we consider the followings.
Let f ∈ C 1 (0, ∞) be a monotone-decreasing function with lim t→+∞ f (t) = 0, and {φ k } k∈Z ⊂ C ∞ c (R N \{0}) be a sequence of radial functions which satisfy the followings.
. Whether we can obtain a limit of the Hardy inequality (1.1) depends on f which decides how to devide the domain B 1 . In order to obtain a limit of the Hardy inequality (1.1) by this limiting procedure, the left-hand side of the Hardy inequality (1.1) with the exponent p k and the function u k must not be vanishing as k → ∞. We shall determine such f .
Since k ≤ f −1 (|x|) ≤ k + 2 for x ∈ A k , the left-hand side of the Hardy inequality (1.1) with p k and u k can be estimated as follows.
where the second inequality comes from the pointwise estimate (Radial lemma) for the radial function u k :
then the information on the left-hand side of the classical Hardy inequality (1.1) is not vanishing in this limiting procedure. From (2.6) and l'Hôpital's rule, we have an ordinary differential inequality for f as follows:
We belive that the above caluculation and consideration give some explanation of appearance of the logarithmic function at the Hardy potential in the limiting case p = N.
Hereinafter we set f (t) = e −t . Proof of Theomre 3F From Lemma 2 [29] , it is enough to show the inequality (2.4) for radial function u ∈ C 1 c (B 1 ). By the Hardy inequality (1.1), for k ≥ 1 we have
From (2.5) and (2.6), for k ≥ 1 we have
Therefore for any a > 1 and k ∈ Z we have
Here, note that the inequality (2.7) for k = 0, −1 comes from the Poincaré inequality and the boundedness of the function |x| −N (log a |x| ) −β on the domain
By Radial Lemma for u, we have
a For fixed p (< N), we consider some infinite dimensional form of the Sobolev inequality (1.2). Of course, since we can not consider a limit of (1.2) as N ր ∞ in the usual sense, we have to think out something, see also [17] p.1062. In this section, we assume p = 2. By using the scalar product strucure of the Euclidean space, we derive a logarithmic Sobolev inequality with the best constant from the Sobolev inequality (1.2) as N ր ∞ based on Beckner-Peason's paper [6] . We can not apply this method in L p case. For the best constant and the attainability of the L p logarithmic Sobolev inequality, we refer [14] .
Theorem 5. ( [6] ) We obtain the following logarithmic Sobolev inequality (2.8) as a limit of the Sobolev inequality (1.2) as N ր ∞: for any u ∈
Remark 6. The constant 2 πen in (2.8) is optimal. Proof of Theorem 5F Taking log on the both sides of the Sobolev inequality (1.2) and applying Jensen's inequality, we have the logarithmic Sobolev inequality (2.9) without optimal constant for any f ∈ W 1, 2 
Let N = ℓn for ℓ ∈ N. By the scalar product structure of the Euclidean space, we see
Applying these equalities to (2.9), we have
which implies the logarithmic Sobolev inequality (2.8) with optimal constant.
Remark 7. It is known that the Gaussian logarithmic Sobolev inequality [17] is equivalent to the Euclidian logarithmic Sobolev inequality [32] (see e.g. [32] , [5] ).
Direct limiting procedure
We can not take a limit directly for the Hardy inequality (1.1) and the Sobolev inequality (1.2) in the usual sense as p ր or N ր ∞. In this section, we derive equivalent forms to the Hardy and Sobolev inequalities via a transformation, and we take a limit directly for these equivalent forms in the usual sense as p ր or N ր ∞. For an unified viewpoint to such kind of transformations, see [28] Section 2. In this section, we consider only radial functions.
p ր N. a
In this subsection, we refer [19] . By [19] , the following transformation is introduced for the Hardy and Sobolev inequalities on the whole space. On the other hand, we have
Therefore we see that the Sobolev inequality on the whole space for w:
is equivalent to the following inequality for u on B N R :
Since the inequality (3.5) also has the boundary singularity, we observe that the inequality (3.5) is an improvement of the classical Sobolev inequality (1.2). Moreover, since the improved inequality (3.5) is equivalent to the classical Sobolev inequality (1.2) on the whole space under the transformation (3.1), we can obtain several results (e.g. the scale invariance structure, the attainability of the best constant etc.) for the improved inequality (3.5) from results for the classical Sobolev inequality (1.2), see [19] .
We can not take a limit directly for the classical Sobolev inequality (1.2) in the usual sense as p ր N. However it is possible to take a limit directly for the improved Sobolev inequality (3.5) . Indeed, since lim x→0
Therefore, on the left-hand of the improved Sobolev inequality (3.5), we have
Hence we obtain the following.
Theorem 8. ( [19] ) We obtain the following Alvino inequality [2] as a limit of the Sobolev inequality (1.2) on the whole space as p ր N.
On the other hand, we see that the Hardy inequality on the whole space for w is equivalent to the following inequality on B N R for u.
By (3.6), we have
Theorem 9. ( [19] ) We obtain the critical Hardy inequality (3.8) as a limit of the Hardy inequality (1.1) on the whole space as p ր N.
Remark 10. The above calculation holds only for radial functions. If we consider the transformation (3.1) for non-radial functions as follows:
We observe that the differential operator L p is different from the usual gradient ∇.
In [28] , a generalization of the transformation (3.1) is considered for radial functions. Moreover, without the transformation, the attainability of minimization problems for all functions is studied in [28] .
In this subsection, we refer [28] . In order to obtain an infinite limiting form of the Sobolev inequality, we consider the following transformation:
Thanks to the transformation (3.9), we can obtain an equivalent inequality on the lower dimensional Soboelv space W 1,p 0 (R m ) to the Sobolev inequality on the higher dimensional Sobolev space W 1,p 0 (R N ). Therefore, since we can regard the dimension N as a parameter, we can take a limit of the Sobolev inequality as N ր ∞. In the same way as before, we have
Thus we observe that the higher dimensional Sobolev inequality (1.2) for w on R N is equivalent to the following lower dimensional inequality (3.10) for u on R m .
Since
and Γ(t) ∼ √ 2π t t− 1 2 e −t as t → ∞ (Stirling's formula), we can calculate the limit of the coefficient on the left-hand side of the inequality (3.10) as N ր ∞ as follows.
Therefore, on the left-hand side of the inequality (3.10), we have
Hence we observe a new relationship between the Hardy and Sobolev inequalities as follows.
Theorem 11. We obtain the Hardy inequality (1.1) as an infinite dimensional form of the Sobolev inequality (1.2) .
On the other hand, under (3.9), we have
|u| p |x| p dx. Therefore we see that the higher dimensional Hardy inequality for w on R N is equivalent to the lower dimensional Hardy inequality for u on R m . Hence, we observe that the Hardy inequality (1.1) is dimension free in some sence, and an infinite dimensional form of the Hardy inequality is the Hardy inequality again.
Summary and supplement
We summarize §2 and §3.
In §2, we consider two limits of the Hardy and Sobolev inequalities as p ր N and N ր ∞ via indirect limiting procedures. For these indirect limiting procedures, we can not expect to get an information of the best constant in the limiting inequality in general. However it is possible to apply the indirect limiting procedure to a higher order inequality and another inequality. Indeed, in [29] , the indirect limiting procedure is applied to the Rellich inequality, which is known as a higher order generalization of the Hardy inequality, and the Poincaré inequality (For the Rellich inequality, we consider a limit as p ր N 2 . For the Poincaré inequality, we consider a limit as |Ω| ց 0).
On the other hand, in §3, we restrict radial functions only and we derive equivalent forms to the Hardy and Sobolev inequalities via some transformations. Through these equivalent forms, we consider two limits of the Hardy and Sobolev inequality as p ր N and N ր ∞ via direct limiting procedures. For these direct limiting procedures, we can obtain an information of the best constant in the limiting inequality. However, these direct limiting procedures are based on the special transformations. Therefore it seems difficult to generalize to a higher order case. Based on these transformations, we observe that two well-known embeddings of the subcritical Sobolev space W 1,p 0 (p < N)F W 1,p 0 ֒→ L p * ,p (The Hardy inequality), W 1,p 0 ֒→ L p * ,p * = L p * (The Sobolev inequality) become the following embeddings in the limiting case where p = N. for any q ∈ (N, ∞). For the attainability of the best constants associated with the above embeddings (inequalities), see [2, 11, 1, 18, 12, 20, 27] . In addition, we refer several related works to this note as follows:
• [13] is weaker than it in §3. That is, the validity of two equivalent inequalities is corresponding each other, but the attainability of two best constants in two equivalent inequalities is not corresponding each other.)
