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Quantum criticality in iron pnictides involves both the nematic and antiferromagnetic degrees of freedom, but
the relationship between the two types of fluctuations has yet to be clarified. Here we study this problem in the
presence of a small external uniaxial potential, which breaks theC4-symmetry in the B1g sector. We establish an
identity that connects the spin excitation anisotropy, which is the difference of the dynamical spin susceptibilities
at ~Q1 = (pi, 0) and ~Q2 = (0, pi), with the dynamical magnetic susceptibility and static nematic susceptibility.
Using this identity, we introduce a scaling procedure to determine the dynamical nematic susceptibility in the
quantum critical regime, and illustrate the procedure for the case of the optimally Ni-doped BaFe2As2 [Y. Song
et al., Phys. Rev. B 92, 180504 (2015)]. The implications of our results for the overall physics of the iron-based
superconductors are discussed.
Iron-based superconductors have presented many intrigu-
ing and often puzzling properties [1–6]. Among these is the
onset of the tetragonal-to-orthorhombic structural phase tran-
sition at a temperature just above or at the antiferromagnetic
(AF) phase transition [7]. When they are split, the region be-
tween the two transitions is called a nematic phase, where the
C4 tetragonal symmetry is broken while the O (3) spin ro-
tational symmetry is preserved. It has been well established
that the nematic transition is driven by electron correlations,
with B1g anisotropies in electronic, orbital and magnetic prop-
erties [8–10]. Several channels are entwined in the nematic
correlations, including spin [11–14], electronic [15, 16] and
orbital[17, 18] degrees of freedom.
One way to study the relationship between the nematic and
other electronic channels is to consider the quantum critical
regime, where the critical singularities can be isolated from
regular contributions. The parent ground state of the iron-
pnictide superconductors is an AF state with the ordering
wave vector ~Q1 = (pi, 0) or ~Q2 = (0, pi). Their spatial pat-
terns are shown in Fig. 1(a) and 1(b). The AF state breaks
not only the usual O (3) spin rotational symmetry, but also a
Z2 symmetry between the ~Q1 and ~Q2 magnetic state. In iron
pnictides, the bad-metal behavior [19, 20] motivated a theoret-
ical proposal for the electronic excitations into coherent and
incoherent parts. The tuning of the coherent electron weight
was proposed to give rise to concurrent quantum criticality in
both the (pi, 0) AF and Ising-nematic channels [11, 21]. The
existence of quantum criticality has been most extensively ev-
idenced by experiments in BaFe2As2 with P-for-As doping to
the regime of optimal superconductivity [25–29].
A defining characteristic of quantum criticality is the in-
herent mixing of statics and dynamics. Singular magnetic re-
sponses in the quantum critical regime have been observed
through dynamical measurements at both the optimally P-for-
As- and Ni-for-Fe-doped BaFe2As2 [30, 31]. Singular ne-
matic responses in the quantum critical regime have also been
observed over a variety of optimally doped iron pnictides [33],
albeit in DC measurements. The comparison already demon-
strates the concurrent nature of the quantum criticality in the
magnetic and nematic channels [34]. However, to elucidate
the relationship between the singular nematic and magnetic
responses and, by extension, for the purpose of analyzing the
influence that these channels may have on the optimized su-
perconductivity, it would be desirable to determine the (q-
dependent) dynamical nematic susceptibility in the quantum
critical regime. In general, such low-energy dynamical ne-
matic susceptibility is not readily accessible experimentally.
In this Letter, we address these issues by exploiting the re-
lationship between the dynamical nematic susceptibility and
spin excitation anisotropy. The latter, defined as the differ-
ence of the dynamical spin susceptibilities at ~Q1 = (pi, 0) and
~Q2 = (0, pi), under a uniaxial strain that breaks the C4 sym-
metry in B1g channel, has been measured by inelastic neutron
scattering experiments in the optimally doped iron pnictides
[10, 31, 36]. We analyze the singular part of the dynamical
responses in both the O(3) AF and Z2 nematic sectors. By
performing a linear response calculation, we establish a gen-
eral identity [Eq. (4)], among the spin excitation anisotropy,
the dynamical magnetic susceptibility, and the nematic sus-
ceptibility; this identity holds regardless of the microscopic
mechanism of the nematicity. Based on a scaling analysis, we
further show how this identity can be used to explore the prop-
erties of a quantum critical point (QCP), where both the mag-
netic and nematic channels are concurrently critical. Through
the scaling procedure, we extract the dynamical nematic sus-
ceptibility from the spin excitation anisotropy, and also deter-
mine the dynamic exponent z and the scaling dimension of
the nematic order parameter d∆. The procedure is illustrated
in the context of the inelastic neutron scattering results for the
optimally Ni-doped BaFe2Si2 under an external stress [31],
which are summarized in Figs. 1(c) and 1(d).
Spin excitation anisotropy and nematic susceptibility: The
spin excitation anisotropy χd (ω) and the dynamical magnetic
susceptibility χs (ω) are defined as the difference and sum-
mation of the dynamical spin susceptibility χ (~q, ω) between
the two ordering wave vector ~Q1 = (pi, 0) and ~Q2 = (0, pi),
respectively:
χs (ω) ≡ χ
(
~Q1, ω
)
+ χ
(
~Q2, ω
)
(1)
χd (ω) ≡ χ
(
~Q1, ω
)
− χ
(
~Q2, ω
)
(2)
ar
X
iv
:1
91
0.
14
59
7v
3 
 [c
on
d-
ma
t.s
tr-
el]
  2
5 J
ul 
20
20
2On symmetry grounds, the spin excitation anisotropy
χd (ω) should be related to the nematic fluctuations, since it
measures the degree of the asymmetry of the magnetic fluc-
tuations between the two wave vectors ~Q1 and ~Q2. However,
the precise relation has not been considered before.
(a) ~Q1 = (pi, 0) (b) ~Q2 = (0, pi)
(c)
(d)
FIG. 1. (a) The spin configurations of the ground state of the parent
iron-based superconductors with ordering wave vector ~Q1 = (pi, 0)
or (b) ~Q2 = (0, pi). The blue and red arrows denote the spins form-
ing the staggered magnetizations on the sublattices A and B, respec-
tively. Also shown are the energy dependences of (c) the imaginary
part of the spin excitation anisotropy χ′′d = χ
′′
(
~Q1
)
− χ′′
(
~Q2
)
vs. energy and (d) the dynamical magnetic susceptibility χ′′s =
χ′′
(
~Q1
)
+χ′′
(
~Q2
)
in BaFe2−xNixAs2 measured by inelastic neu-
tron scattering experiments [31] near the optimal doping x = xc ≈
0.1; the former (latter) is fit in the power law form E−α (E−β) with
the exponent α ∼= 1.0 (β ∼= 0.5).
To proceed, we consider the problem in the presence of an
external uniaxial stress, and focus on the effect of the induced
strain in the B1g channel, which can couple to different kinds
of microscopic degree of freedom such as electronic, orbital,
or spin. Integrating out the strain degree of freedom leads to a
coupling between the stress and the nematic order parameter
field Sλ,∆ = λ
∫ β
0
dτ
∫
d2x∆, where λ is a coupling constant
that depends on the strength of the external stress and ∆ is
the nematic order parameter field. Depending on the mecha-
nism for the nematicity, the nematic order parameter field ∆
corresponds to different kinds of microscopic degree of free-
dom. For instance, in the spin-driven nematicity, it can be
expressed in terms of the bilinear ~mA · ~mB , where ~mA and
~mB are the Neel order parameter fields on the sublattices A
and B, respectively, as shown in Fig. 1(a). On the other hand,
for the orbital-driven nematicity, it can be represented in terms
of nxz − nyz , where nxz and nyz are the occupations of the
dxz and dyz Fe-orbitals, respectively.
We perform a linear response calculation by expanding only
the small uniaxial term Sλ,∆ that results from the external uni-
axial stress. A detailed analysis, given in SM, shows that:
χs (ω) ≡ χ
(
~Q1, ω
)
+ χ
(
~Q2, ω
)
= χm (0, ω) +O
(
λ2
)
(3)
and
χd (ω) ≡ χ
(
~Q1, ω
)
− χ
(
~Q2, ω
)
= λV (0, ω)χ2m (0, ω)χ∆ (0, 0) +O
(
λ2
) (4)
where χm (q, ω) ≡ χmA (q, ω) = χmB (q, ω) is the magnetic
propagator, χ∆ (q, ω) is the nematic propagator, and V is the
irreducible vertex function involving two external magnetic
order parameter fields ~mA and ~mB and one nematic order pa-
rameter field ∆ [37]. For both of the Eq.(3) and Eq.(4), we
assume the symmetry ~m2A ↔ ~m2B , which is generally valid
when there is no charge density order [32]. The modified ver-
sion of the identities when this symmetry is invalid can be
found in the SM.
The nematic order parameter field ∆ has the same symme-
try as the magnetic bilinear ~mA · ~mB ; thus, they must be cou-
pled to each other. Microscopically, this coupling is straight-
forward when ∆ is constructed by the magnetic degrees of
freedom; otherwise, it is determined by some higher-order
processes, which is captured by the bare form of the vertex
function V . In other words, the identity Eq. (4) reflects the
symmetry property of the spin excitation anisotropy χd (ω)
(2), and holds regardless of the microscopic model. This iden-
tity will play a central role in the following analysis. The dia-
grammatic representation of this identity is shown in Fig. 2.
Scaling analysis: We now apply the identity, Eq. (4),
to extract the nematic susceptibility from the spin excitation
anisotropy. Our focus is on the singular parts of these quan-
tities in the quantum critical regime. At this point, we focus
on the case that both the AF and nematic channels are criti-
cal concurrently; the conditions under which this concurrent
nature develops will be discussed below.
3FIG. 2. The diagrammatic representation of the identity Eq. (4). The
double black line and double cyan dashed line denote the renormal-
ized magnetic propagator χm and nematic propagator χ∆, respec-
tively. The blue circle is the vertex function V , and the red cross
small circle is the external C4 symmetry breaking potential.
Due to the scale invariance in the quantum critical regime,
the irreducible two-point correlation function χm (0, ω) and
the irreducible vertex function V (0, ω) should obey a power
law form with specific exponents Therefore, we expect the
spin excitation anisotropy χd (ω) to also obey the power law
form with a specific exponent.
To derive these exponents, we carry out a scaling analysis
of the irreducible vertex functions, using the generating func-
tional Γ (m,∆) [40, 41]:
Γ (m,∆) =
∑
nm,n∆
1
nm!n∆!
∫
{q},{p}
∫
{ω},{ν}
×
nm∏
i=1
mi
n∆∏
j=1
∆j
Γnm,n∆ ({q}, {p}, {ω}, {ν}) (5)
where we have defined the abbreviated notations
∫
{q},{p} ≡∫ ∏nm
i=1 d
Dqi
∏n∆
j=1 d
Dpjδ
(∑nm
i qi +
∑n∆
j pj
)
and∫
{ω},{ν} ≡
∫ ∏nm
i=1 dωi
∏n∆
j=1 dνjδ
(∑nm
i ωi +
∑n∆
j νj
)
,
with D being the spatial dimensionality. In addition, we
have introduced Γnm,n∆ to represent an irreducible vertex
function with nm and n∆ external magnetic and nematic
order parameter fields, respectively.
In the quantum critical regime, under the rescaling q →
e−lq, ω → e−zlω, the magnetic and nematic order parameter
fields transform according to m → e−dmlm, ∆ → e−d∆l∆,
where dm and d∆ are their respective scaling dimensions.
Since Γ (m,∆) is a dimensionless quantity, the irreducible
vertex function Γnm,n∆ must satisfy [41–43]:
Γnm,n∆ (q, ω) =
e−dΓlΓnm,n∆
(
qe−l, ωe−zl
) (6)
where dΓ = nm (dm +D + z)+n∆ (d∆ +D + z)−(D+z),
and z is the dynamic exponent [44].
The scaling dimension of the magnetic order parameter dm
can be expressed in term of the dynamical exponent z and the
anomalous dimension η as [45]:
dm = −D + z + 2− η
2
. (7)
Because η, the anomalous dimension, is typically small, and
for the purpose of the demonstration of our analysis, we will
carry out our analysis assuming η ∼= 0; what happens when
η 6= 0 is shown in the SM. It then follows from Eq. (6) that:
Γnm,n∆ (q, ω) =
e[nm−n∆(d∆+D+z)−(D+z)(
nm
2 −1)]lΓnm,n∆
(
qe−l, ωe−zl
)
(8)
The magnetic propagator is determined by a two-point irre-
ducible vertex function:
χ−1m (q, ω) ≡ Γnm=2,n∆=0 (q, ω) = e2(l)χ−1m
(
qe−l, ωe−zl
)
= q2χ−1m
(
1, ωq−z
)
(9)
where in the last step we choose l such that qe−l = 1. This,
in turn, implies:
χm (0, ω) = χs (ω) ∼ ω−
2
z (10)
The function V appearing in Eq. (4) (and Fig. 2) is a three-
point irreducible vertex function. The scaling procedure leads
to:
V (q, ω) ≡ Γnm=2,n∆=1 (q, ω)
= e[2−d∆−(D+z)]lV
(
qe−l, ωe−zl
)
= q(2−d∆−(D+z))V
(
1, ωq−z
) (11)
In turn, this gives rise to the following frequency dependence:
V (0, ω) ∼ ω 2−d∆−(D+z)z (12)
Collecting all these, we can now determine from Eq. (4) the
scaling form for the spin excitation anisotropy:
χd (ω) ∼ ω
−2−d∆−(D+z)
z (13)
Conversely, by measuring the singular parts in the energy
dependence of the spin excitation anisotropy χd (ω) and dy-
namical magnetic susceptibility χs (ω) in the quantum critical
regime, we can determine the dynamical exponent z and the
scaling dimension of the nematic order parameter d∆ through
the following relations:
−2
z
=
∂ lnχs (ω)
∂ lnω
−d∆ − (D + z)− 2
z
=
∂ lnχd (ω)
∂ lnω
(14)
The above determine d∆ and z for a given spatial dimension-
ality D. In turn, we can determine the singular dynamical
4properties of the nematic degree of freedom, which we now
turn to.
Dynamical nematic susceptibility: We now turn to the
analysis of the dynamical nematic susceptibility, χ∆ (0, ω),
a task that seems impossible given that the identity Eq. (4)
involves only the static nematic susceptibility χ∆ (0, 0). The
key point is that the irreducible vertex function V (0, ω) cou-
ples the nematic and magnetic order parameter fields, and cap-
tures the critical singularity in the dynamical nematic correla-
tions.
To make this point clear, we note that, according to the scal-
ing analysis, the critical part of the dynamical nematic suscep-
tibility χ∆ (q, ω) obeys the following form:
χ−1∆ (q, ω) ≡ Γnm=0,n∆=2 (~q, ω)
= e−[2d∆+(D+z)]lχ−1∆
(
qe−l, ωe−zl
)
= q−(2d∆+(D+z))χ−1∆
(
1, ωq−z
) (15)
This, in turn, implies the following result for the dynamical
nematic susceptibility χ∆ (0, ω):
χ∆ (0, ω) ∼ ω
(2d∆+(D+z))
z (16)
The case of quantum criticality in BaFe2As2 with optimal
Ni-doping: In the Ni-doped BaFe2−xNixAs2, the singu-
lar energy dependences of the spin excitation anisotropy and
magnetic susceptibility were observed near the optimal dop-
ing x = xc ≈ 0.1 by inelastic neutron scattering experiments
[31] as shown in the Figs. 1(c) and 1(d) (where the fact that
T = 5K < TS only affects the results at the lowest mea-
sured frequencies, given that the nematic order at this doping
is already weak). The experimental data suggest that the spin
excitation anisotropy χd (ω) and dynamical magnetic suscep-
tibility χs (ω) are best-fitted in power laws with different ex-
ponents α and β, respectively:
χd (ω) ∼ ω−α
χs (ω) = χm (0, ω) ∼ ω−β
(17)
with α ∼= 1.0 and β ∼= 0.50.
We demonstrate that the identity Eq. (4) established earlier
actually serves as a natural way to explore the physics behind
the relation (17). To see this, consider a general form of the
nematic propagator suitable for the quantum critical regime:
χ−1∆ (q, ω) = b1q
n + b2
|ω|
qa
(18)
For this propagator, we must have:
z = n+ a (19)
and
d∆ = −D + z + n
2
= −D + 2n+ a
2
(20)
On the other hand, according to Eqs. (14) and (17):
z = 4
d∆ = −2−D = −4
(21)
when the spatial dimensionality D = 2.
Compare Eqs. (19), (20) and (21), we can derive:
n = 2
a = 2
(22)
Thus, the quantum-critical nematic susceptibility is found
to be:
χ−1∆ (q, ω) = b1q
2 + b2
|ω|
q2
(23)
To reiterate, the relation (17) suggests the presence of a non-
trivial critical dynamical term |ω|/q2 in the nematic propaga-
tor. The origin of such dynamical term in the nematic sector
and its relation with the microscopic physics of the iron pnic-
tides will be investigated in a separate work.
Discussion: We have stressed that the identity, Eq. (4), is
a generic consequence of the symmetry property of the spin
excitation anisotropy χd, defined in Eq. (2). Different micro-
scopic models affect the precise form of the nematic order
parameter and the vertex function, but do not affect the rela-
tionship between the dynamical magnetic susceptibility, static
nematic susceptibility and the vertex function. Depending on
the origin of the nematicity [11–18, 46], the nematic order pa-
rameter field ∆ here comprises different building blocks.
For the subsequent scaling analysis of the identity (4), we
did make a minimal assumption. Namely, both the AF and ne-
matic channels are concurrently critical, as has been observed
experimentally [30, 31, 33]. This concurrent quantum criti-
cality was anticipated theoretically [11] within a picture for
spin-driven nematicity. The latter was based on the effective
Ginzburg-Landau action S0, as specified in Eq. (S.21) of the
Supplementary Material. Analyses using a renormalization-
group method [11] and in a large-N limit [22] showed that
this action exhibits the concurrent quantum criticality involv-
ing both the AF and nematic channels [11, 22]. Nonetheless,
this may not be the only model that realizes this concurrent
quantum criticality.
Finally, it would be desirable to extend the measurements
of the singular spin excitation anisotropy and dynamical spin
susceptibility beyond that shown in Fig. 1(c,d). We hope that
our work will motivate such measurements, especially those
based on polarized neutron scattering spectroscopy at higher
temperatures.
Conclusion: To summarize, we have advanced a rigorous
identity that shows how the singular component of the spin ex-
citation anisotropy connects with its counterparts in both the
nematic and dynamical magnetic susceptibilities. This iden-
tity holds regardless of the microscopic mechanism for the
nematicity and has allowed us to extract the critical properties
from the experiments in an optimally doped iron pnictides un-
der a uniaxial strain, including several critical exponents and a
5singular nematic susceptibility as a function of both frequency
and wavevector. Our approach allows us to determine the dy-
namical nematic susceptibility, which is difficult to directly
measure experimentally. The singular fluctuations in both the
nematic and magnetic channels appear in the regime of op-
timized superconductivity within the iron-pnictide phase dia-
gram. Thus, both are expected to influence the development
of the superconductivity.
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7Supplemental Material
NEMATICITY AND THE SPIN EXCITATION ANISOTROPY
The spin excitation anisotropy χd (ω) and the dynamical magnetic susceptibility χs (ω) is defined as:
χs (ω) ≡ χ
(
~Q1, ω
)
+ χ
(
~Q2, ω
)
(S.1)
χd (ω) ≡ χ
(
~Q1, ω
)
− χ
(
~Q2, ω
)
(S.2)
where ~Q1 = (pi, 0) and ~Q2 = (0, pi) are ordering wave vectors, and the dynamical spin susceptibility χ (~q, ω) is:
χ (~q, ω) =
∫
d2r′
∫
d2r
∫
dτe−i~q·(~r
′−~r)−iωτ 〈Tτ ~S (~r, τ) · ~S∗
(
~r′, 0
)〉S = ∫ dτe−iωτ 〈Tτ ~S (~q, τ) · ~S∗ (−~q, 0)〉S (S.3)
and ~S (~r, τ) is the local spin operator.
In order to probe the spin excitation anisotropy χd (ω), a small external uniaxial stress is necessary to detwin the sample.
Therefore, the expectation 〈Tτ ~S (~r, τ) · ~S∗ (~r′, 0)〉S in Eq.(S.3) is calculated under the action S = S0 + Sλ,∆. Here, S0 is the
intrinsic action in the absence of the external uniaxial stress; its explicit form does not matter to our analysis, although it must
respect some general symmetries as we will discuss below.
Our next step is to express the dynamical magnetic susceptibility χs (ω) and the spin excitation anisotropy χd (ω) in terms
of the magnetic order parameter fields and the nematic order parameter field ∆. From the usual definition of the A and B
sublattices [cf. Fig. 1(a,b) of the main text] [38], it follows that the spin operator field ~S (~q, τ) at ordering wave vectors ~q = ~Q1,2
can be expressed as ~S
(
~Q1, τ
)
= [~mA (~q = 0, τ)− ~mB (~q = 0, τ)] /2 and ~S
(
~Q2, τ
)
= [~mA (~q = 0, τ) + ~mB (~q = 0, τ)] /2.
Here, ~mA and ~mB are the coarse-grained Neel order parameter fields on each sublattices A and B respectively, and their
spatial fluctuations are small on the scale of the lattice constant. We can then express the spin excitation anisotropy χd (ω) and
dynamical magnetic susceptibility χs (ω) in terms of the magnetic order parameter fields ~mA and ~mB :
χd (ω) ≡ χ
(
~Q1, ω
)
− χ
(
~Q2, ω
)
= −1
2
∫
dτe−iωτ 〈Tτ ~mA (~q = 0, τ) · ~mB (~q′ = 0, τ ′ = 0)〉S − 1
2
∫
dτe−iωτ 〈Tτ ~mB (~q = 0, τ) · ~mA (~q′ = 0, τ ′ = 0)〉S
= −
∫
dτe−iωτ 〈Tτ ~mA (~q = 0, τ) · ~mB (~q′ = 0, τ ′ = 0)〉S
(S.4)
and
χs (ω) ≡ χ
(
~Q1, ω
)
+ χ
(
~Q2, ω
)
=
1
2
∫
dτe−iωτ 〈Tτ ~mA (~q = 0, τ) · ~mA (~q′ = 0, τ ′ = 0)〉S + 1
2
∫
dτe−iωτ 〈Tτ ~mB (~q = 0, τ) · ~mB (~q′ = 0, τ ′ = 0)〉S
=
∫
dτe−iωτ 〈Tτ ~mA/B (~q = 0, τ) · ~mA/B (~q′ = 0, τ ′ = 0)〉S
(S.5)
Here, in the last equality for Eq. (S.4) and that for Eq. (S.5), we have assumed that the intrinsic action S0 respects the symmetry
~m2A ↔ ~m2B , and thus there is no condensation of the the field 〈~m2A− ~m2B〉. Since ~m2A− ~m2B has the same symmetry as a charge
density order, they must have a bilinear coupling; for a system without a charge density order, 〈~m2A − ~m2B〉 vanishes.
The expectation values in Eqs. (S.4) and (S.5) are calculated under the action S = S0 + Sλ,∆. We treat the uniaxial strain
Sλ,∆ as a perturbation and expand the action with respect to S0:
〈Tτ ~mA (0, τ) · ~mA (0, 0)〉S0+Sλ,∆ = 〈Tτ ~mA (0, τ) · ~mA (0, 0)〉S0 − λ
∫
dτ ′〈Tτ ~mA (0, τ) · ~mA (0, 0) ∆ (0, τ ′)〉S0 +O
(
λ2
)
= 〈Tτ ~mA (0, τ) · ~mA (0, 0)〉S0 +O
(
λ2
)
=
∫
dω′eiω
′τχmA (0, ω
′) +O
(
λ2
)
.
(S.6)
8We have used 〈Tτ ~mA (0, τ) ~mA (0, 0) ∆ (0, τ ′)〉S0 = 0, and the fact that χmA (~q, ω′) is the magnetic propagator in the momen-
tum space. Following Eq. (S.5) and Eq. (S.6), we have:
χs (ω) =
1
2
(
χmA (0, ω) + χmB (0, ω)
)
= χm (0, ω) . (S.7)
Here, in the last equality, we have used χmA (0, ω) = χmB (0, ω) given that the symmetry ~m
2
A ↔ ~m2B is respected in the
absence of a charge density order, and have defined χm (0, ω) ≡ χmA (0, ω) = χmB (0, ω).
We see that χs (ω) is just the dynamical magnetic propagator χm (0, ω). Similarly, for the spin excitation anisotropy χd (ω):
〈Tτ ~mA (0, τ) · ~mB (0, 0)〉S0+Sλ,∆ = 〈Tτ ~mA (0, τ) · ~mB (0, 0)〉S0 − λ
∫
dτ ′〈~mA (0, τ) · ~mB (0, 0) ∆ (0, τ ′)〉S0 +O
(
λ2
)
,
(S.8)
where 〈Tτ ~mA (0, τ)· ~mB (0, 0)〉S0 ∝ 〈∆I〉S0δτ,0, with ∆I being the Ising-nematic order parameter field. Now, ∆I must linearly
couple with the nematic order parameter field ∆, since they have the same symmetry. As a result, 〈∆I〉S0 ∝ 〈∆〉S0 , and thus
〈Tτ ~mA (0, τ) · ~mB (0, 0)〉S0 ∝ 〈∆〉S0δτ,0, which vanishes at temperatures T > TS , the nematic phase transition temperature, or
is negligible at T < TS but near the nematic (classical or quantum) critical point at which 〈∆〉S0 → 0. Our analysis will focus
on these regimes, in which Eq. (S.8) becomes:
〈Tτ ~mA (0, τ) · ~mB (0, 0)〉S0+Sλ,∆ = −λ
∫
dτ ′〈~mA (0, τ) · ~mB (0, 0) ∆ (0, τ ′)〉S0 +O
(
λ2
)
(S.9)
Because any three-point correlation function can always be factorized as the product of suitable irreducible two-point corre-
lation function and irreducible vertex function[40–42], we have:∫
dτ ′〈Tτ ~mA (0, τ) · ~mB (0, 0) ∆ (0, τ ′)〉S0 =
∫
dω′eiω
′τV (0, ω′)χmA (0, ω
′)χ∆ (0, 0)χmB (0,−ω′) (S.10)
As a result, we conclude:
χd (ω) ≡ χ
(
~Q1, ω
)
− χ
(
~Q2, ω
)
= λV (0, ω)χmA (0, ω)χ∆ (0, 0)χmB (0,−ω) +O
(
λ2
)
= λV (0, ω)χ2m (0, ω)χ∆ (0, 0) +O
(
λ2
) (S.11)
where χ∆ is the nematic propagator, and V is the vertex function involving two external magnetic order parameter fields ~mA
and ~mB , and one nematic order parameter field ∆. Again, we have used χmA (0, ω) = χmB (0, ω) = χm (0, ω). In addition, it
follows from the time reversal symmetry that χm (0, ω) = χm (0,−ω). We have then derived the identity (4) of the main text.
Note that when we derive the identities (S.7) and (S.11), only the uniaxial strain term Sλ,∆ is treated perturbatively; no other
approximation has been made. In other words, the identities (3) and (4) in the main text are valid non-perturbatively as far as the
intrinsic action S0 is concerned.
SCALING ANALYSIS OF SPIN EXCITATION ANISOTROPY WHEN η 6= 0
In this section, we carry through the scaling analysis of the spin excitation anisotropy χd (ω) and dynamical magnetic suscep-
tibility χs (ω) with a non-zero anomalous dimension η for the magnetic order parameter field ~m. The scaling dimension of the
magnetic order parameter field is:
dm = −D + z + 2− η
2
(S.12)
with η 6= 0.
Following a procedure in parallel to what was presented in the main text, we find the frequency dependence of the magnetic
propagator in the quantum critical regime to be:
χm (0, ω) = χs (ω) ∼ ω−
2−η
z (S.13)
and the corresponding frequency dependence of the vertex function to be:
V (0, ω) ∼ ω (2−η)−d∆−(D+z)z (S.14)
9Consequently, by the identity Eq. (4) in the main text, the spin excitation anisotropy is:
χd (ω) ∼ ω
−(2−η)−d∆−(D+z)
z (S.15)
Therefore, again we can determine the dynamical exponent z and the scaling dimension of the nematic order parameter d∆ from
the dynamical nematic susceptibility χs (ω) and the spin excitation anisotropy χd (ω) according to:
− (2− η)
z
=
∂ lnχs (ω)
∂ lnω
−d∆ − (D + z)− (2− η)
z
=
∂ lnχd (ω)
∂ lnω
(S.16)
We are now in position to see the implications of the singular energy dependences of the spin excitation anisotropy and the
dynamical magnetic susceptibility observed in the optimally Ni-doped BaFe2As2. Consider the nematic propagator in a general
form suitable for the quantum critical regime:
χ−1∆ (q, ω) = b1q
n + b2
|ω|
qa
(S.17)
by which we then know:
z = n+ a (S.18)
and
d∆ = −D + z + n
2
= −D + 2n+ a
2
(S.19)
Comparing it with Eq. (17) in the main text, it is straightforward to show that:
a = 4−D − 2η = 2− 2η
n = 2 + 2η
(S.20)
SPIN-DRIVEN NEMATICITY
The effective Ginzburg-Landau action for the spin-driven nematicity is as follows:
S0 = S2 + S4
S2 =
∑
q=~q,iωn
{
G−10 (q)
(|~mA (q) |2 + |~mB (q) |2)
+ v
(
q2x − q2y
)
~mA (q) · ~mB (−q)
}
S4 =
∫ β
0
dτ
∫
d2x
{
u1
(
~m2A + ~m
2
B
)2 − uI (~mA · ~mB)2
− u2
(
~m2A − ~m2B
)2 }
.
(S.21)
Its implications in the present context are discussed in the main text.
