In real-world database, most attribute values of objects are numerical, numeral is too detail to obtaining good information or decision. Hence, linguistic rules of a set of data would be very desirable and human consistent. Based on a new aggregation operator for aggregating linguistic terms, extracting linguistic rules are presented. Due to obtain a linguistic rule with higher truth degree, genetic algorithm is used to optimize the number and membership functions of linguistic terms.
Introduction
In our real life, on one hand, we usually face an abundance of data that is beyond human cognitive and comprehension skills. On the other hand, natural language is used to communicate information by human beings. Hence, linguistic rules of a set of data would be very desirable and human consistent, e.g., for a data set on employees, a statement (a linguistic rule) like "almost all younger and well qualified employees are well paid" would be useful and human consistent [1] - [5] . For a database, discovering linguistic rules from a database needs intelligent methods. The methodology of computing with words (CW W ) [6] may be viewed as an attempt to harness the highly expressive power of natural languages by developing ways of CW W or propositions drawn from a natural language [7] , [8] . Based on difference background, CW W have been studied in [9] - [21] .
Formally, an approach to the linguistic data summary of a database could be expressed as following [1] : 1) V is a quality (attribute) of interest, e.g., age, salary, etc, in a database of employees;
2) Y = {y 1 , y 2 , · · · , y n } is a set of objects (records) that manifest quality V , e.g., the set of workers. Hence, V (y i ) (i = 1, · · · , n) are values of quality V for each object y i ;
3) D = {V (y i )|i = 1, · · · , n} is a set of data (the "database" on question).
Accordingly, a simple linguistic rule ccould be expressed, e.g., most of employees are young is T. It can be formalized by Qys are S is T, in which Q is a fuzzy linguistic quantifier, Y = {y i |i = 1, · · · , n} is a set of objects, S is a summarizer (linguistic values), and T is a truth degree, e.g., "most (Q) of employees (Y ) are young (S) is T ".
. membership functions of q m ∈ Q and t k ∈ T can be defined as follows [18] 
2) For each fuzzy linguistic quantifier q m ∈ Q, its fuzzy set is defined by
3) For each fuzzy linguistic truth degree t k ∈ T , its fuzzy set is defined by
For fixed Q, S and T , linguistic rules can be extracted automatically as follows [18] :
(1) Fixing a linguistic value s l ∈ S (it can be one or several) and a level (threshold) θ, this can be done by experts or deciders. Let 
(1) Fixing linguistic values s = young ∈ S age and s = high ∈ S salary . Let threshold θ = 0.5, then D 
Aggregation of fuzzy linguistic values
The management of linguistic information implies the use of operators of comparison and aggregation. In [11] , the linguistic weighted averaging (LWA) operator was presented as a tool to aggregate linguistic weighted values. Based on information granule (IG) [7] , modifying the index of linguistic label and OWA operator [22] , new linguistic ordered weighted averaging operators F lowa and F i−lowa have been proposed as follows [16] :
• Let X ⊆ R be a universal set, all granules of X denotes P (x), and R + = {x|x ≥ 0}, define a linear function F : X −→ R + ; • Let µ A be a membership function of a granule A ∈ P (X). Let F (X) be the collection of membership functions on X such that ∀µ A (x) ∈ F (X), µ A (x) be a membership function of a granule A ∈ P (X). Define G :
• An equivalence relation " " on F (X) can be obtained:
and µ B (x) are membership functions of the same granule A, and each equivalence class is denoted by
, based on F and the extension principle of fuzzy set, one-to-one mapping can be obtained:
Above contents can be explanted by Fig. 1 . 
Definition 1 [16] Let S = {s
i |i = 0, · · · , T } be a finite set, A = {a j1 , a j2 , · · · , a jn } ⊆ S be a set of labels to be aggregated (n ≤ T ). W = {w 1 , w 2 , · · · , w n } be a weighting vector such that ∀s ∈ {1, · · · , n}, w s ∈ [0, 1], and n s=1 w s = 1. Let B = (j 1 , j 2 , · · · , j n ), where j s is the center of j s , C = σ(B) = (j σ(1) , · · · , j σ(n) ) such that j σ(s ) ≥ j σ(s) , ∀s ≤ s (C such that j σ(s ) ≤ j σ(s) , ∀s ≤ s), denote w = f owa (B) = W C T = n s=1 w s j σ(s) , and w = f i−owa (B) = W C T = n s=1 w s j σ(s) ,
then the new (inverse-)linguistic ordered weighted averaging operator F lowa (F i−lowa )is defined by
where
Extracting complex linguistic rules based on operator F lowa and F i−lowa
The so-called complex linguistic rules have the form "Qy's are S j1 and · · · and S jr is T." According to Fig. 1 , it is easy to obtain "Q j1 y s are S j1 is T j1 ," · · · , and "Q jr y s are S jr is T jr ." Hence, for a complex linguistic rule, the problem is how to combine Q j1 , · · · , Q jr to obtain Q, and T j1 , · · · , T jr to obtain T . Based on operator F lowa and F i−lowa , Q and T can be obtained.
In Eq. (8) and Eq. (9), weighting vectors W and W can be computed by Yager's linguistic quantifier Q(r, a, b) [22] , 
Optimizing a complex linguistic rule based on genetic algorithms
Genetic algorithms (GA) are search algorithms that use operations found in natural genetics to guide the trek through a search space [23] , [24] . A number of papers have been devoted to the automatic generation of the knowledge base of a fuzzy rulebased system (FRBS) using GA [25] - [31] .
1) Optimizing the number and membership functions of linguistic terms based on GA.
From information systems point of view, a database is information system [32] . When a rule set R is given, a new pattern y = (d i1 , · · · , d iL ) is classified by the follows procedure based on R,
2. Find class C m such that
If γ C m = 0 or C m = ∅ of rule, then the classification of y is rejected, i.e., y is left as an unclassified pattern, else assign y to class C m determined by Eq.(15).
The main components of optimizing the number and membership functions of linguistic terms based on GA is describe as follows [18] : 1) Encoding the solution: The two components of the solution to be encoded are the number of linguistic terms and the membership functions of linguistic terms.
Number of labels (S 1 ). In this paper, there are
L variables (qualities), the number of labels per variable is stored into an integer array of length L. In this contribution, the possible values considered are the set {3, · · · , 9}.
Membership functions (S 2 ). In this paper, we
deal with triangular functions, a real number array of L × 9 × 3 positions is used to store the membership functions. Of course, if a chromosome does not have the maximum number of labels in one variable, the space reserved for the values of these labels is ignored in the evaluation process.
If s l is the granularity of variable
lj are the definition points of the label j of the variable l, and S 2l is the information about the fuzzy partition of variable l in S 2 , then a graphical representation of the chromosome is shown as follows:
Uniform fuzzy partitions are denoted by (V i.e., P
2) Initial gene pool : The initial population is composed of four groups:
1. In the first group, each chromosome will have the same number of labels in all its variables and the membership functions are uniformly distributed across the domain of variable. 2. In the second group, each chromosome can have a different granularity per variable (different values in S 1 ) and the membership functions are uniformly distributed as in the first part. 3. In the third group, each chromosome will have the same number of labels in all its variables. Then a uniform fuzzy partition is built for each variable as in the first group and the variation intervals of all the definition points are calculated. Finally, a value for all the definition points is randomly chosen from the correspondent variation interval. 4. In the last group, each chromosome can have different number of labels per variable as in second group and the membership functions are calculated in the same way as in the third group, a random value is in the variation interval.
3) Evaluating the chromosome: Each chromosome represents a kind of fuzzy classification on
Our problem is to obtain optimal solution which is to maximize the number of correctly classified pattern and to minimize the number of If-Then rule. This problem can be formulated as following two-objective combinatorial optimization problem,
Where s is a chromosome, DCP (s) is the number of unclassified patterns by s, | s | is the number of If-Then rules in s. In general, the classification power of s is more important then its compactness, therefor the weights in Eq.(16) should be specified as 0 < ω 2 ω 1 [27] . The objective function f (s) is treated as the fitness function in GA.
4) Genetic operators:
Since there is a strong relationship among the two chromosome parts, operators working cooperatively in S 1 and S 2 are required in order to make best use of the representation used. a) Selection: Let current population Ψ. The selection probability P (s) of chromosome s is
in which f max (Ψ) = max{f (s)|s ∈ Ψ}. b) Crossover : Two different crossover operators are considered depending on the two parents' scope [26] , Crossover when both parents have the same granularity level per variable, in this case, crossover operator in S 2 and obviously, by maintaining the parent S 1 values in the offspring.
w ) are to be crossed, the follows four offspring are generated, in which, i = 1, 2, 3,
was selected for this mutation (the domain of (P
with t being the current generation, e a random number that may have a value of zero or one, and the function ∆(t, y) [24] is
with r being a random number in the interval [0, 1], T the maximum number of generations and b a parameter chosen by the user.
2) Obtaining a complex linguistic rule with higher truth degree based on GA.
In some cases, if all Q j r and T j r (r = 1, · · · , r) are used to obtain Q and T , respectively, then the truth degree of the complex linguistic rule is low. From the real-world practice point of view, a complex linguistic rule with lower truth degree is useless. To solve this problem, parts of Q j r and T j r (r = 1, · · · , r) are selected to obtain Q and T , respectively. Due to Q j r and T j r (r = 1, · · · , r) can be decided by each other, discussion is based on T j r (r = 1, · · · , r).
1) Encoding the solution:
The solution to be encoded is truth degree of each simple linguistic rule. The coding scheme generates fixed-length r chromosomes, a graphical representation of the chromosome is as follows: ∀r ∈ {1, · · · , r}, t r ∈ {0, 1},
in which if t r = 0, it means that the truth degree T j r at point t r does not take part in aggregation, otherwise, T j r takes part in aggregation. 2) Initial gene pool : According to Eq.(18), there are 2 r solutions, as each chromosome is encoded as a binary coded GA, the initial population is randomly selected as usualness.
3) Evaluating the chromosome: Our aim is to obtain a complex linguistic rule with higher truth degree. For a solution s = t 1 t 2 · · · t r and fixed Yager's linguistic quantifier Q(r, a, b), denote (T j , α j ) = (F lowa (T j1 , · · · , T jr ), j(w)), (19) in which, T j r such that t r = 1, w is decided by Definition 1. According to Eq. (19) , fitness function is obtained as follows:
Maximize : f (s) = ξ 1 j + ξ 2 α j . (20) In which, ξ 1 + ξ 2 = 1, ξ 1 and ξ 2 (decided by expert or user) express important degree of j and α j , respectively. f (s) means higher truth degree and it's membership degree. 4) Genetic operators: Let current population be Ψ. The selection probability P (s) of chromosome s is
in which f min (Ψ) = min{f (s)|s ∈ Ψ}, Let the index of f min (Ψ) be j , then
Based on these genetic operators and fitness function Eq. (20), the optimal solution can be obtained, i.e., a complex linguistic rule with higher truth degree and it's membership degree is obtained.
Conclusion
From the formalization point of view, a linguistic data summary is equal to a fuzzy rule with fuzzy linguistic quantifier and truth degree. Based on linguistic ordered weighted averaging operator F lowa and F i−lowa , the method to extract Q, S and T of a complex linguistic rule is discussed. Based on GA, how to select the number and membership functions of linguistic terms are discussed during obtaining linguistic rules from a database.
