This work deals with stability in incremental induction of decision trees. Stability problems arise when an induction algorithm must revise a decision tree very often and oscillations between similar concepts decrease learning speed. We introduce a heuristic and an algorithm with theoretical and experimental backing to tackle this problem.
Introduction
Incremental machine learning systems aim to show an adaptive behavior by responding to changing environmental factors. A special case of a changing environment occurs when we need to revise often the target concept as new training instances arrive.
The decision to drop obsolete information is a complex one. It depends on diverse factors, such as the speed of learning or the dynamics of the acquired concept (how often we really need to update knowledge and how difficult that task can be). Being able to efficiently maintain valid concepts is what ideally characterizes a successful incremental learning system. Efficiency refers not only to the quality and usability of the acquired knowledge but also to how easily this knowledge can be kept up-to-date.
This work discusses efficiency issues in the domain of decision trees. A core issue has always been that the unpredictability of the order in which instances of the training set are presented may trigger substantially different paths to follow in the state-space of decision trees. Each step in such a path is a restructuring operation on the current decision tree. During incremental learning, this results in the current concept being continuously modified according to the latest training instances. This lack of stability can severely compromise efficiency.
In this paper we propose a heuristic approach that limits successive unwarranted restructuring steps. It consists of a heuristic method based on speculative reasoning with some theoretical backing, an extensive experimentation section, and a discussion of its wide applicability potential.
Overview of the problem
The paper builds on existing work on the incremental induction of decision trees [1] [2] [3] [4] . It is based on the ideas first introduced by Utgoff in his ID5R algorithm [2] and its successor, ITI [3] . The basic idea, however, of restructuring decision trees for efficiency and integrity purposes cuts across other variants of incremental induction, too [5] .
ID4 [1] was the first ID3-variant to tackle incremental learning. ID4 builds the same tree as the basic ID3 [6] algorithm, when there is an attribute at each decision node that is clearly the best among its competitors. Whenever the relative ordering of the possible test attributes, at a node, changes due to new incoming instances, all subtrees below that node are discarded and recomputed. Sometimes, the relative ordering does not stabilize and the decision tree is being rebuilt from scratch every time a new training instance arrives. Utgoff [7] expanded on this idea by selecting the most suitable attribute for a node and restructuring the tree, so that this attribute is pulled up from the leaves towards that node. To achieve this he used localized tree operations (transpositions) that reorder attribute tests, ensuring integrity with tests in lower nodes. After a tree is restructured at a node, subtrees below that node may have attributes that are not the most suitable for splitting. This caveat motivated the recursive examination of subtrees.
In an incremental learning context the mapping between tree nodes and attribute tests is not necessarily stable, even over a short learning period, when the performance margin between competing attributes is narrow. In such a case it may be that "currently best" attributes are swapped in-and-out of some subtree roots. This means that computing resources are being wasted in switching between similar concepts.
ITI inevitably suffers from concept oscillation as it guarantees compatibility with the decision tree that would be produced had all instances been processed in one batch rather than one at a time. On the other hand, this guarantee establishes ITI as a baseline performance algorithm against which one should test any claimed improvement. Table 1 describes the basic concepts of the ITI algorithm. Table 1 . Description of the ITI algorithm algorithm ITI Input: a decision tree T, a training instance I Output: decision tree T is revised use T to classify I and add it to the tree for each node in the classification path select the most suitable attribute for that node if the selected attribute is not already in that node then pull up the attribute from the leaves towards the node recursively establish best attributes for all node subtrees algorithm pull-up Input: a decision tree T, an attribute A, a node N Output: decision tree T is revised recursively pull up A to the root of each immediate subtree of N transpose T at N A step towards avoiding unnecessary computations is to identify nodes where attribute tests will outperform competitors for a sequence of new training patterns [4] . Another step is to identify the nodes where although we could justify revision, its effects may imply frequent subsequent attribute swaps. To estimate the stability of a revising decision, one must carefully balance the risk of using a tree of (assumed) reduced effectiveness and the pay-off of savings in computations (in incremental learning, classification is embedded in incorporating new training instances, hence the term "using the tree" in the context of this paper). These savings result by not having to revise past decisions too often. The aim of this paper is to suggest a solution to this problem. To do that we will carefully depart from ITI's guarantee and show that this departure is affordable.
Turney [8] proposes a different notion of stability. He suggests stability is a desirable property of a learning algorithm if it can induce similar concepts from different training sets, provided that training instances come from the same population. His context is quite different to ours; we study stability-vs-efficiency during a single learning episode. The notion of stability, as put forward by Turney, is vary valuable as he also proposes a metric for quantifying it across many learning domains (and not simply decision trees). However, he does not address efficiency issues as a consequence of the problem we described above. Although we acknowledge the common use of the term "stability" between this work and Turney's, we believe that the two contexts are sufficiently far apart so that no confusion will occur.
Description of a heuristic solution
By pulling up the best attribute we invest in a good structure for subsequent training instances, as we hope to speed up the training process in two ways. First, we anticipate a smaller tree, which means that leaves are reached earlier on average. Furthermore a good tree usually allocates new instances to leaves of their class instead of splitting existing leaf nodes to accommodate these instances. As a by-product smaller trees also require less housekeeping and less effort for later restructuring.
By postponing the tree revision we adopt a more conservative strategy that requires an attribute to prove its worth by a comfortable margin before being assigned the role of a splitting test. The question is then: how long can we postpone restructuring and still have a usable tree?
The postponement of restructuring operations amounts to deciding to pay small bills in speed for an unknown time period instead of improving the tree infrastructure. This decision is a short-term one; it may be that after a few instances the old tree is indeed not good and too expensive to keep using. The number of training instances we can afford to ignore is unknown beforehand. It is possible, however, to roughly estimate it as a function of the usage cost of each step and the cost of the restructuring operation.
Cost estimation is a difficult process, especially in the case of heuristic approaches, and a worst case analysis [2] is hopelessly pessimistic for the purpose of this paper.
To study a more realistic cost situation, we shall adopt some basic elements from average case analysis and make a few assumptions that do not always hold. For this reason we also need a metric that will inform us on the distance of realistic cases from ideal ones. Putting all these together we derive results that are both realistic and with a rational theoretical basis.
To decide whether to restructure or not, we need to select an optimization criterion based on some tree parameter. A good choice is tree size [9] . Size seems to be an acceptable metric of tree quality, especially in the light of new results that show how common algorithms may display marginal differences in accuracy with surprisingly big differences in tree size [10] .
To simplify the analysis we choose to study binary decision trees. Hence the sole parameter that determines tree size is the number of leaves.
The methodology goes along the following reasoning line: First, we determine the cost of restructuring a decision tree and the cost of using it. We express both costs as functions of tree size. However, costs of restructuring are incurred by transpositions, whereas usage costs are incurred by tree traversals; we introduce the notion of a basic operation to unify the treatment of these costs. Having established an association between the costs of a decision tree and its root splitting attribute, we combine those costs to calculate the number of instances for which the accumulated usage cost will be less than the restructuring cost; this is the number of instances we can afford to ignore.
The first task to solve is the estimation of the restructuring cost for a binary decision tree of n leaves. This consists of two basic costs. First, there is the cost of the recursive pull-up of an attribute. Secondly, we have the cost of restructuring the subtrees (an attribute pull-up may leave the lower tree nodes with attributes of a low discriminating capability and a full scale revision will entail a recursive node re-evaluation).
We will now describe the computation of the average restructuring cost of binary decision trees of n leaves.
A first step in determining the restructuring cost is to estimate the number of binary decision trees of n leaves, T(n). One can visualize the presence of a test throughout the whole tree by employing a simple coloring scheme. Under this scheme, a node is black if it uses the particular test and white if it does not. A leaf is black if that test has not been used anywhere in the path from the root to that leaf (and, hence, is available at the leaf for further splitting, when so required). Figure 1 depicts how a family of trees is derived from a given binary tree. It could be argued that one should draw all possible decision trees, with all individual node colorings (assigning separate colors to separate tests). Using such an exhaustive enumeration, one could then accommodate in each tree all possible test alternatives for nodes that are otherwise shown in white color. Obviously, the number of trees would then be exponential on the number of leaves.
There is an observation that saves us all these computations: a restructuring triggers the pull-up of only one attribute to the root of a tree. This pull-up depends solely on where that attribute lies in the tree; all other attributes are unimportant. If, at a given situation, attribute A is to be pulled up to the root, we need not worry about which attribute currently resides at the root. When attribute A reaches the root eventually, we start tackling lower level tree nodes. At that point, however, we can forget the previous coloring and employ a new one, depending on which attribute is currently under scrutiny.
Let us now estimate T(n). Let L(n) be the set of decision trees with n leaves, according to the description above. As Figure 2 shows, This constructive procedure generates exactly those trees that belong to L(n) (proof by induction).
Putting the above into a formula, we obtain:
where D(n) is the number of binary trees with n leaves. We first solve for D(n):
By using ordinary generating functions one obtains:
By substituting the above into (Eq. 1), we obtain:
A closed formula for T(n) could not be obtained.
We now move to answer the following question: how many transpositions are required to convert the root node of a decision tree to black color? Note that this conversion is a measure of the cost of the pull-up mechanism.
A simple observation reveals that a transposition operation involves two black siblings and a white father. After the transposition these nodes have turned into two white siblings and a black father. It follows that each transposition reduces the number of black nodes by one. It costs then b-1 transpositions to color the root of a tree black if, before the operation, there exist b nodes with black color. This number is common to all trees with b black nodes, regardless of the number of leaves.
We need not enumerate these costs for each tree. Instead, as we work with averages, we will try to calculate the total number of black nodes over all trees of n leaves. Let this number be B(n). Putting the above together we obtain that ( )
Let us assume we have B(k) and B(l) and we want to calculate B(k,l), their contribution to B(k+l). B(k,l) is the sum of black nodes of all pairs of trees, where one tree belongs to L(k) and the other belongs to L(l). Thus,
with B(0)=0 and B(1)=1. Having fixed B(n) we now turn our attention to the total number of transpositions required to convert all roots of the trees of L(n) to black color. Let this number be R(n), the total transposition cost for L(n).
Once again we will assume that R(k) and R(l) are given and try to estimate R(k,l), their contribution to R(k+l). Obviously, R(0)=0 and R(1)=0.
We first study the case where recursive restructuring is ignored (R 1 ); we are only concerned with pull-ups to the root. In (Eq. 7), 1 refers to the transposition of the root, after its two subtrees have been converted to black. Taking the sum of the above quantities, one obtains
If we consider recursive restructuring too, the formula for R(n) is slightly more complicated (R 2 ).
( ) ( ) ( )
where r k i is the transposition cost of the i-th tree in L(k). Now, this cost refers to the cost incurred after a particular attribute has been pulled up to the root of a subtree and used for transposition at the level above. Following that transposition, a new attribute may have to be pulled up again to satisfy the splitting test criteria. Expressing this number as the average over all trees of k leaves, we obtain
(Eq. 10)
(Eq. 12)
We are now ready to estimate the cost of restructuring a binary decision tree of n
Transpositions overwhelm the incremental algorithm's behavior, at least as far as speed is concerned. They are not critically time consuming operations themselves since they involve simple pointer arithmetic. However, the housekeeping operations that follow (modifying instance counts to update node statistics, establishing new splitting attributes for node tests) are the core of the computing expenses. As these operations are triggered by transpositions, we claim that R n ( ) is an important factor in evaluating the speed of an algorithm.
We will now obtain a measure of the cost of using a given tree. As we have focused on speed issues, an obvious candidate metric is the path length.
Let P(n) be the sum of path lengths of all binary trees of n leaves. We obtain: where the latter two terms correspond to the unit increment of the path of every leaf in a tree, when that tree becomes a child of the root. The above gives
(Eq. 14) It follows that
(Eq. 15)
We can now estimate the average path length of trees of n leaves. This is
We now want to cast R n ( ) against P n ( ) to see how their interaction affects speed. We first start by calculating the cost of a transposition. A transposition involves the generation of three new nodes, the deletion of previous nodes and the redirection of all associated pointers, accounting for a total of at least 12 basic operations (cost units) to carry out. Furthermore, it requires a certain number of instance count additions to bring the statistics of all newly created nodes up to date (we also consider the instance count addition to be a basic operation). If the subtree that is subject to transposition has a attribute tests available for selection at its root, then for each subsequent transposition (due to recursive restructuring), the number of instance count additions will be 3a-2 at most (accounting for a additions at the root and for a-1 additions for its two children). We so derive that the cost of restructuring a tree of n leaves (in terms of the number of basic operations) is
(Eq. 16) The calculation of the cost of using the tree is simpler. Assuming that a attributes tests are available at the root of the tree, the usage cost is (actually, an estimate of the expected usage cost) Indeed, using the tree is a sequence of basic operations as every new pattern that is incorporated in the tree generates a series of instance count additions along the path to the fringe of the decision tree.
Selecting an attribute over others expresses the expected superiority of that attribute. In ordering the candidate attributes according to their performance on a subset of the training set, we hope to have obtained a measure of their ability at class separation. Let S be such a performance score of an attribute, normalized in the range [0,1], where higher scores are typical of better attributes.
We now want to estimate the number of leaves that will be produced by using scores from the [0,1] range. Let Ë be the number of leaves, n the number of instances at hand and Ê the number of classes represented in the n instances.
We explicitly state that if S=0, we have the worst probable splitting and that this gives Ë=n. We can also hypothesize a performance related association at the other end of the scale. We assume that if S=1, then Ë=Ê (no leaf will contain more that one class).
A straightforward solution is to express Ë as a linear function of S:
(Eq. 18) The above function is not always sufficient. Binary decision trees that could even be optimal will invariably fail to achieve a score of 1 if, at a node, more than two classes are present, or the two classes are not equiprobable. However, we will stick to it for conceptual simplicity, its obviously low computational overhead and its intuitively appealing rationale.
We now come to the central question of our approach in incremental learning: do we restructure or not? Our ability to delay restructuring is directly affected by the computations detailed in the paragraphs above. We now put all the elements together at work.
Start by selecting two attributes, A and B, where A is the current root attribute and B is the competing one. We assume that B is a better attribute, otherwise no restructuring will be done anyway.
The respective scores of A and B are S A and S B . From these, we compute the number of leaves for A, B. These are Ë A and Ë B . The actual number of leaves for attribute A is however known, Ë act,A . We may use it to adjust the expected number of leaves if B were to be selected. One option is to restructure: this incurs a cost of C(Ë act,A ) plus a cost of at least U(Ë' B ) for subsequent instances. If we decide to use the tree then each new instance that passes through it incurs a cost of at least U(Ë act,A ). The number of instances that levels off these two quantities is (the delay factor:)
We then adopt a pessimistic two-phase strategy: we assume that k is a good estimate now, but that we will postpone restructuring considerations for at most k/2 instances. After that checkpoint a new delay factor is computed. If the new delay factor is at least k/2 then we consume the remaining k/2 instances and reset the root node of the subtree. If, however, the new delay factor is less than k/2 then we interpret this as an indication that the original estimate was too optimistic. The tree may be changing at an alarming rate and, if required, we restructure immediately.
Actually, instead of using chunks of k/2 instances, a hold-back factor, a, is introduced to allow the use of two arbitrarily pessimistic chunks of k/a instances.
What happens when the current attribute has the best score for the node? Using a method proposed by Kalles and Morris [4] we could establish a delay factor that is worstcase guaranteed to hold. Such an approach would undermine, however, our intention to study stability in our proposed speculative manner. We thus chose to use a variety of pre-set values (the default delay factor, as we termed it) for such situations. A systematic way of selecting the default delay factor has not been determined yet.
The analysis presented above should apply to symbolic attributes quite smoothly. Regarding numeric attributes we expect it to err on the optimistic side, as tree restructuring in numeric attribute domains sometimes entails cut-point manipulations rather than transpositions. Numeric attributes may also require the on-the-fly determination of threshold values in the value range before employing an entropy test. This makes them less amenable to the kind of analysis presented above.
Experiments
The analysis has been verified by experimenting with the following data sets from the Machine Learning Repository [11] : kr-vs-kp, mushroom, crx, balance, adult.
Missing values have been left out of the analysis but these should only involve implementation issues. Note also that as ITI generates binary tests, it effectively creates competition among attribute-value pairs, rather than among attributes. Again, this is an implementation detail that does not affect the analysis presented above.
Experimentation consisted of building a decision tree incrementally using ITI 2.8 (we modified the program to use the information gain and incorporate the above presented improvements). The experiments were conducted on a Sparcstation 10 computer. A short while after the experiments were conducted, ITI 3.5 was made available and now ITI 3.8 has become the current ITI version. Since ITI 3.5 the Kolmogoroff-Smirnoff distance metric is employed. ITI now also uses transpositions in numeric attributes instead of cutpoint manipulations but still has to determine thresholds before attribute selection. The experiments with the adult database were conducted with ITI 3.8 on a Pentium II 233 computer running Linux.
Each data set was used in a ten-fold cross validation experiment with a different ordering each time. Although the order in which the training instances are presented has no effect on what tree ITI will build, order does have an effect on the amount of computations required to produce the final tree. With the extension proposed in this paper, order affects the final tree too.
For each data set we ran the original algorithm and eight versions of the modified algorithm (call it SITI, after Stable ITI, for the sake of simplicity). These versions were generated by varying the tuning parameters: we used all eight combinations of two values for the hold-back factor (2, 4) with four values for the default delay factor (8, 16, 32, 64). We opted not to include recursive restructuring into a transposition's cost, thereby deliberately holding back SITI from ignoring large chunks of training instances (this is an explicit injection of pessimistic bias).
The goal of the experimentation was to observe how the proposed scheme speeds up the incremental learning process by reducing the number of transpositions. We also wanted to find out what price one has to pay for this speed up in terms of accuracy and overall tree size.
To estimate the distance between solutions created by SITI and ITI we employ a final restructuring step. When all training instances have been processed and all statistics are gathered, the resulting tree is forced to migrate to its ITI form via a series of pull-ups. We then gather statistics for this final step, as it reflects the scenario of a sudden preemption of a learning process by a test task. This scenario concerns an interesting learning problem. Assume that we are using the proposed heuristic and that we achieve some computational savings during learning. Using our heuristic means that as oscillation of the tree structure is reduced, oscillation around the ITI form is increased. When it is required to use the decision tree for testing, what is the overhead we incur if we want to use the ITI form?
Actually, experimenting with this last step, introduces a new learning approach that is inherently heuristic: we never pay the full price of straightforward incremental learning by opting to create approximate as opposed to exact (ITI form) concepts. One could even argue that this approach to learning can be roughly compared to an "educated guess" that a human may make. The ability to make an educated guess reflects a sound background, which we attempt to simulate with the approximate concept. Such a background can be more easily brought up to date in a knowledgeable individual rather than in a novice learner. At the same time the accumulated time spent in achieving substantial knowledge in a field is significantly less than trying to achieve constant expertise in that field. We believe that the proposed heuristic closely reflects this learning practice.
Regarding measurements, the following strategy was used for every run: each training instance was incorporated into the current decision tree and after the (possible) tree modification, the tree was tested against the test set.
Let X i j be the accuracy of the original algorithm (ITI) after the i-th instance of the j-th run has been added to the tree. Let Y i j be the corresponding accuracy of one of the SITI variants (produced by varying the hold back factor and the default delay factor). We first compute
, the average accuracy after each instance. To estimate accuracy differences between SITI and ITI, we compute ( )
, which is what we finally report in the left column of the Accuracy Difference cells. Besides accuracy difference, we also report the ratio of the number of transpositions of the modified algorithm against the number of transpositions of the original algorithm (T% and FT% denote these ratios for the normal and the final step of the algorithm). The ratio of the expended CPU time against the original is also reported (CPU%). Finally we report the number of transpositions per CPU second during the normal (T/CPU) and the final (F T/CPU) step. In the results above, SITI variants are identified by the format X.Y, where X is the default delay factor and Y is the hold-back factor. A separate row shows the actual average CPU time (in seconds) expended by the ITI. Standard deviations were not surprising and are omitted.
All experiments demonstrate a reduction in the CPU time. In the purely symbolic domains (chess, mushroom) such a reduction couples a more-or-less equivalent reduction in the number of transpositions. In the domains where numeric attributes are present, percentage reductions in the CPU time and the number of transpositions are not exactly in correspondence. As we have expressed our reservation about the heuristic's predictable applicability to numeric domains, these findings are not surprising. However, the qualitative significance of transpositions is evident.
The reader should focus on the averages reported. As the results show, the standard deviations for the reported quantities of the ITI algorithm are quite large. This should be expected since ITI is sensitive to the order of presentation of training instances. However, the fact that standard deviations for SITI variants are low when compared to ITI figures should serve as a safe indication that the proposed heuristic indeed stabilizes ITI's behavior.
Note that both in terms of CPU time and the number of transpositions a larger holdback factor (4) invariably delays the incremental learning algorithm. Likewise, we also see that small default delay factors have a negative effect on speed-up. These two tuning parameters seem to be quite helpful in determining the level of optimistic bias one wants to inject in the learning process.
A notable result deviation occurs in the mushroom domain, where the scale of improvement is small, when compared to the other domains. This is a consequence of the fact that small decision tress (with less than 15 leaves) can accommodate the mushroom domain. This not only makes our approximation riskier but also results in calculating small values for the number of instances one can afford to ignore (thereby increasing the relative cost of employing the heuristic).
Discussion
Why is the observed speed-up obtained? To answer this, let us remind the reader that our experiments do not exactly replicate ITI's behavior. In fact, the two-stage approach serves the need to estimate how far our solution is from ITI's benchmark behavior: the finally produced tree. For this reason we reported separately the cost of the final restructuring step.
Even a casual observation uncovers why we gain in speed. Transpositions during the final step are numerous, in some cases even surpassing the number of transpositions during the learning phase (we solely study SITI behavior, of course). However, the CPU time expended on final step transpositions is negligible, meaning that the final step consists mainly of many cheap operations (the F T/CPU ratio is always at least four times the T/CPU ratio). This means that SITI spends its time at expensive and important transpositions only, rather than being kept busy at revising small tree neighborhoods. Small scale local revision can also be seen in the behavior of the original algorithm, as suggested by the corresponding T/CPU ratio.
In fact the T/CPU ratio also gave an instructive insight into how the heuristic (in its current form) would apply to other domains. T/CPU ratio standard deviations are low in purely symbolic domains (chess, mushroom), relatively high in purely numeric domains (balance) and moderate in hybrid domains (crx, adult). This means that the notion of an important transposition may be weakened by the presence of numeric attributes.
The cautious reader might find it natural to ask whether the proposed heuristic is too complex for the savings it can offer.
A separate experimentation session was devised where a node checks (and possible changes) its installed attribute every k instances. This is a simple heuristic with adequate intuitive support and almost zero implementation overhead. Although initial results with this heuristic showed a significant performance increase and small accuracy loses, the fact that k is an arbitrarily chosen number suggest strong limitations in flexibility and dynamic decision-making. If we set k too small then we make more restructures than required. If we set it too high then we drift far away from the baseline ITI tree.
In fact, if we knew a priori the characteristics of the incremental learning process we could select an appropriate k to minimize both the mean accuracy loses and building time. Since this is intractable the next best thing is to dynamically alter k; this justifies the proposed heuristic.
Another experimentation session was devised around the idea that an attribute should get demoted (via pull-ups, as usual) from its node, only if it is not among the k best attributes for that node. Four values of k were used (from 2 up to 5).
The results were plain disappointing for this heuristic. It produced delays that varied from slightly longer than the time required by ITI to twice (and occasionally more) that time. As intermediate decision trees had no sophisticated way of updating themselves they have turned out very expensive to revise.
We concluded that such heuristics would not be popular because they would most likely display an inconsistent behavior, even if they may work at times. SITI variants consistently produced larger trees than ITI, so we do not report these sizes here in detail. As it turns out, letting SITI grow a tree beyond its warranted size (the size to which ITI would be growing the tree for each instance) and sticking to that tree for testing has a detrimental effect on the tree's classifying ability, when we test this ability after each new instance. This is not surprising given the much publicized principle of Occam's Razor [9] , though the reported accuracy differences cannot be considered as particularly worrying (with the notable exception of the chess domain). The marginal differences noted strengthen the suggestion that wide model differences need not entail significant accuracy variations [10] .
Webb [12] has lately suggested that by appropriately expanding decision trees one can obtain improved accuracy results. Although our work does not directly relate to his, our results seem to confirm his conclusion that one has to take extra care when expanding decision trees. He meticulously expands the fringe based on history while we consciously keep the fringe in a state of flux. It is hardly surprising that this localized anarchy should produce sub-optimal accuracy results.
This size-accuracy finding is consistent across all domains. The domain that demonstrates a negligible accuracy decrease is the mushroom domain, where the tree produced by the modified algorithm is (very small and) usually exactly the same size as the one produced by the original algorithm. However, in the chess domain the final step usually results in a massive re-haul of the current tree, suggesting that the tree has a significantly larger than warranted size during the learning-and-testing process.
A very interesting finding was that the values of the tuning parameters had a noticeable effect on accuracy only in the chess domain, where it appears that being optimistic, to gain speed, directly trades-off accuracy. In all other domains, the tuning parameters did not have an effect that would suggest accuracy might suffer. However, a suitable improvement topic would be the adoption of a more sophisticated strategy for the calculation of the default delay factor.
Should we care about the accuracy decrease? We believe not. This is due to two reasons, the least important one being that this decrease is small. What the experimentation shows is that beyond speed-up during learning, the decision trees produced can be migrated to the ITI form very fast. This confirms the "educated guess" approach to learning that was coined in the previous section.
Putting all the above together, the bottom line is that one can improve the efficiency of an incremental learner with relatively straightforward assumptions and yet not sacrifice classification accuracy. In the case where accuracy remains of utmost importance, the final restructuring step can be always used as a low-cost procedure to bring the decision tree up-to-date. We believe that this addresses a fundamental issue in incremental learning, namely the ability to create a usable concept fast and optimize it efficiently when a performance sensitive need occurs [3] . Of course, this work-around is only practical when test tasks are separated by sizable batches of training instances. Quantifying what qualifies as a sizable batch is on the research agenda and we propose to resolve it by extensive experimentation over the data sets of the Machine Learning Repository. Topping this up by careful implementation and more efficient data house-keeping one should obtain significantly larger savings than the ones reported here.
The requirement that the attribute selection metric should produce a score in the [0,1] range is questionable, as many metrics do not comply with it. A step forward would be to experiment with sigmoid functions that transform open-ended value ranges to [0, 1] .
It is doubtful that our approach to defining the cost of a decision tree's life cycle in terms of basic operations is an accurate one. However, the assumption proved useful.
We believe that by defining the basic operation in such a coarse manner one avoids the meticulous detail that a more thorough definition would require. Furthermore, the fact that our analysis is not purely theoretical and mathematically fail-proof unavoidably diminishes the value of much detail in a basic assumption.
Concluding, we have presented a heuristic approach for improving the learning speed of incremental decision tree induction algorithms. It uses the assumption that one should only focus on important restructuring steps, rather than local revisions. It depends on parameters whose setting may influence the observed improvement but not really the improvement rate. We have demonstrated by means of extensive experimentation that the approach indeed contributes to significant speed improvements with comparably small accuracy overheads that can nevertheless be inexpensively rectified.
