Sextic tensor field theories in rank $3$ and $5$ by Benedetti, Dario et al.
Sextic tensor field theories in rank 3 and 5
Dario Benedetti1, Nicolas Delporte1,2, Sabine Harribey1, and Ritam Sinha3,4
1CPHT, CNRS, Ecole Polytechnique, Institut Polytechnique de Paris, Route de Saclay,
91128 PALAISEAU, France
2Laboratoire de Physique The´orique (UMR 8627), CNRS, Univ.Paris-Sud,
Universite´ Paris-Saclay, 91405 Orsay, France
3Instituto de Fisica Teorica IFT-UAM/CSIC, Cantoblanco 28049, Madrid, Spain
4The Racah Institute of Physics, The Hebrew University of Jerusalem, Jerusalem 91904, Israel
Emails: dario.benedetti@polytechnique.edu, nicolas.delporte@th.u-psud.fr,
sabine.harribey@polytechnique.edu, ritam.sinha@mail.huji.ac.il
Abstract
We study bosonic tensor field theories with sextic interactions in d < 3 dimensions. We consider two
models, with rank-3 and rank-5 tensors, and U(N)3 and O(N)5 symmetry, respectively. For both of
them we consider two variations: one with standard short-range free propagator, and one with critical
long-range propagator, such that the sextic interactions are marginal in any d < 3. We derive the set
of beta functions at large N , compute them explicitly at four loops, and identify the respective fixed
points. We find that only the rank-3 models admit melonic interacting fixed points, with real couplings
and critical exponents: for the short-range model, we have a Wilson-Fisher fixed point with couplings
of order
√
, in d = 3 − ; for the long-range model, instead we have for any d < 3 a line of fixed
points, parametrized by a real coupling g1 (associated to the so-called wheel interaction). By standard
conformal field theory methods, we then study the spectrum of bilinear operators associated to such
interacting fixed points, and we find a real spectrum for small  or small g1.
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1 Introduction
Tensor field theories are models of N r bosonic or fermionic fields with a Lagrangian invariant under
U(N)r [1], O(N)r [2], or Sp(N)r [3] transformations, and with r > 2.1 Their study was initially undertaken
as a generalization of matrix models in the tentative to build models of higher-dimensional quantum gravity
from a geometric interpretation of their Feynman diagrams [9–11], but it has recently developed into new
directions.
An important property that makes tensor models particularly interesting for field theory is that, like
vector and matrix models, they admit a 1/N expansion [12, 13], which however is typically different from
that of vector and matrix models (see Ref. [14] for a comparative review). In particular, the leading order
lies somewhat in between that of their lower-rank cousins, as their large-N limit is richer than that of
vectors, but more manageable than the planar limit of matrix models. The leading order diagrams are
1Different types of field content and symmetry groups are possible, with similar features to what we describe below, but
they are typically more complicated to describe or analyze [4–8].
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the so-called melonic diagrams [4], for which one can write closed Schwinger-Dyson and Bethe-Salpeter
equations. They are the same type of diagrams encountered in the Sachdev-Ye-Kitaev model as well
[15–19], and to which the model owes its solution. In the case of the SYK model, the fields are in a
vector representation, but they interact through a random tensor, whose quenched average leads to the
melonic dominance, for the same combinatorial reasons as for tensor models [20]. Tensor models have
thus been extensively studied in one dimension as an alternative to the SYK model without quenched
disorder [5, 21–27] (see also Ref. [14, 28] for reviews). Such developments have also prompted interest in
tensor models as a novel class of quantum field theories for which we can hope to control non-perturbative
aspects via the large-N limit, and in particular discover new interacting conformal field theories [29–36].
Not all tensor models lead automatically to the interesting melonic limit mentioned above. We can of
course build tensor models which are actually vector or matrix models in disguise, or we can also consider
proper tensor models whose Feynman diagrams are cactus diagrams as in vector models (e.g. Ref. [33]),
and so on. Several papers worked out conditions under which a tensor model possesses a melonic limit.
Starting with an O(N)3 quartic model, Ref. [2] introduced an optimal rescaling of the couplings which
leads to melonic dominance. For interactions of higher order, including the sextic ones we consider below
in rank 3, Ref. [37] identified the structure of diagrams at first leading orders. Ref. [38] proved that, with
tensors of prime rank and for a particular class of complete interactions, the dominant Feynman diagrams
are melonic. Ref. [39] classified the different structures of complete interactions for tensors of odd rank.
Ref. [40] showed melonic dominance in sextic subchromatic models (rank-3 and a particular rank-4 model).
Those works have mostly concentrated on the combinatorial aspects of the large-N limit. The next
important question is then to identify more precisely the field theoretic content of those melonic theories,
and look for dependence on the dimension, rank and interaction of those models. In dimension 1, Ref. [41]
obtained the spectrum of a rank-5 generalization of the CTKT model [2, 42] and generalized to ranks
greater than 3 the conformal spectrum of bilinears. In higher dimensions, very quickly it seemed difficult
to find a non-trivial RG fixed point [31] or a real spectrum of conformal dimensions at integer dimensions
[29,30,32]. However, using a long-range free propagator such that the quartic interactions are marginal in
d < 4, Ref. [34] managed to construct the renormalization group flow of a quartic model and find a non-
trivial infrared-attractive fixed point with a purely imaginary coupling for the (unbounded) “tetrahedral”
coupling, but with real critical exponents. Later, the dimensions and OPE coefficients of bilinear operators
were computed in Ref. [35], and found to be real, thus providing an important step in order to assert
unitarity of the conformal field theory (CFT).
One of the aims of this paper is to understand how general are some of those findings, such as the
need for an imaginary coupling in combination with the long-range propagator. In particular, we would
like to understand how they depend on the rank of the tensors and on the order of the interactions. For
this purpose, we chose to study models with sextic interactions in rank 3 and 5, and with either short
or (critical) long-range propagators. Short-range sextic models have been considered before, but either
without actually studying the existence of fixed points [29] (and only for rank 5), or for a different scaling
in N of the couplings than the optimal one [32]. Here, we will compute beta functions for our models, at
leading order in the 1/N expansion, and at four-loop order. In the presence of a small parameter, such as
 = 3 − d in the short-range case, or an exactly marginal coupling in the long-range case, the four-loop
expansion is sufficient in order to identify interacting fixed points.
Our main results are: in rank 3, we find two non-trivial infrared fixed points for the short-range
model, and a line of infrared fixed points for the long-range model, for real couplings. In both cases, we
find a window with real spectrum of bilinear operators. Surprisingly, in rank 5, the only fixed point is
non-interacting.
The rest of the paper is organised as follows. In Sec. 2, we start by setting the scene with definitions
of our models in rank 3 and 5, long- and short-range, and a description of the leading order diagrams.
We continue in Sec. 3 and 4 by computing the two- and four-point functions. Sec. 5 contains a detailed
derivation of the β-functions of our sextic couplings, as well as their fixed points. Before concluding,
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we compute in Sec. 6 the spectrum of bilinears (including spin dependence) through the now standard
eigenvalue equation. In three appendices, we spell out details on our conventions and on the main loop
integrals.
2 The models
Both models we are going to consider can be viewed as symmetry-breaking perturbations of a free O(N )-
invariant action for N scalar fields φa(x), with a = 1, . . . ,N , x ∈ Rd:2
Sfree[φ, φ¯] =
∫
ddx φ¯a(x)(−∂µ∂µ)ζφa(x) . (1)
The scalar fields will be either complex or real (in the latter case φ¯a = φa and we multiply the action by a
factor 1/2). ζ is a free parameter, which must be positive in order to have a well-defined thermodynamic
limit, and it must be bounded above by one in order to satisfy reflection positivity. We will later fix it to
be either ζ = 1, as in Ref. [29, 32,42], or ζ = d/3, as in Ref. [34, 35].3
The free propagator is
C(p) =
1
p2ζ
, C(x, y) =
Γ (∆φ)
22ζpid/2Γ(ζ)
1
|x− y|2∆φ , (2)
with ∆φ =
d−2ζ
2 .
Perturbing the free action above by a quartic O(N )-invariant potential leads to the usual short-range
(ζ = 1, e.g. Ref. [46]) or long-range (ζ < 1, e.g. Ref. [47, 48]) O(N ) model.
The general type of tensor field theories we have in mind will have N = N r, and a potential explicitly
breaking the O(N ) symmetry group down to Gr, with either G = O(N) (for real fields) or G = U(N) (for
complex fields). For example, for r = 3, we will write the field label as a triplet, a = (abc), and impose
invariance of the action under the following transformation rule:
φabc(x)→ R(1)aa′ R(2)bb′ R(3)cc′ φabc(x) , R(i) ∈ G . (3)
Proper tensor field theories have r > 2, otherwise we talk of vector (r = 1) or matrix (r = 2) field theories.
We will explicitly consider two models with sextic interactions, for r = 3 and r = 5. For r = 4 we could
write a model qualitatively very similar to r = 5, but we would not learn much more, so we will not present
it.
2As usual, a summation is implied for repeated indices.
3For ζ < 1, the fractional Laplacian can be defined in several ways [43]. In Fourier space, with the convention that
f(x) =
∫
ddp
(2pi)d
e−ip·x f(p), we simply have:
Sfree[φ, φ¯] =
∫
ddp
(2pi)d
φ¯a(p)(p
2)ζφa(p) .
In direct space we can instead write it as a kernel:
Sfree[φ, φ¯] = c(d, ζ)
∫
ddx ddy
φ¯a(x)φa(y)
|x− y|d+2ζ ,
with c(d, ζ) =
22ζΓ( d+2ζ2 )
pid/2|Γ(−ζ)| . Notice that often in the literature on the long-range Ising model (e.g. [44, 45]) one finds the free
action to be defined as above, but with c(d, ζ) = 1.
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2.1 Rank 3
Action. We first consider a rank-3 bosonic tensor model in d ≤ 3 dimensions, with U(N)3 symmetry
and sextic interactions. The bare action is
S[φ, φ¯] =
∫
ddx φ¯abc(−∂µ∂µ)ζφabc + Sint[φ, φ¯] , (4)
Sint[φ, φ¯] =
∫
ddx
5∑
b=1
λb
6N3+ρ(Ib)
Ib . (5)
The U(N)3 invariants Ib are all those that can be constructed with six fields, and their respective parameter
ρ(Ib) will be chosen according to the optimal scaling defined in Ref. [2]:
ρ(Ib) =
F (Ib)− 3
2
, (6)
with F (Ib) counting the total number of cycles of alternating colors i and j with i, j ∈ {1, 2, 3}, and the
colors being introduced in the following paragraph.
It is customary to represent the tensor invariants as colored graphs [49]. To that end, we represent
every tensor field as a node (black and white for φ and φ¯, respectively) and every contraction of two indices
as an edge. Each edge is assigned a color red, blue, or green (or a label 1, 2, or 3) corresponding to the
positions of the indices in the tensor. We call the resulting graphs 3-colored graphs. As a consequence of
the U(N)3 symmetry, such graphs are bipartite, that is, edges always go from a white to a black node.
With the aid of such representation we can write the interacting part of the action as:
Sint[φ, φ¯] =
∫
ddx
 λ16N3 + λ26N4 + λ36N4
+
λ4
6N5
+
λ5
6N6
 ,
(7)
where a (normalized) sum over color permutations should be understood, whenever it is non-trivial (see
App. A for more details on our conventions). The graphs representing the tensor invariants are also called
bubbles. Bubbles which are composed of one, two, or three connected components are referred to as single-
trace, double-trace, or triple-trace, respectively, for analogy with the matrix case, and bubbles Ib for which
ρ(Ib) = 0 are called maximally single trace (MST), as each of their 2-colored subgraphs are single trace.
The I1 invariant is the only MST bubble in our action.
Colored graphs and Feynman diagrams. We introduce some (mostly standard) notation for the
perturbative expansion of the free energy (and the connected n-point functions) of the theory [1]. Each
interaction invariant is represented as a 3-colored graph as above. Expanding around the free theory, the
Gaussian average leads to the usual Wick contraction rules, for which we represent the propagators as
edges of a new color, connecting a white and black node. We choose the black color for such propagators,
or equivalently, the label 0. We give an example of the resulting 4-colored graphs in Fig. 1.
Ordinary Feynman diagrams, the only objects that we will actually call by such name here, are obtained
by shrinking each interaction bubble to a point, which we will call an interaction vertex, or just vertex.
We give an example of such a Feynman diagram in Fig. 2. While Feynman diagrams are sufficient for
representing Feynman integrals, the 4-colored graphs are necessary in order to identify the scaling in N .
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Figure 1: 4-colored graph corresponding to a two-loop Feynman diagram with external tensor
contractions equivalent to I2.
Indeed, in a 4-colored graph, each propagator identifies all three indices on its two end tensors whereas each
edge of color i identifies only one pair of indices between its end tensors. The indices will then circulate
along the cycles of color 0i, which we call faces, hence each face gives rise to a free sum, that is, a factor
N . The amplitude of a Feynman diagram G thus scales as A(G) ∼ NF−3n1−4n2−4n3−5n4−6n5 , with F the
total number of faces in the associated 4-colored graph and ni the number of bubbles of the interaction i.
The existence of the large-N limit relies on the fact that the power of N is bounded from above [2, 49].
Figure 2: An example of melon-tadpole Feynman diagram. Double tadpoles are based on the
Ib (b ∈ [1, 5]) vertices and melons are based on I1 vertices.
Melonic graphs and melonic diagrams. Melonic k-valent graphs are defined constructively starting
from the fundamental melon, i.e. the unique graph built out of two k-valent vertices without forming self-
loops (or tadpoles), and then iteratively inserting on any edge a melonic 2-point function, i.e. the graph
obtained from the fundamental melon by cutting one edge in the middle. Notice that melonic k-valent
graphs are always bipartite, and edge colorable with k colors.
An important result in rank-r tensor models is that if one only allows for interaction bubbles which are
melonic r-valent graphs, then in the perturbative expansion the leading order vacuum graphs at large N
are melonic (r+ 1)-valent graphs [1]. However, it is important to notice that melonic (r+ 1)-valent graphs
do not correspond to melonic Feynman diagrams, i.e. they do not remain melonic after shrinking the colors
from 1 to r. From the point of view of the Feynman diagrams, melonic (r+ 1)-valent graphs reduce to the
same type of cactus diagrams appearing in the large-N limit of vector models, and therefore field theories
based on such interaction are not expected to lead to very different results than vector models.4
Adding non-melonic bubbles, things get more complicated, and possibly more interesting. In particular,
it was found in Ref. [2] that non-melonic interaction bubbles can be scaled in such a way that they also
contribute at leading order in the 1/N expansion, and that for some interactions (in that specific example,
4They can nevertheless lead to new phases with patterns of spontaneous symmetry breaking which are impossible in the
vector case [33].
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the quartic tetrahedron interaction) their leading-order Feynman diagrams are melonic. The possibility of
restricting the spacetime Feynman diagrams to the melonic type by means of a large-N limit has been a
main reason for studying tensor field theories in dimension d ≥ 1, starting from [42].
The large-N limit. The I1 invariant in (5) (i.e. the first bubble in (7), which we call the wheel graph, and
which is also known as the complete bipartite graph K3,3) stands out as the only non-melonic bubble in our
action, and as a consequence, as the only interaction that does not lead only to tadpole corrections to the
propagator at large N . It leads instead to Feynman diagrams which are of melon-tadpole type [37, 40, 50]
(see Fig. 2), i.e. diagrams obtained by repeated insertions of either melon or tadpole two-point functions
(Fig. 4) on the propagators of either one of the two fundamental vacuum graphs in Fig. 3. The 4-colored
graph corresponding to the fundamental melon is built from two mirror wheel graphs (i.e. completing in
a straightforward way Fig. 1), while the triple-tadpole is built on any of the interactions.5
As tadpole corrections just renormalize the mass, the effect of I2 to I5, and of the I1 tadpoles, will be
ignored in the discussion of the Schwinger-Dyson equations for the two-point function, assuming that we
are tuning the bare mass to exactly set the effective mass to zero. Along the same line of thoughts, we
have not included quartic interactions in our action, assuming that they can be tuned to zero. In fact,
we will be using dimensional regularization, which for massless theories results in the tadpoles (and other
power-divergent integrals) being regularized to zero (e.g. [51]); thus we will actually need no non-trivial
tuning of bare parameters, and we will be able to keep mass and quartic couplings identically zero.
Figure 3: The two Feynman diagrams (the fundamental melon on the left, and the triple-
tadpole, or trefoil, on the right) starting from which all the vacuum melon-tadpole diagrams
can be built. The melon is based on the wheel vertices and the triple-tadpole is based on any
of the interactions Ii (for explicit examples of the corresponding colored graphs in rank 5, see
Figure 5).
Figure 4: The two minimal two-point function Feynman diagrams used in the iterative construc-
tion of melon-tadpole diagrams. The melon is based on wheel vertices and the double tadpole
is based on any of the interactions Ii.
5Notice that the leading 4-colored graph of the trefoil is unique for the melonic bubbles (essentially tadpoles like to be
based on multilines), while there are three leading-order trefoils that can be built on the wheel.
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2.2 Rank 5
Action. The second sextic model we will consider in this paper is a O(N)5 bosonic tensor model in
d dimensions. We consider a real tensor field of rank 5, φabcde transforming under O(N)
5 with indices
distinguished by their position. The action of the model is6:
S[φ] =
1
2
∫
ddxφabcde(−∂µ∂µ)ζφabcde + Sint[φ] , (8)
Sint[φ] =
∫
ddx
6∑
b=1
κb
6N5+ρ(Jb)
Jb . (9)
The interaction part of the action can be written with the same graphical representation as for the
previous model. However, because we are now considering a rank-5 model, the graphs representing the
interactions will be 5-colored graphs, and because we have real fields with O(N)5 symmetry, the graphs
will not be bipartite and the nodes will have all the same color (black). An action containing all the O(N)5
invariants would be rather long,7 and difficult to handle. We will restrict the potential by exploiting the
large-N limit: we start from the interaction whose bubble is a complete graph (i.e. in which for every
pair of nodes there is an edge connecting them), and then include only the other interactions which are
generated as radiative corrections, until we obtain a renormalizable model, at large N . A set of interactions
of this type has been introduced in Ref. [38] with the name of melo-complete family. As we will explain
further below, it turns out that besides the complete graph we need to include only the melonic bubbles
(a straightforward generalization of the melonic bubbles of rank 3) and one new non-bipartite bubble:8
Sint[φ] =
∫
ddx
 κ16N5 + κ26N8 + κ36N8
+
κ4
6N9
+
κ5
6N10
+
κ6
6N7
 ,
(10)
where a sum over color permutations should be understood. The conventions are detailed in App. A.
Colored graphs and Feynman diagrams. The expansion into Feynman diagrams is done similarly
as for the previous model. Again, the propagators are represented by black edges. We give some examples
of resulting 6-colored graphs in Fig. 5 and 6.
The large-N expansion. Like other tensor models, this model has also a 1N expansion. First, we
observe that every sextic interactions can be obtained as radiative corrections from the first interaction
term J1 (we call it the complete vertex, as its bubble is the complete graph on six vertices, also known as
K6). For example, the interaction J6 (or the prism) is a rung with 3 edges between two complete vertices
(see Fig. 6), J2 (or the long-pillow) and J4 (or the pillow-dipole, our only double-trace interaction) are
6The optimal scaling is now defined as ρ(Jb) =
F (Jb)−10
4
with a straightforward generalisation of Ref. [2].
7Using the code provided in Ref. [52] (built on a generalization of the methods of Ref. [53, 54]), we can count the total
number of sextic invariants, with their different coloring choices, to be 1439.
8Following the same logic for rank-3, starting with the wheel interaction, we would have obtained the same action as in
(7). As in that case the set of interactions exhausts the sextic U(N)3 invariants, we have chosen a different perspective in its
presentation.
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Figure 5: Two examples of vacuum 6-colored graphs.
Figure 6: 6-colored graph corresponding to a two-loop correction to the six-point function, with
external tensor contractions equivalent to J6 (the prism).
ladders made of two such rungs with different permutations of the colors between the rungs (see Fig. 7).
J5 (or the triple-dipole, our only triple-trace interaction) is a ladder made of three rungs and J3 a ladder
made of four rungs.
Then in any graph G, we replace every interaction by their minimal representations in terms of complete
vertices. This way, we obtain a new graph Gˆ with only complete vertices. Since the rank of our model is
a prime number, and the complete graph is the unique maximally single trace (MST) invariant, we can
use the result of Ref. [38] (see also [41]), where it has been proved that in this case, the leading order
vacuum Feynman diagrams are the melons constructed with two mirrored complete MST interactions (see
the diagram on the left in Fig. 5), and the usual iterative insertions of melonic two-point functions. Notice
that unlike for the rank-3 wheel (which is MST, but not a complete graph), the leading order diagrams
include no tadpoles. This means that the leading order diagrams of our rank-5 model are melonic after
substituting every sextic interactions by their minimal representations in terms of the complete vertex.
In terms of the original interactions, the leading order diagrams are again melon-tadpole diagrams (see
Fig. 2, with tadpoles now associated to Jb with b ∈ [2, 6]), i.e. they are obtained by iterated insertions of
melons and double tadpoles. The double tadpoles are based on the interactions Ji vertices (i ∈ [2, 6]) and
the end vertices of melons are complete vertices. Therefore, the diagrammatics is somewhat similar to
that of the quartic model [34], where the tetrahedron is a complete graph and it is associated to melonic
diagrams, while the melonic graphs (pillow and double-trace) are associated to tadpoles.
Again, as explained for the previous model, we will ignore the effects of the tadpoles formed by J2
to J6, as tadpole corrections just renormalize the mass. We will also not include quartic interactions,
assuming that they can be tuned to zero.
Radiative corrections to the prism interaction. A comment is in order regarding the non-melonic
interaction J6. We presented in Figure 6 a melonic contraction of two J1 interactions that has J6 as a
boundary graph. It turns out that it is the only melonic diagram built with J1 vertices that produces it.
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Figure 7: Feynman diagram consisting in a ladder with two rungs and complete vertices. Its
external tensor contractions are equivalent to J2 (the long-pillow).
Indeed, we notice in J6 the presence of two mirrored triangles (with edges red-green-blue in (10)) and each
can result from 1, 2 or more complete graphs. The first case corresponds to Figure 6, but we see that the
second case already requires non-melonic diagrams as in figure 8. In order to construct such a triangle
from more that two J1 vertices, we need at least two propagators (for the two colored edges that leave the
nodes of the triangle) between each vertex, which in addition to at least two other propagators required
to connect the mirror symmetric nodes of the two triangles, make the diagram non-melonic.
Figure 8: 6-colored graph corresponding to a non-melonic Feynman diagram whose exterior
tensor contractions are equivalent to J6.
Incomplete set of invariants. As we said, the set of invariants we considered in the action is incomplete:
there are more O(N)5 invariants. However, it is closed. Indeed, we just showed that a O(N)5 model with
the complete interaction is dominated in the large-N limit by melonic graphs. Therefore, it is enough to
consider only the O(N)5 invariants that can be generated from a melonic graph constructed with complete
vertices. Those invariants are exactly J2 to J6 in the action of the model. The other O(N)
5 invariants will
never be generated by a leading order six-point graph as they cannot be obtained from a melonic graph
with complete vertices. Thus, at leading order in N , the set of invariants we consider is closed.
10
Rank-4 model. Lastly, we notice that, as in rank 5, also in rank 4 there is a unique MST interaction [40].
It turns out that the set of interactions it generates as radiative corrections are exactly of the same form
as J2 to J6 in (10), except that each multi-edge has one edge less than in rank 5 (for example, they can be
obtained by removing the purple color in (10)). Therefore, besides some different combinatorial factors,
we do not expect important qualitative differences with respect to rank 5, and we chose to work with rank
5 as it contains a complete bubble, making the analogy to the quartic model [34] more evident.
2.3 Renormalization: power counting
We consider G a connected amputated Feynman diagram with n(G) 6-valent vertices, E(G) edges and r(G)
external points. Computing the amplitude of the diagram G in momentum space, we get an independent
integral ddp for every loop and a propagator p−2ζ for every edge. Then, under a global rescaling of all the
momenta by t, the amplitude is rescaled by:
td(E(G)−n6(G)−n4(G)+1)−2ζE(G) = td(n4(G)+2n6(G)+1−
r(G)
2
)−ζ(4n4(G)+6n6(G)−r(G)) = td−
r(G)
2
(d−2ζ)+n6(G)(2d−6ζ)+n4(G)(d−4ζ)
(11)
where we have used 2E(G) = 6n(G)− r(G).
Short-range propagator. For d = 3 and ζ = 1, the amplitude is rescaled as:
t
3
(
1− r(G)
6
)
. (12)
Thus, in d = 3, the sextic interactions are marginal (the power counting does not depend on the
number of internal vertices). The two-point and four-point diagrams are power divergent and the six-point
diagrams are logarithmically divergent in the UV. Diagrams with more than eight external points are UV
convergent.
Therefore, in the following, we will use dimensional regularization, setting d = 3 − . We will be
interested in Wilson-Fisher type of fixed points, hence we will also consider  finite, but small.
Long-range propagator. For d < 3 and ζ = d3 , the amplitude is rescaled as:
t
d
(
1− r(G)
6
)
. (13)
Again, the sextic interactions are marginal. The two-point and four-point diagrams are power divergent
and the six-point diagrams are logarithmically divergent in the UV. Graphs with more than eight external
point are UV convergent.
We will again use dimensional regularization but in this case we will keep d < 3 fixed and set ζ = d+3 .
In this case will be interested in fixed points that arise at  = 0, as in Ref. [34], by a different mechanism
than in Wilson-Fisher.
3 Two-point function
3.1 Rank 3
The standard Schwinger-Dyson equation (SDE) for the two-point function is, in momentum space:9
G(p)−1 = C(p)−1 − Σ(p) , (14)
9We denote the momenta p, q and so on. We define
∫
p
≡ ∫ dd p
(2pi)d
.
11
where G(p) is the Fourier transform of the full two-point function N−3〈φ¯abc(x)φabc(0)〉, and Σ(p) is the
self-energy, i.e. the sum of non-trivial one-particle irreducible two-point diagrams.
In a theory which is dominated by melon-tadpole diagrams, the self-energy at leading order in 1/N is
obtained by summing up all the Feynman diagrams which can be obtained from those in Fig. 4 by repeated
insertions of either one of the two diagrams on internal lines. The resummation of all such diagrams can
be represented by the same diagrams as in Fig. 4, but with the edges decorated by the full two-point
function. Therefore, it can be expressed in momentum space as:10
Σ(p) =
λ21
4
∫
q1,q2,q3,q4
G(q1)G(q2)G(q3)G(q4)G(p+ q1 + q2 + q3 + q4)
− 1
2
(3λ1 + λ2 + λ3 + λ4 + λ5)
(∫
q
G(q)
)2
.
(15)
3.1.1 ζ = 1
When ζ = 1, using a power counting argument, we see that the solution admits two regimes for d < 3.
First, in the ultraviolet, there is a free scaling regime G(p)−1 ∼ p2: the free propagator dominates over
the self energy. Second, in the infrared, there is an anomalous scaling regime G(p)−1 ∼ p2∆ with ∆ = d3 :
the self energy dominates over the free propagator. Indeed, if we rescale the qi by |p|, the melon integral
gives a global factor of |p|4d−10∆ which must scale as |p|2∆. This gives indeed ∆ = d3 .
We thus choose the following ansatz for the IR two-point function:11
G(p) =
Z
p2d/3
. (16)
Neglecting the free propagator in the IR, the SDE reduce to:
p2d/3
Z = −
λ21
4
Z5Md/3(p) . (17)
The melon integral Md/3(p) is computed in App. B, giving
Md/3(p) = −
p2d/3
(4pi)2d
3
d
Γ(1− d3)Γ(d6)5
Γ(d3)
5Γ(5d6 )
. (18)
We thus obtain:
Z =
(
λ21
4(4pi)2d
3
d
Γ(1− d3)Γ(d6)5
Γ(d3)
5Γ(5d6 )
)−1/6
. (19)
Wave function renormalization. We introduce the wave function renormalization as φ = φR
√
Z with
φ the bare field and φR the renormalized field. Notice that Z is distinguished from Z, as the latter is
the full coefficient of the nonperturbative solution in the IR limit, while Z is the usual perturbative wave
function renormalization, to be fixed by a renormalization condition, as we will specify below.
After renormalization of the mass terms to zero, we have for the expansion of the renormalized two-
point function at lowest order:
Γ
(2)
R (p) ≡ GR(p)−1 = Zp2 −
λ21
4
Z−5M1(p) . (20)
10See Footnote 5 for the factor 3 in the double-tadpole contribution of the wheel.
11Notice that we choose a different convention for Z (and Z below) than in Ref. [34].
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The integral M1(p) is computed in App. B, Eq. (133). At leading order in , we have:
M1(p) = −p2−4 2pi
2
3(4pi)6
+O(1) . (21)
At last, we fix Z such that
lim
→0
dΓ
(2)
R (p)
dp2
|p2=µ2 = 1 , (22)
with µ the renormalization scale. At quadratic order in λ1, we obtain:
Z = 1 +
λ21
4
M˜1(µ) = 1− µ−4 λ
2
1pi
2
6(4pi)6
, (23)
with M˜1(µ) =
d
dp2
M1(p)|p2=µ2 .
3.1.2 ζ = d3
The value of ζ in this case is chosen to match the infrared scaling of the two-point function. We now have
only one regime and the full SDE is solved by the ansatz:
G(p) =
Z
p2d/3
. (24)
For the vertex renormalization in Sec. 5 we will use analytic regularization, keeping d < 3 fixed and setting
ζ = d+3 , but since the two-point function is finite, as we will now see, we can here set  = 0.
The computations are the same as in the IR limit of the previous section, but we do not neglect the
free propagator. Thus, we obtain:
1
Z6 −
1
Z5 =
λ21
4(4pi)2d
3Γ(1− d3)Γ(d6)5
dΓ(d3)
5Γ(5d6 )
. (25)
At the first non-trivial order in the coupling constant, this gives:
Z = 1− λ
2
1
4(4pi)2d
3Γ(1− d3)Γ(d6)5
dΓ(d3)
5Γ(5d6 )
+O(λ41). (26)
This expression is finite for d < 3. Moreover, as we did not neglect the free propagator, Z has an expansion
in λ1, as the perturbative wave function renormalization, with which it can be identified in our non-minimal
subtraction scheme. Therefore, in the case ζ = d/3, the wave function renormalization is finite.
3.2 Rank 5
For the O(N)5 model, the Schwinger-Dyson equation in the large-N limit is:
G(p)−1 = C(p)−1 − Σ(p) , (27)
with
Σ(p) =
κ21
6
∫
q1,q2,q3,q4
G(q1)G(q2)G(q3)G(q4)G(p+ q1 + q2 + q3 + q4)
− (κ2 + κ3 + κ4 + κ5 + κ6)
(∫
q
G(q)
)2
.
(28)
The only differences with the rank-3 model are the combinatorial factors in front of the melon and tadpole
integrals. Thus, we can use the results of the previous section.
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3.2.1 ζ = 1
In the IR limit, the SDE is solved again by G(p) = Z
p2d/3
with:
Z =
(
κ21
6(4pi)2d
3
d
Γ(1− d3)Γ(d6)5
Γ(d3)
5Γ(5d6 )
)−1/6
. (29)
The wave function renormalization is given by:
Z = 1 +
κ21
6
M˜1(µ) = 1− µ−4 λ
2
1pi
2
9(4pi)6
. (30)
3.2.2 ζ = d3
The full SDE is solved again by G(p) = Z
p2ζ
with:
Z = 1− κ
2
1
2(4pi)2d
Γ(1− d3)Γ(d6)5
dΓ(d3)
5Γ(5d6 )
+O(κ31) . (31)
This is directly the wave function renormalization which is thus finite.
4 2PI effective action and four-point kernels
In this section, we compute the four-point kernels of both models using the 2PI formalism (see [55]).
We will make use of them first for showing that indeed there is no need of counterterms with quartic
interactions, and then, in the next section, for the discussion of the all-orders beta functions for the sextic
couplings.
4.1 Rank 3
In rank 3 and at leading order in 1/N , the 2PI effective action is given by:
−Γ2PI [G] =− 1
6
(
3λ1
N3
δ
(1)
adbcef +
5∑
i=2
λi
N3+ρ(Ii)
δ
(i)
ab;cd;ef
)∫
dx G(a,x)(b,x)G(c,x)(d,x)G(e,x)(f ,x)
+
1
2
(
λ1
6N3
)2
3 δ
(1)
abcdefδ
(1)
ghjkmn×∫
dxdy G(a,x)(g,y)G(b,x)(h,y)G(c,x)(j,y)G(d,x)(k,y)G(e,x)(m,y)G(f ,x)(n,y) .
(32)
This is obtained by summing the contributions of the leading-order vacuum diagrams which are also two-
particle irreducible (2PI), i.e. cannot be disconnected by cutting two lines, and with arbitrary propagatorG
on each line. As we already know, all the leading-order vacuum diagrams are obtained from the diagrams
in Fig. 3 by repeated insertions of the two-point diagrams in Fig. 4, but since all such insertions lead
to two-particle reducible diagrams, we are left with just the two fundamental diagrams of Fig. 3, whose
evaluation leads to Eq. (32).
One recovers the self-energy from (using the further condensed notation A = (a, x)):
Σ[G]AB = −δΓ
2PI [G]
δGAB
, (33)
which can be seen to reproduce Eq. (15) in momentum space.
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The right-amputated four-point kernel on-shell is obtained by taking two derivatives of Γ2PI [G] with
respect to G and then multiplying by two full propagators on the left:
K[G]AB,CD = GAA′GBB′
δΣ[G]CD
δGA′B′
. (34)
Applying such definition to Eq. (32) we obtain:
K(a,x)(b,y)(c,z)(d,w) =
∫
dx′dy′Gxx′Gyy′
[
−1
3
(9λ1 + 2λ2 + 3λ3 + λ4)δx′y′δx′zδx′wGx′x′ δˆ
p
ab;cd
− 1
3
(λ2 + 2λ4 + 3λ5)δx′y′δx′zδx′wGx′x′ δˆ
d
ab;cd
+
λ21
4
G4x′y′(3δˆ
p
ab;cdδx′wδy′z + 2δˆ
d
ab;cdδx′zδy′w)
]
,
(35)
where we defined the rescaled pillow and double-trace contraction operators δˆpab;cd =
1
N2
δpab;cd and δˆ
d
ab;cd =
1
N3
δdab;cd (see App. A). The colored graphs corresponding to the last line are depicted in Fig.9.
a
d
b
c
Z′2
b′2
a b
Z′2
b′2
c d
Figure 9: The contractions corresponding to a 4-point rung in the ladder making the 4-point
function (a pillow on the left and a double trace on the right).
In momentum space this four-point kernel becomes:
K(a,p1)(b,p2)(c,p3)(d,p4) =(2pi)
dδ(p1 + p2 + p3 + p4)G(p1)G(p2)
[
−1
3
(9λ1 + 2λ2 + 3λ3 + λ4)
∫
q
G(q)δˆpab;cd
− 1
3
(λ2 + 2λ4 + 3λ5)
∫
q
G(q)δˆdab;cd
+
λ21
4
(
3δˆpab;cd
∫
q1,q2,q3
G(q1)G(q2)G(q3)G(−p1 − p4 − q1 − q2 − q3)
+2δˆdab;cd
∫
q1,q2,q3
G(q1)G(q2)G(q3)G(−p1 − p3 − q1 − q2 − q3)
)]
.
(36)
For convenience, we introduce also a reduced kernel, with the tadpoles set to zero, i.e.:
Kˆ(a,x)(b,y)(c,z)(d,w) =
λ21
4
G4zw(3δˆ
p
ab;cdGxwGyz + 2δˆ
d
ab;cdGxzGyw) . (37)
In fact, since the propagator is massless, the tadpoles are zero in dimensional regularization, hence the
reduced kernel is all we need.
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The full four-point function at leading order in 1/N is obtained by summing ladders of arbitrary
lenghts with the (reduced) four-point kernel acting as rung (see [34, 56]). More precisely, defining the
forward four-point function as
F(a,x)(b,y)(c,z)(d,w) ≡ 〈φa(x)φ¯b(y)φc(z)φ¯d(w)〉 −G(x− y)G(z − w)δabδcd , (38)
one finds that at leading order in 1/N it is given by a geometric series on the (reduced) kernel:
F(a,x)(b,y)(c,z)(d,w) =
∫
dz′dw′ (1− Kˆ)−1(a,x)(b,y)(c,z′)(d,w′)Gw′wGz′z . (39)
We represent the series of ladder diagrams in Fig. 10, where the crossings do not contribute here
because we consider a bipartite model with U(N)3 symmetry.
= + + + + + + . . .
Figure 10: The full forward four-point function as a series of ladders. The crossings should
be omitted for our rank-3 model, because it is built on complex fields, with bipartite graphs.
However, they contribute for the rank-5 model, which has real fields.
For dimensional reasons, the propagators being massless and by the use of dimensional regularization,
we do not expect the four-point function to require a renormalization of the quartic couplings, which are
dimensionful. We verify this explicitly at lowest order in perturbation theory, that is by considering the
fully amputated four-point kernel, with G(q) replaced by the bare propagator C(q). Therefore, the reduced
kernel writes:
λ21
4
Z4(3δˆpab;cdUζ(p1 + p4) + 2δˆdab;cdUζ(p1 + p3)) , (40)
with
Uζ(p1 + p4) =
∫
q1,q2,q3
1
q2ζ1 q
2ζ
2 q
2ζ
3 (p1 + p4 + q1 + q2 + q3)
2ζ
. (41)
Using Eq. (130), we find:
Uζ(p1 + p4) =
|p1 + p4|3d−8ζ
(4pi)3d/2
Γ(d/2− ζ)4Γ(4ζ − 3d/2)
Γ(ζ)4Γ(2d− 4ζ) . (42)
Standard propagator. For ζ = 1 and d = 3− , this is finite (no poles in ):
U1(p1 + p4) = −|p1 + p4|pi
4
. (43)
Long-range propagator. For ζ = d/3 and d < 3, this is also finite:
Ud/3(p1 + p4) =
|p1 + p4|d/3
(4pi)3d/2
Γ(d/6)4Γ(−d/6)
Γ(d/3)4Γ(2d/3)
. (44)
In both cases, there are no divergences in the four-point kernel. We thus do not need to renormalize
the four-point couplings and we can take them to be zero from the beginning.
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4.2 Rank 5
In rank 5 and at leading order in 1/N , the 2PI effective action is given by:
−Γ2PI [G] =− 1
6
(
6∑
i=2
κi
N5+ρ(Ji)
δ
(i)
ab;cd;ef
)∫
dx G(a,x)(b,x)G(c,x)(d,x)G(e,x)(f ,x)
+
1
2
( κ1
6N5
)2
δ
(1)
abcdefδ
(1)
ghjkmn×∫
dxdy G(a,x)(g,y)G(b,x)(h,y)G(c,x)(j,y)G(d,x)(k,y)G(e,x)(m,y)G(f ,x)(n,y) .
(45)
One recovers the self-energy from:
Σ[G] = −2δΓ
2PI [G]
δG
, (46)
where the extra factor 2 with respect to Eq. (33) is due to the difference between real and complex fields.
The amputated four-point kernel is still obtained by derivating the self energy with respect to G.
The right-amputated four-point kernel on-shell is then:
K(a,x)(b,y)(c,z)(d,w) =Gxx′Gyy′
[
−2
(
κ6 + κ3 +
2κ2
3
+
κ4
3
)
δx′y′δx′zδx′wGx′x′ δˆ
p
ab;cd
− 2
(
κ2
3
+
2κ4
3
+ κ5
)
δx′y′δx′zδx′wGx′x′ δˆ
d
ab;cd
+
5κ21
6
δx′wδy′zG
4
x′y′ δˆ
p
ab;cd
]
.
(47)
The structure is the same as for the rank-3 model: the only difference comes from the combinatorial
factors. Then, the Feynman amplitudes are the same as before and there are still no divergences. We can
thus again take the four-point couplings to be zero from the beginning. Eliminating also the tadpoles, the
four-point kernel is reduced to:
Kˆ(a,x)(b,y)(c,z)(d,w) = GxwGyz
5κ21
6
G4zwδˆ
p
ab;cd . (48)
5 Beta functions
We have seen in Sec. 3 that the Schwinger-Dyson equations for the two-point functions admit a conformal
IR limit for ζ = 1, and a conformal solution valid at all scales for ζ = d/3. The argument is by now
quite standard in theories with a melonic large-N limit, and in one dimension, for the SYK model or its
tensor generalizations, it is sufficient for concluding that the theory is conformal (in the IR limit or at
all scales). However, for field theories in higher dimensions we should also consider the renormalization
of the couplings. In particular, it is not possible to restrict the model to having only one interaction
(the one leading to melonic diagrams), as we have seen that other interactions are generated by radiative
corrections, and these lead to a renormalization group flow of the other couplings, which hence cannot be
set to zero. In fact, in order to claim that we found a non-trivial conformal field theory, we should identify
an interacting fixed point of the renormalization group.12 Therefore, in this section we will study the beta
functions for the full actions (7) and (10), and their relative fixed points.
We will explain the general structure of the beta functions in the rank-3 case. As we will see, the
rank-5 case is very similar, except for the presence of an additional type of interaction, J6 (the prism), a
difference which however turns out to be crucial.
12In principle a fixed point provides us only with a scale invariant theory, full conformal invariance having to be proved
case by case or on the basis of the available theorems in dimensions two and four. See for example [57] for a review.
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5.1 Rank 3
The amputated connected six-point function can be decomposed into the different interaction terms:
Γ(6)(p1, . . . , p6) =
5∑
i=1
Γ(6,i)(p1, . . . , p6)δˆ
i . (49)
The renormalized sextic couplings gi are defined in terms of the bare expansion of the six-point functions
by the renormalization condition:
gi = µ
−2Z3Γ(6,i)(p1, . . . , p6) (50)
where the power of the renormalization scale µ is fixed by demanding that gi are dimensionless, and it
is the same both for ζ = 1 in d = 3 −  dimensions and for ζ = d+3 in general d < 3. For the external
momenta we choose a symmetric subtraction point (generalizing the quartic case, see [58,59]):
pi · pj = µ
2
9
(6δij − 1) . (51)
This choice of external momenta satisfies the momentum conservation,
∑6
i=1 pi = 0, and it is non-
exceptional, in the sense that
∑
i∈I pi 6= 0 for any subset I of the set of indices {1, . . . , 6}, therefore
avoiding IR divergences in all diagrams.
The beta functions are defined by βi = µ∂µgi. We will obtain them by differentiating the bare expansion
with respect to µ (using the fact that the bare couplings are independent of the renormalization scale µ)
and then replacing the bare couplings by their expressions in terms of the renormalized one.
At leading order in 1/N the wheel vertex does not receive any radiative corrections, i.e.:
g1 = µ
−2Z3λ1 . (52)
Since Z = 1 + O(λ21), the inverse λ1(g1) is guaranteed to exist in the perturbative expansion, at least.13
Its beta function will then be
β1 ≡ µ∂µg1 = (−2+ 3η)g1 , (53)
where we defined the anomalous dimension η = (µ∂µ lnZ)|λ1(g1). Clearly, if  = 0 and Z is finite, as in
the long-range case ζ = d/3 with d < 3, then the beta function is identically zero, and we have a chance
of finding a one-parameter family of fixed points, as in Ref. [34]. On the other hand, for  > 0, in order
to find a non-trivial fixed point we have to rely on a Wilson-Fisher type of cancellation between the tree
level term and the quantum corrections, hence we need η 6= 0, that is, we need a short-range propagator.
We now compute the bare expansion of the other couplings. The expansion starts of course at tree
level, with a bare vertex with any Ii interaction. At order two in the coupling constants, there is only one
diagram which contributes: two wheel vertices connected by three internal edges (we call this Feynman
diagram the candy). At order three, we have one more diagram: two wheel vertices connected to each
other by four internal edges and each of them connected by another internal edge to a vertex with any Ii
interaction (including the wheel itself). These diagrams are the only tadpole-free six-point diagrams that
can be obtained by cutting edges of vacuum melon-tadpole diagrams, at this order in the couplings, and
they are pictured in Fig. 11.
13For the long-range model, it is actually easier to write the inverse relation, because at  = 0 we can solve the exact
equation (25) by multiplying it by Z6 and using Z6λ21 = g21 :
Z = 1− g
2
1
g2c
, g−2c =
1
4(4pi)2d
3Γ(1− d
3
)Γ( d
6
)5
dΓ( d
3
)5Γ( 5d
6
)
.
Therefore, λ1 = g1/Z3 exists for g1 < gc.
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Figure 11: The three diagrams that contribute to the bare expansion of the six-point couplings
up to order three (bare coupling, D and S, see Sec. 5.1.1). The black circles represent wheel
vertices and the white circles can be any of the Ii interactions (including the wheel itself).
We can actually construct the leading order 6-point graphs at all orders using the forward four-point
function introduced in Eq. (39). Indeed, the amputated connected six-point functions can be obtained
by deleting three different lines in the vacuum diagrams, without disconnecting the diagrams. On the
other hand, vacuum diagrams are given in Fig. 3, with lines decorated by melonic and tadpole insertions,
but we should not leave any closed tadpoles otherwise the diagram will evaluate to zero in dimensional
regularization. Therefore, we can have at most one tadpole vertex; this fact does not limit the number
of wheel vertices, as they can appear in melonic insertions as well, but it has the important consequence
that the couplings λ2 to λ5 appear at most linearly in Γ
(6). Equivalently, we can just consider the two
diagrams in Fig. 3 with only melonic insertions. Furthermore, for the trefoil on the right of Fig. 3, we
should cut an internal line on each of the three (decorated) leaves. At last, we should notice that each
time we delete a line in a melonic two-point function, we generate a ladder diagram. In fact, starting from
the SDE equation G = (C−1 − Σ[G])−1, and using (34), we obtain
δGAB
δCEF
= (1−K)−1AB,A′B′GA′E′C−1E′EGB′F ′C−1F ′F + (E ↔ F ) . (54)
When using this formula on vacuum diagrams, we should then strip off the factors G · C−1 in order to
obtain amputated n-point functions. We thus obtain the right-amputated version of Eq. (39).
In conclusion, we then have three different types of leading-order 6-point graphs. First, we can connect
three full forward four-point functions on every pairs of external legs of the bare vertex of Fig. 11, thus
obtaining the graph on the left of Fig. 12. We can also do the same with the candy and obtain the graph
in the middle of Fig. 12. Finally, we can also connect three full forward four-point functions and obtain
the graph on the right of Fig. 12. The last two have been encountered for example in [60,61], where they
have been called contact and planar diagrams, respectively.
This implies that renormalized couplings gi, with i > 1, have a bare expansion of the form:
gi = µ
−2Z3
λi +Ai(λ21) + ∑
j=1...5
Bij(λ
2
1)λj
 , (55)
with Ai(x) and Bij(x) starting at linear order in x. The term λi +
∑
j=1...5Bij(λ
2
1)λj is a resummation
of contribution from the graphs on the left of Fig. 12, while Ai(λ
2
1) resums the other two. Although we
could at least write the relative Feynman integral expressions in terms of forward four-point functions and
six-point kernels, as we will not need them, and the combinatorics is different for different bubbles, we will
not be more precise than that.
For i > 1 the relation between bare and renormalized couplings is linear and thus it can be easily
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Figure 12: The three types of diagrams contributing to the bare expansion of the six-point
couplings in the large-N limit at all order in the coupling constants. The black circles represent
wheel vertices and the white circles can be any of the Ii interactions (including the wheel). The
grey squares represent the full forward four-point function.
inverted:
λi = (1 +B)
−1
ij
(
µ2gj
Z3
−Aj
) ∣∣
λ1=λ1(g1)
, (56)
where 1ij = δij .
Using the fact that the flow of g1 is independent of the others, then one arrives at the conclusion that
the beta functions of the other couplings are linear combinations of the couplings, with coefficients that
are functions of g21:
βi = (−2+ 3η)gi + A˜i(g21) +
∑
j
B˜ij(g
2
1)gj , (57)
where
A˜i(g
2
1) = µ
−2Z3
µ∂µAi −∑
j,k
(µ∂µBij)(1 +B)
−1
jk Ak
∣∣
λ1=λ1(g1)
, (58)
B˜ij(g
2
1) =
∑
j
(µ∂µBij)(1 +B)
−1
jk . (59)
As we saw above, the combination −2+ 3η is either identically zero, or it is zero at the fixed point of
g1. In order to find the fixed points we are left with a linear problem.
In the following we will compute explicitly the beta functions at lowest order in the perturbative
expansion, i.e. we will only include the contribution of the diagrams in Fig. 11.
5.1.1 The ζ = 1 case
We will now compute the beta function only up to order 3 in the coupling constants for ζ = 1.
Expanding the six-point functions of Eq. (50) to order three, we have the bare expansions:
g2 = µ
−2Z3
(
λ2 − 9
2
D1(µ)λ
2
1 + S1(µ)λ
2
1
(
9λ1 +
1
2
λ2
))
,
g3 = µ
−2Z3
(
λ3 + S1(µ)
3
4
λ21λ3
)
,
g4 = µ
−2Z3
(
λ4 + S1(µ)λ
2
1
(
27
2
λ1 + 3λ2 + 3λ3 +
11
4
λ4
))
,
20
g5 = µ
−2Z3
(
λ5 −D1(µ)1
6
λ21 + S1(µ)λ
2
1
(
1
4
λ2 + λ4 +
15
4
λ5
))
, (60)
where Z is given in Eq. (23), D1(µ) is the candy integral, and S1(µ) the integral corresponding to the
Feynman diagram on the right of Fig. 11. The integrals are both computed in App. C. It is convenient to
rescale the couplings as g˜i = gi/(4pi)
d (and we immediately forget the ∼). To compute the beta functions
we need:
µ∂µD1 = − 4pi
(4pi)3
µ−2 +O() , (61)
µ∂µS1 =
8pi2
(4pi)6
µ−4 +O() , (62)
µ∂µZ = µ
−4 2g21pi2
3
. (63)
Then, using µ∂µλi = 0, the beta functions βi ≡ µ∂µgi come as:
β1 = −2g1
(
− g21pi2
)
, (64)
β2 = −2g2
(
− g21pi2
)
+ 4g21pi
2
(
9
2pi
+ 18g1 + g2
)
, (65)
β3 = −2g3
(
− 4 g21pi2
)
, (66)
β4 = −2g4
(
− g21pi2
)
+ g21pi
2 (108g1 + 24g2 + 24g3 + 22g4) , (67)
β5 = −2g5
(
− g21pi2
)
+ g21pi
2
(
2
3pi
+ 2g2 + 8g4 + 30g5
)
. (68)
First, we notice that if g1 = 0, then all the other coupling have a trivial running, dictated by their
canonical dimension (2). In such case, for  > 0 we have only the trivial fixed point, g∗i = 0 ∀i. For
 = 0 instead, we have a 4-dimensional manifold of fixed points. This is a generalization of the vector
model case, where the (φiφi)
3 interaction is exactly marginal at large N , and which in fact corresponds
to the case in which we retain only the triple-trace term I5 in our action. In that case it is known that
at some critical coupling non-perturbative effects lead to vacuum instability with a consequent breaking
of conformal invariance [62, 63]. It would be interesting to study the vacuum stability of our model with
g1 = 0 in order to explore the possibility of a similar phenomenon, but we leave this for future work.
We are here interested in melonic fixed points, with g1 6= 0, for which we need  > 0. In that case, we
obtain two interacting fixed points:
g∗1 = ±
√

pi
; g∗2 =
9
2pi
(−1∓ 4√) ; g∗3 = 0; (69)
g∗4 =
54
11pi
(
1± 3√) ; g∗5 = −1021∓ 2700√990pi . (70)
The standard linear stability analysis of the system of beta functions consists in diagonalizing the stability
matrix Bij ≡ ∂βi/∂gj |g∗, thus identifying the scaling operators and their scaling dimensions, from its
right-eigenvectors and eigenvalues, respectively. In the present case, we find the slightly unusual situation
of having a non-diagonalizable stability matrix. In fact, we find that both melonic fixed points have the
same eigenvalues (critical exponents):
(4; 4; 6; 22; 30) , (71)
with the 4 eigenvalue having algebraic multiplicty two, but geometric multiplicity one; hence the stability
matrix is not diagonalizable. In terms of the couplings {g1, g2, g3, g4, g5}, the associated eigendirections
21
are, respectively:
{0, 3, 0,−4, 1}; {∓ 1
6
√

,
2(−236± 5265√)
6435
, 0,
1108∓ 12285√
19305
, 0}; (72)
{0, 0, 2,−3, 1} {0, 0, 0,−1, 1}; {0, 0, 0, 0, 1} , (73)
with the first two forming a Jordan chain of length two. Each (generalized) eigendirection, by its scalar
product with the vector of renormalized operators arranged in the same order as the corresponding cou-
plings, defines a scaling operator Oi of dimension ∆i = d + θi, with the θi being the critical exponent
associated to that eigendirection. As our critical exponents are all positive, all the scaling operators are
irrelevant at the fixed points, and therefore the latter are infrared stable. The fact that the stability matrix
is not diagonalizable implies that the fixed point theory is a logarithmic conformal field theory (see for
example [64]). Therefore, although we find real exponents, as opposed to the complex ones of the quartic
model [29], the fixed-point theory is still non-unitary.
5.1.2 The ζ = d3 case
Using the results of App. C, along with the fact that there is no diverging wave-function renormalization
in this case, the bare expansion gives:
g1 = µ
−2Z3λ1 ,
g2 = µ
−2Z3
(
λ2 − 9
2
Z3Dd/3(µ)λ21 + Z6Sd/3(µ)λ21
(
9λ1 +
1
2
λ2
))
,
g3 = µ
−2Z3
(
λ3 + Z6Sd/3(µ)
3
4
λ21λ3
)
,
g4 = µ
−2Z3
(
λ4 + Z6Sd/3(µ)λ21
(
27
2
λ1 + 3λ2 + 3λ3 +
11
4
λ4
))
,
g5 = µ
−2Z3
(
λ5 −Z3Dd/3(µ)
1
6
λ21 + Z6Sd/3(µ)λ21
(
1
4
λ2 + λ4 +
15
4
λ5
))
, (74)
with Z given in Eq. (26). After rescaling of the coupling constants by (4pi)d, the beta functions at  = 0
read:
β1 = 0 , (75)
β2 = g
2
1
Γ(d/6)3
Γ(d/3)3Γ(d/2)
(
−2Γ(−d/6)Γ(d/6)
Γ(d/3)Γ(2d/3)
(
9g1 +
1
2
g2
)
+ 9
)
, (76)
β3 = −3g21g3
Γ(−d/6)Γ(d/6)4
2Γ(d/3)4Γ(d/2)Γ(2d/3)
, (77)
β4 = −g21
Γ(−d/6)Γ(d/6)4
Γ(d/3)4Γ(d/2)Γ(2d/3)
(
27g1 + 6g2 + 6g3 +
11
2
g4
)
, (78)
β5 = g
2
1
Γ(d/6)3
Γ(d/3)3Γ(d/2)
(
−2Γ(−d/6)Γ(d/6)
Γ(d/3)Γ(2d/3)
(
1
4
g2 + g4 +
15
4
g5
)
+
1
3
)
. (79)
This time, in addition to a 4-dimensional manifold of fixed points (set by g∗1 = 0, and thus analogue to
what we discussed for the case ζ = 1 at  = 0), we also find a line of fixed points parametrized by the
exactly marginal coupling g1:
g∗2 = −18g1 +
9Γ(d/3)Γ(2d/3)
Γ(−d/6)Γ(d/6) ; g
∗
3 = 0; (80)
22
g∗4 =
54
11
(
3g1 − 2Γ(d/3)Γ(2d/3)
Γ(−d/6)Γ(d/6)
)
; (81)
g∗5 = −
30
11
g1 +
1021Γ(d/3)Γ(2d/3)
495Γ(−d/6)Γ(d/6) . (82)
The critical exponents are: (
55g21α
2
;
11g21α
2
;
3g21α
2
; g21α
)
, (83)
with
α = − Γ(−d/6)Γ(d/6)
4
Γ(d/3)4Γ(d/2)Γ(2d/3)
> 0 , for d < 3 . (84)
The respective eigendirections in terms of {g2, g3, g4, g5} are:
{0, 0, 0, 1}; {0, 0,−1, 1}; {0, 2,−3, 1}; {3, 0,−4, 1}. (85)
Since the critical exponents are again positive, the eigendirections correspond again to irrelevant pertur-
bations. In this case, the stability matrix is diagonalizable, with real exponents, hence we have so far no
signal of non-unitarity.
5.2 Rank 5
The diagrams contributing to the six-point function at large N are again the ones of Fig. 11 (or Fig. 12
at all orders). However, now the black vertices represent the complete interaction and the white vertices
represent only the other interactions Ji for i > 1. This will slightly change the bare expansion of the
couplings and their beta functions.
5.2.1 The ζ = 1 case
There is no radiative corrections for the coupling of the complete interaction, the renormalized coupling
is just rescaled by the wave function renormalization of Eq. (30):
g1 = µ
−2Z3κ1 . (86)
Then, we obtain the following bare expansions up to order three in the coupling constants:
g2 = µ
−2Z3
(
κ2 + κ
2
1S1(µ)
(
2κ6 +
2
3
κ2
))
,
g3 = µ
−2Z3
(
κ3 + κ
2
1κ3S1(µ)
)
,
g4 = µ
−2Z3
(
κ4 + κ
2
1S1(µ)
(
3κ6 + 4κ3 +
10
3
κ2 +
7
3
κ4
))
,
g5 = µ
−2Z3
(
κ5 + κ
2
1S1(µ)
(
κ2 +
8
3
κ4 + 5κ5
))
,
g6 = µ
−2Z3
(
κ6 − 10
3
κ21D1(µ)
)
, (87)
with D1(µ) and S1(µ) defined in the previous section.
Let us rescale all the coupling constants as κ˜1 =
κ1
(4pi)d
and forget about the tilde. Then the beta
functions are:
βg1 = −2g1 +
4
3
pi2g31 ,
23
βg2 = −2g2 +
4
3
pi2g21g2 +
8pi2
3
g21 (6g6 + 2g2) ,
βg3 = −2g3 +
4
3
pi2g21g3 + 8pi
2g21g3 ,
βg4 = −2g4 +
4
3
pi2g21g4 +
8pi2
3
g21 (9g6 + 12g3 + 10g2 + 7g4) ,
βg5 = −2g5 +
4
3
pi2g21g5 +
8pi2
3
g21 (3g2 + 8g4 + 15g5) ,
βg6 = −2g6 +
4
3
pi2g21g6 +
40pi
3
g21 . (88)
The only fixed point when  6= 0 is the trivial one: g∗i = 0, ∀i. We do not find any Wilson-Fisher like
fixed point. This is due to the beta function of the prism. The non-zero fixed point of βg1 is g
∗
1 =
√

2pi . If
we put it in the beta function of the prism, we obtain an expression independent of g6 and proportional
to g21. This would imply g1 = 0 which is incompatible with g
∗
1 =
√

2pi when  6= 0. This solution is not a
fixed point of the whole system.
5.2.2 The ζ = d3 case
When ζ = d/3, the wave function renormalization is finite and equal to Z, given in Eq. (31). In this case
the bare expansion is:
g1 = µ
−2Z3κ1 ,
g2 = µ
−2
(
Z3κ2 + κ21Z9Sd/3(µ)
(
2κ6 +
2
3
κ2
))
,
g3 = µ
−2 (Z3κ3 + κ21κ3Z9Sd/3(µ)) ,
g4 = µ
−2
(
Z3κ4 + κ21Z9Sd/3(µ)
(
3κ6 + 4κ3 +
10
3
κ2 +
7
3
κ4
))
,
g5 = µ
−2
(
Z3κ5 + κ21Z9Sd/3(µ)
(
κ2 +
8
3
κ4 + 5κ5
))
,
g6 = µ
−2
(
Z3κ6 − 10
3
Z6κ21Dd/3(µ)
)
. (89)
Then, the beta function of the complete interaction is again exactly zero. The other beta functions
are, after rescaling of the coupling constants by (4pi)d:
βg2 = −2g21
Γ(d/6)4Γ(−d/6)
Γ(d/3)4Γ(d/2)Γ(2d/3)
(
2g6 +
2
3
g2
)
,
βg3 = −2g21g3
Γ(d/6)4Γ(−d/6)
Γ(d/3)4Γ(d/2)Γ(2d/3)
,
βg4 = −2g21
Γ(d/6)4Γ(−d/6)
Γ(d/3)4Γ(d/2)Γ(2d/3)
(
3g6 + 4g3 +
10
3
g2 +
7
3
g4
)
,
βg5 = −2g21
Γ(d/6)4Γ(−d/6)
Γ(d/3)4Γ(d/2)Γ(2d/3)
(
g2 +
8
3
g4 + 5g5
)
,
βg6 =
20
3
Γ(d/6)3
Γ(d/3)3Γ(d/2)
g21 . (90)
The beta function for g6 admits a unique fixed point with g
∗
1 = 0. The other beta functions are then
exactly zero. Starting from nonzero couplings, we find that the flow is driven by g6 flowing to minus
24
infinity in the IR, and the other couplings flow towards:
g∗2 = −3g6; g∗3 = 0; g∗4 = 3g6; g∗5 = −3g6. (91)
6 Spectrum of operators
For the rank-3 case we found IR fixed points with non-zero wheel coupling, both in the short-range and
long-range versions of the model. In order to better understand the conformal field theory at such IR fixed
points,14 we wish to compute the spectrum of operators that appear in the operator-product expansion
(OPE) of φabc(x)φ¯abc(0). Schematically, these are expected to be the bilinear operators φabc(∂
2)nφ¯abc, and
their spectrum can be obtained using the conformal Bethe-Salpeter (BS) equation [29,42], or equivalently,
the spectral decomposition of the four-point function [35,56,66].
The four-point function of our CFT can be written in a standard representation-theoretic form as
[56,66,67]:
1
N6
〈φabc(x1)φ¯abc(x2)φa′b′c′(x3)φ¯a′b′c′(x4)〉 =G(x1 − x2)G(x3 − x4)+
+
1
N3
∑
J
∫ d
2
+ı∞
d
2
−ı∞
dh
2piı
1
1− kζ(h, J) µ
d
∆φ
(h, J)G∆φh,J (xi) + (non-norm.) ,
(92)
with G∆φh,J (xi) the conformal block, µd∆φ(h, J) the measure, and kζ(h, J) the eigenvalues of the two particle
irreducible four-point kernel. The non-normalizable contributions are due to operators with dimension
h < d/2, and they should be treated separately [67].15 The subleading term is the most interesting part,
and it is related to the forward four-point function that we introduced in Eq.(38). The appearance of
kζ(h, J) should be clear from Eq.(39). Closing the contour to the right, we pick poles at kζ(h, J) = 1
(other poles are spurious and they cancel out [67]), and we recover an operator-product expansion in the
t-channel (12→ 34):
1
N6
〈φabc(x1)φ¯abc(x2)φa′b′c′(x3)φ¯a′b′c′(x4)〉 = G(x1 − x2)G(x3 − x4) + 1
N3
∑
m,J
c2m,J G∆φhm,J ,J(xi) , (93)
where hm,J are the poles of (1 − kζ(h, J))−1, and the squares of the OPE coefficients are the residues at
the poles [35, 56, 66]. We will limit ourselves to just studying the location of the poles, i.e. the spectrum
of operators in the OPE.
Eigenfunctions of the kernel are known to take the form of three-point functions of two fundamental
scalars with an operator. For example, in the case of spin zero we have:
v0(x0, x1, x2) = 〈Oh(x0)φabc(x1)φ¯abc(x2)〉 =
COφφ¯
(x201x
2
02)
h/2(x212)
1
2
( d
3
−h) . (94)
Therefore, we need to find the eigenvalues k(h, J) of the kernel from the equation:
kζ(h, J)vJ(x0, x1, x2) =
∫
ddx3 d
dx4K(x1, x2;x3, x4)vJ(x0, x3, x4), (95)
where the form of the kernel is obtained from (37) to be
K(x1, x2;x3, x4) =
λ21
4
[3G(x14)G(x23) + 2G(x13)G(x24)]G(x34)
4 , (96)
and since we integrate over x3 and x4, both terms can be combined into one.
14We assume here that our fixed points correspond to conformal field theories.
15As we will see below, we will actually encounter an operator with dimension h0 < d/2. We will be cavalier in its treatment.
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6.1 ζ = 1
Since the corresponding integrals are simpler to solve in position space, we wish to set up the eigenvalue
equation in position space. For that, we need the two-point function in position space, which for the case
ζ = 1 is as follows:
G(x) =
∫
ddp
(2pi)d
e−ip·xG(p) = Z
∫
ddp
(2pi)d
e−ip·x
p2d/3
= Z 2
d/3
(4pi)d/2
Γ(d6)
Γ(d3)
1
(x2)d/6
= F1
1
(x2)d/6
, (97)
where F1 = Z 2d/3(4pi)d/2
Γ( d
6
)
Γ( d
3
)
. To perform the integrals at J = 0, we shall use the following identity [29],∫
ddx0
1
(x201)
α1(x202)
α2(x203)
α3
=
Ld(α1, α2)
(x212)
d/2−α3(x213)d/2−α2(x223)d/2−α1
, (98)
with α1 + α2 + α3 = d, and Ld(α1, α2) = pi
d/2 Γ(
d
2
−α1)Γ( d2−α2)Γ( d2−α3)
Γ(α1)Γ(α2)Γ(α3)
.
To solve for the eigenvalues, let us first perform the integral over x3 using (98),∫
ddx3
1
(x203)
h/2(x223)
d/6(x234)
5d/6−h/2 =
Ld
(
h
2 ,
d
6
)
(x202)
−d/3+h/2(x204)d/3(x224)d/2−h/2
(99)
with,
Ld
(
h
2
,
d
6
)
= pid/2
Γ(d3)Γ(−d3 + h2 )Γ(d2 − h2 )
Γ(d6)Γ(
5d
6 − h2 )Γ(h2 )
. (100)
Now, performing the remaining integral over x4, we get∫
ddx4
1
(x204)
d/3+h/2(x224)
d/2−h/2(x214)d/6
=
Ld(
d
3 +
h
2 ,
d
2 − h2 )
(x202)
d/3(x201)
h/2(x212)
d/6−h/2 , (101)
with
Ld
(
d
3
+
h
2
,
d
2
− h
2
)
= pid/2
Γ(d3)Γ(
h
2 )Γ(
d
6 − h2 )
Γ(d3 +
h
2 )Γ(
d
2 − h2 )Γ(d6)
. (102)
Collecting the terms from the first and second integrals, and combining their coefficients from Eq. (97),
Eq. (100) and Eq. (102), we get the J = 0 eigenvalues of the kernel to be
k1(h, 0) =
5
4
λ21 F
6
1 pi
d Γ(
d
3)
2Γ(−d3 + h2 )Γ(d6 − h2 )
Γ(d6)
2Γ(5d6 − h2 )Γ(d3 + h2 )
=
5
4
λ21
(
1
pid
4
λ21
d
3
Γ(d6)Γ(
5d
6 )
Γ(1− d3)Γ(d3)
)(
pid
Γ(d3)
2Γ(−d3 + h2 )Γ(d6 − h2 )
Γ(d6)
2Γ(5d6 − h2 )Γ(d3 + h2 )
)
= −5× Γ(
5d
6 )Γ(
d
3)Γ(−d3 + h2 )Γ(d6 − h2 )
Γ(−d3)Γ(d6)Γ(5d6 − h2 )Γ(d3 + h2 )
. (103)
To find the spectrum of the bilinears, we must solve the above equation for k1(h, 0) = 1, with d = 3 − .
We use the method of Ref. [35], setting h = 1 + 2n+ 2z, and treating z as a perturbation of the classical
dimension, which is justified for small .
For n = 0 and n = 1, we find the following solutions:
h0 = 1 +
29
3
+O(2),
26
h1 = 3 + 3+O(2). (104)
We also find a solution corresponding to the mixing with a quartic operator (as we deduce from the
dimension at  = 0):
hq = 2− 32
3
+O(2). (105)
Lastly, for n > 1 we find:
hn = 1 + 2n− 
3
+
20
3n(n− 1)(4n2 − 1)
2 +O(3) , n > 1. (106)
The solutions we just found are exactly the ones found in Ref. [29], which is not surprising, as their equation
4.6 for q = 6, giving the eigenvalues of the kernel, is the same as Eq. (103). However, it was assumed to
hold for rank 5, but as we have seen, it turns out that in that case there is no Wilson-Fisher fixed point,
hence no interacting CFT to which these equations might apply. On the other hand, we have shown here
that we still recover the same spectrum for the model in rank 3, which admits a melonic Wilson-Fisher
fixed point.
As  > 0, all the solutions we found are real. If we send  to zero, we recover the classical dimensions
hclassicaln = 1+2n of the bilinear operators φabc(∂
2)nφabc, except for hq corresponding to a quartic operator.
However, this is only true for  small enough. As  increases, the two solutions h0 and hq merge and
become complex, see Fig. 13. This happens around  = 0.02819. Again, the same phenomenon appeared
in Ref. [29].
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Figure 13: Plots of k1(h, 0) at d = 3 −  for, from left to right,  = 0.01,  = 0.02819, and
 = 0.04. On the left panel, the intersections with the blue line correspond to h0, hq and h1.
On the middle panel, h0 and hq have merged, and on the right panel only h1 remains.
Higher spins. We can also compute the spectrum of bilinears at higher spin. Using [56], k1 becomes:
k1(h, J) = −5×
Γ(5d6 )Γ(
d
3)Γ(−d3 + h2 + J/2)Γ(d6 − h2 + J/2)
Γ(−d3)Γ(d6)Γ(5d6 − h2 + J/2)Γ(d3 + h2 + J/2)
. (107)
We find the following solutions for k1(h, J) = 1:
h0,J = 1 + J − 4J
2 + 29
3(4J2 − 1)+O(
2), (108)
h1,J = 3 + J +
−4J2 − 8J + 27
3(2J + 3)(2J + 1)
+O(2), (109)
hn,J = 1 + 2n+ J − 
3
+
52
3n(n− 1)(n+ 1/2 + J)(n− 1/2 + J) +O(
3) , n > 1. (110)
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Notice that these can all be written in the form hn,J = d− 2 + 2n+ J + 2zn,J , with d = 3− .
For J = 0, we recover the solutions we found in the beginning of this section, except for hq. This is
due to the fact that the factor Γ(−d3 + h2 + J/2) in Eq. (107) only leads to a singularity for h > 0 if J = 0.
Therefore, for J > 0, we only have dimensions corresponding to bilinear operators and no longer have a
dimension corresponding to a quartic operator.
One can check at leading order in  from Eq. (108), or to all orders directly from Eq. (107), that the
spin-2 operator with n = 0 has the classical dimension h0,2 = 3 −  = d, as expected from a conserved
energy-momentum tensor.
6.2 ζ = d
3
The computation of the spectrum of bilinears of the long range model with the modified propagator goes
exactly along the same lines as the one with the normal propagator. The only difference lies in the structure
of the two-point function. The position space expression for the renormalized propagator (or two-point
function) is:
G(x) =
Fd/3
(x2)d/6
, Fd/3 = Z
2d/3
(4pi)d/2
Γ(d6)
Γ(d3)
, (111)
where Z is the solution of (25).
Once again we solve the same eigenvalue Eq. (95) using the same kernel (96). The resulting eigenvalue,
for J = 0, is:
kd/3(h, 0) =
5
4
λ21 F
6
d/3 pi
d Γ(
d
3)
2Γ(−d3 + h2 )Γ(d6 − h2 )
Γ(d6)
2Γ(5d6 − h2 )Γ(d3 + h2 )
=
5
4
λ21Z6
1
(4pi)2d
(
Γ(d6)
Γ(d3)
)4 Γ(−d3 + h2 )Γ(d6 − h2 )
Γ(5d6 − h2 )Γ(d3 + h2 )
=
5
4
g21
(
Γ(d6)
Γ(d3)
)4 Γ(−d3 + h2 )Γ(d6 − h2 )
Γ(5d6 − h2 )Γ(d3 + h2 )
,
(112)
where in the last line we used the renormalized coupling defined in 5.1.1, namely g1 =
1
(4pi)d
λ1Z3.
In order to find the OPE spectrum we have to solve for kd/3(h, 0) = 1. The main difference with respect
to the previous case is that the spectrum will now depend on the value of the exactly marginal coupling,
which will replace  in the role of small parameter.
Again we use the method of Ref. [35] to solve kd/3(h, 0) = 1, and we find the following solutions:
h0 =
d
3
+
15Γ(1− d/6)
dΓ(2d/3)Γ(d/2)
(
Γ(d/6)
Γ(d/3)
)4
g21 +O(g41) ,
hn =
d
3
+ 2n+
(−1)n+1
n!
5Γ(n− d/6)
2Γ(2d/3− n)Γ(d/2 + n)
(
Γ(d/6)
Γ(d/3)
)4
g21 +O(g41) . (113)
Notice that at g1 = 0, we recover the classical dimensions h
classical
n = d/3 + 2n. At g1 6= 0, all dimensions
are real, and they are greater than d/3 for g21 > 0 and small.
As before, there is also a solution corresponding to a quartic operator:
hq =
2d
3
− 15Γ(1− d/6)
dΓ(2d/3)Γ(d/2)
(
Γ(d/6)
Γ(d/3)
)4
g21 +O(g41) . (114)
The plots of kd/3(h, 0) are qualitatively similar to those in Fig. 13, and we find the appearance of a pair
of complex solutions for g1 > g? > 0. For d = 2, we have g? ' 0.0313, which is smaller than the value gc
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defined in Footnote 13, at which the relation between bare λ1 and renormalized g1 becomes non-invertible,
and which for d = 2 is gc ' 0.1722. A similar situation is found for any d . 2.97, while for d & 2.97 we find
gc < g?. Comparative plots of g? and gc as functions of d are shown in Fig. 14. Therefore, for d . 2.97,
the scenario differs from the one encountered in Ref. [34], as in the present case the complex transition
lies within the regime of validity of the fixed point solution. Furthermore, at the transition where the
first two solutions of kd/3(h, 0) = 1 merge (and then become complex) their value is d/2, within numerical
precision. Such transition thus seems to be compatible with the scenario advanced in Ref. [68], where the
appearance of complex dimensions of the form d/2 + i f for a given operator has been conjectured to be a
signal that such operator acquires a non-zero vacuum expectation value.
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Figure 14: Plots of g? and gc as functions of d. The two curves cross at d ' 2.97.
Higher spins. Again we can compute the spectrum of bilinears for spin J > 0. The eigenvalue becomes:
kd/3(h, J) =
5
4
g21
(
Γ(d6)
Γ(d3)
)4 Γ(−d3 + h2 + J/2)Γ(d6 − h2 + J/2)
Γ(5d6 − h2 + J/2)Γ(d3 + h2 + J/2)
. (115)
We find the following solutions for kd/3(h, J) = 1:
h0,J =
d
3
+ J − 5
2
Γ(−d/6 + J)
Γ(2d/3)Γ(d/2 + J)
(
Γ(d/6)
Γ(d/3)
)4
g21 +O(g41) ,
hn,J =
d
3
+ 2n+ J +
(−1)n+1
n!
5Γ(n− d/6 + J)
2Γ(2d/3− n)Γ(d/2 + n+ J)
(
Γ(d/6)
Γ(d/3)
)4
g21 +O(g41) . (116)
Again, when J = 0 we recover the dimensions we computed in the beginning of this section, except for
the one corresponding to a quartic operator.
However, differently from the ζ = 1 case, and as in [35], we find no spin-two operator of dimension d.
This is due to the fact that the energy momentum tensor is not a local operator.
7 Conclusions
In this paper, we presented an analysis of the melonic large-N limit in various versions of bosonic tensor
models with sextic interactions. We considered explicitly tensors of rank 3 and 5, but we expect rank 4 to
behave similarly to rank 5. And we chose as free propagator either the standard short-range propagator,
or a critical long-range propagator. We discussed in detail some standard properties of melonic theories,
as the closed Schwinger-Dyson equation for the two-point function, and the Bethe-Salpeter equation for
the spectrum of bilinear operators. However, as we emphasized, the conformal solution of these equations
are only justified if the quantum field theory actually admits a fixed point of the renormalization group.
In this respect, we found a striking difference between the rank-3 and rank-5 models, as only the former
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(both in the short-range and long-range versions) admits a non-trivial (and real) fixed point for d < 3,
with an interaction leading to melonic dominance. The rank-5 model instead has only one trivial (i.e.
non-interacting) fixed point. It would be interesting to check whether such conclusion would remain valid
after including in the action (10) the other possible sextic interactions that we have omitted by restricting
to a melo-complete family.
Comparing our findings for the short range model with those of the sextic model in Ref. [29], we
observe similar results for two-point function and spectrum of operators. However, we do so for the rank-3
model, where such analysis is justified by the existence of a melonic fixed point, whereas their analysis was
formally based on a rank-5 model, which we showed is inconsistent. The fact that we find the same result
is not a coincidence: our kernel eigenvalue (103) coincides with the q = 6 case of the eigenvalue computed
in Ref. [29] for a general q-valent melonic theory. Such eigenvalue depends only on the assumption that a
q-valent interaction leads to melonic dominance. The latter can for example be obtained with a rank-(q−1)
model with a complete interaction, as assumed in Ref. [29]. However, as argued in Ref. [40], and as we saw
also here, rank q − 1 is not necessary: a q-valent interaction can lead to a melonic limit even in a tensor
model of rank r < q − 1 (in which case the model was called subchromatic in Ref. [40]); this is the case of
our rank-3 model with wheel interaction.
Comparing instead our long-range model to the quartic long-range model of Ref. [34], we see some simi-
larity but also an important difference: on one hand, both models admit a line of fixed points, parametrized
by the interaction that leads to melonic dominance; on the other, in the quartic case, the fixed point and
conformal dimensions are real only for purely imaginary tetrahedral coupling [34], while in our sextic
model, we have a real fixed point and real spectrum for a real wheel coupling. Furthermore, unlike in
Ref. [34], in the present case the appearance of complex dimensions at some critical value of the marginal
coupling seems to be compatible with the scenario conjectured in Ref. [68], according to which it is a signal
of an instability of the vacuum.
We have also encountered some of the recurring aspects of melonic theories (for rank 3, at least): for the
short-range version, reality of the CFT constrains  to stay very small; in the long-range version, we have
instead the freedom to reach an integer dimension (d = 2 in this case), by keeping the marginal coupling
small, but at the price of loosing the energy-momentum tensor (as usual in long-range models [45]). It
would be interesting to get a better understanding of how general these features are.
One new feature that we found is that the fixed point of the short-range model has a non-diagonalizable
stability matrix, even in the range of  for which the exponents are real. This is an indication that the
fixed-point theory is a logarithmic CFT, and thus it is non-unitary. We hope to explore this aspect more
thoroughly in the near future.
Lastly, it would be important to understand the fate of our line of fixed points (in the long-range
model) at higher orders in the 1/N expansion. At some order in the expansion we expect to find vertex
corrections also to the wheel interaction, and therefore a non-zero beta function β1. A similar situation
occurs in the vector φ6 model, where the leading-order beta function vanishes identically, but already at
next-to-leading order in 1/N one finds a non-zero beta function [69], thus reducing the leading-order line
of fixed points to an isolated fixed point.
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A Conventions for the interaction terms
We write here in an explicit form the interactions appearing in Eq. (5) and (9), as well as the quartic
invariants, in terms of contraction operators built as linear combinations of products of Kronecker delta
functions.
A.1 Rank 3
Using the compact notation a = (a1a2a3), the U(N)
3 quartic invariants, also known as pillow and double-
trace invariants, respectively, are:
Ip = δ
p
ab;cdφa(x)φ¯b(x)φc(x)φ¯d(x) , (117)
Id = δ
d
ab;cdφa(x)φ¯b(x)φc(x)φ¯d(x) , (118)
with:
δpab;cd =
1
3
3∑
i=1
δaidiδbici
∏
j 6=i
δajbjδcjdj , δ
d
ab;cd = δabδcd , (119)
and δab =
∏3
i=1 δaibi .
The sextic invariants depicted in Eq. (5) are instead:
I1 = δ
(1)
abcdefφa(x)φ¯b(x)φc(x)φ¯d(x)φe(x)φ¯f (x) , (120)
Ib = δ
(b)
ab;cd;efφa(x)φ¯b(x)φc(x)φ¯d(x)φe(x)φ¯f (x) , b = 2, . . . , 5 , (121)
with
δ
(1)
abcdef = δa1b1δa2f2δa3d3δc1d1δc2b2δc3f3δe1f1δe2d2δe3b3 ,
δ
(2)
ab;cd;ef =
1
9
 3∑
i=1
∑
j 6=i
δaifiδbiciδcjdjδejfj
∏
k 6=i
δakbk
∏
l 6=j
δeldl
 ∏
m 6=i,j
δcmfm
+ cd↔ ef + cd↔ ab
 ,
δ
(3)
ab;cd;ef =
1
3
3∑
i=1
δaifiδbiciδdiei
∏
j 6=i
δajbjδcjdjδejfj ,
δ
(4)
ab;cd;ef =
1
3
(
δabδ
p
cd;ef + δcdδ
p
ab;ef + δefδ
p
ab;cd
)
,
δ
(5)
ab;cd;ef = δabδcdδef . (122)
Besides the color symmetrization, to simplify the computation of the beta-functions, we have included a
symmetrization with respect to exchange of pairs of black and white vertices.
A.2 Rank 5
Using the compact notation a = (a1a2a3a4a5), the O(N)
3 melonic quartic invariants are:
Ip = δ
p
ab;cdφa(x)φb(x)φc(x)φd(x) , (123)
Id = δ
d
ab;cdφa(x)φb(x)φc(x)φd(x) , (124)
with:
δpab;cd =
1
5
5∑
i=1
δaidiδbici
∏
j 6=i
δajbjδcjdj , δ
d
ab;cd = δabδcd , (125)
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and δab =
∏5
i=1 δaibi .
The sextic invariants depicted in Eq. (9) are instead:
J1 = δ
(1)
abcdefφa(x)φb(x)φc(x)φd(x)φe(x)φf (x) , (126)
Jb = δ
(b)
ab;cd;efφa(x)φb(x)φc(x)φd(x)φe(x)φf (x) , b = 2, . . . , 6 , (127)
with
δ
(1)
abcdef = δa1b1δa2f2δa3e3δa4d4δa5c5δb2c2δb3d3δb4f4δb5e5δc3f3δc4e4δc1d1δe1f1δe2d2δd5f5 ,
δ
(2)
ab;cd;ef =
1
60
 5∑
i=1
∑
j 6=i
δaiciδbidiδcjejδdjfj
∏
k 6=i
δakbk
∏
l 6=j
δelfl
 ∏
m6=i,j
δcmdm
+ cd↔ ef + cd↔ ab
 ,
δ
(3)
ab;cd;ef =
1
5
5∑
i=1
δaifiδbiciδdiei
∏
j 6=i
δajbjδcjdjδejfj ,
δ
(4)
ab;cd;ef =
1
3
(
δabδ
p
cd;ef + δcdδ
p
ab;ef + δefδ
p
ab;cd
)
,
δ
(5)
ab;cd;ef = δabδcdδef , (128)
δ
(6)
ab;cd;ef =
1
60
5∑
i=1
∑
j 6=i
∑
k 6=i,j
δaiciδbidiδcjejδdjfjδakekδbkfk
∏
l 6=i,k
δalbl
 ∏
m 6=j,k
δemfm
∏
n 6=i,j
δcndn
 .
B The melon integral
In this section we compute the melon integral contributing to the wave function renormalization.
We want to compute:
M∆(p) =
∫
q1,q2,q3,q4
G0(q1)G0(q2)G0(q3)G0(q4)G0(p+ q1 + q2 + q3 + q4) , (129)
with G0(p) =
1
p2∆
.
We will use the following formula to compute M(p):∫
ddk
(2pi)d
1
k2α(k + p)2β
=
1
(4pi)d/2
Γ(d/2− α)Γ(d/2− β)Γ(α+ β − d/2)
Γ(α)Γ(β)Γ(d− α− β)
1
|p|2(α+β−d/2) . (130)
We obtain:
M∆(p) =
p4d−10∆
(4pi)2d
Γ(d/2−∆)5Γ(5∆− 2d)
Γ(∆)5Γ(5d/2− 5∆) . (131)
For ∆ = d3 , this simplifies to:
Md/3(p) = −
p2d/3
(4pi)2d
3
d
Γ(1− d3)Γ(d6)5
Γ(d3)
5Γ(5d6 )
. (132)
We will also need the melon integral for d = 3−  and ∆ = 1:
M1(p) =
p2−4
(4pi)6−2
Γ(2− 1)Γ(1−2 )5
Γ(52(1− )
. (133)
At first order in , this gives:
M1(p) = −p
2−4
(4pi)6
2pi2
3
+O(1) . (134)
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C Beta functions details
C.1 2-loop amplitude
We want to compute the two-loop amputated Feynman integral (the candy) represented in the middle of
Fig. 11. We use the subtraction point defined in Sec. 5.1.1. Then, respecting the conservation of momenta,
we can write the candy integral as:
D∆(µ) =
∫
q1,q2
G0(q1)G0(q2)G0(−p1 − p2 − p3 − q1 − q2). (135)
This gives with G(q) = 1
q2∆
:
D∆(µ) =
∫
q1,q2
1
q2∆1 q
2∆
2 (p1 + p2 + p3 + q1 + q2)
2∆
. (136)
We use twice Eq. (130) and obtain (using |p1 + p2 + p3| = µ):
D∆(µ) =
1
(4pi)d
Γ(d/2−∆)3Γ(3∆− d)
Γ(∆)3Γ(3d/2− 3∆)
1
µ2(3∆−d)
. (137)
For ζ = 1, we set ∆ = 1 and d = 3− . We obtain at first order in :
D1(µ) = µ
−2 1
(4pi)3
2pi

+O(1) . (138)
For the modified propagator case, we set ∆ = d+3 and d < 3. We obtain at first order in :
Dd/3(µ) = µ
−2 1
(4pi)d
Γ(d6)
3
Γ(d3)
3Γ(d2)
+O(1) . (139)
C.2 4-loop amplitude
We compute the following four-loop amputated Feynman integral:∫
ddxddy G(x− y)4G(x− z)G(y − z) .
Again we use the symmetric subtraction point and we can write the integral in momentum space as:
S∆(µ) =
∫
q1,q2,q3,q4
G0(q1)G0(q2)G0(q3)G0(q4)G0(−p1 − p2 − q4)G0(−p1 − q1 − q2 − q3 − q4) . (140)
With G0(q) =
1
q2∆
, this gives:
S∆(µ) =
∫
q1,q2,q3,q4
1
(p1 + q1 + q2 + q3 + q4)2∆
1
(q4 + p1 + p2)2∆
1
(q1q2q3q4)2∆
. (141)
We integrate loop by loop using Eq. (130), until we are left with a triangle-type one-loop integral:
S∆(µ) =
1
(4pi)3d/2
(
Γ(d/2−∆)
Γ(∆)
)4 Γ(4∆− 3d/2)
Γ(2d− 4∆)
∫
q4
1
(q4 + p1 + p2)2∆
1
q2∆4
1
(p1 + q4)2(4∆−3d/2)
. (142)
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We use a Mellin-Barnes representation [70,71] to rewrite the remaining integral as:∫
q4
1
(q4 + p1 + p2)2∆
1
q2∆4
1
(p1 + q4)2(4∆−3d/2)
=
pid/2((p1 + p2)
2)d/2−
∑
i νi
Γ(d−∑i νi)∏i Γ(νi)(2pii)2
∫ i∞
−i∞
dsdt
(2pi)d
xsytΓ(−s)Γ(−t)Γ(d/2− ν2 − ν3 − s)
× Γ(d/2− ν1 − ν3 − t)Γ(ν3 + s+ t)Γ(
∑
i
νi − d/2 + s+ t) ,
(143)
with ν1 = ν2 = ∆, ν3 = 4∆− 3d/2 and x = p21/(p1 + p2)2, y = p22/(p1 + p2)2.
In the case ζ = 1, we set ∆ = 1 and deforming the contour on the right and picking the residue at
s = t = 0,16 we find in the last Γ function the only contribution to the pole in 1/ from a d = 3 − 
expansion. Putting everything together, we find, at first order in :
S1(µ) =
µ−4
(4pi)6
Γ(1/2)4
Γ(3/2)
Γ(−1/2)
2
=
µ−4
(4pi)6
−2pi2

+O(1) . (144)
In the case ζ = (d+ )/3, we set ∆ = ζ and again only the residue at s = t = 0 gives a contribution to
the pole in 1/. We find:
Sd/3(µ) =
µ−4
(4pi)2d
Γ(d/6)4Γ(−d/6)
2Γ(d/2)Γ(d/3)4Γ(2d/3)
+O(1) . (145)
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