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iAbstract
Scramjet propulsion is a promising technology that could lead to substantial improvements in
cost and flexibility for access to space for satellite placement into Low Earth Orbit. However,
scramjet development is hindered by different technological issues. Amongst these, fast and
efficient fuel-air mixing, and heat management, are key areas. By increasing mixing rate, the
combustor can be shortened while keeping a high combustion efficiency. This reduces drag and
heat losses, highly improving the feasibility and viability of scramjet engine designs. Several
techniques have been proposed to increase mixing rate in scramjets, such as hypermixers and
strut injectors. However, these techniques improve mixing at the expense of increased losses
and local heat loads.
For this reason, the use of naturally occurring vortices in scramjet flowfields for mixing en-
hancement came into consideration. Most scramjet geometries inherently generate streamwise
vortices. Therefore, there are no increased losses when using these vortices for mixing en-
hancement. However, these vortices are weaker than those generated by hypermixers or struts.
Hence, the ability of these vortices to effectively enhance mixing rate has to be evaluated.
This work addresses the study of the interaction between streamwise vortices in scramjet flow-
fields and fuel injected through an inclined porthole injector to establish optimum arrangements
for scramjet performance. The analysis of this interaction is performed numerically and exper-
imentally. Numerical RANS simulations are used as the principal tool to analyse and describe
the vortex-injection interaction. In addition, experimental data was gathered to assess the
validity of the numerical approach.
Scramjet flows are highly complex. To study the effect of the vortex in isolation, a simplified,
canonical geometry, consisting of a flat plate with a normal fin is used. The swept shock
generated by the fin interacts with the flat plate boundary layer, inducing the formation of a
vortex. The features of this vortex are equivalent to those of vortices present in real scramjet
flowfields. Moreover, this geometry allows to control the vortex intensity by modifying the fin
compression angle. The flat plate incorporates a porthole injector, from which Hydrogen fuel is
injected into the vortex. The interaction between the injected fuel and the streamwise vortex
was studied focusing on its effect on mixing. Moreover, its effects on maximum wall heat flux,
and fuel combustion were also analysed.
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To evaluate the effect of different vortex and injection parameters, three different vortex inten-
sities, three injector locations, and two injection pressures are combined in different test cases.
The effect of each of these parameters on mixing, heat flux, and combustion is reported. To
produce data relevant to scramjet applications, the flow is representative of the flow within the
M12 REST engine during ground testing of a Mach 12 flight conditions along a 50 kPa constant
dynamic pressure trajectory.
The presence of the vortex substantially increased mixing rate. The location of the injector
within the vortex plays an important role in mixing rate improvement. Moreover, the sensitivity
of mixing rate to injector location increases with increasing vortex intensity. The effect on
mixing in the injector vicinity, and further downstream, are analysed separately. Mixing in
the injector vicinity is negatively affected by the vortex. Nonetheless, the effect of the vortex
further downstream highly increases mixing, inducing a notable increase in the global mixing
efficiency. The best injector location for mixing enhancement is identified as the central point
between the fin shock and the separation line.
The effect of the interaction on heat flux is also investigated. The region just upstream of the
injector, and the corner formed by the flat plate and fin are the regions most severely affected.
Injector location plays a major role in heat flux peak value. Moreover, the effect of the fin angle
on the heat flux near the injector varies substantially depending the location of the injector.
The influence of the vortex in combustion is studied. The flow conditions investigated are
representative of the flow in two different engine locations: inlet and combustor. Combustion
in the inlet is undesirable, whereas fast and robust combustion in the combustor is beneficial.
For inlet conditions, the presence of the vortex did not produce any significant combustion. In
contrast, the vortex-injection interaction affects the ability of the fuel to ignite, and also the
production of species precursor to combustion. The effect of injector location, fin angle, and
injection pressure in facilitating the combustion of the fuel is described.
To evaluate the validity of the numerical results, experimental tests were performed in the T4
reflected shock tunnel. Wall heat flux and Schlieren images were acquired. The experiments
are reproduced numerically, and the experimental data is used as a benchmark to assess the
accuracy of the numerical investigation.
The outcomes of this investigation are summarized and compiled to provide a series of recom-
mendations and considerations for scramjet fuelling design.
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Introduction
1.1 Background
Access to space is of paramount importance to sustain and increase current capabilities in
multiple activities that require the use of satellites, such as communications, Earth surface
and atmospheric observation, navigation, astronomy, and search and rescue to name a few. In
recent years, advancement in electronics and satellite instrumentation technologies allowed a
significant reduction in satellite size and weight, going from thousands to hundreds of kilograms.
Nonetheless, the available launchers for carrying satellites into orbit are still sized for large
payloads. This poses problems for getting small satellites into orbit. These problems include
the need to share the launch mission with several other small satellites, increased waiting
times, and reduced flexibility in orbit selection. For these reasons, there is a tendency to
develop new and smaller launch platforms better suited for the size of most current satellites.
Alongside this new trend, the implementation of new technologies for launching systems is
gaining ground. Rocket propulsion is close to the theoretical limits of performance [54]. Thus,
with the high cost of placing satellites into orbit as one of the main hurdles hindering the
increase of satellites in service, the implementation of new propulsion technologies to overcome
the limitations of rockets has gained attention in recent years. Amongst these technologies,
hypersonic airbreathing propulsion shows great potential. Hypersonic airbreathing engines
obtain the oxygen for combustion from the atmosphere. This implies a great reduction in take-
off mass compared with rocket engines, which need to carry the oxidizer for combustion on
board [42].
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The idea of access to space vehicles incorporating airbreathing engines has been on the ta-
ble for decades. Early concepts combined the use of hypersonic airbreathing propulsion with
lifting bodies [10]. Lifting bodies with aircraft-like operability are required to maintain the
flight dynamic pressure within the range of operability of the airbreathing engine [93]. The
main benefits of the lifting body and airbreathing propulsion combination is the higher spe-
cific impulse [113, 25] and increased flexibility of operation [30, 25], including expanded launch
windows, lower orbital inclination access, mission recall, and safe de-orbit/landing capabili-
ties [25]. Moreover, these vehicles are very suitable as reusable technology due to their landing
capabilities, potentially reducing operation cost.
Due to the speeds required to reach low Earth orbit, scramjets are the sole airbreathing tech-
nology suited for this missions. The first studies by NASA in this topic date from the 1960s [4],
with the early concepts of lifting bodies for space access relying on airbreathing propulsion for
part of the mission [10]. Nevertheless, the project was cancelled in 1963 as the engineering chal-
lenge exceeded the state of the art at the time [3, 10]. The very same idea was revived around
1980 by different space and defence agencies. This renewed interest motivated the resumption
of the research in lifting bodies and airbreathing engines for space access that continues in the
present day.
Despite decades of research, many technological challenges involved in the operation of scramjets
are still unsolved. In particular, efficient and fast air-fuel mixing and combustion, as well as
heat transfer management in the inlet and combustor are key problems. In scramjets, the
compression of the flow prior to the heat addition is performed by ram compression. The flow
is decelerated and compressed across the inlet. Despite this deceleration performed in the inlet,
supersonic speeds are maintained throughout the entire flow of air through the engine. This
hinders mixing efficiency, as it leads to very short residence times in which the fuel has to be
injected, mixed, and burned. Increasing the residence time by lengthening the combustor is an
impractical solution, as the combustor is a major contributor to the total engine heat losses,
and total drag [87, 32]. High compression ratios produce higher pressures and temperatures,
as well as lower velocities in the combustor. This is beneficial for combustion, as ignition
delay is reduced by the high pressure and temperature. Moreover, the lower flow speed in
the combustor allows for longer residence time for mixing and combustion. However, higher
compression ratios produce elevated heat and structural loads as well as higher losses during
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the compression process. Moreover, excessive temperatures in the combustor reduce the energy
release in the combustion process by shifting the equilibrium of the combustion products [36, 70].
These requirements force the compression ratio in a scramjet to be a compromise between
efficient and robust combustion, and structural and thermal load management, amongst other
considerations [110]. Nonetheless, thanks to the high levels of pressure and temperature in
the combustor of current state of the art scramjet, reaction rate is significantly higher than
air-fuel mixing rate [16]. This results in engines with mixing-limited combustion, where the
main limiting factor is the rate at with the fuel is mixed to concentrations in which combustion
can occur. In an engine with a compression ratio which provides mixing-limited combustion,
higher mixing rates would allow the fuel to undergo the combustion process earlier on, allowing
shorter combustors and reducing substantially the total drag and heat losses of the engine.
This thesis focuses on the topic of mixing enhancement in hypersonic scramjet flows. Currently,
several different mixing enhancement techniques are under development. There have been
numerous investigation projects on topics such as injector shape, inlet injection, arrays of
injectors, hypermixers, and strut injection. Concerning hypermixers and strut injectors, both
approaches have shown significant increases in mixing compared to injection through flush
portholes. It can be argued that these two injection techniques take advantage of the same
principle for mixing enhancement. Hypermixers and strut injection produce strong vortices
that interact with the injected flow, thereby increasing mixing rate. However, this comes with
significant additional drag and heat loads [32, 33]. With the difficulty to produce net thrust,
and the severe heat loads produced at the high velocities required for access to space, any
devices that increase drag or heat load are not a viable option. Hence, high interest lies in
solutions for increasing fuel mixing rate that generate minimal additional losses and heat loads.
A possible approach is to use vortices already present in the scramjet flowfield to enhance
mixing. Currently, the preferred approach when designing scramjet inlets is to produce a very
homogeneous flowfield in order to increase the total pressure recovery of the inlet. However,
non-axisymmetric scramjet engines inherently generate vortices due to shock-wave boundary-
layer interactions [2]. Therefore, any improvement in mixing rate using these vortices comes at
little or no additional losses. In this thesis, the potential of these naturally occurring streamwise
vortices to enhance mixing is studied. Moreover, the vortex-injection interaction is thoroughly
examined. This provides relevant knowledge to maximize the benefit in mixing provided by
swept separation vortices. In addition, the effect of the vortex-injection interaction on heat flux
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in the injection region is described.
The beneficial effect of inherent flow non-uniformities generated by scramjet inlets in the form
of vortical structures has been reported previously. Malo-Molina et al. [71] studied two different
inward-turning scramjet inlets. One inlet was a streamlined-traced surface that ensured planar
shocks. The second one was a scoop inlet with a Busemann design. Although the busemann
inlet provided a higher total pressure recovery than the streamlined one, the overall efficiency
was higher for the streamlined inlet engine. The flowfield in the streamlined inlet produced
vortical structures that interacted with the injected flow enhancing mixing and combustion ef-
ficiency. Although the work by Malo-Molina et al. [71] tackles the topic of mixing enhancement
by inherent vortices in the flowfield, to the knowledge of the author there is no fundamental
studies describing the mechanisms behind this mixing enhancement process. Thorough investi-
gation on this mechanism can provide the required knowledge to intentionally incorporate and
tune this effect when designing future scramjet engines.
From a design point of view, as happened in the aforementioned case studied by Malo-Molina et
al. [71], the choice of producing an inlet with lower flow non-uniformities may not be the optimal
choice for overall efficiency and performance. In this case, vortices generated in the inlet played
an important role in increasing the final mixing and combustion efficiency. Therefore, having an
estimate of the potential gains obtained by optimally using vortices can lead to better choices
during the design process, as sacrifices made in inlet pressure recovery can be overcome by
higher mixing and combustion rates. Accounting for the potential benefit of non-uniformities
can move the balance to geometries with lower pressure recovery ratios that would be discarded
otherwise.
Additionally, some scramjet design philosophies deliberately utilize severe flow non-uniformities
to gain different advantages, such as the ‘thermal compression’ [16, 29] and ‘radical farming’ [70,
88] concepts. When studying the validity of these concepts, the tendency is to analyse the
potential gains obtained by the primary non-uniformity effects. However, as a secondary effect,
the flowfield in these concepts is susceptible to generating strong vortices within the engine
whose potential for mixing enhancement is usually neglected. The radical farming concept
relys on a strong shock train ingested by the combustor to produce pockets of high pressure and
temperature. The multiple shock-viscous interactions across the engine, where the shock-train
impinges on the walls, are likely to produce vortical structures that could be used for mixing
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enhancement through appropriately positioned injectors. The thermal compression approach
works by generating two differentiated high and low pressure areas. The shock waves generated
during this process along with the pressure gradient between these two distinct regions most
likely produces strong vortices. The potential of these vortices for mixing enhancement using
a tailored placement of injectors has not been investigated. Therefore, adequate knowledge in
the vortex-injection interaction would improve the completeness of the studies and provide a
more accurate assessment of potential benefits of these techniques.
1.2 Thesis Objectives
This thesis describes the interaction between a streamwise vortex and a porthole injection fuel
plume. The conditions are representative of scramjet flight conditions, but tested on ground.
The main focus of the study is to describe and quantify the effects of this interaction on mixing.
This will provide useful information for the design process of scramjet geometries and injector
tailoring of existing ones. The question this thesis aims to answer is:
Can naturally-occurring streamwise vortices in scramjet engines be used effectively for mixing
enhancement? If so, what is the effective way of using these flow structures to gain an
increase in mixing rate?
The test cases presented in this work use the flow conditions of a specific engine. However, the
outcomes of the study are expected to be applicable across a wide range of scramjet geometries
and operating points.
1.2.1 Research Questions
In order to answer the previous question in a meaningful and useful way, several steps have
to be undertaken, and several subordinate questions require an answer. The questions below
illustrate the research process that leads to the answer for the main research question.
1. How can the effect of the vortex in mixing be isolated from other phenomena taking place in
the complex flowfield within a scramjet engine?
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A geometry generating an isolated single vortex with equivalent characteristics to scramjet
generated vortices is devised. The absence of secondary flow structures affecting mixing allows
studying the effect of the vortex. The similarity of the vortex flow structure to real scramjet
geometry vortices allows obtaining results relevant to real applications.
2. What are the relevant parameters of a vortex that define its mixing enhancement potential?
In order to study the effect of vortices, first the vortex flowfield needs to be properly charac-
terized. Understanding the characteristics of the vortex that will affect mixing is required to
select the appropriate test cases to study the vortex-injection interaction.
3. How does the vortex interaction with the fuel plume affect mixing? What are the
mechanisms relevant in this interaction? What is the relative contribution of each mechanisms
to the global mixing enhancement?
By studying how the vortex-injection interaction affects mixing depending on different param-
eters, useful rules of thumb can be devised as to how to use vortices in the best possible way
for mixing enhancement. Furthermore, insight into the different mechanisms driving the im-
provement in mixing is necessary to assess the applicability of these results in a wide range of
cases. Moreover, knowing the relative contribution of each mechanisms allows the extension of
the results more easily to different flow conditions, as well as assessing the possible inaccuracies
of the study for each of the mechanisms individually. Both simulation and experiment will be
utilized in this research to answer these questions.
1.3 Thesis Outline
The structure of this thesis is comprised of the introductory chapters, ‘1. Introduction’, and ‘2.
Literature review’, followed by two parts, ‘Part I: Numerical investigation’, including Chapters
3 to 7, and ‘Part II: Experimental investigation’, which includes Chapters 8 and 9. The thesis
is concluded in chapter ‘10. Conclusions’.
The content of the chapters following this introductory Chapter 1 is briefly outlined below:
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2. Literature review This chapter introduces the relevant literature related to the topic at
hand. It starts with a brief introduction to the history of Hypersonic flight. This is followed
by a section about non-uniformities in scramjet flows, leading to the subsequent section about
vortices in supersonic and hypersonic flows. Sections about geometries suitable for generating
vortices in hypersonic flows, vortex breakdown, and vortex definitions and methods for identi-
fying them follow. The complex flowfield generated by porthole injection is also described.
Part I
3. Numerical Methodology This chapter introduces the numerical tools used in this study,
including the computational fluid dynamic solver, domain discretization, boundary conditions,
and flow conditions used. The geometry used for the vortex-injection interaction studies is
described, as well as the methods to quantify mixing and to calculate the relevant parameters
of the vortices.
4. Vortex Flowfield This chapter describes the vortex flowfield using both results from
literature and computational results produced in this work. This chapter serves to compre-
hensively describe the flowfield in which the fuel will be injected through a porthole injector
to produce the vortex-injection interaction. Moreover, the similarity between scramjet vortices
and the vortices used in this study is illustrated.
5. Vortex-injection interaction: Effect on mixing This chapter describes the main
outcome of this work. The effect of the interaction between the streamwise vortex and the
injected flow is described in depth. The effects on mixing efficiency and mixing rate are assessed.
Moreover, the different mechanisms of the interaction are described. In addition, their relative
contribution to the global effect on mixing is quantified.
6. Vortex-injection interaction: Effect on heat transfer This chapter describes the
main effects on heat flux produced by injecting into the vortex region. The regions of maxi-
mum heat flux are described, both in the injector vicinity and the adjacent walls. The main
parameters affecting heat flux peak values are identified, and its effects described.
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7 Vortex-injection interaction: Effect on combustion This chapter explores the effects
on combustion of the vortex-injection interaction. Conditions representative of inlet injection,
and combustor injection are tested. The impact of the vortex interaction on ignition, and
ignition delay time is investigated.
Part II
8. Experimental Methodology This chapter introduces the experimental techniques used
in this study. The T4 reflected shock tunnel facility is described. The experimental model
geometry, fuelling system, heat transfer gauges, and Schlieren system are presented. Moreover,
it includes the description of the methodologies used to replicate the experiments numerically.
9. Experimental Results The experimental results are presented in this chapter. Emphasis
is placed on assessing the validity of the numerical methodology using the experimental data
as benchmark.
10. Conclusions This chapter includes the concluding remarks, as well as the suggested
future investigations to extend the presented work.
Chapter 2
Literature Review
2.1 Hypersonic flight
The term hypersonic flow was published for the first time in 1946 in a paper by Tsien [118].
The hypersonic flow regime can be roughly defined as a flow with a Mach number that tends
to infinite. As a rule of thumb, Mach number greater than 5 is considered hypersonic [3]. The
frontier between supersonic and hypersonic flow is not clearly defined, and it is not a sudden
change but rather a progressive change of the flow properties. In the book by Anderson, Hyper-
sonic and high temperature gas dynamics [3], the characteristics that make a flow hypersonic
are outlined as:
• Having thin shock layers: High Mach number generates small shock-wave deflection an-
gles. This results in oblique shock-waves close to the walls.
• Viscous interaction: High temperature is generated within the boundary layer. This is due
in part to the high temperature after the strong shocks at such high Mach numbers and
mainly by the high viscous dissipation in the boundary layer. High temperature thickens
the boundary layer. These thick boundary layers can interact with the shock-waves close
to the walls, altering the flow in the vicinity of the body.
• Entropy layer: High entropy gradients are formed on the leading part of a body. This is
due to the high curvature of the shock generated on the bluntness of the body leading edge.
This gradient, generated by the different shock-wave angle seen by the flow impinging the
leading edge area of the body, is convected downstream.
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• High-temperature flow: Extremely high temperatures generated within the boundary
layer can lead to dissociation of the flow molecules. Dissociation highly affects the tem-
perature and therefore the flow around the body.
All these features constitute a great engineering challenge when trying to achieve hypersonic
Mach numbers. The first flight well into the hypersonic range was performed in 1949 when
a multi stage rocket test was carried out. It was meant to demonstrate the operability of a
multi-stage rocket and its capabilities of achieving higher speeds and heights than single stage
rockets [3]. The WAC corporal, which was the second stage mounted on a V-2 rocket, attained
hypersonic velocity during this test.
The first attempt to achieve hypersonic velocities was promoted by the interest in enhanced
missile capabilities during the Cold War. However, eventually the interest in space arose,
and the technology developed served to provide access to space for manned and un-manned
missions [10]. The first manned hypersonic flight took place in 1961, when Yuri Gagarin re-
entered the Earths atmosphere aboard of the Vostok I [3, 10]. Both these flights were performed
by non-lifting bodies. Non-lifting bodies are more simple and cheap to design and build than
lifting bodies. However, the flexibility allowed with lifting body type of aircrafts is higher
compared with non-lifting aircrafts [10, 25]
The interest of lifting bodies for space access was already conceived of in the 1930s. A lift-
ing body for re-entry was developed by US Air Force in the Dyna-Solar program 1957-1963.
However, several technical problems lead to the termination of the program [10].
The early concepts of lifting bodies for space access relied on airbreathing propulsion for part of
the mission [10]. The idea of airbreathing for access to space was first studied by NASA in the
early 1960s. The final aim was a spacecraft that would take off horizontally and then accelerate
to reach into orbit propelled by a supersonic combustion ramjet. Nevertheless, the project was
cancelled in 1963 as the engineering challenge exceeded the state of the art at the time [3, 10].
The very same idea was revived around 1980 by different space and defence agencies. This
renewed interest motivated the resumption of the research in lifting bodies and airbreathing
engines for space access that continues in the present day.
A decade ago, in 2003, NASA identified airbreathing hypersonic engines as the most suitable to
meet the requisites of their 3rd generation reusable launchers, which aim to reduce the cost by
a factor of 100 and increase safety by a factor of 10000 [25]. Cook and Hueter [25] summarize
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the benefits of airbreathing propulsion on lifting aircrafts over conventional rocket engines as:
providing higher specific impulse (see Figure 2.1a), lower engine weight, increase in structural
mass fraction and design robustness, expanded launch windows (see Fig. 2.1b), lower orbital
inclination access, self-ferry capabilities during re-entry/landing, and rapid orbital rendezvous.
The operation of an airbreathing hypersonic engine requires a flight path that bears a suitable
dynamic pressure to allow combustion to take place [10]. The ability of a lifting body to
aerodynamically turn and control the pitch allows flying within the most efficient flight path
for an airbreathing hypersonic engine [54] and increase flexibility of operation [30, 25, 42]. The
potential gains in flexibility are depicted in Fig. 2.1b, comparing the Velocity penalty p∆V q as
a function of time for rocket powered vehicles and airbreathing powered vehicles.
(a) Specific impulse. Adapted from [61, 39].
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Figure 2.1: Advantages of airbreathing engines over rockets.
Nonetheless, even if the fact that airbreathing propulsion enhances the flexibility of operation
is widely accepted, controversy surrounds the claims of increased safety and reduced cost [30].
Indeed, further development of the existing hypersonic engines is required to meet the required
performance for access to space.
Examination of Fig.2.1 shows the ability of rockets to operate across the complete range of
Mach numbers required along an access to space mission. This is impossible for airbreathing
engines. Turbomachines have a top range of about Mach 4 due to material related issues [113];
the deceleration to subsonic Mach numbers in Ramjets produce high losses above Mach number
M “ 6 [113, 47]; and for both ramjets and scramjets, it is impossible to generate thrust for low
speeds, as the compression is performed employing the dynamic pressure of the flow at high
velocity. In addition, rockets are able to provide thrust in the absence of atmosphere. Some
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designers recommend the transition to single-stagged vehicles due to their increases reliability
and lower design complexity [10]. These vehicles would be necessarily propelled by a rocket
engine that can operate during the whole mission. Nevertheless, this strategy requires carrying
much higher mass during the mid and late parts of the mission [10], reducing the maximum
payload mass fraction compared with staged vehicles as seen in Fig.2.2 [113].
Figure 2.2: Payload Mass Fraction for dif-
ferent number of stages. From [113].
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Figure 2.3: ∆V and Mass fraction for sec-
ond stage. Adapted from [42].
In addition, multi stage vehicles allow the use of different engine types for each stage of the
mission. Thus, the engine with highest Isp (specific impulse) for each stage of the flight can be
used.
Numerous combinations of thrusters can be considered to perform the required mission. Cook
and Hueter [25] list the two approaches NASA will focus on for its 3rd generation of reusable
launch vehicles: The ISTAR project will develop a Rocket-Based Combined Cycle to accel-
erate from subsonic air-launch to ram/scramjet take-over; The RTA project will investigate
Turbine-Based Combination Cycle propulsion systems to accelerate up to Mach 3-4 to allow
ram/scramjet take-over. Gord et al. [42] proposed a two stage vehicle consisting of a ramjet
and an orbiter vehicle equipped with a rocket engine. The rocket engine of the obiter would be
able to operate while attached to the scramjet. It would provide the initial thrust to achieve
the required velocity for the ramjet take-over. Jazra et al. [54] proposed a three stage rocket-
scramjet-rocket vehicle. The preferred airbreathing stage prior to the orbiter vehicle or last
stage is ram/scramjet engine. The reason for this can be inferred from Fig. 2.3, which depicts
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the increase in weight of the second (last) stage as the velocity delivered by the first stage at
decoupling decreases. Thus, it is desirable to attain as a high speed as possible with the first
stage. This poses one of the main difficulties for airbreathing propulsion. The paper by Smart
and Tetlow [113] suggests that the target velocity for the second stage should be Mach 10+. As
already stated, turbomachine engines cannot achieve velocities higher than Mach 4 and ramjets
can be pushed up to Mach 6, possibly 8 [42]. The only airbreathing technology able to reach
Mach 10+ is the supersonic combustion ramjet (Scramjet).
In the work by Smart and Tetlow [113] it is stated that a scramjet working between Mach 6-12 is
a near term achievable technology. However, the state of the art has not achieved a performance
efficient enough at Mach number as high as 12. Scramjets perform a ram compression of the
flow, but keeping supersonic flow through the entire engine. Thus, combustion has to be
performed on a flow at supersonic speed. This poses a difficult challenge, as the flow needs to
be mixed and burned in just a few milliseconds [64, 65].
In order to keep the length of the combustor of a reasonable length to keep skin friction losses
as small as possible, combustion must be performed as fast as possible. Fast combustion, in
turn, relies on a fuel injection system that provides quick and efficient mixing. Numerous
publications can be found concerning supersonic injection for parallel [40, 9] and transverse
injection [131, 100, 114, 31]. Furthermore, many strategies of injection to enhance mixing have
been studied, such as different porthole shapes and arrays [114, 32, 64]. A different approach
is the use of strut injection and hypermixers. These devices highly enhance mixing, but at the
expense of increases in drag and heat loads [32, 33]. Therefore, these devices are not suitable
for high Mach number flight. The idea of imposing vorticity to the injected fuel was studied
by Naughton et al. [82], using a strut that injects the flow with a swirling motion. Despite the
extensive literature directed to mixing enhancement methods, no literature has been found by
the author studying the effect of vortices already present in the flowfield to enhance mixing.
2.2 Non-Uniformities in Scramjet flows
Many scramjet inlet designs are focused on obtaining a geometry that generates a highly uni-
form flow, which produce minimal losses. Busemann inlet design and streamline-traced inlet
geometries [12, 109] are clear examples. The reduced losses in these geometries are an obvious
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advantage. However, several studies have found beneficial effects of flow non-uniformities in
the operation of scramjets. A case of deliberate non-uniformity is the thermal compression
concept. This concept was introduced by Ferri in 1973 [29], where an inlet designed with
two regions with different compression ratio interact, allowing robust combustion with reduced
overall contraction ratio of the inlet. This concept has been recently studied numerically by
Bricalli [16], showing promising potential benefits of using this technique. Another case where
non-uniformities produce beneficial effects was described by Gehre [36, 37]. The presence of
a strong shock wave generated by a simple 2-D scramjet inlet interacting with a fuel plume
from a porthole injector is shown to increase mixing rate and efficiency. Another clear example
of the use of non-uniformities in the flow is the concept of radical farming combustion. This
concept uses the interaction between the shock waves generated in the inlet and ingested in the
combustor. Regions of shock-shock and shock-viscous interaction produce high temperature
pockets that induce ignition or trigger the production of radicals that have the capability to
enhance the ignition process of the injected fuel [70].
A case of beneficial non-uniformity closely related to the topic of this work was described by
Malo-Molina et al. [71]. Two scramjet inlets designed for low non-uniformities were studied.
The first inlet is a Busemann scoop geometry, whereas the second one is a streamline-traced
design to ensure planar shocks. The Busemann shape performs better at fuel-off conditions,
as the losses generated by the inlet are lower. However, the streamline-traced geometry shows
increased mixing, combustion efficiency, and thrust ratio thanks to a couple of counter rotating
vortices that interact with the injected flow in the combustor.
2.3 Vortices in Supersonic and Hypersonic Flows
Vortices are naturally present in many aerospace flow fields. These can be formed by many
different interactions, generally involving viscous effects. In [124] vortices are defined as one of
the most powerful and dramatic mechanisms of nature to ensure the continuity and smoothness
of fluid and energy when discontinuities appear. Vortices appear when discontinuities in the
form of a physical surface, interacting fluids or an abrupt gradient [124] are present in the
flow. Clear examples are wing tip vortices, which appear where the flow from the pressure and
suction side of the wing meet. Likewise, vortices may appear due to boundary layer separation
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and roll up, as described by Smart et al. [112]. There has been great interests in these type
of structures, leading to extensive research in the area, as lifting surfaces or engine intakes
generate vortices that can interact with the downstream elements affecting their performance
and heat transfer on the affected surfaces [57, 56, 13].
Apart from their detrimental effects, vortices are also used for mixing enhancement in several
technological applications. These applications purposely generate vortices. In the area of
scramjet technology, vortices for mixing enhancement can be generated by the use of struts [33,
49, 121, 122] and/or hypermixers [33, 62]. These vortex generators are useful at subsonic or low
supersonic speeds, but the high enthalpy of hypersonic flow makes these elements impractical
for this application [32], as they generate high losses and present severe cooling challenges.
However, little investigation has been performed on the viability of using already existing
vortices, generated by the scramjet inlet, for mixing enhancement. Direct interaction of a
vortex with the mixing process can lead to improvements by altering the mixing surface as
suggested by Bushnell [19]. Also, the flow generated by vortex breakdown has been suggested
as usable to improve mixing rate by Kalkhoran and Smart [57].
2.4 Vortex Generation
In order to study the effect of vortices on mixing, first a suitable way to generate vortices
representative of those generated by a scramjet inlet has to be identified. In this section the
vortices generated by a lifting surface, a compression corner, and a fin on a flat plate are
described. Moreover, the reasons for the selected geometry are stated.
2.4.1 Lifting Surfaces Vortices
Lifting surfaces present a strong pressure difference between pressure and suction side, promot-
ing the pressure-side boundary-layer to separate and roll-up to travel to the low pressure zone.
The vortices generated at the tip of lifting surfaces such as wings, fins or canards [112] are con-
vected downstream. These type of vortices have been thoroughly studied as their interaction
with the downstream surfaces and shocks modifies the flowfield, causing a noticeable change
in performance and behaviour of the affected elements [56, 111]. Numerous references can be
found for wing tip vortices in subsonic flow.
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In supersonic flow, some authors used these type of vortices to study vortex-shock interactions.
The geometry allows easy change of the generated vortex by modifying the angle of attack
of the wing. An interesting feature of the vortices generated with a wing tip is its unsteady
behaviour. Kalkhoran et al. [58] and Shevchenko [107] found and described the instability of
the interaction of a streamwise vortex with a normal shock. This instability is related in [58]
to the meandering of the vortex. This instability in the location of the vortex could be an
important factor for its effect on mixing. The relative position of the fuel plume and the vortex
would change at a certain frequency. This could generate positive effects similar to pulsating
injection, like increases in penetration [48, 26], or negative effects as the potentially beneficial
effect of the interaction would be discontinuous. Such vortices, generated by wing tips or
turbulators, are representative of a vortex generated by a hypermixer placed in the flow to
generate a vortex artificially. This is due to the a significant drop in streamwise Mach number
in the core region [112, 95] generated by the wake of the wing. Vortices generated by scramjet
inlets are likely to present a much lower streamwise velocity drop in the core, as these are not
formed around the stagnant flow in the wake of the element. This fact can introduce important
differences in the behaviour of the interaction between the vortex and the injection jet. Hence,
the use of lifting surface vortices is discarded for this study due to their fundamentally different
fluid dynamics.
2.4.2 Compression Corner Vortices
A compression corner is a simple geometry that generates vortical structures through shock-
shock and shock-viscous interactions. It is formed by two wedges intersecting, usually at 90˝
(See Fig. 2.4). The geometry is usually symmetrical about the bisector of the angle formed
by the wedges, presenting the same deflection angle for both wedges. This geometry has been
thoroughly studied in the past [22, 119, 120, 14, 43, 1, 81]. In contrast to finite wings, which
allow for easy control of the vortex strength by selecting the angle of attack, a compression
corner geometry is fixed. Therefore this geometry lacks the flexibility of finite wings in gener-
ating different strength for the vortices. However, wing tip vortices present a highly reduced
streamwise velocity in the core of the vortex compared to the surrounding free-stream, which
is not present in the vortices naturally-generated by a scramjet inlet. On the contrary, vortices
present in compression corners present very little axial velocity reduction in the vortex core.
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Therefore, the similarity of the velocity field within vortices generated by compression corners
with the naturally-generated vortices in a scramjet inlet makes this geometry more suitable to
study this type of vortex.
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(a) Schematic of the characteristic wave structure.
Adapted from [22].
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Figure 2.4: Compression corner flowfield schematics.
Figure 2.5: Surface pressures in a compression corner for laminar and transitional cases,
compared with turbulent case. From [120].
Charwat and Redekeopp [22] present a schematic of the flow generated by this geometry based
on pressure probes and streak lines in supersonic flow. They describe three different zones within
the interaction in the corner separated by two shocks and a slip line, as shown in Fig. 2.4a.
Their tests also included asymmetric deflection angles for the two wedges. This asymmetry
produces a distortion of the flowfield, but the general characteristics of the interaction are
conserved. The authors suggest that the outer zone of the interaction is a property of the
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inviscid flow and not caused by the interaction with the boundary layer. Watson and Weinstein
performed a similar study but using hypersonic flow conditions (Mach 20) [119]. They found
the same flow structure as the previous authors, but larger vortices are observed within the
Zone II in Fig. 2.4a. The higher boundary layer thickness and higher shock wave strengths
for the hypersonic case generate these larger vortices, compared to the case at lower Mach
number. The oil accumulation line described by Charwat and Redekeopp [22] could have been
also generated by small vortical structures, but the smaller size might have made them go
unnoticed. This would contradict the suggestion by these authors that the outer zone of the
interaction is not generated by the interaction with the boundary layer. In fact, the work by
West and Korkegi [120] at similar Mach numbers as in [22] supports this assumption. This
work investigates the effect of Reynolds number (Re) on the flow structure of a compression
corner. Fig. 2.5 shows surface pressures measured along a line perpendicular to the compression
wall, in a compression corner, for laminar, transitional, and turbulent boundary layers. The
flat pressure distribution from z{x “ 0 to z{x » 0.3 relates to zone II in Fig. 2.4a. The extent of
zone III varies with Re. Fig. 2.5 indicates the location of the oil accumulation for turbulent and
laminar cases: z{x “ 0.45 and z{x “ 0.85 respectively. The higher extent of the interaction for
laminar flow conditions is due to the increased separation region of the boundary layer at low
Re. The authors compare the spanwise pressure distribution on the wall for both turbulent and
laminar cases to a two dimensional flow separation case stating that: “[it can be viewed] locally
as two-dimensional shock wave boundary-layer interaction with strong cross-flow”(West and
Korkegi [120],p.656). The authors also highlight the conical nature of the flowfield, especially
far downstream from the wedge leading edges.
The previously presented flow structure with three distinct zones is not necessarily present for
all supersonic flow conditions or compression angles. Gun’ko et al. [43] used different wedge
angles and Mach numbers to study the transition between a simple interaction to the more
complex interaction as shown in the previous works. The simple flow structure, depicted in
Fig. 2.6a, only presents one interaction zone, in contrast to the three distinct zones for the
complex flow structure as seen in Fig. 2.4a. The simple structure transitions to the complex
structure at relatively low wedge angles and Mach number. Fig. 2.6b shows a schematic of a
transitional flow structure. For the hypersonic velocities addressed in this work, and the typical
compression angles in non-axisymmetric inlets, it is expected to always find the complex pattern
with three zones depicted in Fig. 2.6c.
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(a) Wedge angle = 3.5˝. (b) Wedge angle = 5˝. (c) Wedge angle = 10˝.
Figure 2.6: Simple to complex shock structure. From [43].
2.4.3 Flat plate and normal compression wall
A special case of compression corner is the one with zero angle of attack for one of the two
wedges. This particular case can be obtained with a sharp fin at an angle of attack, mounted
perpendicularly to a flat plate. This geometry and the main flow features generated are sketched
in Fig. 2.7.
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Figure 2.7: Geometry and flowfield schematics. Adapted from [63].
Kubota and Stollery [63] present a very detailed study of the flow over this geometry at Mach
numbers ranging between 2 and 3. These authors suggest that this geometry is relevant for
various intake-duct geometries amongst other devices. They used oil flow pictures, vapour
smoke-screen photographs, wall-pressure distribution, and local heat transfer measurements
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to characterise the flow. The oil flow pictures along with the wall-pressure clearly show the
detachment of the boundary layer on the flat plate. The formation of vortices is explained by
the higher pressure behind the oblique shock, which generate a cross flow through the boundary
layer of the flat plate moving away from the wedge. This cross flow in a two dimensional case
would generate a separation bubble. However, for the three dimensional case with the strong
axial flow, the separation rolls up generating a vortex [63]. The authors describe a flowfield
with two counter rotating vortices. One small and concentrated vortex close to the corner, and
another bigger vortex that expand along almost the whole extent of the viscous interaction, as
can be seen in Fig. 2.7b.
More recent experiments by Alvi and Settles [2] show more insightful data on this geometry at
Mach numbers of 3 and 4 with different compression angles for the wedge. They used Planar
Laser Scattering (PLS) to obtain images of the flowfield. They observe quasiconical symmetry
of the flow about a virtual origin slightly upstream of the wedge tip. The Virtual Conical
Origin (VCO) is defined as the point where the most important flow features converge, i.e., the
upstream influence line, the separation and reattachment lines and the inviscid shock projection
(Fig. 2.8b). The flowfield is conical about the VCO after a certain distance from the wedge
leading edge, defined as the “inception zone” [104].
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Figure 2.8: Schematic of the flowfield. Adapted from [2].
They found that the important parameter characterizing the strength of the interaction of the
swept shock with the flat plate boundary layer is the Mach number normal to the inviscid shock
(Mn “M8 cospβinvq). This can be related to the pressure rise behind the inviscid shock, which
will drive the cross flow described previously in [63]. The PLS images show a lambda shock,
induced by the separation of the boundary layer and a slip line (Fig. 2.8a), which is very similar
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to the structure described in [119] for a wedge and in [63] for this very same geometry. The
authors also describe a “jet”impingement taking place in the region between the vortex and
the slip line. This jet is induced by the free layer of the vortex reattaching, and by the flow
from the high pressure behind the inviscid shock accelerating to the lower pressures through the
flat plate boundary layer. This “jet”reaches supersonic speeds for a strong enough interaction,
which generates a normal shock, viewed form the conical coordinate system, that decelerates
it before it impinges against the flat plate. This jet could be part of the small vortex described
by Kubota and Stollery close to the corner between wedges [63], which is not described in the
work by Alvi and Settles [2]. For some cases, Alvi and Settles [2] observe a likely secondary
separation, taking place below the primary separation bubble (Fig. 2.8a). Nevertheless, the
authors point out that there is not enough information to state that this separation is actually
taking place. These features define four different flow regimes described in [2], which are,
ordered by increasing interaction strength:
• Primary Separation: Only the primary separation which generates the main vortex is
generated.
• Secondary Separation: The small feature, likely a secondary separation below the primary
separations, appears.
• Normal Shock: The “jet”between the vortex and the slip line reaches supersonic speeds
and produces a normal shock before it impinges against the wall.
• Supersonic Reversed Flow: The reversed flow generating the separation reaches supersonic
speed.
The primary separation generating the main vortex in the flow appears for all the studied cases.
In their study, the lowest pressure ratio across the oblique shock is of P2
P1
» 2. Therefore, the
formation of a vortex is always expected for cases with pressure ratios across the oblique shock
higher than 2.
The steadiness of the vortex generated by this geometry was studied by Gibson and Dolling [38]
measuring pressure fluctuations at Mach 5. They found very small amplitude in the fluctuations
in the zone of the vortex, which suggests a relatively steady flowfield. This is in contrast with the
vortex generated by a wing tip, which as explained previously exhibits a meandering movement.
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These characteristics make this geometry a good candidate for generating vortices for studying
the effect of inlet generated streamwise vortices on mixing of a fuel jet plume.
Moreover, further literature exists, publishing experimental data sets of wall values for this
geometry for different Mach numbers and boundary layer thickness. These can be used for
validation of the CFD results studying the vortex formation. Data for surface streamline
locations, surface pressure, heat transfer and skin friction is available [105] [106]. Rodi and
Dolling present a study of heat transfer comparing three empirical correlations for the peak
heat transfer from Lee and Settles [66], Scuderi [103], and [45], with very good agreement with
the experimental data for the normal Mach number range from 1.3 to 2.2 approx. The peak
pressure correlation from Scuderi [103] is also compared with experimental data in [66], again
obtaining satisfactory agreement.
2.4.4 Geometry selection
As stated in the previous paragraphs, the vortex generated by the compression corner cases
presents higher similarity to those found in real scramjets. In addition, the special case of the
flat plate and fin allows control of the vortex by changing the fin deflection angle, as well as
the implementation of windows on the flat plate for optical access. The effects of the vortex
on the flat plate can also be more easily compared with other experimental data and theory, as
extensive studies have been performed on flat plates. The flat plate also constitutes a favourable
location for the implementation of heat transfer gauges, as the parallel implementation with
respect to the freestream reduces the chance of damage to the gauges from shrapnel from the
shock tunnel diaphragm (refer to Chapter 8 for experimental tests information). For all of these
reasons the flat plate and fin geometry was selected for the present study.
2.5 Vortex Breakdown
The size of the injector with respect to the local size of the vortex can lead to vortex breakdown
during the vortex-injection interaction.
According to the information in [44], the first observation of vortex breakdown was reported by
Peckham and Atkinson [89]. This effect was discovered on vortex generated at the leading edge
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of delta wings. By increasing the angle of attack, the strength of the vortices was increased
up to the point where vortex breakdown occurred. The behaviour of the flow when breakdown
occurs is described in [44] as if a solid body of revolution was placed in the vortex core, forcing
the flow to travel around the quasi-stagnant region. The cause of this behaviour is supposed
to be the inability of the pressure field to balance the centrifugal forces within the vortex.
The inception of the vortex breakdown in supersonic flow is generally triggered by the interac-
tion of the vortex with a shock wave. Thus, the shock generated by the injection could lead
to this phenomena. Vortex breakdown has been studied as it can have negative effects on
manoeuvrability when impinging on control surfaces or can deteriorate the inflow in an engine
when interacting with the inlet shocks [57]. What is most interesting for the issue at hand
is that Kalkhoran and Smart suggest that the turbulence generated at the core of a bursting
vortex could be used to enhance mixing in the combustor of a supersonic combustion ramjet
engine [57].
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Figure 2.9: Sketch of a simplified vortex-normal shock interaction. Adapted from [57].
Harvey [44] observed in subsonic flows that vortex breakdown can be explained as the inability
of the pressure field to balance the centrifugal forces within the vortex. In the work of Kalkhoran
and Smart [57] for supersonic flows, vortex breakdown generated by the impingement of the
vortex on a shock-wave is explained by the different effect of the shock-wave on the different
components of the velocity in the vortex. The normal component of the velocity is highly
affected, whereas the tangential velocity is almost not affected as it is parallel to the shock
plane. Fig. 2.9 shows a sketch exemplifying this effect. The tangential component Ms is not
affected by the shock, whereas the normal component Ma is reduced. Therefore, the swirl ratio
of the vortex experiences a sudden change. If the swirl ratio exceeds a critical value, then the
vortex is not stable and breakdown takes place. This critical swirl ratio can be related to the
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critical centrifugal force that the pressure field cannot balance, as explained by Harvey [44].
Similarly, the early investigation of vortex interaction with shocks by Zatoloka et al. [128]
suggests the vortex breakdown occurrence is related to a critical pressure ratio across the shock.
Higher pressure ratio means higher change in swirl ratio across the vortex-shock interaction.
Therefore, this is equivalent to the critical swirl ratio after the shock wave interaction reported
by [57].
Zatoloka et al. [128] compares this behaviour to separation of boundary layers due to shock
interaction. Also, in [57] vortex breakdown is compared with the boundary layer detachment
induced by a shock. This comparison is based on the fact that the strong pressure gradient,
along with the axial velocity deficit in the vortex core, produces a stagnant region [57, 13] and
a recirculation bubble containing reversed flow [57] for the cases showing vortex breakdown.
Two cases of vortex-shock wave interaction can be differentiated: vortex interaction with a
normal shock, and vortex interaction with an oblique shock. Normal shock interaction gener-
ates an axisymmetric deformation of the shock, whereas oblique shock interaction generates a
non-axisymmetric deformation. The main difference between the two cases is evident in the
downstream flow. For an oblique shock the flow will generally be supersonic. However, for a
normal shock, flow downstream of the interaction is subsonic, allowing information downstream
of the interaction to be transmitted upstream and affect the interaction itself [57].
Vortex interaction with normal and oblique shocks has been thoroughly studied [128, 57, 13,
58, 111, 56, 59, 107].
The effect of the impingement of a wing tip streamwise vortex on a normal shock is addressed
in [58]. This work shows intense vortex breakdown, and reports highly turbulent flow down-
stream of the breakdown. The shape of the undisturbed normal shock is highly affected by
the reduced streamwise velocity in the vortex of the core. The shock takes a conical shape
protruding upstream of its undisturbed location (Fig. 2.10a). The flow downstream of the cone
is reported as highly turbulent.
The effect of oblique shock wave strength on tip vortices is investigated in [111]. Different shock
strengths were tested by varying the angle of the wedge generating the shocks. The interaction
with weak oblique shocks did not yield vortex breakdown. However, the authors found a vortex
breakdown-like behaviour for the strongest oblique shock interaction. Nevertheless, they were
not able to categorically confirm the presence of such breakdown. This fact agrees with the
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(a) Sketch of vortex-normal shock interaction.
Adapted from [58].
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(b) Porthole injection shock structure. Adapted
from [31].
Figure 2.10: Vortex-normal shock interaction and Porthole injection shock structure.
suggestion by Zatoloka [128] of a critical pressure ratio across the shock that generates vortex
breakdown.
This is relevant for the study of the vortex-injection interaction as fuel injection through a port-
hole generates a bow shock that will interact with the incoming streamwise vortex (Fig. 2.10b).
The strength of the pressure change across the bow shock generated by the injection varies de-
pending on the impingement location. Therefore, the strength of the vortex-shock interaction
will vary with the impingement location. Borovoy et al. study the impingement of a streamwise
vortex generated with a finite wing on a bow shock generated by a spherical object [13]. The
vortex impinges just in front of the stagnation region, and generates a clear vortex breakdown.
The change of interaction strength depending on the vortex impingement location can be ob-
served in [56] and [59], where the interaction of a streamwise vortex with a wedge was studied.
In both works it was found that the strength of the interaction between vortex and shock wave
increased when the impingement location was close to the wedge leading edge, as sketched in
Fig. 2.11.
After these studies, it is expected that the relative size between vortex and injection bow shock
will determine if vortex breakdown takes place. A vortex larger than the plume bow shock
will most likely be preserved, as its core will impinge in the region far from the wall, where
the shock is highly swept. However, an injection bow shock of a size similar to the vortex, will
allow the core to impinge near the base of the bow shock, where the shock is almost normal
(Fig. 2.10) and may produce vortex breakdown.
It is worth noting that the majority of these works have been performed using a wing tip vortex.
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(a) Sketch of weak vortex-oblique shock inter-
action. Adapted from [56].
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(b) Sketch of strong vortex-oblique shock inter-
action. Adapted from [59].
Figure 2.11: Weak and strong vortex-oblique shock interaction depending on the location
of impingement.
As previously stated, the streamwise vortices generated by wing tips present a significant drop
in streamwise Mach number in the core region [112, 95]. This is not the case for the vortices
generated by a flat plate and fin interaction. This fact can introduce important differences in
the behaviour of the interaction between the vortex and shock waves.
Although no vortex breakdown was detected in any of the tests cases in this study, its potential
apparition for slightly different conditions can have important effects. Therefore, the description
of this phenomena was deemed necessary.
2.6 Vortex Definition and Identification
The definition of what constitutes a vortex is required to analyse and quantify the vortex
intensity and size, as well as to locate its centre.
The definition of what a vortex is, as stated by several authors [5, 55, 35], is not very clear.
Intuitively, a vortex can be described as a rotating flow about an axis. Fig. 2.12a shows a
sketch of a streamwise vortex. The straight line represents the rotation axis as well as the
streamwise flow direction. The rotating pattern represents the rotation of the flow about the
axis. Fig. 2.12b represents a 2-D cut perpendicular to the streamwise direction of the vortex.
Different simplifications describing the tangential velocity in a vortex can be found in literature.
Roth [98] cite three simple representations which define the tangential velocity as a function
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(a) Sketch of a streamwise vor-
tex.
(b) Sketch of 2-D vortex.
Figure 2.12: Vortex Sketch.
of the distance to the rotation centre of the vortex (Fig. 2.13). The solid body rotation and
potential vortex are the simplest representations. The Rankine vortex, however, is more repre-
sentative of the real distribution of the tangential velocity in a vortex. These representations
are useful to generate simplified vortices numerically. However, in order to search for vortices
within a real flow, a much more accurate definition of what constitutes a vortex is required.
Figure 2.13: Simplified vortex representations. From [98].
2.6.1 Traditional Definitions
Robinson [97] defines the existence of a vortex as a region where a plane normal to the vortex
core presents a rotating pattern viewed from a reference frame moving with the centre of the
vortex core. This definition is very intuitive from the point of view of understanding what a
vortex is. However, as pointed out by Roth [98], it requires the previous knowledge of the vortex
location in order to verify its existence. Thus it is not useful for defining a method for finding
vortices in a flow. In subsequent works, Robinson, Kline and Spalart [96] used isosurfaces of
low pressure to identify the location of vortex cores in turbulent flows. Banks and Singer [5]
show that the low pressure isosurfaces become indistinct when two or more vortices are close
together. In addition, this method only indicates the region containing a vortex, and not its
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core.
A group of authors identify a vortex as a region of non-zero vorticity [98]. Strawn, Kenwright
and Ahmad [117] use local maxima in planes perpendicular to the vorticity vector in order to
find vortices. A threshold of vorticity is used to avoid including weak vortices. The use of
local maxima avoids taking into account the high vorticity of the boundary layer, which shows
very high vorticity but not local maxima [117]. However, this method can present difficulties in
capturing and tracking vortices that lie directly on the boundary layer. The high vorticity near
the walls distorts the direction of the vorticity vector. Consequently, the vector is not aligned
with the rotational direction of the vortex.
Moin and Kim [78] [79] used vorticity lines, i.e. integral curves of vorticity, to track vortex cores.
The authors pointed out that this method is very sensitive to the choice of initial location of
the integration, and can result in very poor quality visualizations.
These methods are very intuitive and rely on physical properties of the flow field. However,
they are either sensitive to the orientation of the system of coordinates used, or distorted by the
vorticity in the boundary layer region. Thus, the accuracy of these methods is compromised.
2.6.2 Galilean Invariant Methods
Galilean invariant methods are those that are not dependent on the coordinate system [55]. This
property makes these methods more robust and the results are more reproducible. Methods that
use vorticity or search for rotating patterns in the velocity field are not Galilean invariant, and
therefore are sensitive to the orientation of the coordinate system. On the contrary, methods
that rely on calculations performed on the velocity gradient tensor are Galilean invariant. Three
Galilean invariant methods are presented hereafter.
Q factor A widely used method is the one introduced by Hunt et al. [50]. This method
identifies vortices as regions with a positive second invariant of the velocities gradients tensor
matrix (Equation 2.1) and a local pressure minimum. Further work by Jeong and Hussain [55]
states that the condition of local pressure minimum is always satisfied if the first condition is
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met.
Q “ du
dx
dv
dy
´ du
dy
dv
dx
` du
dx
dw
dz
´ du
dz
dw
dx
` dv
dy
dw
dz
´ dv
dz
dw
dy
(2.1)
λ2 method Jeong and Hussain [55] calculate the eigenvalues of a symmetric tensor pS2 ` Ω2q
derived from the tensor of velocity gradients. The symmetric tensor is obtained using the
symmetric pSq and antisymmetric pΩq parts of the velocity gradient tensor from equations 2.2
and 2.3 respectively [55].
S “ ∇u` p∇uq
t
2
(2.2)
Ω “ ∇u´ p∇uq
t
2
(2.3)
As the generated matrix is symmetrical, the three eigenvalues are real. The criteria states that
vortices exists in regions where two or more eigenvalues are negative [98]. This criterion was
developed to avoid false positives due to unsteady straining of the flow, and to include the case
of vortices where the minimum in pressure is eliminated by viscous effects [55]. In addition
Jeong and Hussain [55] claim the better performance of this method over the Q criteria. They
include several test cases where the increased robustness of this method is shown.
(a) Critical Points by Eigenvalues. Adapted
from [41].
(b) Critical Point of a vor-
tex and its Eigenvector.
Adapted from [24].
Figure 2.14: Flow features indicated by the Eigenvalues and Eigenvectors of the velocity
gradient tensor.
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Critical Points In the paper by Chong, Perry and Cantwell [24] the authors propose a
method that uses the information provided by the invariants of the Jacobian matrix (velocity
gradient tensor) [55]. Points with two complex eigenvalues in the velocity gradients tensor
matrix are defined as critical points, and are supposed to contain flow rotating about an axis
parallel to the main direction of convection of the flow. Globus et al. [41] summarize the type of
flows that can be inferred by the eigenvalues (Fig. 2.14a). In addition to the existence of a vortex
indicated by the two imaginary eigenvalues, Chong et al. [24] state that the eigenvector related
to the real eigenvalue indicates the axis of rotation of the vortex (Fig. 2.14b). In addition, the
magnitude of the imaginary part indicates the strength of the spiralling motion [41].
2.6.3 Suitability of the criteria for a vortex tracking algorithm
Galilean invariant methods allow calculation of a scalar field that can be scanned to locate
vortices and their cores. In addition, they are insensitive to the orientation of the system of
coordinates. This is an advantage over the traditional methods that require the use of vector
fields. Methods using vector fields require appropriate orientation of the system of coordinates
to be able to observe the rotating pattern of the vortex. This requires prior knowledge of the
orientation of the streamwise vortex in order to capture it. If vorticity is used, the proximity
of the boundary layer masks the vorticity generated by the vortex.
Automatic algorithms can use Galilean invariant methods to locate and track vortices regardless
of the initial knowledge of the flow and the initial orientation of the system of coordinates.
A combination of Galilean invariant methods and methods that rely on vector fields can be
combined. Galilean invariant methods can be used to locate the vortex and its orientation.
Then, the appropriate orientation can be selected to use criteria based on vector fields.
2.7 Injection flowfield and penetration
The flowfield generated by the injection of a sonic jet into a supersonic/hypersonic crossflow is
highly complex. The interaction of the incoming freestream with the injection jet produces a
bow shock. This shock induces the separation of the boundary layer in front of the injector,
creating a zone of recirculation and a separation shock. This interaction also creates a number
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of vortices. Amongst these, the kidneybean vortices generated by the turning and dissipation
of the jet coherent structure are the largest [31]. This structure can be observed in Fig. 2.15
directly extracted from the work of Freebairn [31].
Figure 2.15: Injection flowfield sketch. From [31].
Although the relative size and intensity of each of the main features of the vortex injection
flowfield are dependent on the freestream and injection parameters, the characteristic structure
shown in Fig. 2.15 is always preserved [31]. These features are very intense in the injector
near-field region. This region typically extends 10 ´ 20 injector diameters [94]. In this region,
the injection shock waves influence the local heat transfer level. Moreover, the presence of the
injector vortices play an important role in the mixing process near the injector.
Penetration is an important parameter describing the injection process. It is a measure of the
height the jet reaches into the incoming flow. Zukoski and Spaid [130] derived an analytical
equation based on the pressure coefficient on a spherical nose to obtain the forces acting on
the jet. Using this method they obtained Eq. 2.4, where hM is the Mach height disk, Cp˚ is the
pressure coefficient at the equivalent body nose, c is the discharge coefficient for the injector,
and K is a scaling constant.
hM
d pcq1{2 “
K
M8
d
2P0j γj
Cp˚ p8
γ8
»–ˆ 2
γj ´ 1
˙ˆ
2
γj ` 1
˙ˆ γj`1
γj´1
˙ ¨˝
1´
ˆ
P8
P0j
˙ˆ γj`1
γj
˙
‚˛fifl1{4 (2.4)
From this expression, it can be inferred that for a given freestream flow condition, the injector
parameters affecting penetration are the injector diameter pdq, and the injection stagnation
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pressure pP0jq.
Povinelli [92] obtained an empirical correlation defining penetration as the height at which the
concentration of injectant drops 0.5 %. The data used for adjusting the correlation parameters
was obtained injecting helium from a flat plate into Mach 2 and 3 flows. The injection jet
Mach number ranged between sonic to Mach 4 [92]. The expression obtained to best fit the
data in the injector near field is presented in Eq. 2.5, where d˚ is the injector throat diameter,
Peb is the effective back pressure for the jet, assumed to be 2/3 the pressure behind a normal
shock in the freestream, x is the downstream distance from the injector centreline, and θ is the
boundary layer momentum thickness.
h0.5 %
d˚
“ 2.96
ˆ
P0j
Peb
˙0.405
pMjq0.163
´ x
d˚
` 0.5
¯0.204 ˆ θ
d˚
˙0.141
(2.5)
The Povinelli correlation was obtained for injectors normal to the flat plate surface. Therefore
a correction in the penetration value is required for inclined injectors. Koch [60] performed an
analysis of the effect of varying injection Mach number and injector angle. In the study, injector
angles varying from αj “ 90˝ (normal injection) to αj “ 50˝ were used. Eq. 2.6 presents the
proportionality of penetration to pressure ratio across the injector, and the injector angle and
discharge coefficient [60].
h
d
?
Cd
sinαj 9
„ˆ
Pj
P
˙
sinαj

(2.6)
Eq. 2.7 shows the expression for the discharge coefficient. This is calculated by comparing the
actual massflow rate through the injector to the ideal massflow rate assuming an isentropic
injection process.
CdAj “ 9mj?
2 ρ∆P
(2.7)
2.8 Heat flux on the root of a blunt swept fin
The heat flux around the injector location is affected by the injection process. The region
adjacent to the porthole injector is subject to strong heat flux. This is produced by the
impingement of the flow on the fuel jet, which generates a bow shock, compressing and heating
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up the flow. In this interaction, the jet can be approximated by a protruding solid body
object [11, 130]. Therefore, the heat flux around the injector is similar to that of the heat flux
around the root of a swept blunt fin. Moreover, as it will be described in Chapter 6, in this
work the effective injector angle is modified by the effect of the vortex flowfield. The change in
effective injector angle, and its effect on heat flux, can be approximated to the effect of varying
the blunt fin sweep angle. This phenomena was studied at the University of Queensland [102].
The heat flux in the root of a swept blunt fin on a flat plate was studied at Mach 8 using a
variable sweep angle fin depicted in Fig. 2.16.
Figure 2.16: Variable sweep angle blunt fin. From [102].
The variable-angle fin model was equipped with numerous heat transfer gauges on the fin and
the flat plate. The fin angle was varied between 45˝ and 65˝, measured from the vertical
direction. Maps of heat flux rate in the root region were extracted, as well as the variation
of peak heat flux with fin angle. In Fig. 2.17, the location of peak heat flux on the flat
plate upstream of the fin root can be observed. The contour map shows two distinct areas
of concentrated high heat flux. This is a result of the heat transfer gauges location, which
could not be placed closer to the model in the upstream region of the fin [102]. The peak heat
flux value is plotted on Fig. 2.18. This plot shows the rapid increase in peak heat flux with
decreasing angle (blunt fin more normal). The peak heat flux more than doubles from a 65˝ to
a 45˝ fin angle. Moreover, the trend indicates further reducing the fin angle increases the peak
heat flux increase rate. From this study it can be concluded that the injector angle can have a
very important effect in the peak value of heat flux in the porthole vicinity.
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Figure 2.17: Heat flux map on flat plate upstream of swept blunt fin root. From [102].
Figure 2.18: Peak heat flux on the flat plate upstream of the blunt fin root. From [102].
2.9 Rectangular-to-Elliptical Shape Transition
(REST) inlet
The REST inlet scramjet engines show very promising potential as one of the stages in access-to-
space missions thanks to its good performance at off-design conditions [8]. This inlet presents
a rectangular capture area that transitions to an elliptical cross-section for the isolator and
combustor (Fig. 2.19). This has the advantages of easier airframe integration and high structural
and aerodynamic efficiency of a rounded cross-section combustor [8]. The shape transition
is designed by using inviscid stream-tracing and blending techniques, generating a smooth
transition between the rectangular capture to the elliptical combustor [109]. Active research
is ongoing at University of Queensland in the Centre for Hypersonics for this scramjet inlet
geometry. Barth et al. [8] published a thorough description of the flowfield within the REST
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(a) Sketch of REST inlet.
Cowl side
Body side
(b) REST engine geometry. From [8].
Figure 2.19: REST geometry overview.
engine at Mach 12. The flow conditions used in this study are equivalent to a Mach 12 flight
along a constant dynamic pressure trajectory of q “ 50 kPa, with 6.5 MJ kg´1 total enthalpy.
The simulations take into account the effect of including a 6˝ angle forebody, which processes
the flow prior to its ingress in the REST inlet. Flow conditions at three key locations: the
inflow or freestream, the location of the inlet injectors, and the entry of the combustor were
obtained from full engine simulations by Barth [7, 8] at the aforementioned flight conditions.
The conditions in the freestream are constant. However, the flowfield within the engine is highly
complex. The shock train present throughout the engine produces highly inhomogeneous flow
for a given axial location. The conditions tabulated in Table 2.1 for the inlet and combustor
locations have been selected as representative of the bulk of the flow in these regions. These
conditions are used in the current study of vortex-injection interaction to produce data relevant
to real scramjet applications.
Table 2.1: Free stream and bulk flow near the REST inlet porthole injectors flow conditions.
Mach No. U q T ρ
Freestream 9.3 3523 m s´1 55.0 kPa 358 K 0.0087 kg m´3
Inlet Inj. 7.3 3471 m s´1 161.0 kPa 560 K 0.264 kg m´3
Combustor 4.6 2941 m s´1 193.6 kPa 1083 K 0.0447 kg m´3
In the work by Barth [7], the presence of vortices in the inlet and combustor regions is shown
using the Q criterion. These are presented in Fig. 2.20. In this figure, Barth presents different
slices across the inlet and start of the combustor with contours of Q factor. The zones of high
Q values indicate the presence of vortical flow.
Moreover, in the paper by Barth et al. [8] the authors show streamlines in different sections
of the inlet, where the formation of vortices is observed (Fig. 2.21). They also conclude that
the location of the injectors should be tailored to take advantage of some of the flow features
present in the flow. Amongst these features, they name the swept separation which constitutes
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(a) Cross-plane Q criterion magnitude
(b) Streamlines through top corner vortex (c) Streamlines through swept separation vor-
tices
Figure 2.20: REST vortices with Q criterion.
the vortical structure observed in Fig. 2.21 in the downstream portion of the inlet. In this figure,
extracted from the work by Barth et al. [8], streamlines defined in the plane of the sections are
shown. The streamlines in sections f) and g) clearly show a rotating pattern, characteristic of
a vortex. This feature is also visible in Fig. 2.20 c) with high Q values.
a) b)
c) d)
e) f)
g)
Figure 2.21: Rest engine cross-section views, streamwise x-vorticity and in-plane streamlines
at various point. From [8].
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Chapter 3
Numerical Methodology
This chapter contains the relevant information concerning the methodology employed to obtain
the results presented in the numerical part of this work. In this numerical investigation, the
effect of different parameters on the vortex-injection interaction is explored. The study is per-
formed by investigating the effect of a number of different vortex intensities, injector locations,
and injection momentum. The different cases are analysed to identify the underlying mecha-
nisms involved in this interaction. Each of the relevant mechanisms is in turn investigated to
understand its relevance in the mixing process.
3.1 Test Geometry
As described in Chapter 2, in non-axisymmetric scramjet inlets shock-shock and shock-viscous
interactions generate streamwise vortices. The simplest geometry generating a single vortex
equivalent to those formed in a real scramjet inlet is the combination of a flat plate, and a
sharp fin positioned normal to the flat plate, with a deflection angle. This geometry generates
a controlled vortex, avoiding the complex flowfield existing in a real engine geometry that
may affect mixing. Thus, the effect of the vortex on mixing can be studied in isolation. This
geometry and the main flow features are sketched in Fig. 3.1.
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Fin
Figure 3.1: Sketch of fin-flat plate geometry including most relevant flow features.
3.2 Numerical Approach
The core of this investigation is a computational study. The numerical simulations allow com-
plete access to all flow quantities, which allow a thorough study of the vortex-injection inter-
action.
Moreover, its reduced cost compared to experimental testing makes studying numerous cases
possible. This allows a small parametric study varying vortex intensity, injection momentum,
and injector location within the vortex.
This section describes the flow solver, the geometry, boundary conditions, mesh sensitivity
analysis, and the methodology used to quantify mixing, and characterize the corner vortices.
3.2.1 CFD Solver
The CFD solver used throughout the entire numerical part of the study is US3D [84]. This code
is developed at the University of Minnesota, and is specialized for the calculation of hypersonic
and re-entry flows [46].
US3D solves the compressible Navier-Stokes equations using a cell-centred finite volume scheme,
and has capabilities to calculate finite-rate internal energy excitation and chemical kinetics [84].
The inviscid terms are calculated with a modified Steger-Warming flux. The discretised form
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is presented in Eq. 3.1 [84, 83].
BUi
Bt “ ´
1
Vi
ÿ
jPti cell facesu
´
~Fc ´ ~Fv
¯
¨ nˆS ` ~W (3.1)
Where U is the vector of conserved variables (ρi, ρu, ρv, ρw, Ev,E), ~Fc and ~Fv are the convective
and viscous fluxes respectively, V is the cell volume, nˆ is the unit normal vector, and S is the
face area. The terms Ev and E correspond to the vibrational and total energy respectively.
The US3D code combines the use of the line relaxation method in layer of cells near solid
surfaces and the point relaxation method in the regions further from solid domains. A modified
version of the Gauss-Seidel Line Relaxation (GSLR) implicit method for parallel calculations
is used in the line relaxation regions: Data-Parallel Line-Relaxation (DPLR) method [125].
The point relaxation regions use the Full Matrix Point Relaxation (FMPR) method. In order
to reduce possible overshoots of the calculated quantities, the MUSCL scheme with pressure
limiter is used in regions of strong shocks.
Turbulence model The turbulence model used to close the discretised compressible Reynolds-
Averaged Navier Stokes (RANS) equations is the Shear Stress Transport (SST) two equation
model and vorticity term developed by Menter [76]. The baseline SST k ´ ω model uses the
Wilcox model in the inner 50% of the boundary layer, and is changed gradually to the high
Reynolds number Jones-Launder k´  model towards the boundary layer edge [76]. The equa-
tions used in the k ´ ω part of model are presented in Eq. 3.2 and 3.3.
Bρk
Bt `
Bρujk
Bxj “ Pk ´ β
˚ρωk ` BBxj
„
pµ` σk1µtq BkBxj

(3.2)
Bρω
Bt `
Bρujω
Bxj “ γ1Pω ´ β
˚
1ρω
2 ` BBxj
„
pµ` σw1µtq BωBxj

(3.3)
The equations used in the k ´  part (transformed k ´  model) of the model are presented in
Eq. 3.4 and 3.5.
Bρk
Bt `
Bρujk
Bxj “ Pk ´ β
˚ρωk ` BBxj
„
pµ` σk2µtq BkBxj

(3.4)
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Bρω
Bt `
Bρujω
Bxj “ γ2Pω ´ β
˚
2ρω
2 ` 2ρσω2 1
ω
Bk
Bxj
Bw
Bxj `
B
Bxj
„
pµ` σw2µtq BωBxj

(3.5)
with:
Pk “ µt BuiBxj
ˆBui
Bxj `
Buj
Bxi
˙
´ 2
3
ρkδij
ui
xj
(3.6)
Pw “ ρBuiBxj
ˆBui
Bxj `
Buj
Bxi
˙
´ 2
3
ρωδij
ui
xj
(3.7)
The values of σk1, σw1, β1, and γ1 are constant values for the k ´ ω part. The values of σk2,
σw2, β2, and γ2 are constant values for the k ´  part. The values of β˚ and κ are constant
for both parts. These values can be consulted in the work by Menter [76]. The transition
between models across the inner and outer part of the boundary layer is performed by defining
a merging function acting on the constants values. The function used for this purpose is
expressed in Eq. 3.8. φ represents the resulting constant in the merging region used by the
model. The constants from the k´ω and k´ models are represented by φ1 and φ2 respectively:
φ “ F1φ1 ` p1´ F1qφ2 (3.8)
The SST-v model used in US3D keeps the same formulation except for the substitution of the
terms:
ρ
Bui
Bxj
ˆBui
Bxj `
Buj
Bxi
˙
Ñ Ω2 (3.9)
With Ω the vorticity magnitude [76]. By doing this substitution, the undesirable production of
eddy-viscosity in inviscid flow regions, that may happen in regions of high flow acceleration or
deceleration, is avoided.
The calculations performed in this work used a Turbulent Schmidt number (Sc) of Sc “ 0.7.
The Prandtl number (Pr) used is Pr “ 0.9.
Thermo-Chemistry model The thermodynamic quantities for each species are calculated
as a function of the temperature. The NASA Lewis polynomial fits and coefficients as defined
3.2 Numerical Approach 45
by McBride et al. in a NASA technical report [73] are used. The equations for the heat
capacity at constant pressure, enthalpy and entropy are presented in non-dimensional form as
per equations Eq. 3.10, 3.11 and 3.12.
C0p pT q
R
“
rÿ
i“1
aiT
qi (3.10)
H0 pT q
RT
“ b1
T
`
ş
C0p pT q dT
RT
(3.11)
S0 pT q
R
“ b2 `
ż ˆ
C0p pT q
RT
˙
dT (3.12)
The temperature dependent Arrhenius expression (Equation 3.13) is used to calculates finite-
rate chemical reactions. The coefficients A and B, and the activation energy coefficient E are
specific for each reaction and chemistry model.
k “ ATBe´p ERT q (3.13)
The flow conditions used for the mixing study in Chapter 5 are representative of an inlet.
Therefore, no combustion is expected, and this study is performed with all reactions disabled.
The combustion study in Chapter 7 uses the chemistry model proposed by Jachimowski in
1992 [51]. This scheme is focused in the main chemical reactions involved in hydrogen com-
bustion in expansion tunnel and especially in reflected shock tunnel tests. The Jachimowski
model incorporates 33 intermediate reactions and 13 species. The reaction rates are listed in
Table 3.1.
3.2.2 Flow conditions
The flow conditions for the current study are selected to match a MACH 12 scramjet flight
condition on a 50 kPa constant dynamic pressure trajectory [8, 7]. The vortex formation,
mixing, and heat transfer studies in Chapters 4, 5, and 6 respectively use flow conditions
representative of those found in the Mach 12 REST engine in the vicinity of the inlet injectors.
The combustion study in Chapter 7 uses both the inlet and combustor entry flow conditions.
These are described in Table 2.1, and are presented again in Table 3.2 together with the
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Table 3.1: Jachimowski model reaction rate coefficients.
Reaction Arcm3 mol´1 s´1s B E
H2 `O2 Ñ HO2 `H 7.0e13 0.0 5.68e4
H `O2 Ñ OH `O 2.2e14 0.0 1.68e4
O `H2 Ñ OH `H 5.06e4 2.67 6.29e3
OH `H2 Ñ H2O `H 2.16e8 1.51 3.43e3
OH `OH Ñ H2O `O 1.5e9 1.14 0.0
H `OH `M Ñ H2O `M 8.62e21 ´2.0 0.0
H `H `M Ñ H2 `M 7.3e17 ´1.0 0.0
H `O `M Ñ OH `M 2.6e16 ´0.6 0.0
O `O `M Ñ O2`M 1.1e17 ´1.0 0.0
H `O2 `M Ñ HO2 `M 2.3e18 ´1.0 0.0
HO2 `H Ñ OH `OH 1.5e14 0.0 1.0e3
HO2 `O Ñ O2 `OH 2.0e13 0.0 0.0
HO2 `OH Ñ H2O `O2 2.0e13 0.0 0.0
HO2 `HO2 Ñ H2O2 `O2 2.0e12 0.0 0.0
H `H2O2 Ñ H2 `HO2 1.7e12 0.0 3.78e3
H `H2O2 Ñ OH `H2O 1.0e13 0.0 3.58e3
O `H2O2 Ñ OH `HO2 2.8e16 0.0 6.4e3
OH `H2O2 Ñ H2O `HO2 7.0e12 0.0 1.435e3
OH `OH `M Ñ H2O2 `M 1.6e22 ´2.0 0.0
N `N `M Ñ N2 `M 2.8e17 ´0.8 0.0
N `O2 Ñ NO `O 6.4e9 1.0 6.3e3
N `NO Ñ N2 `O 1.6e13 0.0 0.0
N `HO Ñ NO `H 6.3e11 0.5 0.0
H `NO `M Ñ HNO `M 5.4e15 0.0 ´6.0e2
H `HNO Ñ NO `H2 4.8e12 0.0 0.0
O `HNO Ñ NO `OH 5.0e11 0.5 0.0
OH `HNO Ñ NO `H2O 3.6e13 0.0 0.0
HO2 `HNO Ñ NO `H2O2 2.0e12 0.0 0.0
HO2 `NO Ñ NO2 `OH 3.4e12 0.0 ´2.6e2
HO2 `NO Ñ HNO `O2 2.0e11 0.0 1.0e3
H `NO2 Ñ NO `OH 3.5e14 0.0 1.5e3
O `NO2 Ñ NO `O2 1.0e13 0.0 6.0e2
M `NO2 Ñ NO `O `M 1.16e16 0.0 6.6e4
Third Body efficiencies:
M Eff.
H2 2.5
H2O 16.0
All other species 1.0
turbulent inflow values for convenience.
Table 3.2: Flow conditions in the vicinity of the REST inlet porthole injectors and combustor
entry [7].
U rm s´1s ρ rkg m´3s T rKs k rm2 s´2s ω rs´1s
Inlet inj. 3472 0.0264 574.4 45.224ˆ 103 8.103ˆ 106
Combustor 2941 0.0447 1083.0 32.4ˆ 103 6.48ˆ 106
For the inflow and initialization of the SST k ´ ω values, the turbulence kinetic energy pkq
and specific turbulence dissipation rate pωq were obtained using equation 3.14 and 3.15 . The
turbulence was assumed to be isotropic, with a turbulence intensity (I) of 5 % and a turbulent
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viscosity ratio µt{µ “ 5. Table 3.2 summarizes the values prescribed for the inflow freestream.
k “ 3
2
pU ¨ Iq2 (3.14)
ω “ ρ ¨ k
µ
¨ µt
µ
´1
(3.15)
3.2.3 Computational fin-flat plate geometry
The fin-flat plate geometry allows the generation of vortices with different intensities by varying
the fin angle. In this study, three deflection angles for the fin pαfinq are used: 5˝, 10˝ and
15˝. The intensity of the vortices generated with these fin angles range from those found in
scramjet inlets with low flow non-uniformities, up to intensities higher than those expected in
real scramjet applications.
To study the vortex effect on mixing, fuel is injected through a porthole injector in the vortex
region of influence. This region spans between the separation line and the fin oblique shock.
Fig. 3.2a shows a sketch of this interaction, depicting the most relevant flow features. The
porthole injector is located so that the injected fuel plume interacts with the vortex. The fuel
plume shape is distorted by the vortex, as can be seen in Fig. 3.2b. Vortex intensity increases
with fin angle, increasing its effect on the plume.
Inviscid
Shock-Wave
Boundary
Layer
Fuel Plume
Votex
Core
Fin
Flat Plate Y
Z
X
Separation
Line
(a) Plume and flow key features.
αﬁn=15° αﬁn=10° αﬁn=5° αﬁn=0° 
Bifurcation
(b) Plume shape depiction.
Figure 3.2: Vortex-injection interaction depiction.
The pressure, density, and velocity vary substantially within the vortex. Fig. 3.3 shows an axial
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plane across the vortex, depicting the main flow structure and contours of velocity magnitude.
In this figure, it is apparent that the location of the porthole injector with respect to the vortex
is an important parameter due to the variability of the flow within the vortex. Thus, for each
fin angle, three different porthole injector locations are studied. These locations are referred as
Separation (S.i.), Core (C.i.), and Intermediate (I.i.) injection, and are marked in Fig. 3.3 as
S.i., C.i. and I.i. respectively:
• C.i. - Coincident with the normal projection of the core of the vortex onto the flat plat.
• S.i. - Coincident with the separation line of the swept separation.
• I.i. - On the intermediate point between the separation and the core injection locations.
Triple point
Slip lineJet
Fin
Flat plate
Vortex
Vortex
δ
S.i. C.i. Y/X
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Figure 3.3: Vortex flowfield structure. δ and contours from αfin “ 10 case 100 mm down-
stream of the fin leading edge. Discontinuous lines are adapted from Alvi and Settles [2].
The numerical domain consists of a 300 mm long 200 mm wide flat plate and a 100 mm high
fin, as depicted in Fig. 3.3. For simplicity and to study the most general case, the fin and flat
plate surfaces are modelled with infinitely sharp leading edges.
3.2.4 Mesh and boundary conditions
Wall boundaries
The geometry is discretised using a structured mesh. The flat plate and fin walls are modelled
as constant temperature non-slip walls. The constant temperature wall conditions matches the
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conditions during ground-testing in an impulse facility, where the short test times do not allow
the temperature of the walls to rise significantly. The constant temperature walls are set at
300 K.
Inflow boundary
The inflow boundary represents a boundary layer developed over a 250 mm long flat plate
positioned upstream of the domain. This represents the boundary layer growth along the
forebody upstream of the engine inlet, resulting in a thickness of 6.5 mm. This inflow is obtained
in a separate simulation, using a pseudo-2D flat plate with an infinitely sharp leading edge.
The maximum value of y` is y` ă 0.42, near the leading edge, and typically y` ă 0.1 over most
of the wall surface. The cell size is 0.5 mm in the freestream region. The inflow conditions are
presented in Table 3.2. The total length of the flat plate is 1.5 m. The upper boundary layer
is inclined upwards 8˝ to avoid any possible reflection of the shock generated by the boundary
layer growth. Fig. 3.4a shows the velocity contours along the whole domain.
(a) Velocity evolution over the whole flat plate. (b) Axial velocity and density pro-
file.
Figure 3.4: Pseudo-2D flat plate boundary layer.
The solution is extracted 250 mm downstream of the leading edge and used to fill the inflow
of the main grid containing the flat plate plus fin geometry. The axial velocity and density
profiles are presented in Fig. 3.4b.
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Outflow boundaries
The rest of the boundary conditions in the flat plate and fin geometry were set as outflows.
This allow spillage of the flow not only through the rear part of the domain, but through the
side and upper boundaries. In this manner, shock reflections are avoided
3.2.5 Injection
The placement of the injectors is based on its relative location to the separation line and inviscid
fin shock. The separation line is defined as the region of convergence of streaklines based on
wall shear stress.
In the axial direction, the portholes injectors are placed 100 mm downstream of the fin leading
edge. Table 3.3 shows the coordinates of the porthole injectors relative to the fin leading
edge. The injector has a 1.0 mm diameter (inj) and is inclined 45˝ with respect to the axial
direction. The porthole distance to the fin is measured as the spanwise distance from the
centre of the porthole to the fin wall. The injection-to-freestream momentum flux ratios (J “
Table 3.3: Spanwise coordinate (Y) and distance to fin for the porthole injectors.
X coord Y coord. / (Distance to fin)[m]
Fin Angle All cases C.i. I.i. S.i.
5˝ 0.1 0.019 / (0.010) 0.027 / (0.018) 0.034 / (0.025)
10˝ 0.1 0.028 / (0.010) 0.041 / (0.023) 0.053 / (0.035)
15˝ 0.1 0.037 / (0.011) 0.055 / (0.028) 0.073 / (0.046)
pρu2qinj { pρu2q8) were set to 1 and 3, with simulated plenum pressures of 0.430 MPa and
1.3 MPa respectively, and a total temperature of 300 K. Simulations for both J values with
no fin were performed to obtain the baseline case of injection in the undisturbed free stream.
These are equivalent to injecting on a flat plate (FP.i.), and are used as the reference case for
quantification of the improvements in mixing obtained with the vortex-injection interaction.
An overview of the typical mesh topology is presented in Fig. 3.5. This figure shows the flat
plate surface with an enlarged view around the injector location. The mesh in the injector region
is presented in Fig. 3.6. This figure includes a 2-D slice through the centre of the injector. It
also includes a 3-D figure with different sections of the grid removed to improve visualization
of the grid structure around the injector.
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Figure 3.5: View of the αfin “ 10˝ S.i. mesh.
Figure 3.6: Close up of the mesh in the injector region.
3.2.6 Mesh sensitivity
A mesh sensitivity study is performed using four different grid densities. For this study, the
Intermediate injector, αfin “ 10˝, J “ 1 case is selected, as it represents the central injector
and fin angle in the parametric study. The grids contain 1.9, 3.8, 7.6, and 16.2 million cells.
The four most important parameters characterizing the mixing process are selected to compare
the results provided by the different mesh densities. These are mixing efficiency, its rate of vari-
ation in the axial direction, jet penetration, and plume distortion parameter. Mixing efficiency
quantifies the amount of fuel readily available for combustion at each axial location. Jet pene-
tration is a characteristic parameters of injection into a crosswise flow. The Plume distortion
parameter describes the shape of the fuel plume at each axial location as a function of its local
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volume and surface (see Section 5.4). The results are plotted in Fig. 3.7. The mesh with 3.8
million cells is deemed adequate for the parametric study. The different grids employed for the
vortex-injection interaction study are based on the presented 3.8 million cells grid. However,
slight variations in the cell count are introduced to keep grid density in the relevant regions
of the flowfield as fin angle or injector location are varied. The final meshes range between
3.7 and 3.9 million cells. Within the injector vicinity, the cells size is approximately 0.05 mm,
expanding up to 1 mm in the region of uniform flow, far from the vortex-injection interaction.
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Figure 3.7: Comparison of mixing parameters from different mesh cell number.
In addition, the effect of the boundary layer refinement in heat flux was assessed. An extensive
study was conducted to verify the US3D predictions of the heat flux using the SST k´ω model
for different y` values (Will Landsberg, personal communication, 23 March , 2016), showing
little variation in the result for this turbulence model below y` “ 1. The current work uses a
typical near-wall cell size of 2 µm, keeping the y` value below 1. Halving the first cell height
yielded heat flux results with less than 1.4 % difference in the regions of interest.
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Penetration assessment
To further assess the performance of the numerical methodology, the penetration heights of a
flat plate injection cases are compared to the Pivonelli [92] penetration correlation (see sec.2.7).
Both the baseline correlation, and the correlation with correction for the crossflow momentum
thickness are considered. The Povinelli correlation was obtained for injectors normal to the
flat plate. To incorporate the effect of the injector angle, the proportionality between injector
angle and penetration from Koch [60] is included to correct the penetration obtained with the
Povinelli correlation. The expression used for the penetration is presented in Eq. 3.16.
h0.5 % “ 2.96 dj
a
Cd
1
psinαjq0.5
ˆ
P0j
Peb
˙0.405
pMjq0.163
ˆ
x
dj
` 0.5
˙0.204 ˆ
θ
dj
˙0.141
(3.16)
Where αj is the angle of the injector, dj is the injector diameter, Cd is the discharge coefficient
of the injector, P0j is the total pressure in the plenum, Peb is the effective back pressure, equal
to two thirds of the total pressure behind a normal shock in the freestream, Mj is the Mach
number at the injector throat, and θ is the momentum displacement thickness of the boundary
layer at the injector location.
The value of discharge coefficient pCdq is obtained with Eq. 3.17, where Aj is the area of the
injector, and ρj is the density of the jet.
Cd “ 9mH2
Aj
a
2 ¨∆P ¨ ρj (3.17)
The values used in Eq. 3.16 are presented in Table 3.4. The curves obtained are presented in
Fig. 3.8 alongside the CFD results.
Table 3.4: Parameters used in the calculation of penetration.
αj rdegs dj rmms Cd r´s P0j rkPas Peb rkPas Mj θ rmillims
J “ 1 45 1.0 0.53 430 239.6 1.0 0.58
J “ 3 45 1.0 0.55 1300 239.6 1.0 0.58
The CFD results are found to satisfactorily agree with the Povinelli correlation with correction
for momentum thickness.
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Figure 3.8: Penetration from CFD, Povinelli correlation, and Povinelli correlation corrected
for momentum thickness [92]. Correlation values scaled with Koch [60] proportionality to
account for injector angle.
3.2.7 Mixing quantification
The parameter quantifying the amount of fuel mixed that has the potential to combust is
the mixing efficiency (ηmix). In a mixing limited engine, this translates approximately to the
amount of fuel burnt [15]. For calculating mixing efficiency ηmix, the definition employed by
Lee [64](Eq. 3.18) is used.
Mixing efficiency is calculated based on the stoichiometric mass fraction. The value for the
stoichiometric mass fraction of Hydrogen (cstoicH2 ) in air is 0.03. However, in the current study,
8% NO by mass fraction (cNO) is included in the free stream to account for the typical values of
cNO “ 0%´8% present in shock tunnel experiments. This allows for more accurate comparison
with experimental data. The stoichiometric mass fraction cstoicH2 is calculated taking into account
the oxygen contained only asO2. With this definition, the corrected stoichiometric mass fraction
for the mixture is cstoicH2 “ 0.0234.
ηmix “
ş ş
crH2 ¨ ρ ¨ u ¨ dydzş ş
cH2 ¨ ρ ¨ u ¨ dydz where c
r
H2 “
$’&’%cH2 cH2 ď c
stoic
H2
1´cH2
1´cstoicH2 cH2 ą c
stoic
H2
(3.18)
In a RANS simulation, due to the time-averaged nature of the solution, the mixing level can
only be calculated from the time-averaged values. Large Eddy Simulation (LES) or Detached
Eddy Simulation (DES) provide a more realistic simulation of the mixing process. However,
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the extensive computational cost of these techniques makes them prohibitive for a parametric
study. This is in contrast with RANS simulations, which main advantage is the relatively
low computational cost. The main dissadvantage of RANS for this study is that it produces
unrealistic values of mixing, especially near the injector. In this region RANS models are not
able to reproduce the highly unsteady mixing occurring in the shear-layer vortices produced by
injection [90]. The RANS solution overpredicts mixing in the injector vicinity. However, the
mixing efficiency obtained from RANS simulations has been shown to closely agree with the
time averaged solution of unsteady hybrid RANS/LES model simulations further downstream
of the injector in an axysimmetric scramjet inlet at Mach 8 [90]. Thus, although the injector
near field results are likely to be overpredicted, further downstream the results obtained from
RANS simulations are a good approximation to real levels of mixing. Moreover, the main aim
of this work is to describe how different vortex parameters affect the mixing process, especially
in the region where RANS shows adequate accuracy. Therefore, RANS was deemed as the most
adequate tool, as capturing the relevant physics of the interaction and maintaining consistency
between different cases is the most relevant objective.
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Vortex Flowfield
This chapter describes the flowfield present in a vortex generated by a flat plate plus fin con-
figuration. This configuration has been previously studied experimentally, and numerous ex-
perimental work has been published. A review of this experimental work performed by several
authors is presented in Section 2.4.3. This chapter supplements these works by presenting data
obtained from numerical computations. The ability to probe the numerically obtained flowfields
at any location enhances the description of this flowfield provided by experimental studies.
This chapter includes part of published work entitled ‘Vortex Tracking Algorithm for Hypersonic
Flow in Scramjets’ [67].
4.1 Vortex Formation
Vortices are generated in all but the most simple of axisymmetric inlets due to shock-shock and
shock-viscous interactions. In the flat plate plus fin geometry the shock-viscous interactions
between the flat plate boundary layer, and the shock wave generated by fin are responsible for
the formation of the vortex. This mechanism of vortex formation is similar to that occurring in
rectangular supersonic/hypersonic inlets, where typically a high compression wall is normal to
a second wall with low or no compression. In an inviscid case, no vortices would appear. The
absence of boundary layer on the flat plate would produce a flowfield with constant properties
in the coordinate normal to the flat plate (neglecting heat transfer to the walls). The fin
shock would be completely straight from the plate to the upper end of the domain. In the
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real case, the velocity, temperature, and Mach number gradients across the boundary layer
produce a variation in the conditions across the fin shock wave. Particularly, the gradient in
Mach number generates a gradient in shock angle. The resulting shock angle gradient near the
wall, in turn, generates a pressure gradient. This gradient induces a secondary flow moving
away from the fin into the boundary layer region of the flat plate. This produces a cross-flow
component in the boundary layer region, which produces a separation as it interacts with the
incoming freestream. To visualize the resulting flowfield, Fig. 4.1 shows contours of pressure
and velocity components in a plane across the vortex.
Table 4.1: Conditions representative of the REST inlet porthole injectors region.
Mach No. U q T ρ
Inlet Inj. 7.3 3471 m s´1 161.0 kPa 560 K 0.264 kg m´3
(a) Pressure contours. (b) Density contours.
(d) Axial velocity contours. (e) Spanwise velocity contours. (f) Contours of Velocity nor-
mal to the flat plate.
Figure 4.1: Flowfield in the vortex region. Plane normal to fin and flat plate walls, located
100 mm downstream of the fin leading edge, in the αfin “ 10˝ case. Inflow conditions in
Table 4.1.
The lines overlaid on top of the contours are in-plane streamtraces displaying the vortex rotating
pattern. Fig. 4.1a shows pressure contours. In this figure, it can be observed how the high
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pressure behind the upper region of the fin shock is released through the boundary layer. The
high pressure flow expands from the shock processed conditions to the freestream pressure as it
is accelerated in the spanwise direction. This acceleration is observed in Fig. 4.1e. The region
adjacent to the flat plate presents a high velocity flow moving away from the fin. This flow
interacts with the freestream separating it and causing the roll up of the boundary layer. The
contours of velocity in the direction normal to the flat plate in Fig. 4.1f show two distinctive
zones. The zone of negative velocity is the flow feeding the crosswise flow. The zone of
positive velocity consist of the separated freestream, which moves above the crosswise flow as
it separates.
4.2 Comparison between fin-flat plate and scramjet vor-
tices
To assess the adequacy of the vortices generated by the fin-flat plate geometry, these are
compared to vortices generated by complete scramjet engines. For this purpose, numerical data
on the M12 REST engine [109, 8] and a three-ramp 2-D engine geometry tested in UQ [74, 99] are
used. The computational data was facilitated by Dr. Barth, J. and Dr Sancho, J. respectively,
who performed the aforementioned calculations for their respective PhD theses [7, 99].
Vortex Extracting Algorithm
To perform a systematic analysis of the vortices from numerical simulations, an algorithm for
automatic extraction of these flow features from CFD calculations was implemented.
Detection
Step
ping
Vortex
Figure 4.2: Sketch of detection and stepping in vortex tracker algorithm.
The algorithm performs vortex detection plane by plane. At each plane, one of the Galilean
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invariant methods described in section 2.6.2 is used to calculate a scalar field defining the vortex
regions. This scalar field is then interrogated to extract the vortex core location and vortex
edge. Moreover, the location of the vortex in adjacent planes is predicted based on the local
flowfield in the vortex core. This process is performed in subsequent planes of the numerical
domain until the vortex has been tracked in its entire length, as sketched in Fig. 4.2.
Tracking the vortex allows calculating the relevant parameters that characterize it, allowing for
comparison between different vortices. Details on the implementation and functioning of this
algorithm are described in Appendix B.
Vortices in the reference engines.
The REST engine, described in Section 2.9, contains two distinct regions. The first region is
the REST inlet, starting with a rectangular capture area. The corner in this rectangular region
contains a vortex incepted at the inlet corner tip. The second region comprises the region
downstream of the cowl closure, at the start of the isolator/combustor. In this region, swept
separations caused by the impingement of shocks on the cowl’s side boundary layer produce
a number of vortices. These are presented in Fig. 4.3. In the 2-D three-ramp inlet engine,
vortices are produced at the corner of each ramp. This can be observed in Fig. 4.4.
X
Inlet Vortex
(a) Inlet region.
Vrtx A
Vrtx B
Vrtx C
Vrtx D X
(b) Combustor region.
Figure 4.3: Vortices in the REST Inlet engine. Vortex surface and contours of Q factor.
Pressure, temperature and axial velocity distribution
Contrary to streamwise vortices formed by wing tips or delta wings [112, 18, 44], the vortices
formed by shock-viscous interaction in scramjets do not show a pressure or velocity inflection
point in the vortex core. This is a key characteristic, as the interaction of the vortex with
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Figure 4.4: Vortices in a 2-D three-ramp scramjet inlet. Vortex surface and contours of Q
factor.
an injection jet is affected by the pressure and velocity profile of the impinging flow. The
flowfield structure along the vortex regions in the REST engine and the 2-D three-ramp engine
can be observed in Fig. 4.5. The vortex is mostly constituted of boundary layer flow. Thus,
the vortex regions show low axial velocity and high temperature, but no inflexion point of
these quantities in the core. The pressure tends to change along the vortex region, as the high
pressure gas behind the shock expands trough the boundary layer region. This can be observed
more clearly in Fig 4.6. The velocity contours show the corner vortices are located within the
low compression wall boundary layer. The low compression wall corresponds to the ‘body side’
and the ‘side wall’ in the REST and 2-D three-ramp engines respectively. The pressure contours
drop from high values behind the high compression wall shock wave to the freestream pressure
across the vortex region. The high compression wall corresponds to the ‘side wall’ and ‘ramp’
in the REST and 2-D three-ramp engines respectively. This behaviour is entirely analogous to
the behaviour observed in the fin-flat plate geometry.
To quantitatively compare the vortices, their main characteristics including core location, in-
tensity, and size are obtained using the vortex tracking algorithm. The Q criterion with an
edge to core ratio Re{c “ 0.5 was used (See App. B). The vortex intensity value along the vortex
path for the different cases is presented in Fig. 4.7. In addition, Table 4.2 summarizes the most
relevant vortex parameters.
The REST inlet engine, which is designed for developing a highly homogeneous flow [109, 8]
produces a low intensity vortex in the inlet region. The area of this vortex is similar to those
generated by the Fin-Flat plate geometry, but the intensity is significantly lower. The results
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(a) Inlet region. (b) Combustor region.
Figure 4.5: Planes with contours of U , T , and P , and vortex surfaces.
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Figure 4.6: Axial planes with contours of U , P , and iso-lines of Q factor indicating the
location of the vortex.
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Figure 4.7: Vortex intensity for different geometries.
presented in subsequent chapters are valid for these vortices. However, the effects on mixing
are expected to be milder due to the lower vortex intensity in the REST inlet.
The vortices in the REST combustor region have a vortex intensity similar to the Fin-Flat
plate vortices. However, the size of these vortices is significantly smaller. Vortices A and D in
Fig 4.3b are thin and elongated, and too close to the wall. Therefore, these can be discarded
for the purpose of this study. The intensity and size of vortices B and C are listed on Table 4.2.
Despite this difference in size, the effect on mixing is expected to be equivalent to the effect of
the Fin-Flat plate vortices, especially if the size of the injector is scaled to maintain a similar
vortex-injector size ratio.
The characteristics of the three-ramp 2-D engine vortex in the vicinity of the injectors are
tabulated in Table 4.2. This vortex presents an intensity similar to the 10˝ fin case, with a
vortex size approximately two times larger. As with the REST combustor vortices, the effect
on mixing of this vortex is expected to be equivalent to the Fin-Flat plate vortices, especially
if injector size is scaled to maintain a similar vortex-injector size ratio.
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Table 4.2: Vortex characteristics at injector location in flat plate + fin geometry, M12 REST
inlet, and 3-D Ramp 2-D inlet.
Vortex Characteristics at Xfin “ 0.1 m
Case Y coord. (Core) rms Intensity r´s Rmean [mm]
F-FP 5˝ 0.019 0.36 5.24
F-FP 10˝ 0.028 0.60 4.47
F-FP 15˝ 0.037 0.75 4.18
REST Inlet - 0.12 4.24
REST Vrtx B - 0.30 1.73
REST Vrtx C - 0.30 1.67
3 Ramp 2-D - 0.5 8.1
These results show the vortices employed in this study are relevant to real scramjet geometries
and operating conditions. Thus, the description of the vortex-injection interaction is relevant
to the mixing process that takes place in real scramjet flows.
Chapter 5
The effect of vortex-injection
interaction on mixing
This chapter investigates the interaction between a streamwise vortex and fuel injected through
a porthole injector, focusing on the effect of this interaction on mixing rate and efficiency. For
this purpose, three different vortex intensities are employed, generated by three different fin
deflection angles, αfin. Three different locations for the porthole injector are used. Different
injector locations allow the fuel plume to interact with different regions of the streamwise
vortex. Moreover, two different injection-to-freestream momentum flux ratios are used.
The mixing process can be divided in two different regions. The first region is the injector
near field region, where the momentum of the injection jet plays a major role in mixing. The
second region is the injection far field, where the jet momentum is dissipated. This chapter
starts describing the mixing process in the near field. Then, the value of mixing efficiency is
described globally for both near and far field. Finally, the mechanisms driving mixing in the
far field region are thoroughly described.
This chapter includes the published work entitled ‘Effect of streamwise vortices on scramjets
porthole injection mixing’ [68].
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5.1 Injector near field
The injection process involves two distinct zones [92]: the near field, and the far field. The near
field typically extends 10´20 injector diameters [94]. In this region the injection jet momentum
plays an important role in mixing. Moreover, most of the penetration occurs within the near
field. This section describes the interaction of the streamwise vortex and the injection near
field.
The behaviour of the fuel just downstream of the injector is mainly driven by the momentum
of the injected fuel. Injection on a flat plate produces a very complex flow structure in the
plume, which includes horseshoe vortices, barrel shock and kidney bean vortices amongst other
characteristic flow features [31]. Thus, the mixing in the near field is mainly driven by these
features. Especially relevant are the kidney bean vortices, which entrain oxygen-rich flow into
the plume, and stir it with the fuel-rich plume core.
To show the effect of the vortex on the injector near field, multiple axial planes containing
contours of axial vorticity, iso-lines of fuel mass fraction, and in-plane streamtraces to allow
visualization of the vortical structures are plotted in Fig. 5.1. The fuel plume edge is arbitrarily
defined as the surface of stoichiometric mixture, or equivalence ratio Fr “ 1. The Core injection
C.i. and Flat plate FP.i. cases are selected for the visualization. These have the strongest and
weakest (nil) interaction with the vortex in the near field respectively. The baseline FP.i. case
corresponds to the case with no vortex interaction. This case can be regarded as the equivalent
to a αfin “ 0˝ case. However, the total absence of the fin in this case as means that ‘flat plate’
or ‘no vortex interaction’ case are better descriptors.
In Fig. 5.1, the baseline case has strong vortical structures within the plume, corresponding to
the kidney bean vortices. In the Core injection case, regions of relatively high vorticity initially
exist within the plume. However, these are rapidly disrupted by the crosswise flow from the
streamwise vortex. As a consequence, the kidney bean vortices are rapidly reduced in intensity
or totally dissipated. The short persistence of the kidney bean vortices in the Core injection
case, compared to the Flat Plate injection case, hinders mixing by reducing the entrainment of
oxygen-rich flow into the plume.
The detrimental effect of the streamwise vortex on the injection kidney-bean vortices is in-
creased with proximity of the injector to the vortex core. This is shown in the next compari-
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(a) Baseline case (FP.i.) (b) Core Injection (C.i.)
Figure 5.1: Vorticity in the axial direction in αfin “ 10˝ cases. Axial planes from
Xinj “ 0.0 mm to 20.0 mm. Iso-lines of equivalence ratio indicate the plume edge loca-
tion. Vorticity values between ´10 000 to 10 000 are blanked to improve visualization.
son, which compares injector location relative to the vortex position. This detrimental effect
is visible in Fig. 5.2, where the axial vorticity contours show the extent and intensity of the
kidney-bean vortices.
(a) Core Injection (C.i.) (b) Intermediate Injection (I.i.) (c) Separation Injection (S.i.)
Figure 5.2: X vorticity contours at Xinj “ 10 mm.
The Separation case injector is placed furthest from the vortex core. This case shows well
formed and intense vortices. As the injector location moves closer to the vortex core, the
vortices are disrupted and weakened, as can be seen by comparing the Intermediate and Core
injection cases.
To show the effect of the near field flowfield on mixing, the distribution of fuel mass fraction
across the plume is analysed in multiple axial planes. On each axial plane, the plume area is
subdivided in equivalence ratio regions. An average radius pRequivq is calculated for each region.
To illustrate the fuel distribution across the plume, the equivalence ratio in each region is scaled
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by its corresponding density, and plotted as a function of the average radius. To allow direct
comparison between different cases, the values are normalized by the value at the plume edge
(stoichiometric conditions). These are presented in Fig. 5.3 for three different axial planes.
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Figure 5.3: Scaled values of ρ ¨ F vs scaled values of Requiv. X axis from 0 to 1 represents
plume centre to plume edge.
In Fig. 5.3, a horizontal line represents perfect mixing. Therefore, the smaller the difference
between the centre and edge values, the higher the level of mixing. This is clearly visible com-
paring the three plots in Fig. 5.3, with all curves becoming more homogeneous with increasing
axial distance from the injector.
In the vicinity of the injector (Xinj “ 7.5 mm), the homogeneity within the plume is directly
related to the prevalence of kidney-bean vortices. The flat plate case, containing the stronger
kidney-bean vortices, shows the highest homogeneity. The curves become less and less homoge-
neous as the injector location moves closer to the vortex core, which degrades the kidney-bean
vortices. This effect fades with increasing axial distance from the injector, as the kidney bean
vortices naturally dissipate for all cases. At Xinj “ 20.0 mm the advantage of the flat plate
case (FP.i.) is minimal, showing other phenomena take over as the main driver of mixing. At
Xinj “ 40.0 mm the distribution of fuel within the plume keeps no relation to the strength of
the kidney-bean vortices near the injector. The mechanisms responsible for mixing in the far
field are described in following sections.
5.1.1 Penetration
A second parameter linked to the injection momentum is penetration. Appropriate levels of
penetration allow the fuel to reach the central regions of the combustor, and allow combustion
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(b) Intermediate Injection.
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(c) Separation Injection.
Figure 5.4: Penetration for jet momentum ratio J “ 1.
of most of the oxygen in the freestream.
For a given injector diameter and injection pressure, the main parameter influencing penetration
is the density of the crossflow gas in the injector region. As was observed in Fig. 4.1b, the
density field within the vortex region varies considerably between the separation line and the
fin wall. Thus, penetration varies accordingly with injector location. In order to visualize the
penetration along the axial direction, Fig. 5.4 shows the farthest point from the flat plate with
stoichiometric mass fraction of H2, c
stoic
H2
. Note as the fuel is convected away from the wall, and
mixes, the penetration increases. However, after a certain distance from the injector, as mixing
continues, regions with cH2 ě cstoicH2 start reducing, generating an apparent drop in penetration
for some cases.
The density of the fluid directly above the injector increases with fin angle, as the density
ratio across the fin shock increases, leading to lower penetration. This can be observed in
Fig. 5.4, especially in the Core injection cases. The Core injection is located within the fin
shock processed flow. Thus, it is more affected by the pressure behind the fin shock, resulting
in considerably higher flow densities and lower penetration. On the other hand, the Separation
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cases (Fig. 5.4c) show very similar penetration to the baseline case in the injector near field.
The density above the Separation injector locations is equal to the baseline case, as the effect
of the fin reaches just up to the separation line. The Intermediate cases (Fig. 5.4b) show values
very similar to the Separation and Undisturbed cases, only marginally higher. As can be seen
in Fig. 4.1b, the density variation between both injector locations is relatively small. However,
observing the velocity contours and in-plane streamlines in Fig. 4.1f, it can be noticed that the
Intermediate injector location is placed in a region of high velocity in the direction normal to
the flat plate. This upward velocity contributes to the penetration of the fuel, producing this
slight improvement in penetration.
Downstream of the injector near field, the injection momentum is effectively dissipated. There-
fore, the value of penetration beyond this point is driven by the convection and diffusion of the
fuel.
5.2 Mixing efficiency
The main parameter of interest when evaluating the level of mixing in an engine is the mixing
efficiency ηmix. In order to evaluate and compare the mixing efficiency levels achieved by the
different test cases, the flow is inquired in a number of planes normal to the axial direction
positioned downstream of the injector. On each plane, the mixing efficiency is calculated using
equation 3.18. This provides the mixing efficiency value as a function of the axial coordinate
Xinj. The values obtained from each of the test cases are plotted in Fig. 5.5.
The different plots contain lines for the three different fin angles. In addition, the flat plate case
FP.i. is included for comparison. In the plots, the comparison between curves show two distinct
trends in the near and far field. The FP.i. case has the lowest values of mixing efficiency in the
far field. However, it shows higher values than most cases in the near field. This is due to the
influence of the stronger and more persistent kidney-bean vortices in the baseline FP.i. case, as
described in section 5.1. Nonetheless, this effect is only dominant in a short region downstream
of the injector.
Globally, it can be seen how mixing efficiency is highly increased in the cases with vortex
interaction compared with the baseline case of injection on a flat plate. On each plot, higher
fin angles (which produce stronger vortices) produce higher performance in terms of mixing
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Figure 5.5: Mixing efficiency in streamwise direction for various injector locations and
momentum ratios.
efficiency. Comparison between the cases with different injection momentum shows that the
J “ 3 cases have lower values of mixing efficiency along the whole mixing region. However, the
J “ 3 cases inject a threefold fuel massflow rate. Therefore, even if they show a lower mixing
efficiency, these cases produce a higher fuel mass mixing rate.
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Comparing the different injector locations, the Intermediate location (I.i.) shows the highest
performance for all fin angles and injection momentum ratios. The Separation injection location
cases come second for most of the mixing region, with the Core injection cases showing the
lowest values of the vortex-interaction cases. In order to easily compare the results from different
cases, these are plotted in a more compact way in Fig. 5.6. This figure presents the mixing
efficiency curves of the Intermediate and Separation injection cases normalized by the Core
injection curves of the correspondent fin angle cases.
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Figure 5.6: Mixing efficiency relative to the Core injection case
´ pηmixqi
pηmixqC.i
¯
.
This figure clearly illustrates the advantage in performance of the Intermediate injector lo-
cation, with mixing efficiency values that locally reach up to 1.8 times higher than the Core
injection location. Moreover, it can also be appreciated that the difference in performance
between injector location is increased with increasing fin angle. To observe this fact in a more
discernible way, Fig. 5.7 includes the distance from injection to ηmix “ 50% as a function of
pressure ratio across the fin shock pP2{P1qshock. The pP2{P1qshock value is a function of fin
angle, and is directly related to the strength of the vortex. This figure contains two sets of
curves, corresponding to the two injection momentum values, marked with with solid or hollow
markers. Each set of curves diverges as the pP2{P1qshock increases. This suggests that the
sensitivity of mixing efficiency to injector location increases with vortex strength. Thus, the
appropriate location of the injector becomes more important as the vortex used for mixing
efficiency increases in intensity. For this reason, proper placement of the injector can be of high
importance to reduce combustor length, a key parameter affecting drag and losses.
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Figure 5.7: Distance to 50% µmix as function of fin angle for each injector location and
injection momentum.
Another relevant aspect noticeable in Fig. 5.7 is the plateauing tendency of the curves. This
indicates the diminishing return of increasing vortex intensity. This is important, as vortex
intensity is linked to shock strength. Stronger shocks introduce larger total pressure losses,
larger heat loads, and can increase the risk of engine unstart. Therefore, keeping a mild vortex
intensity is likely the most effective strategy for engine performance.
5.2.1 Mixing efficiency at the local scale
In order to better understand the mechanisms that produce this behaviour, the processes in-
volved in the vortex-injection interaction need to be studied in depth. The mixing process is
governed by two main effects: convection and diffusion. The convective mass flux is responsible
for transporting the fuel and changing the shape of the fuel plume. However, in RANS simula-
tions it takes no part in the mixing of fuel and air. Therefore, mixing is driven by the diffusive
mass flux of the fuel species from regions of high concentration to regions of low concentration.
Therefore, neglecting molecular diffusion since it is small compared to turbulent diffusion, the
relevant parameter is the turbulent mass diffusion.
Turbulent mass diffusion is connected to the turbulent momentum diffusion by the Schmidt
number (Sc). Therefore, for an arbitrary surface S, mass diffusion is proportional to the gradient
of species concentration, and the turbulent viscosity. Considering the surface of interest is
the fuel plume surface, represented as the hydrogen stoichiometric mass fraction (ScsstoichH2
)
surface, Eq. 5.1 can be written. This equation represents the massflow rate of fuel across the
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stoichiometric surface, which represents mixing rate.
9mSH2 “
ż
S
csstoich
H2
µt
Sc
¨
ˆBcsH2
Bn
˙
¨ dA (5.1)
μt iso-lines
(ε)Plume edge
csH2 contours
ds
n∂csH2∂n
Figure 5.8: Sketch of the fuel massflow rate integration along the fuel plume edge in an
axial plane.
In following sections, the evolution of the vortex-interaction process is studied along the axial
coordinate. To do so, the flow is inquired in an number of planes normal to the axial direction
positioned downstream of the injector. The plume is analysed on each plane, where the plume
boundary/edge corresponds to the line of stoichiometric mass fraction (). Therefore, Eq. 5.1
can be rewritten as Eq. 5.2. The integration along the plume edge is depicted in Fig. 5.8. The
discrete form of the equation is presented in Eq. 5.3, where n indicates the number of elements
discretising the stoichiometric line.
9mH2 “
ż

µt
Sclomon
Turbulent
viscosity
¨
ˆBcsH2
Bn
˙
loooomoooon
Fuel concentration
gradient
¨ dslomon
Plume
perimeter
(5.2)
9mH2 “
nÿ
i“ 1
„
µti
Sc
¨
ˆBcsH2
Bn
˙
i
¨∆si

(5.3)
These equations contain three different terms, as highlighted in Eq. 5.2, which correspond to the
turbulent viscosity value pµtq, the fuel concentration gradient normal to the surface pBcsH2{Bnq,
and the length of the plume edge pdsq. Each of these parameters is studied individually in
following sections.
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5.2.2 Fuel massflow across plume surface compared to mixing effi-
ciency rate
Prior to studying each of the parameters in Eq. 5.2 separately, it is relevant to analyse the
global 9mH2 values.
This parameter is related to mixing efficiency. However, while mixing efficiency is a global
parameter, 9mH2 is a local parameter. For each axial location, mixing efficiency accounts for the
mixing occurring in the whole plane under consideration. It also accounts, in the global sense,
for all mixing that has occurred up to that point. On the contrary, the turbulent mass diffusion
parameter 9mH2 only accounts for the local mixing on the stoichiometric surface. This fact can
be exploited to gain understanding of the regions in the plume where mixing is happening at
different rates.
Arguably, the information provided by the local parameter 9mH2 is of higher relevance than the
mixing efficiency value. In a mixing-limited combustion case, most combustion takes place in the
vicinity of the stoichiometric mixture region. Thus, the mixing occurring at the stoichiometric
surface of the fuel plume is a good indicator of the combustion rates that can be expected.
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Figure 5.9: 9mH2 in streamwise direction from αfin “ 10˝ cases.
The 9mH2 curves obtained for the αfin “ 10˝ cases are presented in Fig. 5.9. Comparing the
relative behaviour of 9mH2 in each case, to the mixing efficiency behaviour, relevant differences
can be observed. Fig. 5.9 shows very low values of 9mH2 in the flat plate injection case for all
axial locations. However, mixing efficiency (Fig. 5.5) in the injector near field in the FP.i. case
is higher than in the rest of the cases. This indicates that most of the mixing in the flat plate
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case is taking place within the plume, not near the plume edge. As described in section 5.1, this
effect is driven by the kidney bean vortices formed by the injection process. This discrepancy
between mixing efficiency and 9mH2 curves is consistent with the persistence of the kidney bean
vortices presented in section 5.1. Additionally, the 9mH2 value in the Core injection case clearly
surpasses that of the Separation injection case in the region closer to the injector. However,
the mixing efficiency curves show similar levels. This is again related to the mixing taking
place within the fuel plume. The stronger kidney bean vortices in the Separation injection case
increase the mixing efficiency value, countering the lower mixing occurring at the plume edge.
By removing the influence of the mixing taking place far from the fuel plume edge, part of
the advantage the Separation injection case shows in the mixing efficiency curves is neglected.
Therefore, the 9mH2 trend seen in Fig. 5.9 shows an even larger advantage in mixing rate for the
Intermediate injection cases. In the injection momentum J “ 1 cases, the I.i. case shows up to
29 % larger 9mH2 peak value than the S.i. case, and up to 66 % larger peak value than the C.i.
case. In the J “ 3 cases, the S.i. case shows up to 29 %, and 46 % larger peak value than the
S.i. and C.i. cases respectively. This suggests the Intermediate injector location could have a
relevant advantage in combustion rate over the other injector locations.
Another advantage of analysing 9mH2 is that Eq. 5.2 can be easily subdivided in three different
parameters. This allows studying the different mechanisms driving the local turbulent mixing:
Turbulence viscosity, fuel concentration gradient, and plume edge length. These are analysed
individually in the following sections.
5.3 Comparative effect of the turbulent mixing parame-
ters
In order to discern the relevant mechanisms responsible for the improvement in mixing, the
contribution of each of the main parameters in Eq. 5.2 is evaluated. Due to the nature of
the integral in Eq. 5.2, the contribution of each multiplicand to the global value cannot be
separated. Nonetheless, evaluating each of them individually provides a good indication of the
relative relevance of each parameter.
To show the impact of each parameter, the values of turbulent viscosity, concentration gradient,
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and length are extracted in multiple axial locations and scaled by the baseline case FP.i. (This
case is denoted with subscript 0). This way, the results indicate the gains generated by the
vortex interaction on each of the mixing parameters. Equations Eq. 5.4 to Eq. 5.6 are used
to obtain the relative values of length pLrq, turbulent viscosity pµrt q, and fuel species gradient´BcsH2
Bn
¯r
.
Lr “
ş
i
dlş
0
dl
(5.4)
µrt “
ż 1
0
µti
µt0
ds (5.5)
ˆBcsH2
Bn
˙r
“
ż 1
0
pBcsH2qi
pBcsH2q0
ds (5.6)
By using the the coordinate s P r0 : 1s, from the start to the end of the plume edge, the values
of µrt and
´BcsH2
Bn
¯r
are uncoupled from the plume edge length, which is evaluated in pLrq.
Fig. 5.10 show the values obtained using Eq. 5.4 to Eq. 5.6. In all cases, the parameter with
highest increase due to the vortex interaction is the turbulent viscosity. Fig. 5.10b shows a
gain in this parameter of up to 300 % with respect to the case with no vortex interaction.
The turbulent viscosity µrt shows an acute peak in the injector proximity. This is due to
the combined effect of the turbulent viscosity in the vortex and the turbulence caused by the
injection process. This effect is studied in more depth in Section 5.5.
The impact of the vortex interaction on the plume perimeter length Lr is also very significant,
showing a relatively steady increase along the axial coordinate. In the Core injection cases,
however, the region near the injector shows values of Lr below 1. This indicates a reduction
in the perimeter length of the plume. As with penetration, this effect is related to the density
field within the vortex. This is described in more depth in Section 5.4.
The effect of the vortex on fuel mass fraction gradient is larger than the effect on plume edge
length in the first part of the mixing process. However, this parameter is reduced rapidly as the
fuel mixes. This is visible in Fig. 5.10a, in which the rapid mixing occurring in the αfin “ 10
Intermediate injection J “ 1 case produces a fast reduction of the fuel mass fraction gradient.
The improvement in this parameter compared to the baseline FP.i. case is due to the convection
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(d) Core Injection J “ 3.
Figure 5.10: Values of µt,
BcsH2
Bn , and L relative to the FP.i. case values. Fin angle αfin “ 10˝.
of the plume caused by the vortex. This convection transports regions of the plume into areas
with low fuel mass fraction, increasing the concentration gradient between the plume and the
adjacent flow. This effect is discussed in section 5.6.
5.4 Fuel plume distortion
The length of the fuel plume boundary is directly related to the plume shape distortion. As
observed in Fig.3.2, the vortex plume experiences a severe change in shape by interacting with
the vortex. This distortion is caused by the velocity field within the vortex. The region of the
plume adjacent to the flat plate is subject to an intense crosswise flow. Therefore, this region
is strongly convected in the spanwise direction. However, the effect of the vortex on the upper
region of the plume is much smaller, and this region follows the velocity of the flow processed
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by the inviscid shock. This effect can be observed in Fig. 5.11b, where in-plane streamlines and
contours of fuel mass fraction csH2 are shown. This velocity gradient causes a shear effect on
the plume, straining it in the spanwise direction. Fig.5.11a shows the distortion of the plume
0Ø inj
10Ø inj
20Ø inj
30Ø inj
40Ø inj
50Ø inj
S.i. J=3 αﬁn=10FP.i.
(a) Contours of cstoicH2 . Baseline and S.i. 15
˝; J “ 3. (b) csH2 contours, and in plane streamtraces for
S.i. 15˝ J “ 3.
Figure 5.11: Fuel plume shape on axial planes from the injector centre pXi “ 0q to 50
injector diameters pXi “ 50injq downstream of the injector centre. (Fin on the left hand
side).
shape caused by the streamwise vortex for the S.i., J=3, αfin “ 15˝ case and the flat plate
injection case. The Flat plate case plume expands with increasing distance from the injector.
However the shape of the plume is practically constant. On the other hand, the plume affected
by the vortex is considerably distorted as the plume moves further from the injector. This
distorted shape caused by the vortex-injection interaction results in an increased effective area
for mass transfer between the high and low mass fraction regions, hence, increasing mixing rate.
A similar mechanism of mixing enhancement was observed in the work by Peterson et al. [90].
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Figure 5.12: Plume edge length, αfin “ 10˝ cases.
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The fuel mixing rate at the plume boundary is directly proportional to the plume edge length.
The length of the fuel plume at each axial location is calculated with Eq. 5.7.
L “
ż

ds (5.7)
The results for the cases with αfin “ 10˝ are plotted in Fig. 5.12. This figure shows a strong
dependency of the plume size on injector location. The highest length appears for the Interme-
diate injection, followed by the Separation injection. The length of the plume boundary is also
dependent on the injection-to-freestream momentum flux ratio. Higher injection momentum
produce a larger fuel plume due to the higher mass injected and the higher injection pressure.
A secondary effect on plume size is produced by mixing. As the fuel is mixed, the line of
stoichiometric mass fraction moves outwards.
In addition, other parameters such as injector size or freestream conditions can highly affect the
plume size. To allow direct comparison between different cases, a non-dimensional parameter is
needed. This is addressed by creating a dimensionless parameter which represents the suitability
of a plume shape for mixing purposes. For this, iso-line length (L) to area (A) ratio is calculated
pL{Aq. Higher values of L{A indicate higher effective surface for mixing for a given plume
cross-sectional area. As perimeter grows linearly and area grows quadratically, the same plume
shape provides different L{A values depending on its characteristic size. In order to avoid this
dependency, the L{A value is normalized by the perimeter to area ratio of a circle of the same
area pL{Aqc. This is presented in equation 5.8. Henceforth, this non-dimensional parameter
will be referred to as D.
D “
L
A`
L
A
˘
c
“
L
Ab
4¨pi
A
“ L?
A ¨ 4pi (5.8)
As previously stated, the distortion caused by the vortex is different depending on the injection
location. To estimate the distortion potential of the different vortex regions, the vortex flowfield
is analysed prior to injection. For this purpose, the distortion generated by the flowfield on
a test geometry is evaluated. A number of circles of zero mass are placed on a plane normal
to the axial direction, as presented in Fig. 5.13a. These are equivalent to a ring of zero-mass
particles in the flow. The diameter of the circles is 10 mm. The distance from the centres to the
flat plate is 5.5 mm. The circles are defined with their centres spanning from 6 mm to 45 mm
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measured from the fin. These circles are then convected along streamlines for 40 mm (40inj)
in the axial direction, after which their shape is analysed. Fig. 5.13b shows the final shape of
the circles evolving in the flowfield generated by the αfin “ 10˝ configuration.
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(a) Circles on a Xinj “ 0 mm plane.
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Figure 5.13: Evolution of zero-mass circles for 40inj.
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Figure 5.14: Final distortion factor at Xinj “ 40 mm as a function of the starting position.
The normalized perimeter to area ratio, D, of the final shapes versus the starting location of
the circle centres is presented in Fig. 5.14. For reference, the locations of the three different
injectors previously described are indicated with dotted lines. From this figure it can be argued
that, a priori, the optimal location of injection for maximum distortion is around Y {X “ 0.33,
somewhat in between the core and intermediate injection locations. Nonetheless, this study
neglects the momentum of the injected fuel. The fuel is injected through an injector tilted
at 45˝ towards the axial direction. Therefore, the plume has a considerable velocity in the
axial direction, forcing the plume to move almost parallel to the axial direction immediately
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downstream of the injector. This displaces the bulk of the plume in the direction of lower
X{Y values, moving the effective location of the injectors in Fig. 5.14 towards the left. This
moves the effective injector location for the Intermediate and Separation injector to potentially
higher D values, and the Core injection location to potentially lower D values. Moreover, the
crosswise flow responsible for the plume distortion is affected by the injection process, altering
the crossflow velocity contours.
The effect of injection on the spanwise velocity contours can be observed in Fig. 5.15. In
this figure, the equivalence ratio lines show the location and shape of the fuel plume in the
extraction plane. These show that the crossflow directly above the flat plate is the main driver
of the plume distortion. Moreover, it can be observed that injecting at the vortex core location
causes a thickening of the high crossflow velocity region. This maintains the bulk of the plume
in a region of high crossflow velocity, but with little velocity gradient across the plume in
the direction normal to the flat plate. This reduces the level of strain of the plume. The
intermediate injector is located adjacent to the high intensity crossflow. This allows the high
velocity crossflow to interact with the plume immediately after injection, making the plume span
across a region of high velocity gradient. This produces an intense distortion of the plume shape
starting immediately after injection. In the Separation injection case, the injector is located
further from the high crosswise velocity region. As the vortex and plume grow, these interact
similarly to the Intermediate injection case. Nonetheless, the distance to the high crosswise
velocity produces a delay in the distortion compared with the Intermediate location case. Thus,
from Fig. 5.15, it can be concluded that the injection location for maximum distortion is the
Intermediate injection location.
To analyse the fuel plume distortion and its evolution, its shape is obtained on multiple axial
planes. For this, the plume edge is defined as the region enclosed by an iso-line of equivalence
ratio Fr “ 1. Figure 5.16 compares the non-dimensionalized perimeter to area ratio, D, defined
in Eq. 5.8 from the test cases in this study. Note the circle is the geometric shape with the
smallest possible value of L/A. Therefore, closed perimeter lengths should always return a
value of D ą 1. However, the plume region adjacent to the wall surface is not considered as
effective for mixing. Thus, removing this section of the perimeter generates values less than one
pD ă 1q. On each plot, the evolution of the plume for a flat plate injection (FP.i.) is included
for comparison. For both J “ 1 and J “ 3 cases, the distortion of the FP.i. case plume
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(a) Core Inj. J “ 1. (b) Intermediate Inj. J “ 1. (c) Separation Inj. J “ 1.
(d) Core Inj. J “ 3. (e) Intermediate Inj. J “ 3. (f) Separation Inj. J “ 3.
Figure 5.15: Contours of spanwise velocity and lines of equivalence ratio Fr on slices normal
to the fin at Xinj “ 10 mm. (Positive velocities are from left to right).
rapidly plateaus as the plume reaches a constant quasi semi-circular shape. On the contrary,
in the cases with the plume interacting with the vortex, the perimeter to area ratio rises with
increasing axial distance.
For a given injector location, the values of the distortion parameter D increase with αfin
angles. This is due to the higher pressure in the shock-processed flow, which generates a
higher crossflow velocity in the vortex. This produces a stronger crosswise elongation of the
plume, increasing the non-dimensionalized perimeter to area ratio. Comparing different injector
locations, the core injection plume reaches values of D significantly lower than the intermediate
and separation injection plumes. This is due to the reduced velocity gradient across the plume,
caused by the disruption of the crosswise flow by the injection. This effect is visible in Fig. 5.15a.
The intermediate and separation injection cases show very similar results, with slightly higher
values in the intermediate case. Comparing the second and third rows in Figure5.16, it can be
observed that most of the difference in distortion occurs shortly downstream of the injector.
As previously stated, the intermediate location delivers the fuel in an optimal region, as it
interacts with the vortex crossflow just after injection. The Separation injection case, however,
takes longer to fully interact with the high velocity crossflow, producing a lower stretching of
the plume near the injector.
An interesting difference between the Core injection cases, and the other two injection location
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Figure 5.16: Non-dimensionalised perimeter-to-area ratio D in streamwise direction.
cases is the opposite trend of the distortion with increasing injection-to-freestream momentum
flux ratio. In the C.i. cases, in the first row in Fig. 5.16, it can be observed how the distortion
is higher for the high injection momentum cases. On the contrary, in the I.i. and S.i. cases,
second and third rows in Figure 5.16, the opposite can be observed. The cause for this different
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behaviour is evident in Fig. 5.15. In the Core injection case, the region of high crosswise
velocity is thickened by injection. In this case, higher injection-to-freestream momentum flux
ratio allows the fuel plume to penetrate through a larger portion of the crossflow. This exposes
the plume to a wide range of crosswise velocities increasing its strain. On the other hand,
increasing the injection-to-freestream momentum flux ratio in the Intermediate and Separation
cases places the bulk of the fuel plume further from the flat plate. In these cases the high
spanwise velocity zone is thinner. Thus, having the bulk of the flow further from the flat plate
leaves a smaller portion of the plume to interact with this high spanwise velocity region. This
produces a drop in plume distortion.
The analysis of the plume shape indicates that the best injector location for increasing the
mixing area of the fuel plume is the Intermediate injector location. Moreover, plume distortion
grows with fin angle.
5.5 Fuel Plume Turbulent Viscosity
As previously discussed, turbulent viscosity is highly increased by the presence of the streamwise
vortex. The vortex core is formed by the separation and roll-up of the boundary layer. As
a consequence, the vortex core incorporates the highly turbulence flow within the boundary
layer. Moreover, the velocity gradients within the vortex core region produce further turbulence.
Therefore, by injecting in the vortex core vicinity, the fuel plume interacts with the turbulence
in this region, allowing for increased turbulent mixing [91].
Turbulent kinetic energy is directly available from the CFD calculations, as it is one of the
transported quantities in the SST k ´ ω model. Figure 5.17 shows turbulence intensity on
slices parallel to the axial direction across the injector centre. The case in Fig. 5.17a is the
reference case with no fin vortex. As can be observed, for both figures the kinetic energy
contours upstream of the injector are identical. The injector in the Separation injection case is
located coincident with the separation line. Thus, the flow affected by the vortex reaches the
extraction plane just downstream of the injector location. Therefore, the increase in turbulent
kinetic energy in the vortex is visible downstream of the injector location. Downstream of the
injector, the increase in turbulent kinetic energy produced by the presence of the vortex is clear.
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(a) FP.i. case. (b) S.i. case.
Figure 5.17: Turbulent kinetic energy contours pm2 s´2q in a plane parallel to the axial
direction across the centre of the injector in the J=1 αfin “ 15˝ case. Flow from left to
right.
Fig. 5.18 shows the turbulent kinetic energy distribution in an axial plane downstream of the
injector. The vortex core and the separation location are easily inferred by the shape of the
kinetic energy contours. The highest values of turbulent kinetic energy appear approximately
between the separation and the core, very close to the Intermediate injection location. This
suggest that the Intermediate injection is placed in the best possible location for taking ad-
vantage of turbulence to further enhance mixing. Nonetheless, the injection process affects
the turbulent kinetic energy contours. To observe the kinetic energy field surrounding the fuel
plume, Fig. 5.19 shows the turbulent kinetic energy in the αfin “ 10˝, J “ 1 cases with fuel
injection. Despite the changes in the turbulent kinetic energy field due to the injection pro-
cess, the Intermediate injection case still shows the highest values within the plume and its
surroundings. However, as shown in Eq. 5.1, and due to the analogy between momentum and
C.i.I.i.S.i.
Figure 5.18: Contours of kinetic energy on an axial plane at Xinj “ 10 mm in the αfin “ 10˝
case with no injection. Dotted lines indicate injector locations.
mass diffusion, the most relevant parameter to study the turbulence effect on mixing is the
eddy dynamic viscosity or turbulent dynamic viscosity pµtq.
From the SST k´ ω turbulence model with blending function, the eddy dynamic viscosity can
be calculated using equation 5.9, where the parameters a1 and β˚ are constants given by the
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(a) Undisturbed.. J “ 1 (b) Separation Inj. J “ 1.
(c) Core Inj. J “ 1. (d) Intermediate Inj. J “ 1.
Figure 5.19: Contours of turbulent kinetic energy and lines of equivalence ratio Fr on slices
at Xinj “ 10 mm
model, Ω is the vorticity magnitude and y is the minimum distance to a wall [76].
µt “ ρ a1 k
max pa1 ω; ΩF2q (5.9a)
F2 “ tanh
`
arg22
˘
(5.9b)
arg2 “ max
˜
2
?
k
β˚ ω y
;
400 µ
ρ
y2 ω
¸
(5.9c)
The contours of eddy viscosity in Fig. 5.20 differ considerably from the turbulent kinetic
energy contours in Fig. 5.18. This is due to the dependency of the eddy dynamic viscosity on
turbulent kinetic energy and density. The low density in the boundary layer counteracts the
high levels of kinetic energy, whereas the high density in the shock processed flow produces
high eddy dynamic viscosity levels. In Fig. 5.18 the injector location closest to the region of
highest turbulent viscosity is the Core injector. Thus, prior to accounting for the effect of
the injection in the turbulent viscosity field, turbulence is expected to exert a higher mixing
enhancement in the core injector cases. In order to observe how the plume interacts and modifies
the eddy viscosity field, planes at Xinj “ 14 mm normal to the axial direction are plotted in
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Fig. 5.21. These plots show eddy viscosity contours together with iso-lines of equivalence ratio.
In these, it can be observed how the fuel injection produces an increase in the eddy viscosity
in certain regions of the vortex, especially in its upper region. This effect is stronger for the
high injection-to-freestream momentum flux ratio, and is most acute in the Core injection cases.
However, the Core injection plume penetration is low, and the bulk of the fuel stays in the lower
region of the vortex. Therefore, the plume stays in a region of medium turbulent viscosity, not
reaching the region of high turbulent viscosity. On the contrary, the plume injected from the
Intermediate injector penetrates further into the vortex, placing the uppermost part of the
plume in contact with regions of high eddy viscosity. In the Separation injection case, the
fuel plume is located too distant from the core of the vortex, not coming in contact with the
high eddy viscosity region. Therefore, the Separation injection location plume evolves within a
region of relatively low eddy viscosity. Fig. 5.21 is complemented by Fig. 5.22, which presents
C.i.I.i.S.i.
Figure 5.20: Contours of µt on an axial plane at Xinj “ 10 mm in the αfin “ 10˝ case with
no injection. Dotted lines indicate injector locations.
the distribution of turbulent viscosity along the plume edge. In Fig. 5.22, the vectors are scaled
to be directly comparable despite the different axis between plots. The low value of turbulent
viscosity in the flat plate injection compared with the cases with vortex interaction is apparent.
Comparison between the second and third rows shows the main differences between the Core
and Intermediate case. The turbulent viscosity in the Core injection case shows higher values
on the upper side, further from the fin. This causes the turbulent viscosity to enhance mixing
primarily on one side of the plume. On the contrary, the Intermediate injection plume has
higher penetration and is convected towards the high turbulent viscosity region. Thus, this
case shows high values of turbulent viscosity all around the plume tip, which causes turbulent
viscosity to enhance mixing equally on both sides of the plume.
To quantify the turbulence along the plume as it is convected in the axial direction, the turbulent
viscosity on the plume edge is analysed in multiple axial planes. The plume boundary is defined
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(a) Core Inj. J “ 1. (b) Intermediate Inj. J “ 1. (c) Separation Inj. J “ 1.
(d) Core Inj. J “ 3. (e) Intermediate Inj. J “ 3. (f) Separation Inj. J “ 3.
Figure 5.21: Contours of µt and lines of equivalence ratio Fr on slices at Xinj “ 14 mm.
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Figure 5.22: µt distribution along plume edge indicated by the normal vector sizes at three
different locations downstream of the injector. Absolute vector size is preserved across all
plots for direct comparison.
as the iso-line of equivalence ratio Fr “ 1. The average turbulent viscosity on the plume edge
is calculated using Eq. 5.10.
µt
 “
ş

µt ¨ dlş

dl
(5.10)
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Figure 5.23: µt
 from αfin “ 10˝ cases.
Fig. 5.23 shows the values calculated using Eq. 5.10 on the 10˝ fin angle cases. The rest of fin
angle cases show very similar trends, and have been omitted.
The curves show a spike in eddy viscosity values in the injector nearfield. In this region the
predominant effect is due to the high momentum of the jet, which produces intense shear
layers that increase the local eddy viscosity. This effect disappears as the injection momentum
dissipates. As predicted from analysing Fig 5.21 and 5.22, the Intermediate and Core injector
locations show higher values of turbulent viscosity along the plume edge than the Separation
injection case and the baseline case. The Separation injection is performed at the edge of the
flow affected by the vortex. Thus, the levels of eddy viscosity encountered by the fuel closely
matches the baseline case. Nonetheless, the plume evolves and the Separation injection plume
is convected into the vortex flow. Therefore, the value of turbulent viscosity along the plume
edge is highly increased with respect to the baseline case. The Intermediate and Separation
location show very similar trends. This indicates that both plumes evolve very similarly, but
with the Intermediate injection located in a vantage point which allows taking full advantage
of the turbulence field in the vortex.
An interesting feature that can be observed in Fig. 5.23a is the drop to zero of the I.i., and S.i.
curves at about Xinj “ 0.11, and Xinj “ 0.12 respectively. These take place as the surface of
stoichiometric mixture disappears as all the fuel mixes to lean conditions (below stoichiometric).
In the I.i. case, the numerator in Eq. 5.10 decreases faster than the denominator, producing a
smooth drop to zero. This indicates the turbulent viscosity along the plume edge is dropping
in the trailing part of the plume. This further demonstrates that the I.i. case fuel is injected
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within the region of highest turbulent viscosity, which cause the last remnants of the plume to
move to lower µt regions as they are mixed and convected by the flow. On the contrary, in the
S.i. case, the denominator decreases faster, producing a rise in µt
 until it suddenly drops to
zero. This indicates the turbulent viscosity along the plume edge is rising in the trailing part
of the plume. Again, this demonstrates the S.i. case fuel is injected far from the high turbulent
viscosity region, but slowly convected towards it.
5.6 Fuel Plume Concentration Gradient
Fuel plume concentration gradient is highly dependent on the level of mixing. For this reason, it
is difficult to analyse this parameter as a driver for mixing. Homogeneous regions present zero
concentration gradient, whereas highly stratified regions present higher values of concentration
gradient. Therefore, the concentration gradient is large in unmixed regions, and low in well
mixed regions. This can be observed in Fig. 5.24, which shows the evolution of concentration
gradient at the plume edge in the αfin “ 10˝ cases. In this figure the concentration gradient
is very high just downstream of the injector. In this region the jet is still very coherent, with
an almost zero thickness interface between the pure fuel and pure air regions. As the jet shear
layer mixes with the surrounding gas, the concentration gradient rapidly decreases due to the
smearing of the fuel-air interface.
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Figure 5.24:
´BcsH2
Bn
¯ˇˇˇ

from αfin “ 10˝ cases.
The ability of the flowfield to convect gas from low fuel mass fraction regions towards the fuel
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plume, and vice-versa, also plays an important role affecting concentration gradient. In the
flat plate injection case, once the injection momentum is dissipated, there is little convection
of the flow around the plume. On the contrary, in the vortex interaction cases the vortex
crossflow causes a strong convection, especially just above the flat plate. This causes the fuel
adjacent to the flat plate to travel crosswise. On the fin side, the flow pushes the plume,
feeding it with air-rich gas. On the opposite side, an equivalent effect takes place as the the
fuel moves towards regions of low fuel concentration. This is responsible for the higher value
of concentration gradient in the vortex interaction cases in the first 60 ´ 80 mm in Fig. 5.24.
Further downstream, the higher mixing rate of the vortex interaction cases counteract this
effect by producing a highly homogeneous flow.
The local concentration gradient along the plume edge is presented in Fig. 5.25. The flat plate
injection case has a relatively homogeneous distribution of fuel concentration gradient along
the plume. This is caused by the absence of any disturbance of the flow, except injection
itself. On the other hand, in the vortex interaction cases the concentration gradient varies
considerably along the plume edge. To highlight the similarity between the concentration
gradient distribution and the convection on the plume edge, Fig. 5.26 shows the distribution
of velocity magnitude along the plume edge. Both quantities, concentration gradient and
convection distributions, have the highest values near the flat plate. These values decrease
towards the plume tip, where these quantities reach their minimum.
In addition to the mixedness level and the convection around the plume, the fuel plume strain
rate
`Be
Bt
˘
plays a secondary effect on concentration gradient distribution. As the plume is
stretched, the layers of constant fuel concentration elongate and become thinner. This narrow-
ing reduces the distance between layers of different concentration levels, effectively increasing
the concentration gradient. This effect is depicted in the sketch in Fig. 5.27, where iso-lines of
fuel concentration become closer together in zones of large stretching.
The central region of the plume edge is subject to large strain due to the interaction with the
vortex. As the plume edge stretches, the thickness of the interface high-low fuel concentration
becomes thinner, increasing the concentration gradient. The local strain rate of the fuel plume
can be obtained from the flow velocity along the plume edge. Discretising the plume edge, the
relative speed between adjacent nodes indicates the rate of separation, which is scaled by the
distance between the correspondent nodes to obtain the local strain rate. This is described in
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Figure 5.25:
BcsH2
Bn distribution along plume edge indicated by the normal vector sizes at
three different locations downstream of the injector. Absolute vector size is preserved across
all plots for direct comparison.
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Figure 5.26: In-plane velocity magnitude distribution along plume edge indicated by the
normal vector sizes at three different locations downstream of the injector. Absolute vector
size is preserved across all plots for direct comparison.
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Large stretch/
Close iso-lines
Plume edge
Figure 5.27: Sketch depicting effect of plume stretching on the distribution of fuel concen-
tration iso-lines.
Fig. 5.28 and Eq. 5.6, where V is the velocity vector, ÝÑu is a unit vector from node to node,
and ∆s is the distance between nodes.
V1
V2
u12
u 12
Δs
Figure 5.28: Local strain sketch.
Be
Bt “
} pV1 ¨ ÝÑu 12 ` V2 ¨ ÝÑu 21q }
∆s
(5.11)
The values of local strain rate are presented in Fig. 5.29. The strain rate in the flat plate
injection case is negligible compared with the values in the vortex interaction cases. The vortex
interaction cases show regions of positive and negative strain, implying certain regions of the
plume edge shrink (negative) while most of the plume elongates (positive). Negative strain
rates appears in the low region on the fin side of the plume, and on the plume tip. The largest
positive strain takes place in the central region of the plume. Although this effect seems minor,
it is likely to increase the concentration gradient along the central parts of the plume.
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Figure 5.29: Strain rate BeBt distribution along plume edge indicated by the normal vector
sizes. Outward vectors indicate positive strain. Absolute vector size is preserved across all
plots for direct comparison.
5.7 Summary
The mixing efficiency curves show the overall improvement of mixing rate due to the vortex
interaction with the injected fuel. More intense vortices produce higher mixing rates in all cases.
The best injector location for mixing enhancement by the vortex effect is the one corresponding
to the Intermediate injector. This injector is located in between the vortex separation line and
the vortex core projection onto the flat plate. The higher performance of this injector location
in terms of mixing rate is consistent across all different fin angles, and momentum injection
cases.
In the low vortex intensity cases the sensitivity of mixing rate to injector locations is relatively
low. However, this sensitivity increases with increasing fin angle. This implies that appropriate
location of the injector is critical in the presence of strong vortices. As an example, the distance
to fully mixed fuel using the Intermediate injector is more than halved with respect to the Core
injector in the highest vortex intensity case.
In the injection near-field, the predominant effect on mixing rate is due to the interaction
between the injection kidney-bean vortices and the fin vortex. The fin vortex disrupts the
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near-field vortical structures generated by injection. This effect is more severe in the Core
injection cases, and becomes milder as the injector location is moved further from the vortex
core. This disruption of the injection vortices hinders mixing, allowing the flat plate injection
case to slightly outperform most cases in the first few injector diameter lengths downstream of
the injector.
In the far-field, the injection momentum is effectively dissipated, and the presence of the vortex
generally increases mixing rate by influencing three different parameters: fuel concentration
gradient, turbulent viscosity, and plume area. Comparing the vortex interaction cases with the
baseline flat plate injection cases, the relative importance of each of the parameters is evaluated.
The parameter most highly increased with respect to the reference flat plate case is the turbulent
viscosity. This is induced by the turbulence from the boundary layer flow incorporated in the
vortex core, and the extra turbulence generated by the large velocity gradients in the core.
Thus, the increase in turbulent viscosity is the main driver of mixing rate improvement. In
addition, the fuel concentration gradient is also highly enhanced. The vortex plume edge length
is highly improved in the Intermediate injection cases and Separation injection cases. However,
this parameter is reduced in the Core injection cases near the injector.
The fuel plume change in shape due to the vortex interaction has been analysed. The velocity
field within the vortex produces a shear effect which induces the plume to elongate, increasing
the effective surface for mixing. The plume shapes generated by each injector location and
vortex intensity are described using a non-dimensional parameter indicating the goodness of
the shape for mixing purposes. The highest values are obtained for the Intermediate injector
location.
The distribution of turbulent viscosity around the fuel plume is described. The vortex core
presents the highest values of turbulent viscosity. The convection of the fuel plume toward the
vortex core plays a predominant role in the level of turbulent viscosity in the plume edge. The
Core and Intermediate injection cases present the highest values of turbulent viscosity. The
Separation injection case is located further from the core, reducing the proximity of the flow
with the highly turbulent vortex core.
The value of fuel concentration gradient is very dependent on mixedness level. Therefore, it
is difficult to analyse this parameter in isolation from all other parameters affecting mixing.
Nonetheless, the convective velocity distribution along the fuel plume edge, and fuel concentra-
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tion gradient distribution present a very similar pattern. This suggests the convection of the
fuel plume plays an important role in keeping a relatively high fuel concentration gradient. By
feeding unmixed gas towards the plume, and convecting the plume towards areas of unmixed
air, this parameter is kept high. The effect of the vortex plume shear in concentration gradi-
ent is addressed, but it was not possible to quantify its relevance on the final distribution of
concentration gradient.
Design considerations
For maximum mixing enhancement, vortex intensity should be maximized. However, engine
performance requires a compromise between mixing rate improvement and losses induced by
the vortex generation. With the previously observed diminishing return in mixing rate with
vortex intensity, a medium vortex intensity, similar to the αfin “ 10˝ cases, is recommended.
The Intermediate I.i. injector location shows the highest overall mixing rate enhancement.
Nonetheless, specific cases may profit of a different injector location. For the use of spark or
laser ignition techniques acting in the bulk of the plume just downstream of the injector, the
higher level of mixing within the plume in the near-field provided by the Separation injection
can be beneficial. Therefore, for such cases it is recommended to displace the injector from
the I.i. towards the separation line. On the other hand, the use of flame holder cavities may
benefit from increased mixing while keeping low penetration in the region near the injector. In
these cases moving the injector from the I.i. towards the fin shock may be beneficial.
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Chapter 6
The effect of vortex-injection
interaction on heat transfer
6.1 Introduction
The flow in a scramjet is decelerated and compressed across the inlet, increasing its pressure and
temperature. The compression ratio is a compromise between efficient and robust combustion
and structural and thermal load management, amongst other considerations [110]. The levels of
pressure and temperature reached at high Mach number flight require advanced materials and
cooling design [80, 127]. Therefore, thermal management is a key aspect in scramjet design,
which require detailed knowledge of the heat load across the engine.
Heat transfer in the vicinity of a porthole injector is affected by the injection bow shock, and fuel
distribution along the wall surface. The interaction of the injection fuel jet with the incoming
freestream generates local rises in heat flux, which need to be taken into account during the
design process of the inlet and combustor. This chapter describes the most relevant effects of
the vortex-injection interaction on heat transfer. If we are proposing an injector placement
strategy to enhance mixing, it is useful to also quantify how the heat transfer near is affected
by this choice.
This chapter includes part of the published work entitled ‘Effect of vortex-injection interaction
on wall heat transfer in a flat plate and fin corner geometry’ [69].
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6.2 Heat flux distribution
The complex flowfield created by the vortex-injection interaction has an important effect on
the peak heat flux at the injector vicinity, the mixing region, and the corner region formed by
the flat plate and fin.
Downstream of the injector, the distribution of fuel along the flat plate changes due to the
vortex effect, affecting the regions of high and low heat transfer. In addition, the vortex modifies
the fuel plume shape, changing the shock structure produced by the injection. This modified
shock structure alters the peak heat flux generated by the injection bow shock. Moreover, the
proximity of the fin to the injector constitutes a new region susceptible to increased heat flux
when impinged by the injection bow shock.
6.2.1 Heat flux in porthole injector region.
The vicinity of the porthole injector is the region experiencing the largest variation in heat flux.
The upstream side of the porthole is exposed to the largest heat flux, whereas the downstream
side is exposed to the lowest heat flux values. This can be observed in Fig. 6.1. On the upstream
Flat P.
(a) Flat Plate injection.
High Qw
Low Qw
Flat P.
Fin
(b) Core injection.
High Qw
Low Qw
Qw
Flat P.
Fin
(c) Separation injection.
Figure 6.1: Wall heat flux Qw, and fuel plume H2 mass fraction csH2 contours.
side, the injection process produces a bow shock that slows down the incoming flow, increasing
its temperature. Moreover, this process also generates a horseshoe vortex, which increases
the heat transfer coefficient. These two effects generate the high heat flux wrapping around
the frontal region of the porthole injector. On the downstream side of the porthole injector,
the wall is in contact with the injected fuel. The fuel, with a total temperature of 300 K is
expanded during the injection process, reaching temperatures as low as 55 K in the coldest
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region. Moreover, the axial velocity of the fuel jet is significantly lower than the velocity of
the freestream, producing a region of low velocity, which reduces the heat transfer coefficient.
These two effects produce very low heat flux immediately downstream of the porthole injector.
The peak heat flux values on the porthole injector region are plotted in Fig. 6.2. This figure
includes the maximum values of heat flux for the vortex interaction cases, as well as the case of
injection in a flat plate pFP.i.q for comparison. As can be observed in Fig. 6.2, the presence of
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Figure 6.2: Maximum heat flux in the injector vicinity.
the vortex highly affects the maximum heat flux value. In the highest fin angle cases, the peak
heat flux is increased by up to 100 % with respect to the Flat plate injection case. The vortex-
injection interaction generates a highly complex flowfield, with different mechanisms affecting
heat flux. The relevance of each of these varies with injector location. Thus, the relative
location of the injector within the vortex also plays an important role in peak heat flux. This
is apparent in Fig. 6.2, where each of the injector location line shows a clearly different trend.
The three main quantities affecting the peak heat flux are the effective injector sweep angle, the
effective injector-to-freestream momentum flux ratio, and the baseline heat transfer coefficient.
Effective injector angle: The physical injector angle pθjq, measured from the flat plate, is
45˝ for all cases. However, the change in velocity direction affects the effective angle seen by
the flow. With the vortex containing a strong crosswise flow, the fuel jet is impinged at an
angle. The effect of this angle on the effective injector angle is represented by Fig. 6.3 and
Eq. 6.1 to Eq. 6.4, which combine into Eq. 6.5. This equation expresses the effective injector
angle as a function of the physical injector angle and the ratio spanwise-to-axial velocity v{u.
Higher deflection angles produce higher effective injector angles, which increases the strength
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of the interaction between the jet and the incoming flow.
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To observe the variation in effective injector angle just upstream of the injector location, the
velocity of the flow is extracted along a vertical line located directly upstream of each injector.
The effective injector angles calculated based on the velocity profile with Eq. 6.5 for each case
are plotted in Fig. 6.4. The change in effective injector angle in the Separation injection cases
is very small, as the injector sits near the limit of the vortex influence region. However, in
the Intermediate and Core injection cases, the intense crosswise flow close to the plate sur-
face highly increases the effective injector angle, reaching values up to 10˝ above the physical
injector angle.
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Figure 6.4: Effective injector angle θjEff for different fin angles αfin.
This increase in effective injector angle is responsible for the rapid increase in peak heat flux in
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the Core and Intermediate injection cases with increasing fin angle. As introduced in section 2.8,
the behaviour of the flow impinging the injection jet can be approximated by that of a blunt
body. Previous work [102] show a rapid increase in peak heat flux on the flat plat adjacent to
a swept blunt fin root with increasing fin sweep angle. This observations are consistent with
the increase in peak heat flux observed in Fig. 6.2.
Effective injection-to-freestream momentum flux ratio: A second parameter that highly
affects the peak heat flux in the injector vicinity is the injection-to-freestream momentum flux
ratio, J . This is clearly visible comparing the peak heat flux between the J “ 1 and J “ 3
cases in Fig. 6.2. Increasing this ratio increases the strength of the interaction between the
injected jet and the incoming flow. This produces a stronger injection bow shock and increases
the peak heat flux just upstream of the injector.
The reference values of J “ 1 and J “ 3 employed in this study are calculated based on
the freestream conditions, unaffected by the corner vortex. However, the actual momentum
of the flow impinging the injection jet is affected by the fin shock. This can be observed
in Fig. 6.5, which shows momentum flux (or dynamic pressure) along a vertical line located
directly upstream of each injector.
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Figure 6.5: Freestream momentum flux, q.
As the flow impinging on the Intermediate and Separation injectors is not processed by the fin
shock, the dynamic pressure is relatively insensitive to the fin angle. This can be observed in
the little variation shown with fin angle in the I.i. and S.i. cases in Fig. 6.5. Moreover, these
lines show the expected profile of a typical boundary layer. However, the Core injection jet sits
104 Chapter 6 The effect of vortex-injection interaction on heat transfer
in the region of the flow processed by the fin shock. Therefore the dynamic pressure of the flow
impinging the jet is highly dependent on fin angle. The large variation in the C.i. cases near
the flat plate surface can be observed in Fig. 6.5.
The increase in dynamic pressure in the Core injection cases with increasing fin angle plays
a part in reducing peak heat flux. With higher dynamic pressure in the incoming flow, the
effective injection-to-freestream momentum flux ratio is reduced. This effect acts against the
increase in heat flux produced by the increase in effective injector angle observed in Fig. 6.4,
and is responsible for the plateauing of the maximum heat flux in the Core injection cases
observed in Fig. 6.5.
Baseline heat transfer coefficient: Even before the interaction with the injected fuel, the
heat flux in the vortex region shows a range of different levels from the fin to the separation
line. This can be observed in Fig. 6.1b and 6.1c, where a region of the flat plate upstream of
the injector is visible. To analyse this variation in depth, the heat flux values on spanwise lines
across the vortex region on the flat plate, upstream of the injector, are plotted in Fig. 6.6. The
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Figure 6.6: Spanwise distribution of heat flux on the flat plate along the vortex zone of
influence. Markers indicate the location of the different injectors for each fin angle. The
separation line, and location of the inviscid shock wave are also indicated.
region closer to the fin experiences a large increase in heat flux. As previously described [2, 68,
63], the flow processed by the fin shock flows towards the flat plate, feeding the crosswise flow.
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This flow, previously heated by the fin shock and viscous effects near the fin wall, impinges on
the flat plate generating this high heat flux region. As marked in Fig. 6.6, the Core injector
sits adjacent to this maximum in baseline heat flux. Thus, the peak heat flux in the injector
vicinity of these cases is systematically higher than those of the Intermediate and Separation
cases.
On the opposite side of the vortex influence region, a drop in heat flux appears in the vicinity of
the separation line. This is clearly visible in the detail in Fig. 6.6. With increasing fin angle, the
heat flux in this region decreases. This is likely due to the boundary layer thickening produced
by the flow separation, which reduces heat transfer coefficient. As can be observed in Fig. 6.6,
the Separation injector is located within this low heat flux pocket. With increasing fin angle,
the heat flux directly upstream of the Separation injectors decreases. This trend is similar to
the one observed for the injector peak heat flux in Fig. 6.2. This suggests the reduced heat
transfer coefficient produced by the flow separation is responsible for the decreasing trend of
peak heat flux with increasing fin angle in the Separation injection cases.
6.2.2 Heat flux downstream of injector
The heat flux immediately downstream of the injector presents levels of maximum heat flux well
below the level of the peak injector heat flux. Nonetheless, it spreads over a much larger area,
and can have a significant effect in the heat management of the combustor. The distribution
of heat flux in this region is mainly affected by the location and shape of the fuel plume, which
affects the temperature and near wall velocity. Downstream from the injector, two distinct
areas with high and low heat flux values can be recognized. These are highlighted in Fig. 6.1.
The extent of these zones can reach up to 100 mm downstream of the injector location, which
can be observed on the top view in Fig. 6.10. Moreover Fig. 6.1 shows the close relationship
between the fuel plume region in contact with the wall and the heat flux contours. In the flat
plate injection case (Fig. 6.1a), the centre of the plume, containing high fuel concentration sits
on top of the low heat transfer region on the flat plate. In addition, the central region of low
heat flux is bounded by two regions of high heat flux coincident with the outer region of the
fuel plume. In the Core injection case, shown in figure. 6.1b, this close correlation between
the fuel concentration and heat flux values on the surface of the flat plate is conserved. In
the Intermediate and Separation cases the high distortion of the fuel plume offsets the location
106 Chapter 6 The effect of vortex-injection interaction on heat transfer
of the minimum heat flux with respect to the maximum wall fuel concentration. To observe
this effect in detail, values of Qw and csH2 on the flat plate surface have been extracted over
spanwise lines at different axial distances from the injector location pXiq. These are plotted in
Fig. 6.7 and 6.8.
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Figure 6.7: Flat plate Qw and csH2 evo-
lution J “ 1 cases.
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Figure 6.8: Flat plate Qw and csH2 evo-
lution J “ 3 cases.
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The heat flux curves in Figs. 6.7 and 6.8 present high values in the region of low Y {X, cor-
responding with the region of the flow processed by the fin shock. On the high Y {X side, all
lines are coincident, corresponding with the region unaffected by the vortex-injection interac-
tion. In the region affected by the fuel plume, a peak and valley are clearly discernible. These
correspond to the high and low heat flux regions in Fig. 6.1. Observing each heat flux line and
its corresponding fuel mass fraction line, the correlation between both can be noticed. In the
C.i. cases, the peak in fuel concentration coincides with the local minimum of Qw. Moreover,
on the plume side further from the fin, the local heat flux maximum indicates the limit of the
plume extent on the flat plate surface. A similar heat flux peak could be expected on the fin
side of the plume. However, this local maximum is masked by the high heat flux generated by
the fin shock.
In the Intermediate I.i and Separation S.i. cases the high fuel concentration region spans
between the minimum and local maximum of heat flux. In these cases the peak in fuel concen-
tration coincides with the halfway point between the maximum and minimum in wall heat flux,
and most of the fuel is located between the two. In these cases the fuel plume is strongly con-
vected away from the fin, especially in the region near the flat plate. This causes the location of
the maximum fuel concentration and the minimum heat flux to be offset. The strong crosswise
component of the flow in these regions place the side of the plume furthest from the fin in a
windward position with respect to the incoming freestream. On the contrary, the fin side of the
plume becomes the leeward side. Thus, the shielding effect of the fuel plume becomes effective
on the fin side of the plume, displacing the dip in heat flux to coincide with the fin side end of
the plume.
Another interesting behaviour is visible in Figs. 6.7 and 6.8. It can be observed how the high
fuel concentration curves are displaced to higher Y {X values in the Core injection cases, to
lower Y {X values in the Separation injection cases, and remain relatively at constant Y {X
values in the Intermediate injection cases.
In Fig. 6.9, the plume location on top of the flat plate surface at different axial locations for
the S.i. and C.i. cases is presented. This allows observing the axial evolution of the fuel
on the surface. This figure shows that the surface fuel in both plumes converge to the same
location. In the αfin “ 10 case the separation line sits at Y {X “ 0.44. Thus, Fig. 6.9 indicates
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Figure 6.9: Hydrogen concentration csH2 evolution with increasing Xi.
that the flow on the surface is convected to just within the separation region, adjacent to the
separation line. This can be explained by the effect of the crosswise flow and the separation
of the freestream. The surface fuel in the separated region is convected towards the separation
line by the crosswise flow. On the other hand, the surface fuel outside of the separation region
reaching the separation line is convected upwards following the separated freestream, moving
the fuel from the surface towards the bulk of the flow in the core region.
The extent of the effect of the fuel plume wake on heat flux can be observed in Fig. 6.10. This
figure shows a top view of the heat flux on the flat plate. Moreover, the details in the plot
show heat flux and wall shear stress. Shear stress in the fuel plume region is mainly affected
by changes in density and near wall velocity, produced by the plume interaction with the
flowfield. Due to the close relationship between shear stress and heat transfer coefficient [129],
the similarity between wall shear stress and heat flux suggest changes in heat flux coefficient is
the main driver of this characteristic heat flux distribution.
6.2.3 Heat flux in the fin-flat plate corner
Further from the injection region, the effect of the injection bow shock is evident in the corner
formed by the fin and flat plate. As described in the previous section, this is a region of high
heat flux, especially on the flat plate surface. As the injection bow shock impinges this region
of high heat flux, it raises the density and temperature, further increasing the level of heat flux.
To visualize the bow shock location, regions of density gradient maxima in the direction of the
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Figure 6.10: Heat flux contours. Heat flux contours, wall shear stress iso-lines and regions
of d
2ρ
dn
“ 0 in detail plot.
velocity
´
d2ρ
dn2
“ 0
¯
, with a filter based on density gradient
`
dρ
dn
ą ˘ can be used [85]. Eq. 6.6
shows the standard approach for extracting shock surfaces from the flowfield. However, this
method cannot be used on the flat plate or fin surfaces, as velocity is zero. Moreover, in regions
of subsonic flow shock waves do not exist. However, due to the proximity of the shock to the
surface, zones of density gradient maxima on the surface are still produced. To retrieve these
zones, Eq. 6.6 was modified by substituting the direction of the wall shear stress pτq for the
direction of the velocity, obtaining Eq. 6.7. This equation is used to show the location of the
bow shock adjacent the surfaces in Figs. 6.10 and 6.11. For these, the density gradient filter is
set to
`
dρ
dn
ą 0.2˘.
Shock surface:
d2ρ
dn2
“ ∇
ˆ
∇ρ ¨ v|v|
˙
¨ v|v| “ 0 ; filter:
dρ
dn
“ ∇ρ ¨ v|v| ą  (6.6)
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Shock surface:
d2ρ
dn2
“ ∇
ˆ
∇ρ ¨ τ|τ |
˙
¨ τ|τ | “ 0 ; filter:
dρ
dn
“ ∇ρ ¨ τ|τ | ą 0.2 (6.7)
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Figure 6.11: Heat flux contours and regions of d
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“ 0.
The high heat flux pockets produced on the flat plate surface near the corner are visible in
Fig. 6.10. This is especially apparent in the detail in Fig. 6.10a. On the fin surface, the effect
of the bow shock is equivalent to the effect on the flat plate. This can be observed in Fig. 6.11,
in which a pocket of high heat flux is clearly visible just downstream of the d2ρ{dn2 “ 0 lines
on the fin surface.
The maximum values of heat flux in these pockets, both on the flat plate (FlatP) and the fin,
are plotted in Fig. 6.12. In this figure, the maximum heat flux increases with fin angle due to
the increase in fin shock strength. Comparing both plots in Fig. 6.12, the effect of increasing
injection-to-freestream momentum flux ratio is clear. The higher injection bow shock strength
in the cases of momentum flux ratio J “ 3 produces a higher increase in the maximum heat
flux near the corner. The rise in the heat flux in the J “ 1 is up to 40 %, whereas in the J “ 3
cases is up to 100 %, in comparison with the case with no injection J “ 0.
Similarly, the injector location plays an important role. The bow shock intensity decreases as
it spreads further form the injector. Thus, the injectors located closer to the corner produce
a larger increment in the maximum heat flux. Hence, the core injector produces the largest
maximum value for all cases, and the Separation injection injector produces the lowest values.
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Figure 6.12: Maximum heat flux within the high heat flux pockets in the fin-flat plate
corner. Solid dots indicate Fin surface, hollow indicate flat plate surface.
Fig. 6.12 shows the flat plate surface presents consistently higher values of heat flux than the
fin surface. Near the corner region, the secondary flow moving from the inviscid fin shock
processed region towards the flat plate and outwards, depicted in Fig. 3.3 as jet, impinges
on the flat plate. This high temperature and pressure flow directed towards the flat plate is
responsible for the higher heat flux in this surface. In addition, the higher slope of the ‘FlatP’
lines in Fig. 6.12 show the sensitivity of the maximum heat flux with fin angle is higher in the
flat plate. This is caused by the closer proximity of the injector to the flat plate corner high
heat flux region.
6.3 Summary
The most important effects on heat transfer produced by the vortex-injection interaction have
been described.
Similarly to the case with no vortex interaction, the maximum heat flux value appears just
upstream of the injector location. However, the vortex highly affects this peak value. The main
parameters affecting the peak heat flux in this region are:
• Effective injector angle: The injector sweep angle seen by the flow is affected by the cross-
wise component of the velocity in the vortex. This effect increases with proximity to the
vortex core. Therefore, the S.i. cases effective injector angle is barely affected indepen-
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dently of fin angle. On the contrary, the effective injector angle increases substantially in
the I.i. and C.i. cases.
• Baseline heat transfer coefficient: The heat flux value within the vortex varies substan-
tially in the spanwise direction, from the fin to the separation line. The large heat flux
near the vortex core is a major contributor to the high maximum heat flux in the C.i.
cases. In addition, the reduction in heat flux near the separation line with increasing
fin angle is responsible for the slight reduction of maximum heat flux with increasing fin
angle in the S.i. cases.
• Effective injection-to-freestream momentum flux ratio: The momentum flux of the flow
impinging the fuel jet is affected by the fin shock. Therefore, the effective injection-to-
freestream momentum flux ratio is affected, especially in the C.i. cases. This contributes
to the plateauing of the maximum heat flux with in the C.i. cases with increasing fin
angle.
The largest increase in peak heat flux with respect to the baseline flat plate injector reaches up
to 100 %. This takes place in the Core injection J “ 3, αfin “ 15 case.
The region downstream of the vortex is affected by the fuel plume, predominantly due to the
low temperature of the expanded fuel, and the blocking effect of the jet. Two regions of high
and low heat flux are easily identified. These closely follow the location of the fuel on the flat
plate surface and extend up to 100inj downstream of the injector. These regions are convected
together with the fuel on the flat plate surface towards the separation line.
The heat flux in the corner formed by the fin and the flat plate is affected by the injection bow
shock. As this shock impinges the corner region, it generates a pocket of high heat flux on
both surfaces. The heat flux in these pockets increases with the proximity of the injector to the
fin wall. Moreover, the higher intensity bow shock produced by higher injection-to-freestream
momentum flux ratio increases the maximum value of heat flux in these pockets.
Design considerations
For most combinations of vortex intensity and injector placement, the highest heat flux appears
just in front of the injector. The exception is the S.i., αfin “ 15˝. Here the highest heat flux
appears in the corner region, specifically on the flat plate surface.
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The Core injection cases consistently shows the largest maximum heat flux both in the injector
and the corner region for all fin angles. Therefore, this injection location is not advisable from
the perspective of heat management and materials. Moreover, its poor performance in terms
of mixing rate seen in Chapter 5 discourage the use of this injector location.
In the S.i. and I.i. pαfin “ 5˝q cases, the maximum heat flux is practically equal. In Chapter 5
it is shown that the Intermediate injector location presents the best performance in terms
of mixing efficiency rate. Therefore, at low fin angles the I.i. location is advisable for its
comparably low maximum heat flux and high mixing rate.
As fin angle increases, the difference in maximum heat flux between the S.i. and I.i. cases in the
injection region becomes significant. The I.i. pαfin “ 10˝q case presents a maximum heat flux
„ 23 % higher than the S.i. case. In Chapter 5 the S.i. case shows a slightly lower performance
in terms of mixing rate than the I.i. case. Nonetheless, at pαfin “ 10˝q, the Separation injector
location can provide a good compromise between mixing performance and low maximum heat
flux.
At the highest fin angle tested pαfin “ 15˝q, the maximum heat flux close to the injector in the
I.i. and C.i. case are almost equal, „ 70 % higher than the S.i. case. Hence, the Separation
injector location is advisable to keep the maximum heat flux low near the injector. Nonetheless,
given the observed diminishing return in mixing rate with increasing fin angle in Chapter 5, and
the high levels of heat flux in the corner region for the αfin “ 15˝ cases even for the Separation
injector location, the use of large fin angles is not advisable.
114
Chapter 7
The effect of vortex-injection
interaction on combustion
In state of the art scramjet designs, the levels of temperature and pressure in the combustor
yield mixing-limited combustion conditions [16]. This means the reaction characteristic time is
significantly shorter than the characteristic mixing time. Therefore, once combustion is started,
the limiting factor for combustion rate is the mixing rate. In addition to the mixing rate, the
ignition delay time also plays an important role in the maximum combustion efficiency achieved
in an engine. Ignition delay time is very sensitive to the levels of pressure and temperature.
Local regions of high temperature and pressure can significantly reduce ignition delay time and
initiate combustion [70, 88].
As seen in Chapter 4, the conditions of pressure and temperature vary substantially within
the vortex region. Therefore, injection location as well as injection momentum can have a
significant effect on the ignition delay time. For inlet injection, significant combustion prior to
the combustor entrance could lead to engine unstart [6]. Therefore, for inlet injection significant
combustion needs to be avoided. Once in the combustor, it is desirable to reduce delay time as
much as possible. Hence, in certain conditions mixing rate gains could be sacrificed in order to
gain a reduction on ignition delay time.
This chapter presents a brief overview of the potential effects of the vortex-injection interaction
on ignition delay time and combustion. For this, the αfin “ 10˝ cases are studied using
inflow conditions representative of the flow in the inlet, and at the combustor entry. Hydrogen
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combustion is modelled in RANS using the 33 reactions, 13 species model by Jachimowski [51],
(see Section 3.2.1).
7.1 Combustor flow conditions
In the combustor, rapid auto-ignition and combustion is desirable. This can be attained by
producing high pressure and temperature conditions in the combustor. However, the compro-
mise between short auto-ignition time and fast combustion, and structural loads and energy
release efficiency, requires limiting these values [110, 86, 70]. Thus, fast auto-ignition cannot be
achieved by increasing the global compression ratio of the inlet. Nonetheless, local variations of
pressure and temperature can be used in order to produce auto-ignition. This is the approach
used in techniques such as ‘radical farming’ [70, 88], ‘laser induced plasma ignition’ [17] or ‘ther-
mal compression’ [29, 16]. These techniques highlight the importance of the injection location
on the auto-ignition time, which ultimately can have a severe effect on the global combustion
efficiency of the engine. For this reason, when injecting within a vortex in the combustor, the
ideal location of the injector can be driven by its effect on auto-ignition, rather than its effect
on mixing.
The αfin “ 10˝ geometry is used to study the effect of the vortex-injection interaction on the
fuel auto-ignition and combustion rate. The effect of injecting at the Core, Intermediate and
Separation injector locations is investigated. Moreover, the effect of injection momentum is
assessed using injection-to-freestream injection momentum flux rates of J “ 1 and J “ 3.
The inflow conditions are representative of the conditions at the combustor entry. These are
presented in Table 2.1, and reproduced in Table 7.1 below for convenience. In this table the
inflow SST k ´ ω values are also included. The turbulence kinetic energy pkq and specific
turbulence dissipation rate pωq were obtained assuming isotropic turbulence with an intensity
(I) of 5 % and a turbulent viscosity ratio µt{µ “ 5. As with the inlet conditions freestream, the
flow contains an 8 % of NO in mass fraction. This is important to take into account, as the
presence of NO affects ignition time and combustion heat release in hydrogen combustion [23].
Combustion efficiency pηcq is employed to evaluate the state of the combustion process. This
parameter represents the amount of fuel taking part in combustion scaled by the total amount
of injected fuel. It can be defined as the quantity of fuel that has been consumed
`
ηH2c
˘
, or
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Table 7.1: Flow conditions in the vicinity of the REST inlet porthole injectors [7].
U rm s´1s ρ rkg m´3s T rKs k rm2 s´2s ω rs´1s
Inlet inj. 3472 0.0264 574.4 45.224ˆ 103 8.103ˆ 106
Combustor 2941 0.0447 1083.0 32.4ˆ 103 6.48ˆ 106
the amount of final products that have been formed
`
ηH2Oc
˘
. Both definitions are presented in
Eq. 7.1 and 7.2 respectively, where MH2{MH2O is the ratio of H2 to H2O molecular mass.
ηH2c “ 9mH29minjH2
(7.1)
ηH2Oc “ 9mH2O
9minjH2 ¨ MH2MH2O
(7.2)
The values of combustion efficiency are evaluated across multiple axial planes downstream of
the injector and presented in Fig. 7.1. In this figure, both combustion efficiency definitions show
identical trends, with a slight delay in the H2O formation with respect to H2 dissociation. For
constant injection momentum, the Core injection cases show the highest combustion efficiency.
This is caused by the close proximity of the Core injector to the high temperature and pressure
fin shock processed flow. However, the most relevant parameter is injection momentum. The
high injection momentum cases pJ “ 3q show a very significant increase in combustion efficiency
with respect to the low injection momentum cases pJ “ 1q, especially in the Core injection case.
This effect is caused by the early formation of Hydroxyl (OH) downstream of the injection bow
shock. Higher injection momentum produces stronger bow shocks, which generate a higher rise
of local pressure and temperature. This allows the production of OH, which are a precursor of
robust combustion and can be used as an indicator of the start of combustion [70].
To present the regions in which production of OH takes place, Fig. 7.2 depicts OH mass fraction
along the fuel plume in the Core injection cases. Fig. 7.2a shows the low injection momentum
case, in which significant production of OH does not start until a considerable distance down-
stream of the injector. Fig. 7.2b shows the high injection momentum case, in which significant
amount of OH is produced immediately downstream of the injector. The early formation of OH
takes place on the plume surface, near the injection bow shock on the side closer to the fin. The
Core injector is located in close proximity to the fin shock. Thus, in the core injection case the
fuel plume flow on the fin side is processed both by the fin and the injection bow shocks. This
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(b) H2O formation ηc.
Figure 7.1: Combustion efficiency for combustor flow condition cases.
induces high values of pressure and temperature in this region of the plume, inducing significant
OH formation. As the flow moves further from the injection bow shock, the formation of OH is
reduced. Nonetheless, the presence of OH moves the onset of robust combustion significantly
upstream compared to the low injection momentum case.
(a) J “ 1.
(b) J “ 3.
Figure 7.2: Contours of OH mass fraction on axial planes in combustor flow conditions.
Fuel plume represented by the stoichiometric surface. Core injection, αfin “ 10˝ cases.
To quantify the presence of OH in the flowfield, mass flow rate of the OH species is presented in
Fig. 7.3. To allow for direct comparison between the high and low injection momentum cases,
the values of OH massflow rate are scaled by the injection H2 massflow rate
`
9mOH{ 9minjH2
˘
.
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The curves of OH massflow rate show a rapid rise just downstream of the injector. However, the
amount of OH formed varies widely between cases. Similarly to combustion efficiency, the high
injection momentum Core injection case (J “ 3 C.i.) shows the largest values of OH formation
near the injector, and the largest OH massflow rate along the domain. The OH massflow rate
curves shows a similar trend to the combustion efficiency curves in Fig. 7.1. Moreover, once
robust combustion starts, the curves of OH massflow rate and combustion efficiency present
similar slopes between the different cases. This indicates the difference in performance comes
primarily from the advancement of the combustion onset. The relatively large generation of
OH in the bow shock of the J “ 3 C.i. case substantially advances the onset of combustion,
which takes place around X.i. “ 0.01 m. In the rest of cases the effect is much smaller due
to the limited early production of OH. This results in the start of combustion taking place
significantly further downstream, starting at approximately X.i. “ 0.04 m to 0.07 m. Although
the effect on the combustion onset is limited in these cases, the amount of OH formed near the
injector still plays a perceptible effect.
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Figure 7.3: OH mass flow rate scaled by injection H2 massflow rate. Combustor flow
conditions.
For the J “ 3 C.i. case in particular, the vortex can have a substantial effect on combustion
onset location. This suggests that for some cases, the ideal injector locations can be dictated
by its effect on combustion, rather than its effect on mixing rate.
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7.2 Inlet flow conditions
One of the main challenges to achieve high mixing and combustion efficiencies in scramjets is
the extremely low residence time of the flow. One of the techniques devised to allow larger
time for mixing is ‘Inlet injection’. This technique is based on injecting flow in the inlet,
extending the available time for mixing before the fuel reaches the combustor. For the proper
functioning of this technique, robust combustion upstream of the combustor must be avoided,
as it would be detrimental to engine performance, and can lead to engine unstart [6]. Therefore,
for vortex-injection in the inlet, the absence of significant combustion is fundamental.
To study the potential combustion taking place due to the vortex-injection interaction in the
inlet region, the αfin “ 10˝ geometry is used with the inlet inflow conditions previously used
in the mixing and heat transfer study in Chapters 5 and 6. These conditions are presented in
Table 7.1.
To evaluate the combustion process occurring at inlet flow conditions, Fig. 7.4 presents values
of combustion efficiency based on H2 dissociation, and scaled massflow rate of OH
`
9mOH{ 9minjH2
˘
.
The OH massflow rate has been scaled by the total amount of fuel injected, allowing for direct
comparison between the high and low injection momentum cases.
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Figure 7.4: Combustion efficiency and scaled OH massflow rate. Inflow flow conditions.
The values of combustion efficiency shown in Fig. 7.4a indicate the amount of H2 dissociated
is negligible. The OH formation at Inlet flow conditions in Fig. 7.4b show a very similar trend
to OH formation at Combustor flow conditions in Fig. 7.3, albeit orders of magnitude lower.
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Therefore, in these conditions the vortex-interaction is not expected to cause any negative
effects to inlet performance, or cause unstarting.
7.3 Summary
For combustor injection conditions, significant levels of combustion can be achieved. However,
combustion efficiency shows large differences between cases. The main contributor to this dis-
crepancy is the location of the combustion onset. The onset is determined by the amount of OH
formed shortly after injection, which is affected by injector location and injection momentum.
Core injection increases the formation of OH and produces shorter ignition delays than the In-
termediate or Separation injectors due to the higher temperatures and pressures in the vortex
core. Also, larger injection momentum create stronger injection bow shocks that can highly
increase OH formation locally. These two effects combine in the J “ 3 C.i. case producing a
combustion onset between 4 and 7 times closer to the injector than the rest of the tested cases.
For inlet injection conditions, no significant levels of combustion take place. This supports the
suitability of vortex-injection interaction for mixing enhancement in inlet injection engines.
Design considerations
In the absence of any notable feature in the flow other than the vortex, OH formation and ig-
nition delay is greatly improved using the Core injector location. This injector location showed
lower performance in mixing rate than the S.i. and I.i. locations in Chapter 5. However, the
Core injector location can improve global combustion performance by enhancing OH produc-
tion, and reducing the combustion delay in the combustor.
However, in the presence of features inducing early ignition of the plume such as shock im-
pingement, flame holders, spark/laser ignition, to name a few, the higher mixing rate provided
by the Intermediate injector is likely to provide the best overall performance.
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Part II
Experimental Investigation
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Chapter 8
Experimental Methodology
In order to assess the validity of the results obtained in the numerical investigation presented
in Part I, a series of experiments were conducted to obtain benchmarking data. This chapter
describes the methodology employed in the experimental part of this work. The experiments
are conducted in the T4 reflected shock tunnel at University of Queensland. Schlieren images,
and heat flux and pressure measurements are obtained.
8.1 T4 Reflected Shock Tunnel
The experimental testing of the model was performed in the T4 reflected shock tunnel at the
University of Queensland. This reflected shock tunnel was commissioned in 1987. T4 is a free-
piston shock tube, a technology developed by Stalker [115]. A reflected shock tunnel works by
processing the flow through two different shocks [39]. A schematic of the facility obtained from
the doctoral thesis of Doherty [27] is shown in Fig. 8.1. This type of facilities are designed to
produce very high enthalpy flow. To obtain this high enthalpy flow, the reflected shock tunnel
relies on the fact that the enthalpy of the flow increases with the speed of the shock wave,
as explained by Stalker [115]. In order to achieve high shock speeds, the compression tube is
generally filled with Helium or a mixture of Helium and Argon, called the driver gas. This
light gas is then compressed by the free-piston, which is driven by the high pressure flow from
the reservoir. This fast, almost adiabatic [27] compression generates very high pressures and
temperatures in the driver gas. The diaphragm separating the fluids in the compression tube
and the shock tube is selected to burst at the selected peak pressure in the driver. Once the
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Figure 8.1: schematic of the T4 shock tube at Univerisity of Queensland, extracted
from [27].
diaphragm bursts, the high temperature and pressure gas expands through the shock tube [115,
116]. The shock tube is filled with the test gas, which is processed by the driver gas. When the
shock processed test gas reaches the front of the nozzle, the flow is stagnated. The stagnated
flow expands through the convergent-divergent nozzle, generating the high speed and high
enthalpy flow for hypersonic tests. The stagnation pressure in front of the nozzle is maintained
relatively constant until the reflected shock returns, providing constant flow conditions during
this time.
The stagnation of the flow prior to its expansion through the nozzle generates a highly steady
flow for testing. However, it limits the operation of this facilities, as the total temperature of
the gas needs to be contained in the facility [39]. Moreover, during the stagnation process very
high temperatures are reached, which generally alter the chemistry of the test gas. Specifically,
Nitric Oxide (NO) and atomic oxygen (O) can be formed during the stagnation process [23].
This is of special importance for experiments considering combustion processes, as the presence
of NO or O can significantly modify ignition times and combustion heat release [23]. However,
as stated by Chinitz et al. [23], NO has a similar molecular weight and specific heat as Nitrogen
and Oxygen, thus having little impact on the aerodynamic studies.
8.2 Experimental Model
The geometry used in the experimental campaign is equivalent to the 10˝ fin angle geometry
used in the computational study, as depicted in Fig. 8.2. The 10˝ fin angle was selected for
producing a relatively strong vortex, to produce a large and easily measurable effect on the flow,
while having a vortex intensity representative of the vortices present in real scramjet inlets.
Due to unforeseen limitations in the design and manufacture at the time of the computational
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study, the experimental model geometry sizes differ from the numerical model. The principal
constraints in this case were the location of the windows in the test section, together with
nozzle size and nozzle core flow size.
(a) ‘Gauges’ configuration. (b) ‘Schlieren’ configuration.
Figure 8.2: Experimental model in its two configurations.
The test section of the tunnel has two pairs of windows to allow optical techniques. To obtain
Schlieren images of the vortex-injection interaction, and to keep the model within the nozzle
core flow, the front test section windows had to be used. The core flow delivered by the
nozzle just downstream of the flow exit is approximated by a cylindrical section followed by
a converging conical section. Fig. 8.3 shows the model along with the expected core flow size
during the experiments.
(a) Rear view including nozzle. (b) Front view.
Figure 8.3: Experimental model within the expected nozzle core flow (depicted in red).
The Pitot pressure distribution at the nozzle exit from a previous Pitot survey campaing using
equivalent conditions with the same nozzle in T4 is depicted in Fig.8.4. The size of the core at
the nozzle exit is approximately 200 mm in diameter.
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Figure 8.4: Pitot pressure distribution at nozzle exit in shots 11667 and 11672 in T4. Nozzle
and flow conditions equivalent to the Low Pressure freestream conditions used in this study.
The width of the model was selected to avoid 3D effects generated at the edges of the flat
plate from influencing the measurement region of the model. As the model sits within the
nozzle prior to the test, this restricted the maximum length of the flat plate upstream of the
fin leading edge to 155.5 mm due to interference with the nozzle walls. The location of the
fin and injector had to be adapted to these constraints while keeping an optimum location for
visualization. The injector is located 125.7 mm downstream of the fin leading edge, as opposed
to the 100 mm in the numerical investigation. The injector size and angle are 1 mm and 45 deg
respectively as in the numerical investigation. The fin can be moved to allow different fin-to-
injector distances, varying the location of the injector within the vortex. In this experimental
study two fin locations were used, providing an injector-to-fin spanwise distance of 26.2 mm
and 35.2 mm. These are named Lower and Upper fin positions respectively.
The model incorporates six thin film heat transfer gauges (TFHG) along the flat plate. These
are used to identify the turbulent state of the flow in the vicinity of the fin leading edge and
injector vicinity, and can be seen in Fig. 8.3 as two sets of three gauges. The first set of
three gauges starts 143 mm from the flat plate leading edge, and are 10 mm apart in the axial
direction. The central gauge is located at the same axial distance from the flat plate leading
edge as the fin leading edge. The second set of gauges starts 249 mm downstream of the flat
plate leading edge. The last gauges in this set is located at an axial distance just upstream of the
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injector. These gauges are located on the opposite side of the fin. Therefore the measurements
correspond to the boundary layer unaffected by the vortex.
8.2.1 Schlieren Configuration
The model includes a configuration for acquiring Schlieren images of the vortex-injection in-
teraction flow. The main peculiarity of this Schlieren set up is the line of sight through the
flat plate. This particular line of sight was selected for two important reasons. The first one
is the interest in observing the deflection of the injectant due to the presence of the vortex.
This deflection is parallel to the flat plate. Thus, the ideal point of view is from the top of the
flat plate. Secondarily, the presence of the fin for vortex generation does not allow obtaining
Schieren images in the typical way, i.e., with a line of sight parallel to the flat plate from the
side of the model. The introduction of a window in the fin for visualization using this line of
sight is not advisable, as the angle of the window would introduce a deflection and potential
distortion in the coherent light beam.
To allow the acquisition of Schlieren images across the flat plate, the ‘Schlieren’ configuration
of the model incorporates a window in the flat plate. This can be observed in Figs. 8.2b
and 8.5a. In addition, the model is mounted vertically in the test section, aligning the test
section windows with the model flat plate window (see Fig. 8.5). The opposite side to the flat
plate, visible on the left hand side in Fig. 8.5c includes a shielding for the light path. This
eliminates the presence of shocks and other flow features across the light path in this side of
the model, that would otherwise be observed in the images.
Schlieren set up
Schlieren imaging utilizes the change of the refractive index of a gas with density. The light
traversing a region with density gradients is deflected proportionally to the refractive index
gradient and distance travelled. The Shlieren technique uses a collimated light beam traversing
the test gas, where the density gradients produce local deflection of the light. After this, the
collimated beam is focused onto a point, where a knife edge is placed in order to ‘cut’ the
rays deflected by a certain amount. After focusing the cut light onto the camera sensor, the
image displays a light intensity dependent on the density gradients. Each point in the image
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(a) Side (Top) view.
(b) Front view 1. (c) Front view 2.
Figure 8.5: Images of the model in ‘Schlieren’ configuration in the test section of T4.
is the resultant of the light path across the test gas. Therefore the image is the result of the
integration of the density gradient across the test region.
The Schlieren set up used in this experiment is illustrated in Fig. 8.6. The light source uses
a continuous operation Xenon arc lamp (Osram XBO R 6000 W). The images are recorded
with a Phantom R v611 high speed camera. The sample rate of the camera was set to 6273fps,
and a 1280 ˆ 800px resolution. This produces approximately 10 images during the test time.
The exposure time was set to the minimum value, 1 µs, in order to better visualize the flow
structures. The spherical mirrors have a focal length of 2 m. The lens focusing the image onto
the camera has a focal length of 500 mm. The knife edge is placed horizontally, showing the
density gradients in the spanwise direction of the model.
8.2.2 Gauges Configuration
To obtain measurement of the wall heat transfer just downstream of the vortex-injection inter-
action, the model includes a configuration with 55 thin film heat transfer gauges. The gauges
had to be mounted in close proximity to each other to provide the resolution required to recon-
struct the heat transfer profile across the interaction region. To achieve this, a new mount for
the thin film heat transfer gauges was designed. The gauge mount allows substituting gauges
independently. It also incorporates an electronic board and DB25 connector to collect the data
from the 11 gauges in the mount.
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Figure 8.6: Schematic of the Schlieren set up.
The gauge packaging in the spanwise direction was maximized, generating a set of 11 aligned
gauges with their centres 4 mm apart. The gauge mount and its assembly in the flat plate are
depicted in Fig. 8.7. In the streamwise direction the spacing between gauge mounts is set by the
size of the DB25 male connectors. To reduce the thickness of the model, the DB25 connectors
are mounted at an angle, providing a good compromise between model thickness and spacing
between gauges.
The gauge mounts are assembled 24.15 mm apart in the axial direction, and with an offset of
4.47 mm between mounts in the spanwise direction, as can be observed in Fig. 8.8. As the
injectant near the wall is swept away from the fin, the spanwise offset of the mounts allows
keeping the area of interest centred within the sets of gauges.
Heat Film Heat Transfer Gauges
Heat transfer measurements in reflected shock tunnel facilities such as T4 allow sampling fre-
quencies of the order of MHz. This can be achieved with thin-film heat transfer gauges [123].
A thin film gauge consists of a thin metallic film on top of a substrate. The metallic film changes
its resistance with temperature. By measuring the change rate in resistance of the film, the heat
transfer can be calculated [123, 77]. The thin film heat capacity has to be negligible, requiring
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Figure 8.7: Images of the gauge mounts.
(a) Detail of the gauges on the flat plate.
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(b) Drawing of gauges distribution.
Figure 8.8: Gauge mounts on the model.
extremely thin films. The substrate has to behave like a semi-infinite medium [123, 101].
The thin films used in this experimental campaign were manufactured at the Centre for Hy-
personics instrumentation laboratory. The metallic film is a 20 nm Nickel strip. The film is
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sputtered onto an optically smooth quartz substrate [123]. Nickel was chosen for its high tem-
perature coefficient. The properties of Quartz vary very little with temperature, making it a
good material for the substrate. In addition, these gauges are shielded with a layer of SiO2,
reducing the wear of the film and avoiding possible short-circuits through an ionized flow [123].
Fig. 8.9 extracted from the doctoral thesis of Wise [123] shows a gauge after manufacture.
Figure 8.9: Thin film gauge. From [123].
The sensitivity of the gauges is calculated at the end of the manufacture process. The heat flux
to the wall can be calculated using Eq. 8.1, from [123, 101]. Where ρckT are the properties of
the substrate, and αR is the TFHG sensitivity.
9qn “
?
ρckT?
piαRV0
nÿ
i“1
V pt0q ´ V pti´1q
ptn ´ tiq1{2 ` ptn ´ ti´1q1{2
(8.1)
8.2.3 T4 test flow conditions
The numerical part of this study focused on flow conditions representative of the REST engine
inlet and combustor entry regions. These conditions take place after the compression performed
by the engine inlet. Replicating these conditions in shock tunnel experiments would require the
development of a non-standard operating condition in the T4 shock tunnel. This falls out of
the scope of this study. Therefore, the experiments were performed using standard operating
conditions producing a Mach number M » 7. Two different conditions were used throughout
the experimental campaign.
These conditions are achieved using the Mach 7.6 nozzle, and the shock tunnel filling pressures
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for a Mach 8 enthalpy. Nominal (‘Low P8’) and double pressure (‘High P8’) conditions were
used. The settings for each of these conditions in T4 are summarized in Table 8.1.
Table 8.1: T4 filling pressures and hardware.
Filling pressures Hardware
Reservoir Comp. Tube Shock Tube Diaphragm Nozzle
High P 5.8 MPa 80.5 kPa 100% Ar 310 kPa 6 mm M7.6
Low P 2.7 MPa 40.2 kPa 100% Ar 202 kPa 3 mm M7.6
The flow conditions at the nozzle exit cannot be easily measured. Therefore, these are derived
from measurements of the shock tube fill pressure pPST q, shock tube shock speed pVSq, Shock
tube temperature pTST q, and nozzle supply pressure pPeq. The nozzle exit values are tabulated
along with their uncertainties in Table 8.2.
Table 8.2: Nominal conditions during testing a nozzle exit.
High P8 Low P8
P0 rMPas 27.24 ˘4.62% 15.74 ˘4.42%
P8 rkPas 4.047 ˘4.67% 2.29 ˘4.53%
T8 rKs 281.25 ˘7.87% 237.24 ˘7.37%
ρ8 rkg m´3s 0.0499 ˘6.69% 0.0335 ˘6.97%
u8 rm s´1s 2539.5 ˘3.03% 2342.23 ˘2.98%
M8 r´s 7.54 ˘0.89% 7.57 ˘0.70%
H0 rMJ kg´1s 3.29 ˘7.25% 2.73 ˘7.10%
Rex{x rm´1s 8.66 ¨ 106 ˘14.9% 5.44 ¨ 106 ˘14.9%
The nozzle exit values Table 8.2 are calculated using using NENZFr. NENZFr [28] is a set of
scripts that coordinate a space-marched nozzle simulation in the CFD code Eilmer3, developed
at University of Queensland. Eilmer3 is a collection of programs simulating 2-D/3-D Navier-
Stokes transient compressible flow [53, 52]. It is specialised for solving accurately the flow in
reflected shock tunnels and expansion shock tunnels. The equations are solved using an upwind
scheme, which is very effective for the simulation of the strong shocks present in these type
of tunnels [39]. Moreover, it calculates thermochemistry and finite-rate chemistry processes
within the flowfield. This is especially useful to calculate the chemical composition of the flow
in reflected shock tunnels, as the stagnation of the flow in front of the nozzle throat generates
NO.
The grid used in the nozzle calculation is a 2-D grid, constructed by inscribing a uniform
structured grid between a Bezier curve defining the nozzle wall and the axis of the nozzle. The
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mesh employed in this study consisted of 600 by 40 elements in the axial and radial directions
respectively. The chemical composition of the gas is calculated using finite-rate reactions with
a five species gas model: N2, O2, NO, N and O. The thermodynamic properties are obtained
using the NASA CEA2 program [72, 53].
For the nozzle flow calculation using NENZFr, four measured values are required: shock tube
fill pressure, Shock tube shock speed, Shock tube temperature, and nozzle supply pressure.
Moreover, the transition onset location on the nozzle wall surface is required. The length at
which transition takes place is unknown. For this reason, a parametric study was performed,
varying this parameter until the static pressure at the nozzle exit was closely matched to the
experimental pressure measured on the flat plate.
The uncertainties are calculated using the method described by Mee [75] and also used by
Chan [21]. A more detailed description of the methodology is presented in Appendix D.
The two experimental flow conditions used in this experimental campaign present lower veloc-
ity and higher densities than the conditions used in the numerical investigation in Part I. This
not only modifies the momentum of the flow, affecting fuel plume shape, but also Reynolds
number, which affects turbulence and heat transfer. Therefore, the heat flux measurements,
and Schlieren images obtained with this conditions cannot be directly compared to the numer-
ical results in Part I. To evaluate the ability of the numerical methodology to reproduce the
result obtained experimentally, the relevant experimental cases are reproduced numerically for
comparison.
8.2.4 Fuelling conditions
The injection of hydrogen fuel is performed through the fuelling system in T4 and the exper-
imental model. The fuelling system main elements are a Ludwieg tube, a solenoid valve, a
plenum, and the injector. The fuelling system arrangement is depicted in Fig. 8.10. The fuel
valve and its connection to the plenum inside the model is shown in Fig. 8.11.
The Ludweig tube length allows for a constant pressure supply several times longer than the
test time. The plenum was designed to produce a drop in pressure lower than 10 % within the
test time assuming the fuel supply is suddenly stopped. This guarantees a constant pressure
supply for the injector within the test time. This can be observed in Fig. 8.12, which shows
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Figure 8.11: View of the model interior in the gauges configuration.
the evolution of the nozzle supply pressure and the plenum pressure. During the test time,
indicated by the two dotted lines in the detail, the pressure in the plenum can be considered
constant.
Two different injection pressures were used during the campaign. These are tabulated, along
with their relative uncertainties and equivalent injection-to-freestream momentum flux ratio
J for the Low and High pressure conditions in Table 8.3. In the High P8 cases, an injection
pressure of 1.3 MPa was selected. This produces an momentum ratio of J “ 2.99, very similar
to the J “ 3.0 value in the high injection pressure cases in Part I. In the Low P8 cases, the
same injection pressure p1.3 MPaq was used for the high injection momentum ratio cases. This
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Figure 8.12: Nozzle supply and plenum pressure during shot 11961.
produces a momentum ratio of J “ 5.24, which was selected to produce a lager and easily
measurable effect on the heat transfer. A low injection pressure of p430 kPaq was selected to
maintain the ratio of 1{3 between the low and high injection momentum used in Part I
Table 8.3: Nominal Injection Pressures.
Injection P. [kPa] J (Low P8) J (High P8)
High Inj. P 1300 ˘3.1 % 5.24 2.99
Low Inj. P 430 ˘2.8 % 1.73 -
8.3 Test cases
Several cases are tested experimentally to provide data on the key flow characteristics and the
effect of different configurations on heat flux and the flow structure. The parameters listed
below are combined to produce 11 different test cases.
• Freestream conditions:
– High pressure pP8 “ 4.05 kPaq. (HP).
– Low pressure pP8 “ 2.29 kPaq. (LP).
• Fin location:
138 Chapter 8 Experimental Methodology
– Upper: Fin-to-injector distance 26.2 mm.(UF).
– Lower: Fin-to-injector distance 35.2 mm.(LF).
– No Fin:(LF).
• Injection Pressure:
– High Pinj “ 1300 kPa. (HI).
– Low Pinj “ 430 kPa. (LI).
– No Inj. Pinj “ 0 kPa. (NI).
At the start of the experimental campaign, only the low pressure conditions were planned.
However, Schlieren visualization was hindered by the low density of the freestream. Therefore,
several tests were performed using the high freestream pressure conditions. The combinations
used in this investigation, and their are summarized in Table 8.4.
Table 8.4: Combination of freestream conditions, injection pressure, and fin position for the
different test cases.
# Name Freestream Condition Injection Pressure Fin position
1 LP-HI-UF Low P High Inj. P Upper position
2 LP-HI-LF Low P High Inj. P Lower position
3 LP-LI-UF Low P Low Inj. P Upper position
4 LP-LI-LF Low P Low Inj. P Lower position
5 LP-NI-UF Low P No Inj Upper position
6 LP-NI-LF Low P No Inj Lower position
7 HP-HI-UF High P High Inj. P Upper position
8 HP-HI-LF High P High Inj. P Lower position
9 HP-HI-NF High P High Inj. P No Fin
10 LP-NI-NF High P No Inj. P No Fin
11 HP-NI-NF High P No Inj. P No Fin
From the tests using the Low Pinfty condition heat flux data was acquired. Tests 5 and 6
are performed with no injection to obtain heat flux data of the vortex. The high freestream
condition tests 7 to 9 were used to obtain both heat transfer data, and Schlieren images. The
use of two different model configuration requires to obtain the data from two different shots.
Test 9 was performed injecting with no fin, to obtain results of injection on a flat plate. Tests
10 and 11 were performed without fin nor injection, to obtain baseline measurement of the heat
transfer on flat plate conditions. The complete list of shots performed during this experimental
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campaign, including preliminary test shots, and repeated/discarded shots, is summarized in
Appendix F.
The injector locations for the Upper and Lower fin positions with respect to the separation line
and fin shock are obtained from numerical simulations and summarized in Table 8.5. Moreover,
these are depicted in Fig. 8.13.
Table 8.5: Injector location with respect to fin shock and separation line. Measurement from
the fin leading edge.
P8 Fin Pos. Sep. Line Injector Fin Shock I.i. Location
rmms rmms rmms rmms
High P. Upper 65.0 48.3 38.2 51.6 3{4 of the way from C.i. to I.i.
Lower 57.3 Approx. in between I.i. and S.i.
Low P. Upper 75.0 48.3 38.2 56.6 Approx. in between C.i. and I.i.
Lower 57.3 I.i. p´0.7 mmq
Triple point
Slip lineJet
Fin
Flat plate
Vortex
Vortex
δ
Y/X
Z/X
I.i.
300
10
0
200
S.i. C.i.
HP-UFHP-LF LP-UFLP-LF
Triple point
Invishock-wave
Sep. L
ine
Inject
or
Fin. S
hock
Figure 8.13: Injector locations in the vortex region for the different freestream P8 and fin
positions. Shock and slip lines adapted from [2].
8.3.1 Accuracy of the heat transfer measurements
The uncertainty of the heat flux measurements using the thin film heat transfer gauges described
above was calculated using the method employed by Wise [123]. Taking into account the
thin film material and thickness, the effect of the quartz substrate, and the presence of the
SiO2 protective layer, along with the calibration errors, and voltage measurement errors, an
uncertainty of ˘5.8 % can be calculated. Additionally, the uncertainty in Stanton number
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is also affected by the uncertainties in the flow conditions. For this reason, the uncertainty
in Stanton number rises to approximately ˘12.4 % for both freestream flow conditions. The
description of these uncertainties is extended in Appendix D.
The model contains six gauges along the flat plate which sit on the region unaffected by the fin
shock wave. The heat flux from these gauges can be compared to the theoretical correlations
for flat plates. Moreover, to extend this comparison to the gauges in the vortex-injection
measurement region, two tests, using the ‘High P’, and ‘Low P’ conditions, were performed
with no fin and no injection. Therefore, in these tests the flow is equivalent to that of a flat
plate for all gauges, allowing an easy comparison between the experimental and theoretical heat
transfer.
For each mount, the eleven gauges are mounted at the same axial distance from the flat plate
leading edge. Therefore these gauges are expected to measure the same values provided the
boundary layer at their location is fully laminar. However, this was not the case, as can
be observed in Fig. 8.14. This figure shows that the presence of the injector porthole at
y “ 1000 mm affects the heat flux distribution for the gauges just downstream of the injector
on each mount. The testing procedure in a reflected shock tunnel requires to pump down the
test section to very low pressure to allow proper starting and performance of the nozzle. This
means the injector plenum is below 0.13 kPa before the test flow arrives with a static pressure
of 2.29 kPa or 4.05 kPa, for the Low and High P8 cases respectively. Therefore, during the
test, the flow in the vicinity of the injector porthole is affected by the suction caused by the
low pressure in the plenum. To avoid the effect of the injector in the flat plate measurements,
only the gauge further from the injector in each mount are considered. This corresponds to the
higher y value on the plots in Fig. 8.14.
In order to ascertain the accuracy, the Stanton number in each gauge mount was calculated.
The values for each of the gauges (6 flat plate gauges, plus 1 gauge per mount) are plotted in
Fig. 8.15, along with the theoretical laminar and turbulent Stanton number values calculated
with the Cebeci Boundary Layer Code [20].
In the low pressure freestream conditions case (Fig. 8.15a) the measured Stanton number
matches the theoretical values within the measurement uncertainty for most gauges. How-
ever, the presence of three gauges that do not match within the uncertainty levels indicate that
the uncertainty level has been underestimated. This fact is more apparent in the high pressure
8.3 Test cases 141
20.0
30.0
40.0
50.0
60.0
70.0
80.0
70.0 80.0 90.0 100.0 110.0 120.0 130.0 140.0
Qw
[k
W/
m2
]
y [mm]
Line A
Line B
Line C
Line D
Line E
(a) Low pressure flow conditions.
0.0
50.0
100.0
150.0
200.0
250.0
70.0 80.0 90.0 100.0 110.0 120.0 130.0 140.0
Qw
[k
W/
m2
]
y [mm]
Line A
Line B
Line C
Line D
Line E
(b) High pressure flow conditions.
Figure 8.14: Heat flux for the flat plate configuration shots.
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Figure 8.15: Stanton number for the flat plate configuration shots.
freestream conditions (Fig. 8.15b). In this case, the flat plate measurements are clearly below
the theoretical values, while the mount gauges sit slightly above. In this case, it is worth noting
the gauges show a slow rise in Stanton number with increasing axial location consistent with
early boundary transition behaviour. Observing the heat transfer history during the test time
for individual gauges, the transitional nature of the flow in the high pressure condition can be
observed. Fig. 8.16 shows the time history of a single gauge for both low and high pressure
conditions.
In Fig. 8.16, the low pressure condition clearly shows a fully laminar behaviour. On the contrary,
the high pressure condition case shows the presence of turbulent spots. This explains the high
Stanton number values measured in the mount gauges. The transitional values cannot be used
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Figure 8.16: Heat flux during test on Gauge B9.
to assess the accuracy of the gauges. However, low Stanton number values measured by the
flat plate gauges, which sit in a fully laminar region, suggest that the uncertainty calculated is
underestimated.
This uncertainty higher than the theoretically expected may have two main sources. One can
be a deficient manufacturing, assembly, and/or mounting of the gauges. The other, is related
to the turbulent state of the flow in the measurement region. Although the flat plate flow has
been shown to be fully laminar in the Low P8 conditions, the High P8 present shows signs of
transition within the data acquisition area in certain regions. The heat flux time history trace of
several gauges during both low and high P8 conditions show signs of turbulent spots crossing
the measurement region. These random encounter turbulent spots, as well as the fact that
different regions of the flow may show different levels of intermittency increases the dispersion
in the data between gauges.
In order to obtain a more realistic value for the uncertainty of the gauges in the current
configuration, the standard deviation of a number of gauges measuring within a region of
constant heat flux is calculated. The condition of almost constant heat flux is met in the
test cases with no fin (HP-HI-NF, LP-NI-NF, and HP-NI-NF) on the gauge line E. The cases
with no fin and no injection are presented in Fig. 8.14. The heat flux values for the case with
injection, HP-HI-NF is presented in Fig. 8.17 for reference.
To perform this calculation, the data distribution is assumed to be normal. For a normal
distribution, with a known standard deviation pσq, the 95 % confidence interval can be assumed
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Figure 8.17: Heat flux in the HP-HI-NF test.
to be ˘2σ. To obtain the mentioned confidence interval, the standard deviation of the selected
group of gauges is calculated with Eq. 8.2, where q is the sample heat transfer average, and n
is the numer of samples.
σ “
dřn
i“1 pqi ´ qq2
n´ 1 (8.2)
However, due to the reduced amount of samples, the distribution cannot be assumed normal,
and a student t-distribution has to be considered. The density function of the t-distribution
can be expressed as in Eq. 8.3, where ν is the degrees of freedom (number of samples - 1), and
Γ is the gamma function.
f ptq “ Γ
`
ν`1
2
˘
?
νpi Γ
`
ν
2
˘ ˆ1` t2
ν
˙´ν`1
2
(8.3)
With this probability distribution, knowing that with 11 measurements ν “ 10, the confidence
interval for the ˘2σ criteria is reduced to 92.66%.
The results for line E in the HP-HI-NF, LP-NI-NF, and HP-NI-NF return uncertainties for
a ˘2σ confidence interval of ˘35 %, ˘25 %, and ˘30 % respectively. The average value for
the ˘2σ confidence interval value was selected as representative of the heat flux measurement
uncertainty: p˘30 %q. This value of uncertainty is used in Section 9. For the Stanton number
uncertainties in the density, velocity, and enthalpy have to be taken into account. In this case,
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the heat transfer error dominates, resulting in a Stanton number uncertainty of p˘31.8 %q. This
uncertainty is included in Fig. 8.15, which shows the flat plate gauges confidence interval still
falls outside of the laminar curve calculated analytically. At the low Stanton number measured
in the flat plate gauges, the uncertainty calculated as a percentage of the measurement is a very
small value. For these Stanton number values, the uncertainty is likely to be underestimated.
However, the vortex-injection interaction cases produce heat transfer significantly larger than
the flat plate case. Therefore, the confidence interval of ˘30 % was deemed appropriate for
vortex-injection interaction cases.
8.4 CFD reference results
The data obtained in the experiments is complemented with numerical simulations to enhance
the understanding of the results. Moreover, the direct comparison between the experimental
and numerical data is meant to serve as validation for the methodology and result obtained in
the Numerical part of this work.
The numerical domain and grids are equivalent to those used in Part I. Within the injector
vicinity, the cells size is approximately 0.05 mm, expanding up to 1 mm in the region of uniform
flow, far from the vortex-injection interaction. The injector is placed at X “ 125 mm down-
stream of the fin leading edge to match the experimental model. In the spanwise direction,
the injector is placed at Y “ 26.2 mm from the fin leading edge in the Upper fin position case,
and Y “ 35.2 mm in the Lower fin position. The walls are modelled as constant temperature
non-slip walls, with a temperature of 300 K.
As in the numerical part of this work, the inflow for each of the computations is obtained
from a separate pseudo-2D flat plate simulation with an infinitely sharp leading edge (refer
to section 3.2.4). The inflow conditions for this simulation are the nominal conditions at the
nozzle exit in Table 8.2. As transition is only anticipated downstream of the oblique shock and
injector, the pseudo-2D simulations are performed as fully laminar. The laminar inflow is fed to
the main grid, equivalent to the 10˝ fin angle mesh described in Section 3 with the appropriate
location of the injector. The main 3-D simulations of the flat plate plus fin are performed with
the SST k´ω model to allow turbulent mixing of the fuel, and production of turbulence in the
boundary layer region separated by the fin shock. To achieve this, the turbulence parameters
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Figure 8.18: Evolution of the turbulent kinetic energy.
are incorporated to the laminar inflow data with a value of zero at the domain inflow. In this
manner, the laminar nature of the flow in the experiments is replicated for most of the flat plate
in the numerical simulations. Most importantly, the combination of the laminar inflow with
the SST k ´ ω model computation produces an effectively laminar boundary layer interaction
with the fin shock, while allowing the generation of turbulence in the separation, and injection
regions. This can be observed in Fig. 8.18.
(a) Low P8.
(b) High P8.
Figure 8.19: Evolution of the turbulent kinetic energy in a plane normal to the spanwise
direction at Y “ 180 mm from the fin leading edge.
In the 3-D simulation shown in Fig. 8.18, the production of turbulent kinetic energy on the
flat plate, away from the shock and injector, is negligible up to approximately 80 mm and
150 mm downstream of the fin leading edge in the high and low freestream pressure conditions
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respectively. This is shown in Fig. 8.19, and Fig. 8.20.
Figure 8.20: Evolution of the turbulent kinetic energy within the boundary layer.
The evolution of the turbulent kinetic energy within the boundary layer of the high and Low P8
cases is presented in Fig. 8.20. In both cases the turbulent kinetic energy grows very rapidly.
In the Low P8 this growth takes place downstream of the injector, not affecting the extent
of the separation line nor the flow impinging the injection jet. This behaviour qualitatively
represent the turbulence state of the flow in the experimental case. On the contrary, in the
High P8 case, the rapid growth of the kinetic energy takes place upstream of the injector. This
has a noticeable effect on the turbulence of the flow impinging the injection jet. Moreover,
the separation line is slightly affected, reducing its distance to the fin at the injector axial
location. The higher turbulence in the numerical simulations, caused by an apparent early and
fast transition, increases the heat flux discrepancy between numerical and experimental data
in certain regions of the flat plate.
The accurate prediction of the heat transfer in the region upstream of the rapid growth of
the kinetic energy in the numerical case can be observed in Fig. 8.21. This figure shows the
numerical and experimental heat transfer values on the region unnafected by the vortex and
the injection process. The numerical data corresponds to the data shown in Fig. 8.15. The
experimental data in Figs. 8.21a and 8.21b corresponds to the LP-NI-LF and HP-HI-NF cases
respectively. Downstream of the rapid growth of the kinetic energy in the numerical case the
agreement between numerical and experimental data becomes poor, as expected.
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Figure 8.21: Evolution of heat transfer in the region unaffected by vortex and injection.
8.5 Numerical Schlieren
To perform an accurate comparison between the Schlieren images obtained experimentally,
and the numerical data, the method presented by Yates [126] to construct Schlieren images
from numerical data is implemented. This method simplifies the calculation of the integrated
values by assuming small perturbation of the light rays in the collimated beam. This allows
approximation of each ray by a straight line. Moreover, this avoids the need for ray tracing.
Instead, each segment of the ray contained in different cells in the numerical solution can be
added independently of the order in which the ray traverses the cells.
The first step required to reconstruct a numerical Schlieren image is the calculation of the
refractive index in the flowfield. This was done using the database for the calculation of the
refractivity of combustion gases provided by Gardiner et al. [34]. For each data point, the
refractivity index pnq of each gas species is calculated. To obtain the refractivity index of the
mixture, the Gladstone-Dale equation is used. From the refractivity index of each species, the
individual RG values are calculated using Eq. 8.4. The RG value of the mixture pxRGyq is then
calculated by adding the molar fraction weighted RG values as per Eq. 8.5. With the mixture
RG value, Eq. 8.4 can be used again to recover the refractivity index of the mixture.
RG “ pn´ 1q
ρ
(8.4)
xRGy “
Sÿ
i“1
RGiXi (8.5)
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The deflection of each light ray is a function of the refractivity index gradient along its path.
At any point, the angular deflection pq added to the ray is [126]:
Bx “ f pnq “ 1
n
Bn
Bx (8.6)
By “ f pnq “ 1
n
Bn
By (8.7)
Integrating the local deflections along the ray path, the total deflection can be calculated. This
integration is performed by summing the deflection caused within each cell traversed by the
ray. For this, the point of intersection of the light path with each cell is calculated. Moreover,
the values of refractive index on each of the intersection points is calculated, allowing the
integration of the deflection angle in each direction as shown in Fig. 8.22, and Eq. 8.8 and 8.9.
x|m,n “
Nÿ
i“1
`
1
n
Bn
Bx
˘ |Zi ` ` 1n BnBx˘ |Zi`1
2
¨ pZi`1 ´ Ziq (8.8)
y|m,n “
Nÿ
i“1
´
1
n
Bn
By
¯
|Zi `
´
1
n
Bn
By
¯
|Zi`1
2
¨ pZi`1 ´ Ziq (8.9)
Using the values of deflection angle, along with the distance from the flowfield to the knife edge,
and the knife cut percentage, the amount of light cut by the knife for each considered light
path can be calculated. At each point, the deflected distance is γ, with γ a function of the
distance between the flowfield and the knife edge. If h is the height of each element considered
(pixel), and Kp is the percentage of cut of the knife edge, the intensity of the light at each pixel
is calculated with Eq. 8.10 to eq:Schl3.
0 for
γ
h1
ď ´p1´Kpq (8.10)
1 for
γ
h1
ě Kp (8.11)
p1´Kpq ` γ
h1
for ´ p1´Kpq ď γ
h1
ď Kp (8.12)
This methodology is employed to produce the numerical Schlieren images in Chapter 9.
This algorithm was tested using a number of test flowfields, showing the expected behaviour.
This is described in Appendix E.
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Figure 8.22: Sketch of light path intersection with the cells. From [126].
8.5.1 Diffused shock waves
An aspect of the numerical simulations that affects the numerical Schlieren images is grid
resolution, which causes diffusion of the density gradient and smearing of shock waves. Fig. 8.23
shows the density, and derivatives in the spanwise direction of the density
´
Bρ
By
¯
, and the
refractive index
´
Bn
By
¯
. These curves are extracted from the numerical simulation of the HP-HI-
UF case. Due to the grid resolution, the maximum value of the density gradient BρBy is limited
to ρ1´ρ2
∆y
, where ρ1 and ρ2 are density on both sides of the oblique shock. In reality the shock
thickness is thin, resulting in a near infinite gradient. However, due to constraints of the mesh,
∆y is limited to between 0.5 and 1 mm in the injector near and far field respectively. Fig. 8.23
shows the resulting diffusion of the density gradient around the fin shock, which causes a wide
band of intense density gradient, rather than the single spike that exists in reality. As refractive
index gradient is closely linked to density gradient, this induces an equivalent spread of the
region of intense refractive index gradient around the shock.
The smeared region of refractive index gradient generates a diffuse representation of the shock
in the numerical Schlieren Images. Fig. 8.24 shows Schlieren images obtained for the fin shock
in the HP-HI-UF case. Changing the level of sensitivity (parameter γ in Eq. 8.10 to 8.10)
modifies the visualization of the shock. For a very low sensitivity, the deflection induced by the
shock on the light beam is not enough to produce saturation of the measured light intensity.
Therefore, the shock appears as a comparatively thin faint line, as presented in Fig. 8.24a. For
a medium sensitivity, or a sensitivity adapted specifically for the shock at hand, only the largest
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Fin Wall
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Extraction 
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Figure 8.23: ρ, BρBy and
Bn
By in the fin and fin shock vicinity.
density gradient produced near the actual shock location causes saturation. The result of using
such a sensitivity is presented in Fig. 8.24b. Due to the grid constraints, the saturated area is at
least one cell thick. By further increasing the sensitivity, a larger region surrounding the shock
reaches saturation. This effect is visible in Fig. 8.24c. The effect of increasing the sensitivity
in the saturated area is depicted in Fig. 8.24d. This figure shows an isometric view of the light
intensity in Fig. 8.24b. For the medium sensitivity, only the upper region is saturated, creating
the thin shock visible in Fig. 8.24b. By increasing the sensitivity, the intensity axis shrinks,
increasing the region around the shock that saturates the light intensity.
This effect becomes especially apparent when shocks of different intensities appear in the region
of interest. Increasing the sensitivity of the image to adequately visualize the weak shocks
produces a large thickness for the strong shocks.
When observing the numerical Schlieren images in Chapter 9, this effect has to be taken into
account. In strong shocks, the location of the actual shock corresponds to the centre of the
wide line. In Chapter 9 fin shocks appear relatively thick, whereas injection bow shocks appear
relatively faint. Fin shocks tend to produce a large light deflection. This is due to its relatively
large intensity, and their orientation parallel to the light beam. As the fin shock is parallel
to the light, the deflection produced by this shock is integrated over a large distance. On the
contrary, shocks and density gradients around the fuel plane tend to be perpendicular to the
light beam, leading to only small changes in the light intensity.
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Figure 8.24: Numerical Schlieren of the HP-HI-UF inviscid fin shock.
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Chapter 9
Experimental Results
This chapter presents the results obtained during the experimental investigation performed on
the vortex-injection interaction in the T4 reflected shock tunnel.
This section focuses on a comparison between the heat flux values obtained experimentally and
numerically, as well as experimental and numerical Schlieren images. The experimental data
is used as benchmark to assess the ability of the numerical methodology employed in Part I to
reproduce the flow accurately.
To observe the effect of injection and the vortex independently, the results for a flat plate
injector case (no fin) are described first, followed by the description of two cases with the two
fin position with no injection.
Subsequently, the cases with vortex-injection interaction are presented for the Low P8, followed
by the High P8 cases.
9.1 Flat plate injection
A test using the High P8 conditions and no fin (HP-HI-NF) was conducted to obtain the data
for a flat plate injection. This allows to observe the effect of injection on heat flux in the flat
plate without the effect of the vortex. This case creates the flowfield described by Freebairn [31]
and presented in Section 2.7. For convenience, the sketch in Section 2.7 is reproduced in Fig. 9.1.
The features from this figure recognisable in the heat flux data, and Schlieren images, are the
bow shock and the wake of the jet.
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Figure 9.1: Porthole injection shock structure. From [31].
Heat flux measurements
The numerical and experimental heat flux results over the measurement area are presented
in Fig. 9.2. The results are plotted in two ways. On the one hand, the data along the lines
formed by the gauges on each mount are presented on individual plots in Fig. 9.2a. On the
other hand, the data obtained by all gauges is used to map the heat flux over the region fitted
with the gauges in Fig. 9.2b. The mapping of the heat flux values is performed using linear
interpolation. Moreover, the equivalent data obtained numerically is presented for comparison
in Fig. 9.2c.
The lines in Fig. 9.2a show a strong influence of the injection on heat flux in lines A to C. In
these, the heat flux peaks show the location of the bow shock, while the low heat flux region
in between these peaks show the wake of the jet.
The placement of the gauges was intended for the cases with fin. Therefore, the zones of high
heat flux induced by the injection are outside of the data acquisition area for lines D and E. The
path of these regions and their location with respect to the measurement zone can be observed
in Figs. 9.2b and 9.2c. In lines A to C, the experimental and numerical data show very good
agreement in the heat flux peaks. The location of the peaks is very accurately predicted in the
numerical simulations. In line A, the experimental data points located on the left hand side
peak sit on top of the numerical data curve. The experimental and numerical data for the right
hand side peak show a relatively large discrepancy. The gauge measuring the right hand side
peak presents a large value compared to the numerical data. This gauge sits just on top of
the injection bow shock, which induces a very large heat flux value. In contrast, the maximum
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(a) Numerical and experimental data on gauges lines A to E, at Xinj
axial distance from the injector.
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(c) Numerical heat flux map. Dotted line indicates experi-
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Figure 9.2: HP-HI-NF case. Comparison of heat flux from experiments and CFD.
value of the peak in the numerical data is likely underpredicted due to the the overly diffusive
nature of the numerical simulation, which reduces the maximum peak value specially at the
exact shock location, causing this local discrepancy.
In the region unaffected by the injector bow shock, the heat flux is consistently overestimated
in the numerical simulations. This is produced by the high turbulence level in the numerical
simulation for the High P8. As described in Section 8.4, the turbulence in the High P8
numerical simulations is significantly larger than the expected for the early transitional state
of the experimental boundary layer. This contributes to the higher heat flux values obtained
numerically. This effect can also be noticed in the numerical data peaks. As the bow shock
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moves downstream and its effect is reduced, the overestimation of the numerical heat flux in
the zone affected by the injector becomes more apparent.
Taking the effect of the higher turbulence in the numerical data, the analysis of the heat flux
shows that the flow structure in the injection region is accurately simulated numerically. The
region highly affected by the injection bow shock shows very good agreement between the
experimental and numerical data, offsetting the intrinsically high turbulent intensity in the
flow. The location of the injection bow shock and its intensity is matched very satisfactorily.
This suggests the injection flowfield is very accurately predicted in the numerical simulations.
Schlieren Images
Schlieren images are obtained to assess the ability of the numerical simulations to reproduce
the experimental flowfield accurately. The Schlieren images obtained experimentally and nu-
merically are presented in Fig. 9.3.
(a) Experimental Schlieren. (b) Numerical Schlieren.
Figure 9.3: HP-HI-NF case. Experimental and numerical Schlieren images.
Although at first glance these images seem quite different, the information that can be extracted
from them is equivalent. The apparent difference is due to two factors. The first one is the
portrayal of the injection bow shock. As described in Section 8.5.1, the shocks in the experiment
produce a concentrated zone of large light deflection, producing two distinct and sharp lines of
high and low light intensity. On the contrary, in the numerical simulation, the diffusion of the
large density gradient generated by the shocks produces two diffused regions of high diffraction
index gradient. This leads to a much milder and widespread deflection of the light rays, which
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result in a diffuse representation of the shocks.
(a) ρ contours, and lines of csH2 . (b) dρ{dy contours, and lines of csH2 .
Figure 9.4: rho and dρ{dy extracted on a plane at X “ 30 mm downstream of the injector
in the HP-HI-NF case.
This can be better understood observing Fig. 9.4, which shows a region of high density sur-
rounding the fuel plume, produced by the injection bow shock. The density gradient generated
by this density field can be observed in Fig. 9.4b. The widespread region of high density gra-
dient in the shock region in this figure produces the smeared shocks in the numerical Schlieren
image. Despite this difference, the good agreement in location of the bow shock in both images
can be observed in the combined imaged in Fig. 9.5. Here, the numerical Schlieren is colourised
to make the visualization easier. The clearly visible shocks, dark and bright, in the experimen-
tal image are coincident with the more diffuse lines, blue and red respectively, in the numerical
one.
0.5
0.0
1.0
Figure 9.5: HP-HI-NF case. Experimental and numerical Schlieren combined.
.
The second difference is visible in the centre of the plume, where the experimental Schlieren
barely shows any features, whereas the numerical Schlieren shows two distinct regions of high
and low light intensity. In the experimental image, the shocks are clearly visible due to its
extremely large density gradients. However, the actual resolution of the experimental Schlieren
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is relatively low. Therefore, the much milder gradients due to the presence of the fuel are
barely visible. On the other hand, the diffused nature of the shocks in the numerical Schlieren
requires to intensify the resolution to make these visible. This is achieved increasing the total
deflection of the light rays before the knife edge by increasing the distance between the flow
and the knife (Increase of the parameter γ in Eq. 8.10 to 8.10). This large resolution makes
the density gradient region surrounding the fuel plume very clear in the numerical image.
Assessment
Despite the intrinsic overprediction in turbulent intensity in the High P8 case, the heat flux
data and Schlieren images show a very satisfactory agreement between the flow features in
the experiment and the numerical simulations. This suggest the injection process is accurately
predicted numerically.
9.2 Unfuelled vortex
Two tests using the Low P8 conditions with the Upper (LP-NI-UF) and Lower (LP-NI-UF)
fin positions were performed to identify the effect of the vortex on heat flux, and the ability
of the numerical methodology to accurately simulate this flowfield. These cases generate the
flowfield described by Alvi and Settles [2], discussed in Section 2.4.3, and depicted in Fig. 8.13.
The heat flux data is obtained across the vortex region, approximately in between the fin shock
and the separation line.
The data along the lines formed by the gauges on each mount are presented in Fig. 9.6a and
Fig. 9.6b for the Upper and Lower fin positions respectively.
The right hand side of the curves in both figures show a relatively accurate match between
the heat flux in the experimental and numerical cases. However, in the region closest to
the fin shock (Low Y values), the heat flux is highly overestimated in the numerical results.
This overestimation is consistent for all lines. Moreover, the Upper fin case presents a more
prominent mismatch in this region. The heat flux maps in Fig. 9.7 clearly show the region
poorly predicted numerically. This is visible as the high heat flux area positioned above the fin
shock (red solid line). In the Lower fin position case, the fin is placed further from the gauge
data acquisition region. Therefore, a smaller part of the numerically overpredicted heat flux
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(a) Upper fin position.
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(b) Lower fin position.
Figure 9.6: Numerical and experimental data on gauges lines A to E, at Xinj axial distance
from the injector. Unfuelled vortex cases.
region is measured experimentally, reducing the discrepancy within the measurement region.
This is visible in Figs. 9.7b and 9.7d.
As described in section 4, the fin shock processed gas creates a secondary flow ‘escaping’ the
high pressure behind the shock through the boundary layer. This secondary flow highly affects
the heat flux in the region of overestimated heat flux. Assuming the temperature of the gas and
its composition after being processed by the fin shock are accurately predicted numerically, the
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(a) Upper fin position. Experimental heat flux map.
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(b) Upper fin position. Numerical heat flux map.
0.3 0.32 0.34 0.36 0.38
x [mm]
0.08
0.09
0.1
0.11
0.12
0.13
y 
[m
m]
0
0.5
1
1.5
2
2.5
3
Qw
#10 5
(c) Lower fin position. Experimental heat flux map.
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(d) Lower fin position. Numerical heat flux map.
Figure 9.7: Numerical and experimental heat flux maps. Unfuelled vortex cases. Dashed
red line indicates separation line. Solid red line indicates location of inviscid fin shock.
overestimation of heat flux seems to be caused by an overestimation of the turbulence intensity
of this secondary flow. This can be observed in Fig. 9.8. This figure shows line A from the
Upper fin case (Fig. 9.6a) combined with the turbulent kinetic energy at the same axial location
extracted from the numerical data. The location where the numerical overestimation becomes
severe is coincident with the start of a region of high turbulent kinetic energy adjacent to the
flat plate surface. The detail image in Fig. 9.8 clearly shows this region. The coincidence
between the overestimation area with the high turbulent kinetic energy adjacent to the flat
plate, suggests the turbulence model is overpredicting turbulence and thus heat flux in this
region.
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Figure 9.8: Contours of turbulent kinetic energy combined with experimental and numerical
heat flux at Xinj “ 12 mm.
Assessment
The inability of the numerical methodology to accurately predict heat flux along the complete
span of the vortex has been highlighted in this section. The limitation of the numerical model to
accurately simulate heat flux near the fin shock is a key aspect to take into account when com-
paring the numerical and experimental results for the fuelled cases. This region of severe heat
flux overprediction in the numerical data will be referred as ‘heat flux numerical overestimation
zone’.
9.3 Vortex-injection interaction cases
To study the vortex-injection interaction experimentally, and assess the ability of the numerical
methodology used in Part I to predict the main characteristics of this interaction, a number of
tests combining the High P8 and Low P8, Upper and Lower fin position, and High and Low
injection pressures are performed.
For the Low P8 cases, heat flux data is acquired. For the High P8, both heat flux and Schlieren
images are obtained.
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9.3.1 Low P8 cases
Four different test are performed using the Low P8 freestream conditions:
• Upper fin, High injection pressure.
• Upper fin, Low injection pressure.
• Lower fin, High injection pressure.
• Lower fin, Low injection pressure.
Upper fin position, High injection pressure
In the upper fin position cases, at Low P8, the injector is located in between the C.i. and I.i.
locations. The results for the high injection pressure (LP-HI-UF) are presented in Fig. 9.9. The
heat flux along each gauge lines is presented in Fig. 9.9a along with the equivalent numerical
data. Qualitatively, very good agreement between the numerical and experimental results is
achieved. The general shape of the curves is well matched. This is highlighted by Figs. 9.9b
and 9.9c, which show the heat flux distribution for both experimental and numerical cases
respectively.
As can be seen in Fig. 9.9a, the location of the heat flux peaks induced by the injection bow
shock is very accurately retrieved numerically. Moreover, the similarity between numerical and
experimental heat flux values is very satisfactory except in the region closest to the fin shock
(low Y values). Near the fin shock, the numerical heat flux shows an important overestimation.
This is caused by the presence of the ‘heat flux numerical overestimation zone’. As seen in
previous section, the turbulent kinetic energy adjacent to the flat plate wall, near the fin shock,
is overestimated. This not only affects the regions unaffected by the injection bow shock, but
also contributes to increase the value of the peaks within this region, as can be seen in Line A.
Despite this local divergence, the accurate prediction of the heat flux indicates the flowfield is
very well predicted in the numerical simulation.
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(b) Experimental heat flux map. Solid dots are active
gauges. Hollow dots are discarded gauges.
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(c) Numerical heat flux map. Dotted line indicates exper-
imental acquisition area. Dashed red line indicates sepa-
ration line. Solid red line indicates location of inviscid fin
shock.
Figure 9.9: LP-HI-UF case. Comparison of heat flux from experiments and CFD.
Experimental case flowfield from CFD
The heat flux distribution on the flat plate in the experimental cases show a feature that was
not observed in the results in Part I. For the experimental flow conditions, two regions of
considerable low, and high heat flux, appear shortly downstream of the injector. These are
clearly visible in Fig. 9.9c, and are highlighted in Fig. 9.10. Fig. 9.10 presents the numerical
data from the upper fin position case, at Low P8, (LP-HI-UF), showing the interaction flowfield.
Fig. 9.10a shows the evolution of the flow from upstream of the injector, to far downstream. The
fuel plume evolves from a nearly hemispheric, to a highly elongated profile. Far downstream,
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Separation
Reattachment
Fuel Plume
C.R vortex
Fin
Flat P.
a)
b)
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High Qw
Low Qw
Figure 9.10: Flat plate surface: numerical heat flux map with streak-lines. Slices: contours
of turbulent kinetic energy, lines of equivalence ratio (red), and surface streamtraces. LP-
HI-UF case.
the fuel plume splits in two regions, one located within the vortex recirculation region, and the
other adjacent to the flat plate. The high and low heat flux regions on the flat plate, observed
in the experimental cases, sit below the region of the high plume stretching, where the plume
eventually split. This region is presented in more detail in Fig. 9.10b. In this figure, the streak
lines on the flat plate surface show a separation and a reattachment of the flow. These lines
are coincident with the high and low heat flux regions. As it was observed for the separation
created by the fin vortex in Chapter 6, the area around the separation line presents a reduction
in heat flux. Similarly, the reattachment increases the heat flux locally. This separation and
reattachment are linked to the existence of a counter rotating vortex in this region. This vortex
is shown in Fig. 9.10c, marked as ‘C.R. vortex’. The lower turbulence level in the vortex
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region, in the experimental conditions, compared to the cases studied in Part I, allows the flow
to separate more easily, allowing the formation of this counter rotating vortex and inducing the
appearance of the high and low heat flux regions. These regions appear in all the experimental
cases tested.
Upper fin position, Low injection pressure
The case with low injection pressure shows very similar results to the high injection case. The
location of the heat flux peaks is again very well predicted numerically. Moreover, the region
far from the fin shock shows fairly good agreement in heat flux level. This can be observed in
Fig. 9.11
Despite the similarities between the low and high injection cases, the low injection case shows
a larger discrepancy between numerical and experimental data in the ‘heat flux numerical
overestimation zone’. In Section 9.1, the accuracy of the numerical results retrieving the heat
flux in the flat plate injection case (HP-HI-NF) was demonstrated. In the upper fin, high
injection case (LP-HI-UF), the injection bow shock has a larger effect on heat flux, helping
to mask the intrinsic error produced near the fin shock. In this case (LP-LI-UF), the lower
injection pressure makes the numerical error in the ‘heat flux numerical overestimation zone’
more apparent. This is specially visible in lines A and E. In Line A, the left hand side peak is
clearly overestimated due to its proximity to the fin shock. In Line E, the effect of the injection
bow shock is substantially dissipated, incrementing the discrepancy between the lines due to
effect of the ‘heat flux numerical overestimation zone’.
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(b) Experimental heat flux map. Solid dots are active
gauges. Hollow dots are discarded gauges.
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(c) Numerical heat flux map. Dotted line indicates exper-
imental acquisition area. Dashed red line indicates sepa-
ration line. Solid red line indicates location of inviscid fin
shock.
Figure 9.11: LP-LI-UF case. Comparison of heat flux from experiments and CFD.
Lower fin position, High injection pressure
In the Lower fin position, at Low P8, the injector sits approximately on the I.i. location. The
heat flux results for the high injection pressure (LP-HI-LF) are presented in Fig. 9.12. The
heat flux along each gauge lines is presented in Fig. 9.12a along with the equivalent numerical
data. These lines show very good agreement across the whole domain. This case shows a
better agreement between the numerical and experimental data than the case with the Upper
fin position. As previously described, the fin shock in the Lower fin position is further from
the data acquisition region. Thus, a smaller area of the ‘heat flux numerical overestimation
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zone’ is affecting the measurements. This improvement is specially visible in Line A, where the
experimental data points even for the left hand side peak lie very close to the numerical line.
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(b) Experimental heat flux map. Solid dots are active
gauges. Hollow dots are discarded gauges.
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(c) Numerical heat flux map. Dotted line indicates exper-
imental acquisition area. Dashed red line indicates sepa-
ration line. Solid red line indicates location of inviscid fin
shock.
Figure 9.12: LP-HI-LF case. Comparison of heat flux from experiments and CFD.
The agreement between the numerical and experimental heat flux data is very satisfactory. Not
only the location of the heat flux peaks is well captured, but also the heat flux value is accurately
predicted. This again indicates the ability of the numerical methodology to accurately predict
the real flowfield.
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Lower fin position, Low injection pressure
The Lower fin Low injection case (LP-LI-LF) heat flux data is presented in Fig. 9.13. Again,
thanks to the fin shock sitting further form the measurement region, the effect of the ‘heat
flux numerical overestimation zone’ is reduced compared to the high fin position case with Low
injection pressure. Nonetheless, the accuracy of the numerical results is slightly lower than in
the equivalent case with high injection pressure. As for the Upper fin cases, this is due to the
lower effect of the injection bow shock on heat flux. This makes the tendency to overestimate
heat flux near the fin in the numerical results more visible.
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(b) Experimental heat flux map. Solid dots are active
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(c) Numerical heat flux map. Dotted line indicates exper-
imental acquisition area. Dashed red line indicates sepa-
ration line. Solid red line indicates location of inviscid fin
shock.
Figure 9.13: LP-LI-LF case. Comparison of heat flux from experiments and CFD.
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Globally, the accuracy of the numerical data, specially near the injector is very satisfactory.
Assessment
Reviewing the data obtained for the Low P8 cases, the ability of the numerical methods to
predict the real flowfield structure can be judged as very satisfactory. The main traits of the
flowfield are present, and its location is accurately predicted. Moreover, taking into account the
intrinsic limitations of the numerical model to accurately predict heat flux near the fin shock,
the results indicate vortex-interaction flowfield is replicated very accurately in the numerical
simulations.
9.3.2 High P8 cases
The High P8 conditions are specifically used to obtain Schlieren images. The higher density
in the freestream allows for a better visualization. Moreover, the requirement for high density
gradients to enhance the Schlieren visualization also requires the use of the high injection
pressure. Thus, two different test are performed using the High P8 freestream conditions, from
which heat flux data and Schlieren images are obtained:
• Upper fin, High injection pressure.
• Lower fin, High injection pressure.
Upper fin position
The Upper fin at the High P8 conditions places the injector between the C.i. and the I.i.
locations, closer to the I.i. (3{4 of the way between C.i. to I.i.). Fig. 9.14 shows the experimental
and numerical heat flux data extracted from the high freestream pressure, high fin case (HP-
HI-UF). Although the general shape of the heat flux distribution over the flat plate is similar
between the experimental and numerical results, the level of agreement seen in the low pressure
cases is not achieved. In Fig. 9.14a, the location of the peaks seems to be slightly offset.
Focusing on lines A and B, which contain the most prominent and defined peaks, the numerical
data seems to be about 7.5 mm offset to the left hand side. This offset is likely caused by the
excessive turbulence present in the High P8 numerical cases, as described in Section 8.4. The
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higher turbulence affects the separation of the flow, which effectively displaces the injector with
respect to the vortex core and separation line. In the experimental case, the separation line is
likely sitting further from the injector, making the injector location closer to the C.i. position.
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(b) Experimental heat flux map. Solid dots are active
gauges. Hollow dots are discarded gauges.
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(c) Numerical heat flux map. Dotted line indicates exper-
imental acquisition area. Dashed red line indicates sepa-
ration line. Solid red line indicates location of inviscid fin
shock.
Figure 9.14: HP-HI-UF case. Comparison of heat flux from experiments and CFD.
In line A, the spatial resolution of the gauges seems unable to properly separate the two
heat flux peaks visible in the numerical results. The rest of the gauge lines show a general
qualitative agreement between numerical and experimental data. However, the effect of the
‘heat flux numerical overestimation zone’ in the region closer to the fin shock is apparent. This
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is clearly visible in all lines for the lowest values of the Y coordinate, where the experimental
and numerical lines diverge substantially.
(a) Experimental Schlieren.
Fuel rich
region bounds
(b) Numerical Schlieren.
Figure 9.15: HP-HI-UF case. Experimental and numerical Schlieren.
0.5
0.0
1.0
Fuel rich
region bounds
Figure 9.16: HP-HI-UF case. Experimental and numerical Schlieren combined.
Although the heat flux distribution over the flat plate showed a slight offset in the peaks, and the
recurrent increase in heat flux value discrepancy near the fin shock, the Schlieren images show
very satisfactory agreement. The experimental and numerical Schlieren images are presented in
Fig. 9.15. Three main features can be observed in the experimental image in Fig. 9.15a: the fin
shock, the injection bow shock, and a fuel rich region seen as a region of increased disturbances
in the flow.
The most clearly visible feature is the oblique shock generated by the fin. The large thickness
of this shock in the numerical Schlieren is caused by the diffused bow shock visualization, along
with the high sensitivity required to highlight the fuel region and bow shock. This causes
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saturation of the light intensity in a wide region around the fin shock. To better illustrate this
effect, the density and density derivative in the spanwise direction are presented in Fig. 9.17.
This figure shows the shocks are diffused over a certain area. Fig. 9.18 shows an alternative
visualization to Fig. 9.17b, presenting multiple contour lines to visually highlight the extent
of the regions of high density gradient surrounding the shock. This diffusion and limited grid
resolution cause a thickening of the shock in the numerical Schlieren. In addition, this effect is
worsened by the high amplification set to visualize the faint features, which saturates the region
surrounding the fin shock. To show the effect of lowering the resolution, Fig. 9.19 displays the
result of lowering the flow-knife distance, which results in a much thinner fin shock at the
expense of detail in the fuel plume region.
(a) Density contours, and lines of csH2 .
Light
rays
Fuel rich
region
(b) dρ{dy contours, and lines of csH2 .
Figure 9.17: Density and dρ{dy extracted on a plane at X “ 45 mm downstream of the
injector in the HP-HI-UF case.
Figure 9.18: HP-HI-UF case. Contour
lines depicting areas of large dρ{dy. Figure 9.19: HP-HI-UF case. Low res-
olution numerical Schlieren.
Along with the previously discussed fin shock, the injection bow shock can also be observed. In
the experimental images this appears as a thin bright line at the upper region, and a dark line
at the lower region. These are matched in the numerical Schlieren image as a region of high
and low light intensity respectively.
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The fuel rich region in Fig. 9.15a can be seen as a zone of increased disturbances in the flowfield.
This zone is bounded by the bright side of the injection bow shock on its upper side. Moreover,
the fin shock bounds its lower side once the fuel rich region reaches it. The fuel rich region
represents only the bulk of the fuel plume. As can be observed from numerical data in Fig. 9.17,
the fuel plume is relatively elongated. Therefore, as the light rays travel from top to bottom,
only the region between the dotted lines in Fig. 9.17 is able to produce a relevant bending of
the light rays. The region outside these lines is too thin to produce a visible effect. In the
numerical Schlieren image, the fuel rich region correspond to the area bounded by the bow
shock bright zone, and the darker region highlighted in Fig. 9.15b until the fin shock is reached.
To better compare the experimental and numerical Schlieren images, Fig. 9.16 presents the
combined image. In this figure, the agreement in the location of the fin and injection bow
shocks is visible. Moreover, the fuel rich region in the experimental Schlieren is clearly bounded
between the numerical high and low light intensity regions highlighted in the figure. The good
agreement shown in the Schlieren images strengthens the confidence in the accurate prediction
of the main flowfield characteristics provided by the numerical simulations.
Lower fin position
Fig. 9.20 shows the experimental and numerical heat flux data extracted from the high freestream
pressure, low fin case (HP-HI-LF). The experimental and numerical heat flux data show better
agreement than in the Upper fin case. This is caused by the larger distance between the mea-
surement region and the fin shock, which reduces the measured effect of the ‘heat flux numerical
overestimation zone’. All lines except Line B show fairly good agreement between experimental
and numerical data in terms of the heat flux peaks position. However, the experimental data
in Line A fails to to properly separate the two heat flux peaks visible in the numerical results
due to the limited spatial resolution. Moreover, Line B shows a relevant misalignment between
the two lines. This can be again attributed to the excessive turbulence in the numerical simu-
lation, which reduces the distance between the separation line and the injector. Nonetheless,
the numerical data seems to qualitatively represent the experimental case appropriately.
The experimental and numerical Schlieren images are presented in Fig. 9.21. As with the
previous cases, the shock waves in the numerical Schlieren appear smeared compared to the
experimental image. However, the good agreement in location between both cases is apparent in
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(b) Experimental heat flux map. Solid dots are active
gauges. Hollow dots are discarded gauges.
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(c) Numerical heat flux map. Dotted line indicates exper-
imental acquisition area. Dashed red line indicates sepa-
ration line. Solid red line indicates location of inviscid fin
shock.
Figure 9.20: HP-HI-LF case. Comparison of heat flux from experiments and CFD.
Fig. 9.22. The fuel rich region in the experimental image is hardly visible in this case. However,
the extent of this region is bounded by the two bright zones highlighted in Fig. 9.21b. The
combined image show the good agreement between the experimental and numerical images.
Assessment
The experimental and numerical data show a lower similarity compared to the Low P8 cases.
The excessive turbulence that appears in the numerical simulations affects the accuracy of
the numerical predictions. This affects the heat flux values, and the effective location of the
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Fuel rich
region
Injector Bow Shock
(a) Experimental Schlieren.
Fuel rich
region bounds
(b) Numerical Schlieren.
Figure 9.21: HP-HI-LF case. Experimental and numerical Schlieren images.
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Figure 9.22: HP-HI-LF case. Experimental and numerical Schlieren combined.
injector within the vortex. Despite this limitations, the heat flux data shows that the main
characteristics of the flowfield are accurately simulated. Moreover, the good agreement seen
in the Schlieren images supports the ability of the numerical method to reproduce the real
flowfield correctly.
9.4 Summary
The injection on a flat plate case showed the ability of the numerical methodology to accurately
predict the flowfield generated by the injection. The tendency to overpredict the heat flux in
the region unaffected by the injection, due to the excessive turbulence levels in the numerical
High P8 case was also highlighted.
The vortex tests with no injection showed a region of severe mismatch between experimental
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and numerical data. This limitation of the numerical methodology was identified as a tendency
to overpredict turbulent intensity on the flat plate surface in the region adjacent to the fin
shock. The effect of the overprediction near the fin shock affects the numerical data also in the
vortex-injection tests. This effect was found to be less severe as the fin shock is moved away
form the data acquisition region by moving the fin.
In the Low P8 cases, taking into account the limitation of the numerical methodology near
the fin shock, the vortex-injection interaction showed excellent agreement in the heat transfer
profiles in the measurement region. The location of the injection bow shock were very accurately
retrieved, and the heat flux levels were satisfactorily accurate in the regions not adjacent to the
fin shock.
In the High P8 cases, the trends observed in the Low P8 cases are repeated. However, the
accuracy of the numerical data is hindered by the excessive turbulence levels. Despite this
limitation, the qualitative agreement indicates the flowfield is accurately represented in the nu-
merical data. Moreover, experimental and numerical Schlieren images were compared, showing
very good agreement in the location and behaviour of the relevant flow features.
The data presented in this chapter shows the numerical methodology is able to accurately
reproduce the main flow features and flow behaviour for different flow conditions, injector (fin)
locations, and injection pressures. Therefore, this suggests the vortex-injection interaction is
simulated with sufficient accuracy to prove the validity of the results described in Part I.
Moreover, the experimental and numerical data comparison highlighted the limitations of the
SSTk ´ ω turbulence model in the region close to the fin shock causing a swept separation.
Chapter 10
Conclusions
This study investigated and described the interaction between a streamwise vortex and a port-
hole injection fuel plume in conditions representative of scramjet operation. The main focus
was to describe and quantify the effects of the vortex-injection interaction on mixing. In ad-
dition, the effects on heat flux and combustion were also addressed. Numerical simulations
were used as the principal method to analyse the vortex-injection interaction. Experimental
data was gathered to complement the numerical simulations and to provide validation for the
numerical methodology.
10.1 Conclusions
The vortex-injection interaction was studied using numerical simulations and experimental
testing. The main part of the work focuses on analysing the interaction numerically. For this
purpose, vortices were generated using a flat plate and fin geometry. This geometry allows the
generation of vortices with topology and flow features equivalent to those formed in scramjet
engines by shock-viscous interactions. This canonical, simplified geometry, allowed the study
of the effect of the vortex in isolation. The flat plate-fin vortices were compared to vortices
formed in real scramjet geometries to assess their suitability for this study. The topology and
flow features of the vortices were deemed equivalent. In addition, key parameters describing
the vortex, such as vortex intensity, and vortex size were compared. The results showed that
the vortices employed are representative of those found in real scramjet applications.
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In addition, experimental tests were performed to obtain data to validate the numerical method-
ology. Heat flux data and Schlieren images were acquired for a number of flow conditions,
allowing to assess the strengths and weaknesses of the numerical simulations. The comparison
between the experimental, and numerical data showed the main flow features and characteristics
of the interaction are accurately retrieved by the numerical methods.
During the numerical study of the vortex-injection interaction, the fin angle in the fin-flat plate
geometry was varied to generate three different vortex intensities. These ranged from vortex
intensities similar to those appearing in scramjets with low flow non-uniformities, to intensities
above those expected in standard scramjet applications. Additionally, three different injector
locations were used, corresponding to the vortex separation line, the projection of the vortex
core on the flat plate surface, and the centre point between the previous two. Injection was
performed using two different injection momentum ratios. These parameters were combined to
define multiple test cases, which were analysed to describe their effect in the vortex-injection
interaction, focusing on three different phenomena: Effect on mixing, effect on heat flux, and
effect on combustion.
Mixing rate
The effect of the vortex on mixing of a fuel plume injected through an inclined porthole injector
was studied. This interaction was found to considerably increase mixing rate.
The vortex was found to affect the injection ‘near-field’, and ‘far-field’ differently. The near field
flow was dominated by the injection momentum, whereas in the far-field, this momentum was
effectively dissipated. The mixing rate in the near-field was negatively affected by the vortex
interaction. The kidney bean vortices produced by the porthole injection were destroyed by the
interaction with the streamwise vortex, hindering mixing in the region immediately downstream
of the injector. This negative effect became more severe as the injector location approached
the vortex core. Fuel penetration was also affected by the vortex velocity and density fields. In
the Separation and Intermediate injector location cases penetration was increased, whereas in
the Core injection case it was reduced. This was due to the higher pressure in the vortex core
region. Contrary to the near-fiel case, in the far-field mixing rate was significantly improved
by the vortex interaction, highly improving the overall mixing rate. Moreover, mixing rate
improved with increasing vortex intensity. The Intermediate injector location showed the best
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performance in terms of mixing efficiency rate.
To study the vortex-injection interaction in depth, the mixing process was subdivided into its
three fundamental contributors in the RANS simulations: mixing surface, turbulent viscosity,
and species concentration gradient. In this manner, the contribution of the fuel plume shape,
the turbulence field, and the fuel mass fraction gradient were studied individually. The largest
contribution on mixing enhancement was produced by the high turbulence level found within
the vortex. The redistribution of fuel, and convective fluxes in the vortex, produced a notable
increase in the fuel mass fraction gradient. This was the second factor improving mixing rate
near the injector location. The fuel plume shape also played an important role by affecting the
effective surface available for fuel-air mixing. This effect becomes more important as the plume
is convected and its shape is distorted and stretched.
The intermediate injector location resulted in the highest values of penetration, plume dis-
tortion, and turbulence. This grants this injector location the largest mixing enhancement
compared to the case with no vortex interaction. Moreover, the sensitivity of the mixing rate
to injector location was found to increase with increasing vortex intensity. This indicated proper
location of the injector in strong vortex regions is critical for mixing enhancement.
Heat flux
The effect of the vortex-injection interaction on wall heat flux was evaluated. For this purpose,
three different sub-regions in the domain were considered. These were the region immediately
upstream of the injector, the injection downstream region, and the corner region between fin
and flat plate.
The heat flux value just upstream of the injector was found to be affected by three main
factors: effective injector angle, baseline vortex heat flux distribution, and effective injection-
to-freestream momentum flux ratio. The highest heat flux values appeared for the Core injection
cases, increasing with fin angle. The lowest values appear for the Separation injection case, for
which the maximum value decreased with fin angle.
The heat flux downstream of the injector shows two regions of high and low heat flux that are
coincident with the path of the fuel adjacent to the flat plate. Therefore these regions can be
used to track the evolution of the fuel near the flat plate. These zones showed the tendency of
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the fuel adjacent to the flat plate surface to be convected towards the inner side (vortex side)
of the separation line. Therefore, far downstream of the injector, the location of the fuel on the
flat plate surface was independent of the injector location within the vortex.
In the corner region, the maximum heat flux due to the impingement of the injection bow shock
increased with fin angle, injection pressure, and proximity of the injector to the walls. The heat
flux on the flat plate surface was found to be more sensitive to these parameters than the fin
heat flux.
Combustion
The effect of the vortex on combustion was studied using two different freestream conditions.
These were representative of the flow within the inlet, and the combustor entry, of the REST
inlet during ground testing.
The level of combustion achieved was very dependent on the amount of OH formed in the
vicinity of the injection bow shock. Injector location played a major role in this process. The
higher pressure and temperature of the flow impinging the Core injector produced significantly
more OH concentration than the Intermediate and Separation injectors. The production of
OH was also strongly increased in the high injection pressure cases, due to the generation of a
stronger bow shock.
In the condition representative of a REST inlet, no significant combustion was achieved for any
of the configurations investigated. This showed that the use of streamwise vortices to improve
mixing for inlet injection did not cause undesired combustion upstream of the combustor.
For the condition representative of a REST combustor entry flow, robust combustion was only
achieved for the Core injection, high injection pressure case. In the absence of any flow feature
interacting with the fuel plume, other than the vortex, the only source of ignition was the
large pressure and temperature generated at the injection bow shock. Only the case producing
the strongest injection bow shock was able to initiate robust combustion. Nonetheless, the
production of OH was significant in other cases, increasing with proximity of the injector to
the fin shock, and with injection pressure.
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Experimental tests
Experimental heat transfer data and Schlieren images were acquired in the T4 reflected shock
tunnel. The heat flux data was obtained along spanwise lines spanning across the vortex-
injection interaction region. The Schlieren images were obtained with the light path through
the flat plate surface.
The comparison between the experimental and numerical heat flux allowed to assess the ability
of the numerical method to reproduce the flowfield accurately. The heat flux produced by
the flat plate injection was very accurately retrieved. In contrast, the heat flux produced
by the vortex was poorly predicted in the vicinity of the fin shock. This was attributed to
the overprediction of turbulence intensity in this region. Despite this limitation, the accuracy
of the numerical method to predict the vortex-injection interaction heat flux was deemed as
satisfactory.
Although heat flux is dependent on the global flow structure, the heat flux measurements only
provide explicit information on the surface of the flat plate. Information on the global flow
structure was obtained from the Schlieren images. The comparison between experimental and
numerical Schlieren images allowed comparison of the location of the main flow structures.
Despite some limitations due to a low sensitivity in the experimental images, and the diffused
shock regions in the numerical images, the flow features in the numerical data closely matched
the features in the experimental images.
The assessment of the numerical method using the experimental data was satisfactory. This
reinforces the validity of the knowledge generated in the numerical investigation of the vortex-
injection interaction.
10.2 Design considerations
Injector location within the vortex region has relevant effect in mixing rate, penetration, peak
heat flux, and OH formation. The Separation injector location shows the best mixing efficiency
levels just downstream of the injector, and the lowest peak heat flux. However, the Intermediate
injector location shows the highest improvement in the global mixing rate, with little increase
in maximum heat flux, except for the highest fin angle case. In contrast, the Core injector
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shows a comparatively low mixing rate, and the largest peak heat flux values. Nonetheless,
the production of OH is highly increased for this injector location. Therefore, the best injector
location choice is highly dependent on the specific application and its requirements.
Inlet injection
For inlet injection, high mixing rate and absence of combustion are the most relevant require-
ments. Moreover, penetration is also important to allow the fuel to reach the flow at centre of
the combustor.
At inlet flow conditions, no tested configuration produced combustion. Therefore, all configu-
rations are suitable a priori. In terms of mixing, the Intermediate injector placement produced
the highest mixing rates. Moreover, penetration was also improved by the use of this injector
location. Therefore, this configuration is the most adequate to increase the penetration and the
mixing level of the flow reaching the combustor. For this reason, this is the desirable injector
location for the general case.
Combustor injection
For combustor injection, rapid mixing and short combustion delay times are the most important
requirements.
In order to maximize overall mixing rate, the Intermediate injector location showed the best
performance. Moreover, this injector produced relatively low maximum heat flux values for the
vortex intensities expected in real scramjet geometries. This injector location was not able to
rapidly ignite the flow just downstream of the injector. However, most engines rely in some form
of flow interaction with the fuel plume to initiate combustion. Therefore, once combustion is
established, the high mixing rate produced by this injector arrangement, along with the mixing
limited conditions present in the combustor of most scramjet engines, will produce the highest
combustion rates.
In cases where the heat loads are a critical factor, the Separation injector position can be of
interest due to its minimal increase in maximum heat flux with respect to flat plate porthole
injection. Moreover, this injector location has the highest mixing level within the plume in the
injector vicinity. This can improve the effectiveness of ignition techniques such as sparks, or
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laser ignition, which act in the bulk of the fuel plume shortly after injection.
In engines where robust combustion is difficult to achieve, the Core injector location can be
the best option for engine performance. This injector location showed the ability to produce
robust combustion shortly after injection in some specific conditions. Moreover, even in cases
where this is not achieved, the largely increased production of OH can substantially reduce
ignition delay and increase the ability of the combustor flowfield to initiate combustion. The
high production of OH near the injector can also show benefits in cases using flame holder
cavities, increasing the effectiveness of the cavity to ignite the fuel.
10.3 Future work
The suggestions for future work presented below are divided in two categories. The first one
involves improvements to the methodology employed in this work. The second one involves
recommendations for further investigations to complement and improve the present study.
10.3.1 Suggested methodology improvements
Regarding improvements to the work presented in this thesis, the numerical investigation relied
on RANS simulations. These have the advantage of reduced computational requirements com-
pared to higher fidelity techniques such as Large Eddy Simulation (LES), or Detached Eddy
Simulation (DES). However, LES and DES can more accurately reproduce the flow in mixing
layers and separated flows. These regions are very relevant in the vortex-injection interaction.
Moreover, the numerical methodology has shown limitations to accurately predict heat flux
on the flat plate wall near the fin shock, most likely caused by the inability of the turbulence
model to accurately predict the turbulence level in this particular region. Therefore, a number
of higher fidelity simulations could be used to improve simulation accuracy in the most sensitive
regions, such as the mixing region, and the heat flux overestimation region.
The numerical results also show excessive diffusion of the large gradients produced by shock
waves. This was not found to affect the mixing rate during the mesh convergence analysis.
However, this impedes the accurate reproduction of the shock waves in the numerical Schlieren
images. To solve this, the diffusion around shocks can be reduced constructing meshes adapted
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to the location of the injection and fin shocks for each case, using adaptively refined meshes,
or using shock-fitting methods.
The sensitivity, and thus, resolution achieved in the experimental Schlieren images was limited.
This can be addressed by increasing the freestream and injection pressures. The higher pressures
would increase the density gradients, improving the sensitivity of the images. This can be
achieved designing new operating conditions in the T4 reflected shock tunnel, or by modifying
the model to imitate a 2D scramjet inlet, producing a relevant amount of compression upstream
of the injector.
The heat transfer gauges used in the experimental part of this work performed worse than
expected. The manufacture and mounting of the gauges should be revised in order to improve
the confidence interval of the measurements. Ideally this would include an ‘in situ’ calibration.
Moreover, a higher gauge density should be used to allow averaging the data across a number
of gauges and improve the confidence interval. However, a substantial increase in gauge density
requires the use of a fixed/permanent mounting of the gauges, rather than the removable and
interchangeable mounting method implemented in the model used in this work. This greatly
reduces the ability to replace gauges that fail during experiment.
10.3.2 Suggested complementary studies
The parametric study in Part I analysed the effect of varying fin angle, injector location,
and injection momentum. The parametric space covered a wide range, allowing to derive
recommendations applicable to the general scramjet fuelling case. Nonetheless, there is room
to extend the study by increasing the number of points for each parameter, especially testing
several injector locations, and injection pressures.
Moreover, several new parameter can be included to extend this study and generalize the
conclusions:
• Injector:
– Axial location of the injector.
– Injector angle in the streamwise direction.
– Injector angle in the spanwise direction.
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– Injector size.
– Injector shape.
– Injector placed on the fin wall.
– Combination of injectors.
• Fin:
– Fin bluntness.
– Fin sweep angle (Angle between the flat plate and the fin.)
– Fin-Flat plate corner curvature radius.
• Flat Plate:
– Flat plate length upstream of the fin leading edge.
– Bluntness of the flat plate leading edge.
• Other:
– Fuel composition (Hydrocarbons).
– Flat plate compression angle (inclination towards the flow).
– Freestream conditions.
Experimental visualization of the vortex-injection interaction could be highly improved using
planar imaging of the plume region. Techniques such as Planar Laser Induced Fluorescence
(PLIF) could be used by seeding the injected flow with NO. These techniques extract infor-
mation from a plane, contrary to Schlieren images, which integrate the whole flowfield in the
direction of the light beam. Therefore, planar images contain much more localized and explicit
information of the local flow structure. Optical access for PLIF is hindered by the presence
of the fin. However, PLIF images can be obtained through careful design of the laser plane
position and angle.
The study of the heat flux downstream of the injector showed the path of the fuel plume over
the flat plate can be inferred from heat flux measurements. A prohibitively large amount of
heat transfer gauges would be required to track the fuel. However, the use of temperature
sensitive paint on the flat plate can produce valuable information about the fuel plume path.
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This work studied the effect of a single isolated vortex on mixing, using a simplified geometry.
The natural next step building from the knowledge gathered on the vortex-injection interaction,
is to extend this study using real scramjet geometries. Such study can confirm the effects
described in this thesis, as well as incorporate the effects of other flow features present in
scramjet flows.
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Appendix A
Wing tip and Corner Vortices
A.1 Numerical Assessment of Wing-Tip and Corner Vor-
tices
In this section the general flowfield within the vortex region generated by wing-tips and com-
pression corners are compared. The reasons to select the corner geometry for vortex formation
already inferred from the literature are reinforced by this numerical investigation.
A.1.1 Wing-Tip Vortices
The wing geometry selected for this study was extracted from the work by Smart et al.[112].
It consist of a rectangular wing with a diamond shaped cross section of 8˝ half angle. The
chord is 50mm and the span used in the experiments is 163mm. The Mach number for the
experimental tests is 2.49[112] and the angle of attack 10.4˝. These values are used for the
numerical simulations.
Figure A.1 shows contours of velocity and pressure downstream of the wing. In addition, the
generated vortex is depicted by a line following the vortex core, and a set of rings, indicating
the size of the vortex for different axial locations. A severe reduction of both Mach number
and pressure can be observed in the vortex core region. This is clear in Figure A.2, where the
values of streamwise Mach number pMstreamwiseq and P are extracted along lines in a plane
normal to the axial direction 113 mm downstream of the wing trailing edge, at different angles
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from the horizontal.
(a) Streamwise Velocity. (b) Pressure.
Figure A.1: Contours of axial velocity and pressure downstream of the diamond wing.
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Figure A.2: Plots of Mstreamwise and P along lines at different horizontal angles.
A.1.2 Corner Vortices
The corner geometry consisting of a flat plate with a fin at 5˝ deflection angle is used for this
investigation. A Mach 10 velocity is used. Figure A.3 shows contours of velocity and pressure
in the corner region. In this case, contrary to what was observed for the wing-tip vortices, there
is no drop in pressure in the core regions. Instead, the core region is located in an area of high
spanwise pressure and velocity gradients.
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(a) Streamwise Velocity. (b) Pressure.
Figure A.3: Contours of axial velocity and pressure in the corner.
A.1.3 REST Inlet Vortices
The appropriate geometry for simulating vortices relevant to real scramjet operation needs to
present similar flow characteristics. Thus, comparison with a real scramjet operating at realistic
conditions is required. As a benchmark case, the flow simulated numerically by Barth[8] of a
Mach 12 REST engine inlet flying at the conditions summarized in Table 2.1 is used. Figure A.4
shows a slice containing contours of pressure. Moreover, the region of the vortex is indicated
by the quasy-circular lines near the corner of the inlet geometry. These lines represent Qfactor
contours, indicating the location of the core and the edge of the vortex. It can be observed that
no drop in pressure is visible in the core of the vortex. The pressure field is very similar to the
field generated by the corner geometry, as expected.
Figure A.4: Pressure contours in the inlet region of a REST engine.
This preliminary investigation of the flowfield generated by the two most promising candidate
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geometries for vortex generation for the study of the vortex-injection interaction allows confident
selection of the flat plate plus fin corner geometry for vortex generation.
Appendix B
Vortex Tracking Algorithm
This chapter includes part of published work entitled ‘Vortex Tracking Algorithm for Hypersonic
Flow in Scramjets’ [67].
B.1 Vortex extraction
Vortices are a key element in the present study. For this reason, an algorithm for automatic
extraction of these flow features from CFD calculations was implemented. The methodology
to obtain the vortex core and to track it is inspired in the work by Banks and Singer [5, 108].
The method used by these authors extracts the skeleton of the vortex core from the flow. In
order to do so, Banks and Singer implemented a method to scan in planes perpendicular to
the streamwise direction. The skeleton is grown step by step starting from several seeding
points. To find these seeding points, a threshold of vorticity and pressure is used. The method
advances from point to point tracing the skeleton. From one point to the next, the displacement
of the core is approximated by advancing in the direction of the vorticity vector. The point
selected to be part of the skeleton is corrected searching for the pressure minimum around the
predicted point. This method described by Banks and Singer [5, 108] works specifically for
vortices present in turbulent boundary layers. The work presented in this work uses a different
approach focused on macroscopic vortices. However, the idea of tracking and reconstructing
vortices along its path is inspired by their work.
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Implementation
Vortex detection is performed plane by plane. One of the Galilean invariant methods described
in Section 2.6.2 is used to calculate a scalar field defining the vortex regions. This scalar field is
then interrogated to extract the vortex core location. The algorithm aligns the planes with the
displacement of the vortex in the streamwise direction. This process is performed in subsequent
planes of the CFD domain until the vortex has been tracked in its entire length, as sketched
on Fig. B.1.
Detection
Step
ping
Vortex
Figure B.1: Sketch of detection and stepping in vortex tracker algorithm.
The process starts form an arbitrarily defined plane. In this plane, the flowfield variables are
extracted to calculate the velocity tensor. Based on the selected Galilean invariant method,
the velocity tensor is used to calculate a scalar field indicating the zones where vortical flow
structures exist. The user selects the region of interest to be tracked. Fig. B.2 shows the typical
value distribution for three Galilean invariant quantities within the vortex.
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Figure B.2: Contours of Critical Points, λ2 and Q factor in the corner vortex of the αfin “
10˝ case.
The user-selected point is defined as the prospective vortex core. Then the algorithm starts
searching around the desired location to identify the vortex core centre and the vortex core
edge. The core centre is defined as the maxima of the criterion value within the selected region,
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resulting in Ccore. The core edge is either defined using the criterion definition or as a fraction
of the core centre value. In the later case, only points exceeding a threshold ratio, R e{c defined
as
R e{c “ Cedge
Ccore
, (B.1)
where Cedge is the criterion value at the core edge, are selected as appertaining to the vortex
core.
In order to track a single vortex, the maxima (core centre) is only searched within the vortex
region defined by the core edge. The fact that the value defining the edge Cedge is linked to the
value in the core Ccore by equation B.1 necessitates the evaluation of both the centre and edge
properties simultaneously.
For this, the algorithm starts by evaluating a small area around the prospective vortex centre.
This inquiring area is updated step by step, until a closed vortex edge is found. During each
step, if the new evaluated area contains a point with a higher maximum value, the prospective
vortex core location is updated. Moreover, the threshold value for the edge detection Cedge
is updated accordingly. If a closed vortex edge is found, the detection of the vortex in the
current slice is completed. Otherwise, this step is repeated inquiring over a larger area around
the prospective point. This process is exemplified on Figure B.3, where the searching area is
increased until the vortex edge is fully contained. This simple example maintains the vortex
core location constant. However, if a point with higher Ccore value is found, the prospective
core centre is updated as previously stated.
Δstp
Δstp
Edge point
Prospective point
Vortex Edge
Δstp
Δstp
Edge point
Prospective point
Vortex Edge
Δstp
Δstp
Edge point
Prospective point
Vortex Edge
(Step 1) (Step 2) (Step 3)
Figure B.3: Visualization of the edge and core detection process, from Llobet et al. [67].
Once the core and the edge are defined in the current slice, the values in the core are used to
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calculate the direction in which to step to obtain the next slice. Depending on the method
selected, this can be done by using the local velocity vector in the core, the eigenvector of the
critical points calculation, the vorticity vector, etc. The most robust methods for stepping have
been found to be the velocity together with the Q factor and Critical Points criteria, or the
eigenvector with the Critical Points criteria.
This process is repeated until the whole domain has been swept or the end of the vortex is
reached. Fig. B.4 presents a flow chart describing this process.
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Figure B.4: Vortex tracking algorithm flow chart.
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Appendix C
Numerical Heat Transfer to Inform
Required Number of Gauges
Heat transfer gauges are used during the experimental tests of the vortex-injection interaction
to obtain quantitative data for the validation of numerical results. Prior to the experimental
campaign, a numerical study on the appropriate number/density of heat transfer gauges was
performed. This chapter describes this in detail.
This chapter includes part of the published work entitled ‘Effect of vortex-injection interaction
on wall heat transfer in a flat plate and fin corner geometry’ [69].
C.1 Accurately retrieving heat transfer profiles
Obtaining heat flux experimental data on the vortex-injection interaction process serves to
validate the results obtained in the computational investigation. Moreover, the ability to obtain
the location of the fuel on the wall surface experimentally also provides valuable data for
validation of previous works focused on mixing and fuel distribution [68].
The viability of using heat transfer measurements for tracking the fuel over the flat plate in
an experimental model is investigated using CFD. For experimental testing, a series of heat
transfer gauges will be placed at lines of constant Xi as depicted in Fig. C.1a, to obtain results
equivalent to those shown in Fig. 6.7c in chapter 6. The study case in this section is the S.i.
case presented above.
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In experimental tests, the number of heat transfer gauges and the distance between them is
limited. Thus, careful selection of the placement of the gauges is required to accurately retrieve
the location of local maximum and minimum of Qw. To study the effect of gauge density on
the ability to reconstruct the heat transfer profile, Qw values from CFD have been extracted
over the surface of a thin film gauge surface p2 mmˆ 0.3 mmq simulating a set of gauges located
at lines of constant Xi. The gauges are oriented parallel to the axial direction, which provides
better spatial resolution in the spanwise direction. The number of extraction points (gauges)
is varied between 5 to 30 per line (80 to 480 gauges per meter approximately). The separation
between extraction points is constant, and the distance from the first gauge to the fin pY0q is
the same for all lines.
For each measurement, the value at each gauge is used to fit a curve using a shape-preserving
piecewise cubic interpolation. The fitted curve is analysed to obtain the locations of the relevant
local max and min values of Qw.
To account for experimental uncertainty, a perturbation with a normal random distribution
is applied to each gauge measurement. The perturbation is modelled assuming a mean value
equal to the CFD value, and a sigma equivalent to a 10% uncertainty for a 95% confidence
level. To simulate an acquisition of 100 samples, individual random perturbations are applied,
resulting in 100 different curve fits. Each curve is analysed to obtain the location of the local
maximum and minimum Qw values. These values are then averaged and its standard deviation
calculated in order to obtain the confidence range.
In addition to the measurement uncertainty, the flow conditions in the experimental facility also
carry uncertainty. This can slightly modify the shock angles and alter the vortex and plume
locations. Thus, the relative location of the gauges with respect to the plume is unknown a
priori. The relative location of the gauges and the Qw local maximum and minimum can affect
the accuracy of the curve fitting. In order to take into account the sensitivity of the fitted data
to the plume-gauges relative location, a number of extractions pNq are performed modifying
the spanwise location of the gauge set. The distance between gauges p∆gq is maintained in
each of the extractions, but the distance between the first gauge and the fin wall is altered.
The offset value is calculated as
∆g
N ´ 1 in order to sweep the distance between gauges. This
process is depicted in Fig. C.1b, where Y0 is the Y coordinate for the first gauge and Xi is the
axial coordinate from the fin leading edge of the line of gauges. N “ 10 is used in this study.
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Figure C.1: Gauges distribution.
The following figures summarize the results. Fig. C.2 shows the reconstructed location of the
local maxima and minima, as function of the gauges density (gauges/m). For each gauge
density, the location and confidence range is calculated by averaging the values obtained for
all the different Y0 offsets. Dashed lines represent the target values, obtained from the CFD
calculation. The error of the reconstructed locations is plotted in Fig. C.3. Different trends in
the error are shown for the location of the maximum and minimum. The line at Xi “ 0.01 m
shows better accuracy for the location of localQw maximum than the lines situated downstream.
However, the opposite occurs for the local Qw minimum location. As observed in Fig. 6.7c, the
local maximum for Xi “ 0.01 m is located in a relatively high and wide peak. On the contrary,
the local minimum for the Xi “ 0.01 m line is located in a relatively narrow valley, requiring
higher gauge density to reach accurate retrieval of its exact location. For lines located at higher
values of Xi than 0.05 m, the accurate calculation of the maximum and minimum location is
not possible. The effect of the plume on the Qw weakens with distance from the injector, and
the error introduced to simulate measurement uncertainty is too large compared with the size
of the peaks and valleys. This trend is visible in Fig. C.2, where the 95% confidence range for
the Xi “ 0.01 m and Xi “ 0.03 m reaches a negligible value above 300 gauges/m, whereas the
Xi “ 0.05 m line shows a relatively large uncertainty range for all gauge densities investigated.
The highest error of the tests with different Y0 offsets are plotted in Fig. C.4. This figure shows
similar trend to the average error.
It should be noted that the confidence region plotted as shaded areas in the figures above is
obtained from the Monte Carlo study simulating the uncertainty in the heat flux measurements.
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Figure C.2: Averaged position of the Q value local maximum and minimum including 95%
confidence range.
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Figure C.3: Error of the averaged position of the Q value local maximum and minimum.
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Figure C.4: Maximum error for the position of the Q value local maximum and minimum.
Thus, these do not take into account the error related to the fitting of the curves.
Appendix D
Experimental Uncertainties
This chapter presents a detailed analysis of the uncertainty in the nozzle exit and fuelling
conditions.
D.1 Nozzle exit flow conditions
This analysis was performed following the methodology employed by Mee [75] and also used by
Chan [21].
For a derived quantity F such that F “ fpψ1, ..., ψi, ...ψnq, the relative uncertainty pXF q can
be defined as in Eq. D.1:
XF “ δF
F
“
c
nř
i“1
pδF q2i
F
“
d
nÿ
i“1
pXF q2i (D.1)
If we assume the individual measured quantities are independent and normally distributed, we
can express pXF qi as:
pXF qi “
ˆ BXF
BXψi
˙
δψi
ψi
(D.2)
Knowing the measured values and its uncertainties, the only terms to be calculated are the
relative sensitivities
´
BXF
BXψi
¯
. These terms can be obtained by perturbing each of the nominal
measurements to the upper
`
ψ`i
˘
and lower
`
ψ`i
˘
values, and calculating the new derived values
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as per Eq D.3.
BXF
BXψi
“
F
ψ`
i
´F
ψ´
i
Fψi
ψ`i ´ψ´i
ψi
(D.3)
For the nozzle flow calculation using NENZFr, four measured values are required: shock tube
fill pressure pPST q, Shock tube shock speed pVSq, Shock tube temperature pTST q, and nozzle
supply pressure pPeq. The shock tube pressure is measured with a gauge pressure sensor with
a stated accuracy of ˘0.5%. Moreover a reading error of ˘1 kPa is assumed, as well as an
uncertainty in the ambient pressure of ˘2 kPa. Using the root sum square method this is
equivalent to a 0.88 %, and 1.2 % error for the ‘High P’ and ‘Low P’ conditions respectively.
The value of temperature is not directly measured, and an uncertainty of ˘2 % is assumed.
The shock speed uncertainty has been thoroughly studied by Mee [75], and it has been shown
to be approximately ˘5 %. The nozzle supply pressure was calculated by Doherty [27], and
shown to be approximately ˘3.6 %. With these uncertainties for the measured values, the
relative sensitivities for each of the relevant nozzle exit quantities has been calculated. These
are tabulated in Table D.1
D.2 Fuelling conditions
The plenum pressure is directly measured using a kulite pressure transducer. The kulite mea-
surements are assumed to be accurate with respect to its calibration. To calibrate the plenum
kulite, a gauge with a reading accuracy of ˘6 kPa was used. In addition, a potential error in
the gauge of ˘2 kPa is assumed. This amounts to a relatively low measurement error. However,
even if the plenum pressure can be considered constant during the test time, a slight error in
the timing can induce a non-negligible deviation with respect to the nominal pressure. This is
due to the oscillations in plenum pressure that can be observed in Fig. 8.12. A maximum error
of ˘40 kPa, and ˘10 kPa for the high and low injection pressures respectively is considered.
The combined values of uncertainty calculated using the root sum square method are shown in
Table D.2.
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Table D.1: Relative sensitivities of the nozzle exit variables with respect to measured quantities.
BXF
BXψi
Quantity Condition
F ψ ‘High P’ ‘Low P’
P0 Pe 0.895 0.88
PST 0.11 0.116
VS ´0.601 ´0.608
TST ´0.150 ´0.169
P8 Pe 1.278 1.376
PST ´0.021 ´0.006
VS 0.115 0.034
TST 0.027 0.010
T8 Pe 0.338 0.374
PST ´0.265 ´0.267
VS 1.47 1.391
TST 0.366 0.389
ρ8 Pe 0.94 1.001
PST 0.243 0.260
VS ´1.36 ´1.359
TST ´0.34 ´0.379
U8 Pe 0.104 0.108
PST 0.107 ´0.113
VS 0.600 0.589
TST 0.15 0.165
M8 Pe ´0.064 ´0.077
PST 0.024 0.020
VS ´0.129 0.106
TST ´0.032 ´0.029
H0 Pe 0.256 0.267
PST ´0.257 ´0.268
VS 1.431 1.397
TST 0.357 0.391
Table D.2: Nominal Injection Pressures.
Nominal [kPa] Measurement Uncert. Timing Uncert. Total Uncertainty
High Inj. P 1300 0.49 % 3.07 % ˘3.1 %
Low Inj. P 430 1.47 % 2.3 % ˘2.8 %
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D.3 Thin-film heat transfer gauges
The manufacturing, calibration, and uncertainty analysis of the thin-film gauges used in this
study is thoroughly described in the doctoral thesis of Wise [123]. In his uncertainty analysis
the effect of the nickel thin film thermal inertia is deemed negligible, not adding any significant
uncertainty to the measurements due to its extremely low value.
The presence of the SiO2 layer is assumed to produce an uncertainty of ˘5 %. The effect of
the quartz substrate rise in temperature for the case of a flat plate can be considered below
˘1.5 %. The errors during the calibration of the thin-film gauges result in an uncertainty of
˘2.5 %, while the uncertainty due to voltage measurement errors amount to ˘0.5 % [123].
Using the root sum square method, the total uncertainty is estimated at ˘5.8 %.
When calculating the Stanton number, the total uncertainty is also affected by the freestream
flow conditions uncertainty. Stanton number is calculated using Eq. D.4
St “ Qw
ρ8u8 ph0 ´ hwq (D.4)
Adding the uncertainties in the calculation of ρ8, u8, and h0 the uncertainty for both freestream
conditions is approximately ˘12.4 %
Appendix E
Numerical Schlieren Assessment
This chapter describes the tests performed on the Numerical Schlieren code, described in sec-
tion 8.5, to assess its adequacy.
E.1 Test flowfields
Three different artificially generated flowfields are used to test the Numerical Schlieren code.
These were constructed over the same mesh used for the αfin “ 10˝, S.I. cases. The density of
all species is set to zero, except the N2 density, which is described by equations E.1 to E.3:
Case 1: ρ “
$&% 0.01 for x ď 0.1 m0.05 for x ą 0.1 m (E.1)
Case 2: ρ “ min p10,max p0.01, tan p20 px` yqqqq (E.2)
Case 3: ρ “ min p10,max p0.01, tan p100x ¨ yqqq (E.3)
Case 1 produces a step in density at X “ 100 mm. The resultant field can be observed in
Fig. E.1a. Case 2 and 3 use a tangential evolution of the density limited between an upper
limit of 10.0, and 50.0 respectively, and a lower limit of 0.01 for both cases. The density
distribution in these cases is depicted in Fig. E.2, which shows the tangential function, and
the limited tangential function used in Case 3. Case 2 creates oblique lines using y ` x in the
tangent function, as can be observed in Fig. E.1b. Case 3 generates curved regions using y ¨ x
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in the tangent function, as can be observed in Fig. E.1c.
(a) Case 1. Density step. (b) Case 2. Oblique tangential
distribution of density.
(c) Case 3. Curved tangential
distribution of density.
Figure E.1: Density contours in the artificially generated test flowfield. Boxes represent
areas used in this test.
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Figure E.2: Tangent and limited tangent function.
The numerical Schlieren calculation algorithm was run on the areas highlighted in Fig. E.1.
The results obtained are presented in Fig. E.3. The knife was set to 0.5, whereas the parameter
defining the distance between the test area and the knife was varied to maximize the contrast
in the images.
Case 1 represents a situation akin to the steep rise in density across a shock wave. In this case,
the numerical Schlieren returns a thin line of high light intensity. This line is one cell thick. In
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(a) Case 1. (b) Case 2.
(c) Case 3.
Figure E.3: Numerical Schlieren images obtained from test cases 1 to 3.
Fig. E.3a the slightly serrated profile is carried from the original density data, produced by the
misalignment of the cells with the density step.
Cases 2 and 3 present a more demanding flowfield, as they contain an asymptote with large
positive and negative values of density gradient on each side. Nonetheless, the code satisfactorily
produces the expected high and low light intensity regions on each side of the lines. Moreover,
the side of Case 2 shows the sensitivity of the Schlieren image to cell size. The left hand side
line is located in a region far from the injector, where the cell size is larger, producing thicker
lines with a visibly serrated profile. The right hand side line is located in a region adjacent to
the injector, where the mesh is finer, producing two slim and well defined lines.
Fig. E.3b also shows the dependency of the maximum density gradient with cell size. The
density gradient can be obtained with Eq.E.4
dρ
dn
“ ρ1 ´ ρ2
∆Cell
(E.4)
For this reason, the light intensity in the lines within the region of coarse mesh is lower than
the light intensity in the lines within the fine mesh region.
Despite this limitation, these tests support the validity and adequacy of this methodology to
extract Schlieren images from the numerical data.
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Appendix F
T4 Shot Summary
In this appendix, the shots performed during the experimental campaign in the T4 shock
tunnel are summarized. The relevant data is presented in Table F.1. This table is subdivided
if four main section. The first section, ‘Facility Operation’ refers to the filling pressures and
diaphragm thickness used for each shot. The second section, ‘Nozzle supply’, lists the nozzle
supply condition during the test time. The stagnation pressure is measured, whereas the
total temperature and enthalpy are calculated. The third section, ‘Nozzle Exit’, refers to the
calculated nozzle exit conditions. These are calculated using NENZFr (refer to Section 8). The
last section lists the model configuration for each shot.
The label ‘Campaign Shot #’ indicates the correspondence of the different shots to the data
in Table 8.4. Some of these shots were performed in order to fine tune the filling pressures
in the facility (Test). Others were discarded due to problems in the acquisition of the heat
transfer data or Schlieren images (Discarded). Note some numbers are repeated, as some test
were performed for both configurations, ‘Gauges’ and ‘Schlieren’.
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