Abstract -Multiband-OFDM (MB-OFDM) is one of the promising candidates for UWB-based alternative PHY layer for WPAN. However, the coverage radius of MB-OFDM UWB system is very short, and single-hop transmission may not be adequate for very high-data-rate WPAN. Therefore, multi-hop ad hoc WPAN is considered to extend the UWB radio coverage. Since IEEE 802.15.3 MAC layer is designed for peer-to-peer communication, the following question arises: can the Qualityof-Service parameters still be preserved in multi-hop scenarios? In our study, thorough investigations using simulation are conducted by avoiding as many assumptions as possible, and the performances are evaluated to answer this question. It can be observed that 802.15.3 TDMA MAC layer functions well in the context of multihop network with on-demand rate-based scheduling scheme and the proper routing protocol. Multihop WPAN based on OFDM UWB physical layer could be a viable approach to extend the network coverage for very high data rate multimedia traffic.
I. INTRODUCTION
Recent advances in computer electronics have created a great need for wireless communications at very high data rate over short distances. The high-rate Wireless Personal Area Network (WPAN), which enables short-range ad hoc connectivity among consumer electronics and communications devices, has attracted significant interest both in academic and industrial areas since 2000. The approval by FCC in 2002 for Ultra-Wide-Band (UWB) on an unlicensed band in the 3.1-10. 6 GHz has led to considerable interest in exploiting very high-rate WPAN (up to 480 Mbps) based on UWB physical layer.
For UWB WPAN system, the coverage radius is very limited, usually less than 10 meters for the transmission rates higher than 110 Mbps. For 480 Mbps, the coverage radius is even less than 4 meters. Therefore, it is not nearly enough to cover a relatively wide area for single-hop WPAN. The multi-hop network is then considered for larger network coverage. The advantage of a multi-hop network is obvious since it can extend the network coverage without increasing transmitting power or receiver sensitivity.
When the UWB network is changed from one-hop to multi-hop, can the Quality of Service (QoS) requirements still be preserved for multimedia traffic? The capability of 802.15.3 MAC to serve multi-hop networks requires thorough investigation.
The similar work has been done in multihop ad hoc WLANs in recent years. The IEEE 802.11 MAC protocol is the standard for wireless LANs. It is widely used in testbeds and simulations for wireless multihop ad hoc networks. However, this protocol was not designed for multihop networks. Although it can support some ad hoc network architecture, it is not intended to support the wireless mobile ad hoc network, in which multihop connectivity is one of the most prominent features [2] . In [1] , system performance measures, such as delay and packet failure rate, are evaluated through simulations for multihop ad hoc WLANs. An important observation in [1] is that apart from the maximum delay, which was constrained by the TTL (i.e., chosen to fulfill the delay requirement of a variety of time-sensitive applications), the results of other performance measurements do not seem promising for real-time applications.
Similar to the IEEE 802.11 WLAN MAC layer, the IEEE 802.15.3 TDMA MAC layer is designed for centralized peerto-peer communications. To date not much work has been done in multihop UWB-based WPAN since the WPAN system is still not mature enough and the OFDM physical layer proposal has not yet been standardized. The motivation for the work herein is to compensate for the fact that all the past research efforts have adopted too many restrictive assumptions [1] , such as an error-free channel and perfect physical layer etc. We have developed a thorough simulation environment spanning both MAC and physical layers that corresponds to both the standard and the UWB OFDM proposal. Aiming at high data rate applications, our goal is to evaluate the performance measures of the system, such as end-to-end delay and packet failure rate, by avoiding as many confining assumptions as possible.
II. UWB OFDM PHYSICAL LAYER
Multi-band OFDM (MB-OFDM) is one of the promising candidates for alternative PHY layer of WPAN. It combines Orthogonal Frequency Division Multiplexing (OFDM) with the multi-band approach enabling UWB transmission to inherit the strengths of the OFDM technique which has already been proven for wireless communications (ADSL, DVB, 802.11a, 802.16.a, etc) [3] .
Multi-band OFDM is a transmission technique where available spectrum is divided into multiple bands. Information is transmitted on each band using OFDM modulation. The available spectrum (3.1-10.6 GHz) is divided into 13 bands of 528 MHz each. Channelization in MB-OFDM is achieved by using different time-frequency codes, each of which is a repetition of an ordered group of channel indexes [4] .
The OFDM UWB system provides a wireless PAN with data payload communication capabilities of 53.3, 80, 110, 160, 200, 320, 400, and 480 Mbps. The support of transmitting and receiving at data rates of 53.3, 110, and 200 Mbps is mandatory. The proposed UWB system employs orthogonal frequency division multiplexing (OFDM) using a total of 122 modulated and pilot subcarriers out of a total of 128 subcarriers. Forward error correction coding (convolutional coding) is used with coding rates of 1/3, 11/32, 1/2, 5/8, and 3/4. The data rate-dependent modulation parameters are listed in Table 1 from [5] .
A realistic UWB channel is simulated in our study by using free space, shadowing, and Rayleigh fading channel model at the same time. The corresponding channel BERs are extracted from the BER vs. SNR curves for 20 dB cutoff threshold level for CM1 in [6] . From [6] , it can be observed that the BER performances for the four environments CM1-CM4 are very similar for the specified data rate. Therefore, using BER-SNR curves for CM1 will not affect the system performance that much. As shown in [5] , the transmission radii to achieve 8% packet error rate for 200 and 480 Mbps are about 7.4m and 3.2m, respectively. The IEEE 802.15.3 standard has been defined for highrate WPANs using 2.4 GHz radio transmissions. Multimedia QoS is supported through the use of TDMA superframe architecture [4] . In our study, we only consider the mandatory access scheme based on TDMA. The algorithm used to allocate the channel time and assign time slots is outside of the scope of the Standard. The TDMA scheduling algorithm is left to the designers.
Scheduling problem plays an important role in TDMA system design, and it affects a lot of network performance metrics such as bandwidth efficiency, throughput, delay, and fairness etc. The main task in designing a TDMA schedule is to allocate time slots depending on the topology and the node packet generation rates [4] .
To allocate each node with a fixed time slot is the easiest conceivable method. We will use this topology-based equalweighted algorithm first in our simulations. The slot number per frame is taken to be the total number of nodes.
On-demand scheduling scheme is employed then. This is a rate-based scheduling algorithm. When a node has packets to send, a greedy search for the unused time slots will be performed. If there are unused time slots found to be available during a frame, one will be selected randomly and assigned to the requesting node. When all the time slots are used up, the requesting node cannot have any time slots assigned, and then the packets will be dropped [7] . The slot number per frame is fixed during one simulation. However, the slot number per frame is different for different scenarios.
The size of a time slot is equal to the transmission duration of one packet for the specified data rate, and the global synchronization scheme is employed in our simulations.
IV. SYSTEM DESCRIPTION
The network simulation models were built using Qualnet, a C-language based discrete event network simulator. A number of n nodes with limited buffer size are uniformly distributed inside a rectangular area, laid diagonally between (x min , y min ) and (x max , y max ). In our simulations, n is fixed to be 20. For home networking, 20 nodes are enough to realize a realistic wireless personal area network. Each node is assumed to be stationary, homogeneous, and have multiple connections to the same destination. Nodes are selected randomly for generating traffic, while all nodes might serve as forwarding and final destination nodes at any time during the simulation. Each active node is pre-assigned a node as its final destination that remains unchanged throughout the course of simulation. This is not considered a simplifying or restrictive assumption since all the nodes are randomly located and uniform over the network area [1] . The active link number, which is the number of source-destination pairs, and the packet generation rate per link, serve as the system's traffic volume indicator. Packet generation at the application layer follows a Poisson process. The mean packet generation rate for each active link ranges from 128kbps to 6 Mbps, which reflects the throughput requirements for typical realtime VBR applications.
One of the important challenges in the design of multihop ad hoc networks is the development of routing protocols that can efficiently find routes between two communication nodes. Dozens of routing protocols for MANET have been proposed, for example, DSDV, DSR, and AODV etc. However, almost all of the existing protocols are designed under the assumption of the UDG (Unit Disk Graph) communication model, in which signal strength fluctuations due to a realistic channel are not considered [7] . Without modification, they cannot work well with a realistic physical layer. In [7] , a position-based routing protocol with greedy forwarding scheme is proposed for multihop WPANs based on a realistic OFDM UWB physical layer. The simulation results show that this position-based greedy routing scheme with carefully selected transmission radius R works well for multihop WPANs based on OFDM UWB physical layer. This position-based routing scheme with R = 6.9m for 200 Mbps and R = 2.95m for 480 Mbps is employed in our study.
End-to-end delay and packet failure rate (PFR) are two major performance indicators. The delay includes the time duration from the moment of packet generation until its accurate reception. In our simulations, the delay includes the transmission delay, propagation delay, and the queueing delay, etc. Generally, the propagation delay is fixed and negligible compared with the transmission delay and queueing delay. The transmission delay is related to the packet length and transmission rate, and the queueing delay is related to the size of network buffer. Packet failure rate is the ratio of the number of packets dropped to the total number of generated packets throughout the duration of simulation. The packet losses are incurred due to the following reasons: channel error, collisions and buffer overflow.
Since the transmission radius is very short, whether the frequency reuse scheme (such as S-TDMA) will work well in these scenarios requires further investigation. When frequency reuse is not considered, the capacity of multihop networks is greatly affected by the average hop count h. Theoretically, if network capacity based on peer-to-peer communications is C, the capacity of multihop networks will be roughly C multi = C/h, assuming that the network bandwidth used for routing messages is negligible, and the perfect scheduling is implemented. If the average packet generation rate is 6 Mbps, the maximum active link number can be supported is L max = C multi /6. When the active link number L is over L max , a lot of packets will be dropped due to the network saturation [7] .
V. SIMULATION RESULTS
The transmission systems for 200 Mbps, and 480 Mbps are simulated in our study since they are representatives of the highest mandatory rate and the highest optional rate, respectively. The parameters used in the simulations are listed in Table 2 .
The network geographic dimension is set to be 20m × 20m for 200 Mbps, and 9m × 9m for 480 Mbps transmissions, which corresponds to the different coverage radii (6.9m and 2.95m to achieve a PER of 5%, respectively). The area is limited such that the majority of source-todestination transmission can take place with the number of hops less than the limit of 4, and the node density is sufficient for the position-based greedy routing scheme to work well.
For 200 Mbps transmission, the achievable throughput for peer-to-peer transmission is about 120 Mbps [5] . As know from [7] , for R = 6.9m, the average hop count h is 3.1. The network capacity C multi will be around 120/3.1 ≅ 38 Mbps theoretically, which means that the maximum 38/6 = 6 links can be supported for packet generation rate (PGR) = 6Mbps per link, and the maximum 38/3 = 12 links can be supported for PGR = 3Mbps per link. For 480 Mbps transmission, the achievable throughput for peer-to-peer transmission is about 180 Mbps [5] . As known from [7] , for R = 2.95m, the average hop count is 3.6. The network capacity C multi will be around 180/3.6 = 50 Mbps theoretically, which means that the maximum 50/6 = 8 links can be supported for PGR = 6Mbps per link, and the maximum 50/3 = 16 links can be supported for PGR = 3Mbps per link.
The equal-weighted topology-based scheduling scheme is first employed. The packet generate rates are taken to be 128kbps, 3Mbps and 6Mbps. Figure 1 and 2 show the performance measures with packet generate rate (PGR) as a parameter using equal-weighted scheduling scheme for 200 and 480 Mbps transmissions, respectively. For equalweighted scheduling, each node has the same bandwidth share no matter whether it has packet to send or not or how many packets it needs to send. For the total node number of 20, each node can have 120/20 = 6 Mbps and 180/20 = 9 Mbps network bandwidth available for 200 and 480 Mbps transmissions, respectively. If the PGR per link is 6Mbps, only 1 or 1.5 traffic stream can be supported by one node in either case. So, if a node is a sending node for one traffic stream and a forwarding node for another traffic stream, there will be collisions, and the packets will be dropped. This situation happens very often, and sometimes there are several traffic streams need to be transmitted by one node at the same time. Only when the number of active links is very small, the system may work well. The simulation results show that the performance measures are acceptable only when there are no more than 2 active links for PGR = 6Mbps for both 200 and 480 Mbps transmissions. When the active links L are over 2, both PFR and average delay will increase dramatically. Similarly, if the PGR per link is 3 Mbps, only 2 or 3 traffic streams can be transmitted from one node at the same time in either case. It is better than the situation for PGR = 6Mbps, but it is still not enough. It can be observed that the maximum 4 active links can be supported. When L > 4, both PFR and delay increase dramatically. The maximum numbers of active links are less than the theoretically calculated number before in either case. The scheduling efficiency is low, and the bandwidths are wasted. For PGR = 128kbps, there are over 50 traffic streams could be supported by one node at the same time in either case. It can be observed that both the PFR (<8%) and delay (about 5ms) meet the QoS requirements for real-time applications for even 10 active links when PGR = 128 kbps. It can be seen clearly that utilized network capacities for both 200 and 480 Mbps transmissions are less than the theoretical capacity presented in the third paragraph of this section when using equal-weighted topology-based scheduling. That is because the scheduling efficiency is low, and the network bandwidth are not fully utilized. The equalweighted scheduling only works well when the packet generate rate is low or there are only very small number of active links. However, UWB-based WPAN is designed for high-data rate multimedia traffic, and Quality of Service requirements have to be met. The simple equal-weighted scheduling cannot function well in this situation. For high data rate traffic, the on-demand scheduling scheme has to be considered.
For on-demand rate-based scheduling, PGRs are taken to be 3Mbps and 6Mbps, since even the equal-weighted scheduling can work well for low data rates such as 128kbps. Figure 3 shows the performance measures with PGR as a parameter using the on-demand rate-based scheduling scheme for 200 Mbps transmissions. It can be observed that the network saturation is reached when there are more than 6 active links for PGR = 6Mbps. Both the PFR (<7%) and the delay (<40ms) are acceptable for real-time applications before network saturation. Another observation is that both PFR (<7%)and the delay (<40ms) are acceptable for even 10 active links for PGR = 3Mbps. Figure 4 shows the performance measures using on-demand scheduling scheme for 480 Mbps transmissions. It can be observed that the network saturation is reached when there are more than 8 active links for PGR = 6Mbps. Both the PFR (<7%) and delay (< 10ms) are acceptable before network saturation. It also can be observed that both PFR and the delay meet the QoS requirements for real-time applications for even 10 active links for PGR = 3Mbps. With the same network buffer size, the PFR is almost the same for PGR=6Mbps and PGR = 3Mbps, and the delay for PGR = 3Mbps is slightly smaller than that for PGR =6 Mbps. This is reasonable since there will be more queueing delay for higher data rate. Above results for both 200 and 480 Mbps transmissions match the capacity analysis for multihop network in the third paragraph of this section. Therefore, we can say that the scheduling efficiency is comparatively high for on-demand scheduling scheme, and network bandwidth can be utilized more efficiently. It can be concluded that this UWB-based multi-hop WPAN system works well with the on-demand rate-based scheduling and the proper routing protocol.
VI. CONCLUSIONS
Conclusions can be drawn based on the simulation results presented and performance analyses obtained in the previous section. The equal-weighted topology-based scheduling doesn't work well for high-data rate applications. It only works well when the data rate is very low or there are only a very small number of active links since the network bandwidth are not utilized efficiently. The on-demand ratebased scheduling can work well for this UWB-based multihop WPAN system, and the scheduling efficiency is high. Therefore, the IEEE 802.15.3 TDMA MAC layer with the proper scheduling and routing schemes function well in the context of the multihop networks. Multi-hop WAPN based on the OFDM UWB physical layer could be a viable approach to extend the network coverage for very high data rate multimedia traffic. In future, more efficient multichannel scheduling should be considered for more network capacity, and frequency reuse scheme, such as S-TDMA, should be investigated to see whether it will work well or not in these scenarios.
