As in a previous paper by Develliers and Fabri[ll], our algorithm is based on a distributed implementation of segment trees which are of size O(n log n).
Introduction
The next element search problem is a well known problem in computational geometry with many applications[ 13. Given a set of n non-intersecting line segments sl, ..., s, and a direction DneXt (without loss of generality we can assume that DneXr is the direction of the positive Y-axis), the next element search problem consists of finding for each query point qi of a set of m query points 91, . . . , qm the line segment si first intersected by the ray starting at qi in direction DneXt (m=O(n) ); see Figure 1 . A sequential solution requires O(n log n ) time and O(n) space [l7] .
In this paper, we present a parallel algorithm for solving the next element search problem on a coarse grained multicomputer, CGM (see Section 2 for a discussion of the model). The next element search algorithm presented here implies immediately solutions for the point location, trapezoidal decomposition and triangulation problems.
As in a previous paper by Develliers and Fabri [ 111, our algorithm is based on a distributed implementation of segment trees which are of size O(n log n). This paper improves on [ 111 which presented a CGM algorithm for the special case of trapzoidal decomposition only and requires O((n/p) * log p * log n ) local computation.
The organization of this paper is as follows: Section 2 and Section 3 define the coarse grained multicomputer model and segment tree, respectively. The algorithm is presented in Section 4 and Section 5. In Section 6 we outline a simplified version for axis parallel segments and discuss an implementation of this version. Section 7 concludes the paper and outlines some important applications. O(mlp) data. We require that all information sent from a given processor to another processor in one communication round is packed into one message. In the BSP model, a computationkommunication round is equivalent to a superstep with L = (m1p)g (plus the above "packing" and "coarse grained" requirement).
The coarse grained multicomputer model
Finding an optimal algorithm in the coarse grained multicomputer model is equivalent to minimizing the number of communication rounds as well as the total local computation time. This considers all parameters discussed above that are affecting the final observed speedup, and it requires no assumption on g. Furthermore, it has been shown that minimizing the number of supersteps also leads to improved portability across different parallel architectures [9] [ 19] [20] . The above model has been used (explicitly or implicitly) in parallel algorithm design for various problems ([4 
associated a catalog C(v) E S defined as follows:
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Note that each line segment can occur in O(1og n) catalogs. The size of the segment tree T(S), denoted IT(S)I, is equal to the number of nodes and edges of T(S) plus the total size of all catalogs. Therefore IT(S)I = O(n log n).
Hence, storing the segment tree with all of its catalogs requires N = O(n log n) space. Also note that the sum of the lengths of all catalogs of all nodes with the same level (height) is O(n) [16] . For the remainder, define xrunge(T(S)) = xrunge(r) where r is the root of T(s>. Also define xrunge(s) and xrunge(q) to be sI(x)[qio')l respectively.
Parallel segment tree construction
In this section we will show how to construct a distributed representation of a segment tree T ( 9 , called a parallel segment tree, for a set of n line segments on a CGM such that the resulting data structure can be efficiently used to process next element search queries in parallel. The approach will be to partition the segment tree (without associated catalogs) into substructures of size O(n/p) such that no processor stores more than O(1) such substructures; see Figure 2 . The catalogs for nodes in 7-1
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TP level k l o g n Figure 2 : Decomposition of the Segment Tree subtrees T I , ..., Tp will be stored with their associated subtrees, while the catalogs for nodes in tree TO will be partitioned, when necessary, into lists of size ((n log p ) / p ) and distributed such that no processor stores more than 0(1) such lists; see Figure 3 . We first describe our 
Parallel query processing
Given a segment tree T(S) and a query point q E Q, the next element of q in S can be determined by a simple search in T(S) from the root of T(S) to the leaf v whose xrunge contains q (see e.g. [ 171 for details).
Recall that, at the end of Algorithm 1, processor Pi (1 I i 5 p ) stores S(T,), the tree To without catalogs but with the values xrunge(v) for each v E Vo, and a list li which is a portion, or all, of the catalog of a node v of To. Let Jimi and lasti refer to the first and last element of li, respectively (see Figure 3) .
The following algorithm uses the parallel segment tree to answer all queries in parallel. Each individual query is first "routed" through To and then through the respective q. In To, the tree structure is used to schedule the computation. However, the catalog lookups are reduced to sequential next element search problems. For the subtrees Ti, a load balancing scheme is used to ensure equal distribution of work. In each q, all search processes are reduced to a single sequential next element search problem. (5) Each processor Pi makes log p copies of its query set
Qi and routes the queries to the respective sublists using sort. (6)The queries are processed on the sublists to which they 'were sent in Step 5, and the log p results for each query are collected in a single processor by using a global sort operation. (Note that, log p 5 n/p) (7)Determine for each TI the number, a(Ti), of queries whose search path includes the root of Ti (1 I i S p ) .
This can be computed by using global sort and partial sum operations. Let b(q) = [a(?) / (n/p> 1.
(8) Create b ( q ) copies of S(c).
Note that, this requires 2p virtual processors. Route nlp queries to each processor such that a processor storing S(TJ receives nlp queries whose search path contains the root of q.
(9) Each processor processes the queries for its subtree Ti
(1 I i I p ) by applying the standard sequential next element search algorithm [ 171 for S(T;) and its query set. (10) Combine the results of Step 9 with those obtained in
Step 6, using sort. Theorem 2 Algorithm 2 solves the next element search problem for n line segments on a CGM with O ( ( d p ) log n) memory per processor using O(1) communication rounds and O((dp) log n) local computation.
Proof. The memory bound follows from Theorem 1. The algorithm uses a constant number of the basic communication operations of Section 2. The local computation time is bounded by the local time for sorting 0 and sequential next element search.
A simplified algorithm for axis parallel line segments
If we limit the segments to be axis parallel (i.e. they are all horizontal), we can reduce the space requirement to O(n1p) per processor by applying the lower envelope algorithm presented in [6] . hypercube and tested for p = 2, 4 and 8 processors. For each value of p , we ran tests for n = 100, 200, 500, 1000, 2000, 5000 and 10000. We used 10 sets of data on each combination of p and n. In 5 of them the line segments were evenly distributed in a unit square and in the other 5 the line segments were evenly distributed in a unit circle. The average length of the segments are 1/10 unit length. The result is summarized in the Figure 5 . Observe the close to linear speedup obtained.
Applications and conclusions
In this paper, we presented a BSP like coarse grained parallel algorithm for the next element search problem which requires O( 1) h-relations ( h = O(n/p)), O((n log n) / p ) memory per processor and O((n/p) log n ) local computation. An important advantage of our model is that (1) communication rounds are also portable across very different parallel platforms. Therefore, we expect that our algorithm presented here will also run well on othei. parallel machines.
Next element search can be used to solve many other geometric problems. Some of the more important examples include the following:
1. Planar subdivision search problem. Given a plane graph G=(YE) with vertex coordinates, and a set of n query points qi (1 I i I n), find for each query point qi, the face of G containing qi.
2. Trapezoidal map problem. Given a set of segments in the plane, decompose the plane into a set of trapezoids, based on the arrangement of the segments. 3. Triangulation problem for a simple polygon. Partition the interior of a simple polygon into a set of trian-
gles.
The above three problems can be reduced to O(1) 
