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This project deals with a Distributed Sensor Network (DSN). The main focus of this
thesis is to deliver an OPNET simulation model for working DSN model. After building
a model, various performance analysis techniques in terms of different parameters were
used to verify the working model. Query Dominant Sets (QDS) are the main idea behind
this thesis. The QDS node is in charge of the nodes for a specific region and its job is to
assign the query tasks that it gets to the nodes in that region to help maximize the life of
the network. If no user queries are being sent, the QDS nodes themselves go to sleep to
conserve energy and just listen for special incoming control signals. QDS management
(including the selection of QDS and the interaction of QDS nodes and other common
nodes) is a challenging issue in DSN platforms.
Our algorithm for QDS management attempts to limit the dead spots in the network that
tend to disrupt the communication of the whole network. It has two phases and the first
phase is the election phase. The second stage is the previously elected QDS nodes
distribute the tasks to the other nodes. This algorithm turns out to be distributed which is
good for sensor networks. There is no use of any global communication or long-range,
high energy data communication, but just local communications. This also helps to save
power and energy for long life of the sensors. This algorithm is also very scalable and
fault tolerant.
We have done significant simulations to verify our QDS concepts. There are some
metrics that are used to evaluate our schemes such as the average energy values of all the
nodes in the network, minimum energy of all the nodes in the network, total energy
consumed in the awake, transmit, and receive states, maximum time spent by any node in
electing a new QDS, number of elected QDSs, and so on. Our simulations have shown
satisfactory energy-efficiency of our algorithms.
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1. Introduction
A sensor is defined as a device that receives and responds to a signal or stimulus
and in turn may or may not send another signal as a response to it. In general it is a tiny
electromagnetic device that receives and transmits different radio waves. A sensor
network is an autonomous group of tiny sensors that are distributed over an area such as a
farm land, battlefield, ocean, parking lots etc. The recent advances in hardware and
software communications technologies have let manufacturers make a large number of
sensors with wide capabilities in a cost effective manner. Different features of a sensor
node are as follows
a) Small in size - In recent days, sensor nodes are slightly bigger than a quarter
b) Inexpensive - Nodes can be manufactured for a couple of cents each.
c) Unattended
- Nodes are usually used only once and are unattended.
d) Limited resources - Nodes have less computing power, low memory and low
energy that can sustain for only a few days or hours depending on power
utilization.
As a whole, the sensor nodes are unreliable, have low-energy and do not have many
capabilities. But we desire to form a robust, long-lived sensor network out of such short
lived, unreliable sensor nodes. This may sound unusual but a good set of node
distribution methods, robust data forwarding techniques and reliable communication
scenarios comprised together can make a more efficient sensor network. The only
problem here would be that this network would never be as reliable as a TCP/IP or
wireless Ad-Hoc network even if any set of advanced protocols or techniques used. But
there can be a less reliable but useful network in such areas as battlefield, forests or any
such environments where it is next to impossible to install a data network.
1.1. Sensor Network
As previously mentioned a sensor network is an autonomous group of sensor
nodes or sensing devices deployed in a region. The sensor nodes have processing and
wireless capabilities that enable it to gather information from the environment and send it
to a remote base station. In our thesis, a sensor network consists of the following
constituents.
a) Sensor nodes
b) Query Dominant Set (QDS) node (also called cluster head or lead node)
c) Data sink
Fig
- 1 . 1 Example of a sensor network
The sensor nodes above shown are typical ones as described earlier. The QDS (Query
Dominant Set) nodes are shown above in yellow and are typically chosen by an algorithm
as described in the later chapters. The data sink is normally a data center place which has
a ground network running from it. A data sink can be on the ground or in a over flying
airplane. But the data sink is usually connected to outside world. The data is collected
from the QDS nodes, analyzed and converted to a form that makes sense to the outside
world. There can be thousands of sensor nodes and hundreds of QDS nodes and a couple
of data sinks in a large sensor network.
A typical distributed sensor network transfers data between different nodes. But in
our case, the nodes transfer signals or data to the QDS nodes thereby saving a lot of
energy by not sending powerful energy driven data signals to the sink themselves. The
QDS node collects information from the normal nodes and sends it to the sink. The QDS
nodes also can send their information to the other QDS node if the data sink is too far
from it.
The above diagram (Fig- 1 . 1 ) is a scenario of a sensor network. There is couple of
nodes, some QDS nodes and a data sink. The purpose of the above network is to illustrate
a working sensor network. Imagine the
above sensor network in a forest. The query target
is to find out if there is a fire in that particular area of the network. When the target is
fixed, a data signal comes from the data sink to the QDS node which in turn sends a
signal to that area node. The nearby node gets activated and the traces for any carbon
monoxide or carbon dioxide in the targeted area. If it traces or not, it sends a signal to the
nearby QDS node which in turn communicates
it to the data sink. That may seem to be
an easy task. But there are a lot of aspects involved in the signal transfer. Some of the
considerations about sensor nodes, QDS nodes, data sink are as follows
1.2. Sensor Network considerations
There are some major considerations for the components involved in a sensor
network. First, it is the sensor node. The size, power and capacity of the node are some
factors pertained to it. When distributed, they should be visible and need to be in the level
view of the QDS node so that the communication between them is not interfered. It is not
possible at all times to have such a hospitable environment. If the sensor network is being
deployed in a dense forest or a battlefield, then there is a high possibility of nodes
becoming dead or useless due to various factors. When it comes to power, it is directly
proportional to the size of the node. The smaller the size of the node, the lower the power
of it thereby making it more vulnerable to become useless after some usage. When the
node's power is exhausted it is discarded. The only way to replenish the nodes is to
distribute some more nodes in the node depleted area.
Other consideration is the communication between the nodes. Sensor nodes
cannot be wired for several reasons. So, the sensor networks are constructed with a
wireless topology. The data sink though, is connected to the outside world mostly by a
wired medium.
The other consideration is the protocols used in the construction of a wireless
network. Conventional protocols cannot be used since they require a lot of energy. New
protocols are required to deliver adequate coverage, availability and energy conservation.
There should be a lot of redundancy built into the network in order to have reliable
coverage even when nodes become useless more often.
1.3 Network Architecture Issues
Distributed Sensor Networks are in a way a new set of networks that work
independently irrespective of their environment unlike traditional wire line ad-hoc
networks or infrastructure-based wireless networks. Some of the key characteristics are
a) Mobility
- If the nodes are not static it brings considerable challenges in terms of
topology changes and network logic. The wireless sensor networks can be equipped with
special hardware that makes them mobile which in turn creates some challenges. This
thesis doesn't address the mobility ofnode changes. We assume a static sensor network
b) Routing (single hop or Multi hop)
- This issue is another challenge that is very
important in regards to the life term of the sensor node. If every node relays the signal to
the sink which require a lot of energy, the life span of the network will be shortened. The
ideal way is to rely on each other for connection and
data support. This brings another
challenge of unreliable network that suffers from bad communication. There has to be a
redundant protocol that keeps the network alive for a longer time and helps insure a
reliable data transfer.
c) Medium
- traditional networks use wire medium to transfer signals. But in a
wireless sensor network, the medium is radio waves. Radio waves are susceptible to
interference and fading. Packet loss is another major problem in radio wave
communications. For example a simulation study [1] of a 50 node ad-hoc network
distributed over a 1500 x 300 m area shows that there were 1 1,857 link failures during a
900 second simulation period when each node moved at a speed of 0 - 20 m/s. Though
we do not consider mobile nodes, the error rate is pretty high when compared to
traditional wire line networks.
d) Routing
- Traditional routing protocols are designed taking into consideration of
unlimited power supply which is not the same in a wireless sensor network. We have to
use protocols that do not form loops or send the same information to the same recipient
node again and again. Also, the overhead to control network traffic must be low so as to
ensure energy conservation in the nodes. The routing protocols should converge at a
faster speed when topology changes occur thereby ensuring an accurate and low cost
route.
There are some other issues like fault tolerance, environment and infrastructure
issues that also need to be addressed. In general, a wireless sensor network has all the
issues of a conventional network with a lot more constraints in additional to them.
1.4 Thesis organization
The main focus of this thesis is to deliver an OPNET simulation model for working sensor
network model. After building a model, various performance analysis techniques in terms of
different parameters were used to verify the working model. It deals with a distributed sensor
network. Query Dominant Sets (QDS) are the main idea behind this thesis. The first part
deals with how to select a QDS node by a mathematical model. The second part describes
how a QS node assigns the tasks to the nodes by getting a query from the Sink. The QDS
node is in charge of the nodes for a specific region and its job is to assign the query tasks
that it gets to the nodes in that region to help maximize the life of the network. The node
must be able to cover the entire region, either by itself or through the use of other nodes.
If a node is not needed for any particular or elongated time, it can be put to sleep to
conserve battery power. If no user queries are being sent, the QDS nodes themselves go
to sleep to conserve energy and just listen for special incoming control signals.
This thesis is organized in the following manner. The first part is an introduction
to wireless sensor networks, its characteristics and issues. Different aspects of sensor
networks including various constraints, challenges and features are discussed with
emphasis to energy conservation and simple routing algorithms.
The second part gives an overview of ongoing research and development of
wireless sensors and wireless sensor networks in different premium institutions. Different
network architectures that were proposed and implemented in the last few years are
discussed.
The third part explains a mathematical approach to determine a maximal
independent set from Luby's Monte Carlo method. A QDS (Query Dominant Set) node is
determined with this process which acts as a cluster head. An approach to communicate
with the sensor network is also explained. This approach tries to prolong the life of the
sensor network by utilizing redundancy in nodes to create load balance and reliable signal
transfer. The concept of single-path and multi-path routing techniques are discussed.
Although we do not use or prove anything, we assume single path scenario in the thesis.
The fourth part introduces metrics and simulation results. An introduction to
OPNET and the simulation parameters are discussed. The results are analyzed and
presented along observed trends in the simulations done. There are some metrics that are
used to evaluate our ideas such as the average energy values of all the nodes in the
network, minimum energy of all the nodes in the network, total energy consumed in the
awake, transmit, and receive states, maximum time spent by any node in electing a new
QDS, number of elected QDSs, and so on.
The conclusion discusses possible future work that can be done starting from this
thesis. We also discuss the deficiencies in the proposed system and challenges that need
to be addressed to build a full fledged wireless sensor network.
2. Related research and development work
The work on normal sensors began long before last decade and evolved over time.
Sensors were used in automobiles and other industries in a very specific way. These
sensors were small and did a very few tasks. They were connected to one processor
which receives signals from the sensors and then processed. These sensors had no
processing capability or any memory and they were used just for specific tasks. With the
advent of low cost computers to the user end, technology evolved in both hardware and
software. This led to the creation of a lot of devices that are small in size but performed a
lot of tasks. Hardware advancements made all electronic devices small and this led to the
creation of a new set of sensors that are inexpensive.
2.1. Sensor Nodes
The first known working sensor network was developed by UCLA. In the project
named WINS (Wireless Integrated Network Sensors) [10] at UCLA and Rockwell, a
sensor network was developed that integrated sensing, processing and communication on
micro-sensor platforms [11]. These sensors were fabricated using low-power wireless
integrated micro-sensor technology (LWIM) and are capable of forming self-assembling,
multi-hop networks [4]. The
transmission of data in these sensors was done through the
radio-frequency modem built into the sensor. These
sensors were made using low power
wireless integrated microprocessor technology. Their main applications are in seismic,
acoustic, and infrared applications.
Fig 2.1 WINS wireless sensor node
The Smart Dust project [14] was completed in 2001, but it has led to other
projects. One interesting thing about the Smart Dust project is the small size of the
sensors. These sensors were based on MEMS based technology [15]. They are under a
few millimeters in size and store no more than 1 Joule of energy with power consumption
in the microwatt levels. These nodes are also capable of a range of up to a few hundred
meters and a data transfer rate of kilobits per second. A user can communicate with these
nodes using a mobile base station with a transceiver unit. This research analysis proved
that communication in a range of few hundred meters is possible at several kilobits per
second.
The micro-Adaptive Multi-domain Power-aware Sensors (uAmps) project is a
project at the Massachusetts Institute of Technology. uAmps project also looks into
power conservation at the software level. This is an all inclusive project as it included
designing the nodes, software, and protocols for communication between the nodes. The
nodes were designed to be power-aware. Fig 2.1 is a sensor node in the uAmps project.
The software written and the protocols designed for these nodes made it very effective to
prolong the life of the node. Another aspect of this project is the data processing
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algorithms that resulted in two common signal processing applications namely, finite




Fig- 2.2 uAmps Wireless sensor Node (size comparison with a penny)
The PicoRadio Project [12] is a project of the Berkeley Wireless Research Center
that involved developing the PicoRadio wireless sensor node. The goal of the PicoRadio
project was to "Develop meso-scale low cost (< 50 cents) transceivers for ubiquitous
wireless data acquisition that minimizes power/energy
dissipation"
An interesting fact
about these wireless nodes is that they are powered through solar energy.
Fig 2.3 PicoRadio Project Sensor Node
These are some of the major technological places where research on wireless sensor
networks is being done. Rockwell Science Center, Crossbow Inc, ZigBee Alliance and
many other public and private companies are also pursuing and developing them.
2.2 Routing and Node communication
Energy conservation is the main issue that needs to be factored in developing any
routing protocol or communication techniques. The energy consumption level is
dependent on the protocol stack used in node communication. So, the protocol has to slim
and also robust enough to give a reliable communication and data transfer. Several
protocols have been proposed and variety of power saving techniques has been
introduced. Some of the protocols include LEACH, SPIN, DSDV etc.
LEACH (Low Energy Adaptive Clustering Hierarchy) is designed for sensor
networks where an end-user wants to remotely monitor the environment. In such a
situation, the data from the individual nodes must be sent to a central base station, often
located far from the sensor network, through which the end-user can access the data.
Conventional network protocols, such as direct transmission, minimum transmission
energy, multi-hop routing, and clustering all have drawbacks that don't allow them to
achieve all the desirable properties. LEACH includes distributed cluster formation, local
processing to reduce global communication, and
randomized rotation of the cluster-
heads. Together, these features allow LEACH to achieve the desired properties. Initial
simulations show that LEACH is an energy-efficient protocol that extends system
lifetime.
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SPIN is a family of protocols used to efficiently disseminate information in a
wireless sensor network. Conventional data dissemination approaches like flooding and
gossiping waste valuable communication and energy resources sending redundant
information throughout the network. In addition, these protocols are not resource-aware
or resource-adaptive. SPIN solves these shortcomings of conventional approaches using
data negotiation and resource-adaptive algorithms. Nodes running SPIN assign a
high-
level name to their data, called meta-data, and perform meta-data negotiations before any
data is transmitted. This assures that there is no redundant data sent throughout the
network. In addition, SPIN has access to the current energy level of the node and adapts
the protocol it is running based on how much energy is remaining
Basic Energy Conservation Algorithm (BECA) and Adaptive Fidelity Energy
Conservation Algorithm (AFECA) are two routing algorithms introduced by Estrin [8]
that introduce sleep mode to the nodes when they are not needed. They also use node
density to let neighboring nodes to handle traffic in case of less power scenarios. The
PicoRadio research addresses network layer by introducing designs for the MAC layer
using dynamic channel assignment techniques. Multi-hop routing and multiple channel
communications are the characteristics in their proposal.
2.3 Data Aggregation
Once the routing techniques are finalized, the sensor network efficiency lays in
one final and important issue i.e. data aggregation and interpretation. All signals are sent
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to the Query Dominant Set nodes and they in turn forward it to the sink. There arc many
factors to be considered in doing this.
The raw data or the informal signals that are sent by the nodes to the QDS nodes
may not be as efficient as the user wants it to be. And even if the information is efficient,
the cost of sending the complete data that it got to the sink might be too expensive and
drain all the energy resources of the QDS node. So, the QDS node must segregate the
important info ration and then relay it to the sink. Another factor is the possibility of one
QDS node solving the entire query itself. Many queries may involve multiple QDS nodes
which in turn assign multiple tasks to the nodes. Data aggregation is an important issue to
be considered while proposing a wireless sensor network. This topic is mentioned here
but is out of reach for this thesis. We assume that the communication between the sink
and the QDS nodes is through a solid reliable network. This thesis deals with the network
and transport layers but not the data link or application layer if discussed in conventional
networks.
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3. Query Dominant Sets (QDS)
The sensor nodes are normally distributed randomly over an area with no set of
rules or design. When the sensor nodes are distributed, all of them are assumed to be
having same energy level and capabilities. After the distribution, the first step in our
wireless network is determining the query dominant set node.
3.1 Selection issues
A QDS node is a node in the network that receives and transmits signals to the
sink, designates itself as the sensor head among a couple of neighboring sensors and
assigns tasks to the adjacent sensor nodes. A QDS node selection is based on different
factors including power level of the node, workload, number of tasks and adjacency to
various other nodes. In general it is a node that manages a set of nodes in a particular
region.
The primary purpose of the QDS node is to increase the network life as much as
possible by assigning and resolving queries in a power saving and reliable way. The
sensing coverage of a QDS node is similar to the others. So it has to use the neighboring
nodes sensing capabilities while tasking and answering a query. This requires that it is in
proximity of all the nodes in its region.
Energy saving is the most important goal of any node. This cannot be achieved
unless nodes are switched off when they are not being used. The QDS node is in charge
of sending a signal to sleep off to its regional nodes. The QDS node also can go to
hibernation mode if they are not being used. This whole power scheme depends on the
15
kind of sensing coverage needed from the sensor network. A network in a battlefield
requires the nodes to be active most of the time since there is a high availability
requirement for such kind of networks. Consider a wireless sensor network in a deep
forest that has been deployed for counting endangered species like tigers. The network
doesn't need to be available all the time and most of the nodes can go to sleep mode
during certain periods. The power scheme can be decided and programmed into the
sensors before they arc deployed or can be put to sleep by the QDS node. Reliability of
the network is equally important and proper care need to be taken while deciding to get
balance between power scheme and reliability.
The QDS selection can e explained in two parts. The first part explains sequential
algorithm to find a Maximal Independent Set for simple graphs. This algorithm can be
modified and used in distributed networks. The simple algorithm selects all independent
nodes and if modified by adding some constraints in sensor networks will work to find
the QDS nodes in a distributed network. The second part describes how the Luby's
Monte Carlo algorithm [6] of selecting Maximal Independent sets in a distributed pattern.
3.2 Algorithm for selecting Maximal independent Set
The first step is to describe the
selection of a maximal independent set in a linear
graph. The sensor network is represented in a simple linear graph. The basic algorithm
for maximal independent set is determined as follows.
Assume the network by a linear graph G
= (V, E). Each vertex V, represents a
sensor node in the network and E is Edge set {E(Vj , V, )} that represents two adjacent
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nodes. The neighbor is determined by the ability of the radio of node i to reach the radio
of the node j. A maximal independent set is an independent set S ofG if all the vertices of
G are cither in S or adjacent to a vertex in S where G is a subset of V such that no two
vertices of S are adjacent in G [7]. This can be better explained in a diagram.
Fig 3.1 Maximal Independent Set ofNodes
The nodes that are red are selected as the Maximal independent set by the above
conditions. The above sequential algorithm can be mathematically put like this. A set
Nc(I) is defined to be a neighbor set of I in G. At each iteration a vertex is chosen from
the set V and determined if it belongs to the group NG(I). If it is not in the group then it is
added to the Independent set I.
For all v V do
If v i NG(I) then
I = I U v
End if
End do
Since the sensor network is distributed we need to determine the maximal independent
set in a parallel way among all the nodes. The Luby's algorithm has to be improved to
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work in a distributed environment. Jones and Plassman [3] developed a method which is
used as a basis for our sensor network.
The maximal independent set nodes are determined in a way that does not really
fulfill our requirement for selection of a Query Dominant Sets. So we need to make some
improvements to get the needed set of nodes. Luby's Monte Carlo algorithm lets us
determine a minimum number of nodes from the maximal independent set. This was used
by Jones and plassman [3] to create a method for vertex coloring a graph in parallel. In
this method, the initial independent set I
'
is determined which make up Nc ( I
'
) The next
step involves removing of Union of sets I
'





in V ' is the subset ofmaximal independent set that we need. This is explained as follows.
While G1 <> 0 do
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Using this algorithm we deduce a similar algorithm to get an independent Query
dominant set. This is done by selecting a set of Query Dominant set nodes such that a
node i is a QDS node or the effective radio coverage of that sensor node i intersects with
the radio coverage of the QDS node. At each iteration, the set of nodes V with neighbors
higher than their
neighbors'
random numbers is chosen from the remaining graph H. This
set V is added to the maximal independent set and then subtracted from H along with the
nodes that are neighbors ofH. S is set of nodes and V is the set of nodes S that belong to
H with random numbers greater than their neighbor.
H = G
V = S
While r (i) > r (j)
While S <> 0 do
P = P \ V
P = P \ adjoining (V)
I = I U V
H is the graph induced by P
End while
End While
This algorithm chooses an independent set of nodes that are designated as Query
Dominant Sets. It may be a bit confusing while discussing distributed sensor nodes in the
terminology of set theory. So, the nodes theory is explained taking into consideration a
set of nodes.
We consider a set of nodes Sj where i >0 and I < 7. That gives us a total of six
nodes. Let r be a random number or value. Here we assign a random number to the nodes.
The nodes do not need to have any global communication. The communication is just
between the neighboring nodes and thus will be very effective in terms of power. The
first step of the algorithm requires all neighboring nodes communicate their r(si) values to
each other. The whole selection process can be explained by Fig 3.2 in a step wise
manner as follows.
a) The first step involves as said before communication between
neighboring nodes of their random
values. The neighboring nodes are
defined as the nodes that can communicate with each other i.e. nodes
that have their radio frequency of node i intersects with the frequency
of node j. In the above example that factor is already determined and is
denoted in the form of links between nodes.
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b) The second step node s2 elects itself as a part of QDS or a QDS node
since its random value is greater than Si. Then it communicates about
its decision to the node Si
c) In the third step s\ broadcasts a message declaring its intent not to
become a leader node or QDS node since it already knew about s2
becoming the QDS node.
d) The fourth step node S3 elects itself as a QDS node since the nodes s4
and S5 have a lesser value. It broadcasts itself as a QDS node even
though its random value is less than si because it has heard the message
from S] intending not to become a QDS node.
e) The fifth step involves nodes S4 and S5 declaring their intent not to
become a QDS node. They drop out because of the same reason as they
already heard from node S3 about it becoming a QDS node.
f) In the last step node sr, declares itself as a QDS node because it heard
from all the other neighboring nodes about their intention not to




Fig 3.2 Query Dominant Set Node Selection
Thus the process selects a Query Dominant Set that includes nodes 2, 3 and 6. It is a
small example that involves a small number of nodes. This procedure is followed in a
distributed way all along the sensor network to select a set ofQDS nodes. The distributed
sensor nodes thus make up a large sensor network with a Query Dominant Set of nodes
that manage them.
3.3 Communication Methods.
The data packet is transferred from a source through destination in various ways
depending on how many copies of data packets are transferred
simultaneously. The
protocols can be divided into
Single Path Routing
Multi path Routing
We use only single path routing in our case. For
single path routing we have the data
packet transferred as a single copy through out the nodes,
while in multipath routing
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multiple copies of a data packet are sent simultaneously in different paths to the
destination. Generally single path routing is more efficient in terms of energy saved but if
there is failure in line it will cause the whole transmission of data packet to be stopped.
On the other hand, multipath routing uses a lot of energy to transfer packets in parallel
lines and hence the efficiency goes down but the transmission is completed. Comparative
to other sensors, wireless sensors are prone to more failures and therefore there is a
growing awareness in the research industry to use multipath routing to ensure the data is
transmitted even though the efficiency is less. However the problem in using the
multipath routing is determining the sensor network topologies before transmission of
data, as the topologies changes rapidly due to malfunction of some nodes or
environmental physical damage. Another disadvantage of multipath routing is the more
traffic is generated for one data packet delivery, which may cause network congestion,
which leads to more delay of transmission of data packet. With these different advantages
and disadvantages of single and multipath routing, we discuss few of the new initiatives
that might work for future research.
3.3.1 Single path routing with repair
This process involves sending the data in a single path and repairing as and when
a break is occurred. Path repair has been introduced in many wireless networks
depending in the type of repair and the path chosen for data transfer. The process is very
simple, the data packet is send in a single path and whenever a break is detected an
alternative path is created and the data is resent through it .One of the major problems
with this type of data transfer is if there is a breakage at the farthest node still the whole
data has to be resent from the start from the source node.
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In this paper, a local pivot-initiated path repairing approach will be discussed
where in the node which is the successor node, immediate upstream node where the path
break is in the next node will have the responsibility to find some alternative paths and
send the data. Although the selected alternative path might not be the optimal path but it
will ensure the data packet is transferred to the sink and also this process is more efficient
than sending the whole data from the source node in a different path. Such energy saving
should outweigh the additional energy caused by using a non-optimal path. The next few
pages deal with the transfer of data in a single path and can be classified as follows.
Optimal Path Setup
Data Forwarding Along the Optimal Path
Detecting the Broken link
3.3.2 Optimal Path Setup:
In this process, before data transmission, an optimal path from each sensor node is
determined, which can be attained by a low-cost set up process by initiating from the sink
node. So by choosing any optimal path for a single routing process we can describe our
next process, which will be data forwarding along this optimal path. The Data
Forwarding along the Optimal Path is done as follows.
The data packet is transferred from source node to sink node in a downstream
process, the source being the first node and the data packet being transferred down the
line (downstream) along the optimal path. The source node is identified by a sequence
number (seq_#) and as the data packet is transferred downstream the sequence number is
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incremented by one for the second node and the data packet is forwarded from that node
to the third node. The sequence number is incremented at every node for each new data
packet.
The data packet has the following information with it. sourcejd, seq_#,
senderJd, sender
_cost,returnjwm, retumjimit and direction.The data packet is
uniquely identified by the combination of a seq_# and source_id.IF the datapacket is
forwarded to a downstream successfully it I s denoted by a binary value "O'Mf it fails to
send the data packet it is denoted by a binary value
"1"





and the data stored in
"1"
is called returning data path. Always
the data in
"1"
is returned to the upstream node. Once the successor node receives a data
packet from its upstream it has to record the following values in its data cache, sourcejd,
seq_# and senderJd. Once the data is recorded the data is updated by filling its own
sender_id. Now the updated data packet is sent to next node in the downstream as shown
in fig 3.3.
3.3.3 Detecting the Broken Link:
The data packet is transferred along the optimal path which would be decided
before the transfer of data packet is started. When a data packet is delivered along the
lowest cost path, the source node should know any node failure. To confirm that the data
packet has been sent successfully to the downstream node,
it is the responsibility of
successor node to get a confirmation from the receiving end. This may be implemented in
one of the following two ways (fig 3.4).
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(Seq # + 1 )
DATA STORED IN DATA PACKETS
sourceJd,seq#,senderJd,sender_cost,






Record : sourcejd, seq_# and senderjd




Record : sourcejd, seq_# and senderjd
Update : Senderjd (of Current Node)
Fig 3.3 Optimal Path Block Diagram.
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1 . Transmitter monitoring (passive acknowledgement)
2. Link level adjustment using MAC layer protocol
In transmitter monitoring a transmitter monitors the packet that is sent downstream and a
passive acknowledgement is got from the receiving node as to whether the node was
transmitted successfully or not. If the link level is supported by MAC protocol layer then
there is no need for passive acknowledgement. If both these fail the source may send a bit
in the header of the data packet to request the information form each node as to whether
the data packet was received or not.
A failed error may be because of either of these failures.
Node failure
Channel Failure
Node failure refers to permanent path break due to energy exhaustion, malfunction or
physical damage of sensor nodes. Channel error refers to temporary path break due to a
collision, interference or obstacle in the wireless channel [2]. Channel errors are
temporary errors and they can be fixed based on the problem. A channel error can be
solved in either ARQ or FEC mechanism in data link layer or while in some cases it is
said to be solved in Transport layer. So in order to prove that the node need be replaced
or considered dead and use a redundant path bypassing it is the best way to attend the
problem as an assumption was made that there is no possible layer to repair control
problems. The second assumption would be, to avoid an extra communication overhead;
we don't delve on whether the problem was due to a node failure or channel failure. So

















Node Failure Channel Failure
Permanent Path Breakage or
Physical damage of sensor
Temporary path breakage or obstacle
of wireless channel







Wait for the specified time
out period for recovery
No response
Repair by adding Node
Fig 3.5 Flow diagram for channel failure
In some cases, the channel failure might be just temporary and the link might recover in a
certain time. The other option is to have a certain time-out period and wait until there is
no response and then confirm the channel failure. As shown in fig 3.5 when there is a
response received before the time-out expires, there is no need to replace the node o
follow any repair technique.
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4. Test Scenarios and results
The above described algorithms were analyzed and testes with the available
resources. The QDS node selection can be tested in different ways. By simple scenario
assumption like the one explained in fig 3.2 a leader node can be selected. It was tested
with a more complex sensor network and different QDS nodes. If the scope and
complexity of a sensor network is large, there need to be several test cases and scenarios
to test the parameters properly. We begin to show the results by describing the simulation
environment and simulation tools used.
4.1 Simulation tools
The simulation tools used in this thesis are OPNET and MATLAB. The primary
reason for using OPNET is its modular design methodology. OPNET is a commercial
tool for simulating, and analyzing networks. It is a very intelligent tool with multiple
specifications and a huge volume of vendor tools. OPNET networking tools include all
kinds of networking devices from all of the well known vendors. It has an extensive
support for wireless networks and radio communication technologies with extensive
information and online support.
OPNET network simulation environment consists of hierarchal structure that











Fig 3.1 Primary Hierarchy ofOPNET Models
The Project model is the main staging area for creating a network simulation. From this
editor, you can build a network model using models from the standard library, choose
statistics about the network, run a simulation, and view the results [5]. The Node model
editor lets you define the behavior of each network object. Behavior is defined using
different modules, each of which models some internal aspect of node behavior such as
data creation, data storage, etc. Modules are connected through packet streams or statistic
wires. A network object is typically made up ofmultiple modules that define its behavior.
The Process Model Editor lets us create process models, which control the underlying
functionality of the node models created in the Node Editor. Process models are
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represented by finite state machines (FSMs), and are created with icons that represent
states and lines that represent transitions between states. Operations performed in each
state or for a transition are described in embedded C or C++ code blocks [5]. There are
other editors such as Link editor, path editor, packet format editor and the demand editor
etc. These are various editors in OPNET to create link objects, define demand models,
construct different packets etc.
The node positions, timeslots and selection of QDS nodes is done in MATLAB.
These are provided as inputs to the simulation kernel. The set of user queries, node
programs, event constraints and the simulation models (network, node, and process
models) arc the other inputs provided to the simulation kernel. These inputs are then
combined with the model resources and execute the simulation. Finally, results are
extracted using the External Model Access (EMA) feature ofOPNET and analyzed using
MATLAB. The following figure (fig 4.2) shows the path to result generation. The general
process used to adapt the thesis models to the available software environment was as
follows:
a. import OPNET models / processes
b. import OPNET scenarios
c. debug & fix model compilation errors
d. debug & fix crashes in model process simulation
e. rewrite paths and scripts that manage simulation
f debug & fix compilation errors of optimized kernel execution
g. simulate project with optimized kernel
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h. debug & fix scripts that manage EMA exportation of results
i. debug & fix custom EMA program
j. export simulation results to text files via EMA program
k. debug & fixMATLAB analysis programs




*.em.c (External Model Access)
I






Fig 4.2 process steps of data extraction and result generation
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4.2 Node and Process Models
The node model of the sensor node is shown in fig 4.3. The node consists of a
processor, a transmitter, a receiver and a transmit queue. The processor contains the finite
state machine that controls each and every operation of the node. The transmitter and
receiver are used for transmission of signals. The can transmit/receive at a rate of 2.4
Kbps over a 80 ft distance and operate in the 900 MHZ frequency. Also, the nodes have a




I nn . _ _i_ v-i
Processor Listen for specific data packet




Fig 4.3 The Node model of a sensor node
The transmit queue is another important part of the node. It is used to control the
flow of the traffic. When there is a large traffic between the transmitter and the processor,
the transmit queue handles it in an appropriate manner. The node is based on the work of
srivastava [9] and the energy specifications used in the node also are based on it.
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The process model contains the logic of the finite state machine that controls the
functioning of the node. The objects embedded are programmed in C and C++
programming languages. OPNET provides extensive libraries to model communications
and processing operations.
4.3 Test case Scenario
A test case scenario has to be developed to test the proposals. The first test
case would be the election of the Query Dominant Set. The first test case is arranging the
nodes in a disciplined manner. The arrangement was done in a hexagonal way. The
second test case involves nodes in a random way. The scenario also includes a set of
tasks which determine the workability of the sensor nodes as well as the whole network.
The energy levels and performance of the nodes and the total network lifetime including
the QDS nodes are evaluated. The first test case scenario would be that of a regular
constant node density. Then we arrange the nodes in a random formation and look for
results. Before we go to see the results, we need to determine what metrics are going to
be tested.
The first metric is the energy level of all nodes of the network. This is
obtained by the calculating the total energy of the network at a given time. The second
metric would be the time spent by any node in electing a QDS node. This is the average
time of a node in the network before it selects its QDS node. The other metrics include
time for average energy to fall below 50% of the initial energy and the number of elected
QDS nodes. The test results are built and analyzed in the next step.
34
4.4 Results Analysis
The first process is to elect a Query Dominant Set. This set is elected in a
systematic approach as described in part 3. We take the case of 100 nodes placed in a
regular hexagonal configuration. The results were analyzed in MATLAB and we found
that the Query Dominant set was determined in an expected manner. The selection of the
QDS is shown in fig 4.4. The node selection depends on the number of nodes in the
neighborhood rather than the distance between nodes. In the first simulation set (fig 4.5)
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Fig 4.4 Selection ofQDS in a regular sensor network.
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ID Number of nodes Area
1 100 100m x 100m
2 256 150m x 150m
3 400 200m x 200m
4 900 300m x 300m
Fig 4.5
- Parameters for simulation
The parameters set in fig 4.5 are taken and graph for the maximum time spent by any
node in selecting a QDS is displayed as is shown in fig 4.6. The time taken is almost
constant all the time even when the number of nodes increased with the area. This proves
that as the number of nodes increase with the area, the time spent on electing a QDS node
is constant.
Fig. 4.6 Maximum Time spent on electing QDS (for parameters fig 4.5)
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Another set of parameters is taken with the same simulation case and is tested. In this
parameters set we change the number of nodes but keep the area the same. This is
described in fig 4.7
ID Number of nodes Area
1 100 100m x 100m
2 256 100m x 100m
3 400 100m x 100m
4 900 100m x 100m
Fig 4.7 another set of parameters
The area remained the same but the number of nodes increased in each simulation. The
result is shown in fig 4.8
toe
Fig 4.8 Maximum Time spent on electing QDS (for parameters fig 4.7)
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The above result proves that the node density effects the maximum time spent on electing
the query dominant set. If we compare fig 4.6 and fig 4.8, the maximum time is a lot
higher because the node density has increased by a high amount in the same given area.
The total network power is another consideration that needs to be assessed. As the
network grows and performs the tasks the total power ultimately goes down with time.
The power metric depends on the number of tasks assigned at any given time. The other
factors affecting the total power is the node density. If the node density is high and the
nodes arc placed in a systematic way, the power consumed by the nodes should be less
than for random placement of nodes if given the same set of tasks. The fig 4.9 shows the










Fig 4.9 Global Power of the network (mixed results)
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Another interesting factor in the analysis is reading a single node in a network i.e.
a random node selected from the sensor network. The following analysis is to determine
how much energy can be saved or lost by increasing and decreasing the number of tasks











Fig 4. 10 Task count, Asleep time and Power analysis I
The tasks are assigned in a haphazard way and the sleep time was set to be increasing
over time. The power level shown (fig 4.10) is constantly decreasing. The results prove
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that the nodes lose power randomly when tasks are continuously assigned to them. The
other result was as the node is put to sleep mode more regularly, the power level remains
constant even when there is a burst of tasks assigned. The energy remains the same if the





















Fig 4.12 Task count, Asleep time and Power analysis III
These are some of the simulation scenarios that are added after doing a thorough research
on the way sensor nodes behave when tasked by the Query Dominant set nodes. Thus the
results are conceived and compared with usual procedures and are verified to check if
they conform to the standard norms.
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5. Conclusion
A sensor network model has been developed and analyzed in a way that makes
sense to our aim and goals. The first part is an introduction to wireless sensor networks,
its characteristics and issues. The primary goal of selecting a Query Dominant set has
been achieved. After that the performance of the sensor network has been analyzed.
Different aspects of sensor networks including various constraints, challenges and
features are discussed with emphasis to energy conservation and simple routing
algorithms. Although we did not develop a complete sensor model, some assumptions
were made to deal with all layers of networking. That is a primary drawback for this
thesis.
The second part gives an overview of ongoing research and development of
wireless sensors and wireless sensor networks in different premium institutions. Different
network architectures that were proposed and implemented in the last few years are
discussed. Many solutions were developed around the world in various schools and
companies. We researched some of them and took some assumptions based on these
models.
The third part is the important piece in our work. It explains a mathematical
approach to determine a maximal independent set from Luby's Monte Carlo method. A
QDS (Query Dominant Set) node is determined with this process which acts as a cluster
head. An approach to communicate with the sensor network is also explained but not
used or tested. We assumed that the network uses the single path method in
communicating with the sink and to its neighboring nodes. We discussed some
approaches that try to prolong the life of the sensor network by utilizing redundancy in
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nodes, load balance and reliable signal transfer. The concept of single-path and multi-
path routing techniques are discussed. Although we do not use or prove anything, we
assume single path scenario in the thesis.
The fourth part introduces metrics and simulation results. Here we tested the
algorithms and used a multi tool set to get to the above results. An introduction to
OPNET and the simulation parameters arc discussed. There are some metrics that are
used to evaluate our ideas such as the average energy values of all the nodes in the
network, minimum energy of all the nodes in the network, total energy consumed etc.
Some of the conclusions were based on the quantitative approach that was used to get to
them. Although the results were not the same each time the simulation were run, the
optimal solutions and results were displayed and taken into consideration.
It is possible to do future work based on this thesis. One area where
improvements can be made is putting the election algorithm in the node process and
testing from a real scenario. Another study on single path and multi path can be done and
implemented into this model. That will give the proposed model completeness in a
network sense. The sensor node characteristics and features including its parameters were
taken from WINS node developed by UCLA. Another drawback to this model is data
querying. The tasks assigned were from assumptions and not a real mode task. That can
be another improvement made to this system. A real case scenario like an animal
movement in a forest or a battlefield scenario can be taken into consideration and
implemented by using this model. That would be a great project that can lead to a real
sensor model. Also, this model did not take into consideration any kind of irregularities
like signal to noise ratio, interference and fading. When these issues are considered the
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results will certainly vary and lead to some other conclusions. The sensor coverage
including the acoustic and sensing capabilities all are assumed and there can be
improvements made to them. Also the battery can be made to have solar power
generating capability that will increase the node and network lifetime. Data aggregation
is another important factor in a sensor model. Ultimately the end-user is concerned about
it more than any protocols or hardware. The node placement is another factor that can
change the results. Although we worked on random and regular placements of nodes,
ideal cases were considered. There can be several other ways of distributing the nodes.
Also, dead nodes or defective nodes can be another issue. Many improvements need to be
done to provide an efficient solution to sensor network management.
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