Abstract-Our previous work considered detectability of discrete event systems which is to determine the current state and subsequent states of a system based on the event observation. We assume that the event observation is static, that is, if an event is observable, then all its occurrences are observable. This requires that all sensors be turned on all the time. However, in practical systems such as sensor networks, in order to reduce cost or save energy, the event observation often needs to be dynamic, that is, the occurrences of the same events may or may not be observable, depending on the state of the system. In this paper, we generalize static event observation into dynamic event observation and consider the detectability problem under the dynamic event observation. As before, we define four types of detectabilities. To check detectabilities, we construct the observer with exponential complexity. We can also construct a detector with polynomial complexity to check strong detectabilities. Dynamic event observation can be implemented in two possible ways: a passive observation and an active observation. For the active observation, we discuss how to find minimal event observation policies that preserve four types of detectabilities respectively.
I. INTRODUCTION
ISCRETE event systems [1, 2, 3, 4, 5, 6] are often used to model complex man-made systems. Based on discrete event system framework, some important problems on complex systems, such as supervisory control and fault diagnosis, can be effectively addressed. Obtaining successful solutions of these problems often needs sufficient knowledge on system's behavior. There are two possible ways to study system's behavior. One is to consider event sequences and investigate the properties such as observability [4, 5] and co-observability [6] . The other way is to consider state space and state trajectories. In [7, 8] , we consider the problem of state estimation by investigating the property of detectability. For different applications, [7, 8] introduce four types of detectabilities.
In most prior works [4, 5, 6, 7, 8] , event observation mapping is static: if an event is observable, then it can be observed whenever it occurs. However this may not be the best approach because in many practical systems, the occurrences of events are detected by sensors and then the information is transmitted to supervisors or other agents by communication channels. For such practical systems, static event observation means the corresponding sensors will always be active and all the data will be transmitted to supervisors or agents by the communication channels.
Many man-made systems are rather complex with limited power supply. Take sensor networks for example, these systems often have a large number of sensor nodes. The energy of the battery which provides power to these sensor nodes is limited, and the bandwidth of the communication channels between these sensor nodes and supervisors is also limited. Therefore, we need to save the energy of battery and to utilize the communication channels effectively. Hence the sensors should not be always activated or/and data should not always be transmitted by the communication channels. That means even though one event is observable in principle, only some occurrences of the events may be observable to supervisors or agents. In such cases, event observation becomes dynamic. Hence investigating detectability of discrete event systems with dynamic event observation is important.
Furthermore, supervisors and agents often have the ability to decide when to activate the sensors and when to transmit the occurrences of events. In order to save the battery of the sensors or/and to maximize the efficiency of the communication channels, we want the duration when the sensors are active to be as short as possible and the information received by the supervisors to be as little as possible without violating detectabilities. This problem can be formulated as minimizing the event observation while preserving detectabilities.
In this paper, we first extend detectabilities from static event observation to dynamic event observation. Since event observation is now state-dependent, we need to consider both events and states. This makes the observation mapping more difficult to handle. We define detectability, strong detectability, periodic detectability and strong periodic detectability using the new dynamic observation mapping. We derive necessary and sufficient conditions for these four detectabilities based on observers. We also derive necessary and sufficient conditions for strong detectability and strong periodic detectability based on detectors. The advantage of using detectors is that while the complexity of constructing an observer is exponential, the complexity of constructing a detector is polynomial.
Detectability of Discrete Event Systems with Dynamic Event Observation
In the second part of the paper, we investigate the problem of minimizing event observation while preserving detectabilities. We consider various observation policies preserving detectabilities and would like to find a minimal policy that observes event occurrences as little as possible. The results allow us to provide sufficient state information for different purposes such as feedback control and diagnosis with a minimal cost.
The paper is organized as follows. Section II considers the detectability of discrete event systems with dynamic event observation. Definitions of detectabilities are given and necessary and sufficient conditions are derived. In Section III, we investigate how to minimize event observation while preserving detectabilities. Algorithms are given to compute minimal event observation policies. Due to the page limit, proofs are omitted.
II. DETECTABILITY DYNAMIC FOR EVENT OBSERVATION

A. Model
In this section, we investigate detectability of discrete event systems with dynamic event observation. As usual [1, 2, 3] , a discrete event system is modeled by an automaton as follows:
where Q is the set of discrete states; Σ is the set of discrete
is the transition function; Q q ∈ 0 is the initial state of the system. The transition function describes the dynamics of the discrete event system. The transition function is extended to
in the usually way. We use )! ,
For different state estimation problems, we assume different knowledge on the initial state. We use ) ( 0 Q Q ⊆ to denote the set of possible initial states. So the automaton described for state estimation can be re-written as:
The language generated by G is defined as
As in [7, 8] , we make the following two assumptions without loss of generality. (1) G is deadlock free, that is, for any state of the system, at least one event is defined at that state:
. (2) No loops in G contain only unobservable events. Static event observation is given by the natural projection
, where o Σ is the set of observable events.
Dynamic event observation means observable events may be observed for some time periods, but not for all time periods. In order to reduce the complexity of dynamic event observation, we assume that dynamic event observation is state-dependent and we use the following mapping to describe this dependency:
.
Given a state q , ) (q Φ is the set of events which can be observed when the system is in state q . Since the observation of events is state-dependent, the event observation can be described by observable transitions. In other words, all the transitions are divided into two disjoint sets: observable transitions and unobservable transitions.
B. Detectabilities
Since the observation of events is dynamic and the initial state is uncertain (the initial state can be any one of the states in 0 Q ), for an event sequence s , the observed event sequence may not be unique. However, for a transition path
, the observed event sequence is unique because the observability of any transition is certain. So we can define the information mapping
is the observation when the system starts at q and s has occurred. ) , ( s q θ is defined recursively as ( ε denotes the empty string):
Based on the information mapping θ , we can define the observed language of the discrete event system G as:
Suppose that discrete event system G is in a set of possible states ) ( Q Q ⊆ ′ , then the set of all possible states after observing
In particular, the unobservable reach is defined as:
Detectability concerns with the state estimation after sufficient long sequences of observations. Therefore, let us denote the length of a string s by s , and the set of positive integers by N . If x is a set, then x denotes the number of elements in the set. We also denote the set of prefixes of s by ) Pr( s . Since the initial state may be unknown and the information mapping depends on states, we need to describe a possible trajectory of the system by an infinite transition path of events: 
From Assumptions 1 and 2 in Section II-A, we know that for an infinite transition path, the length of the observable event sequence is also infinite.
With these definitions and notations, we can now extend the definitions of various detectabilities of discrete event system to the case of dynamic event observation.
Definition 1 (Detectability)
A discrete event system G is detectable with respect to Φ if we can determine, after a finite number of observations, the current state and subsequent states of the system for some trajectories of the system. That is,
Definition 2 (Strong Detectability)
A discrete event system G is strongly detectable with respect to Φ if we can determine, after a finite number of observations, the current state and subsequent states of the system for all trajectories of the system. That is,
Definition 3 (Periodic Detectability)
A discrete event system G is periodically detectable with respect to Φ if we can periodically determine the current state of the system for some trajectories of the system. That is,
Definition 4 (Strong Periodic Detectability)
A discrete event system G is strongly periodically detectable with respect to Φ if we can periodically determine the current state of the system for all trajectories of the system. That is,
C. Check Detectability
To find necessary and sufficient conditions for checking the four types of detectabilities, we first investigate the properties of observer. As in the case of static event observation, we can construct an observer, denoted by obs G , for G as follows.
where Ac(.) denotes the accessible part and
The observer obs G characterizes the observed language of the discrete event system G as shown below.
Theorem 1
To check detectabilities, we first mark the states in obs G that contain singleton state and denote the set by:
Clearly 
Because the observer obs G describes the set of all possible states the system G may be in when we observe a sequence of observable transitions, it can be used for checking different types of detectabilities.
Theorem 2
A discrete event system G is detectable with respect to Φ if and only if there is at least one loop in obs G which is entirely within m X .
Theorem 3
A discrete event system G is strongly detectable with Checking detectabilities using Theorems 2-5 requires the construction of an observer. Since in the worst case, the cardinality of the state space of the observer is Q 2 , the computational complexity of constructing the observer is exponential. On the other hand, we can check strong detectability and strong periodical detectability with polynomial complexity by constructing a detector which is introduced in [8] :
The state space of the detector is
The transition function
ξ is defined as As in the case of observer, we define:
Based on the detector, we have:
Theorem 6
A discrete event system G is strongly detectable with respect to Φ if and only if:
Theorem 7
A discrete event system G is strongly periodically detectable with respect to Φ if and only if there are no loops in det G which are entirely within
III. MINIMAL EVENT OBSERVATION POLICY
A. Event Observation Policy
Dynamic event observation mapping Φ can be achieved or implemented in two possible ways: a passive way and an active way. In the passive way, the plant G reports to the supervisors or agents the occurrences of events according to Φ automatically without active involvement of the supervisors or agents. Therefore, from the viewpoint of the supervisors, the observation is passive. In the active way, the supervisors activate sensors and control the communications between themselves and the sensors in order to observe the occurrences of events. Both passive observation and active observation are used in practice.
For passive observation, the observation problem is relatively simple from the viewpoint of a supervisor: what it gets is what it has. On the other hand, the observation problem for active observation is more complex and interesting. We investigate this problem in this section. We assume that a set of sensors are available in the plant to detect the occurrences of observable events. For active observation, event observation mapping is achieved by an event observation policy Ω which is a mapping:
is the set of events whose corresponding sensors are activated and the occurrences of events are transmitted to the supervisor at state q .
Event observation policies are similar to sensor activation policies discussed in [9] . For two event observation policies Ω and Ω ′ , we say that
. Similarly, we define Ω′ ≤ Ω and Ω′ < Ω . Given an event observation policy Ω , there is a corresponding information mapping, denoted by Ω θ or θ if Ω is understood, as defined before.
For any two transition paths, if they have the same observed event sequence, then they are indistinguishable. Obviously, we must make the same event observation decision after any two indistinguishable transition paths. This leads to the following definition:
Definition 5
An event observation policy is feasible if
Feasibility can be checked using observer as described in the following theorem.
Theorem 8
An event observation policy Ω is feasible if and only if 
In [9] , it is shown that feasible sensor activation policies satisfy monotonicity, that is, activating more sensor leads to less confusion. The same is true for event observation policies. Moreover, let us define the union of event observation policies 2 1
Then the following is true.
Theorem 9
If some finite event observation policies 
Our goal is to minimize event observation while preserving detectabilities. This means to find a minimal feasible event observation policy under which the system is detectable (for different detectabilities respectively). Our approach is to start with the maximal feasible event observation policy max Ω and try to remove event observations one by one until no further removal is possible. Since removing one event observation from a policy may make the resulting policy infeasible, we may have to remove more event observation to recover feasibility. Therefore, given an observation policy Ω , we would like to find the maximal feasible sub-policy , denoted by 
. The following Algorithm calculates the maximal feasible sub-policy of a given event observation policy.
Algorithm 1
Input: the system G and an event observation policy Ω ; Output: the maximal feasible sub-policy f ↑ Ω ;
Step 1: Initially, set } , :
Step 2: Recursively, set
Step 3: Recursively, set
Step 4: Iterate steps 2 and 3 until no further changes to P ;
Step 5: Recursively do If
Step 6: Repeat step 2 to 5 until no further changes to Ω .
Step 7:
Theorem 10
f ↑ Ω obtained by Algorithm 1 is the maximal feasible event observation policy with respect to given event observation policy Ω .
Remark 1
[9] considers the feasible event observation policy (called sensor activation policy) for control purpose. In [9] , the initial state of the system is known, however, in our case of state estimation of discrete event systems, the initial state of the system is not known, what we know is a state subset that the system maybe stay initially. So the above results on feasible event observation policy generalize the corresponding results of the paper [9] . Such generalization is necessary for investigating detectability of discrete event systems and cannot be obtained directly from [9] .
B. Minimal Valid Event Observation Policies
To find a minimal feasible event observation policy under which the system is detectable, let us first define validity as follows.
Definition 6
A feasible event observation policy Ω is valid with respect to detectability, strong detectability, periodic detectability, and strong periodic detectability, respectively, if discrete event system G is detectable, strongly detectable, periodically detectable, and strongly periodically detectable, respectively, with respect to Ω .
Unless specifically stated, when we say a policy is valid, we mean it is valid with respect to a given detectability, which can be any of four detectabilities. The following theorem says that the union of two valid policies is also valid.
Theorem 11
If some finite event observation policies
are all valid with respect to a given detectability, then
is also valid with respect to the given detectability.
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Let us now discuss the algorithm to find a minimal valid event observation policy with respect to a given detectability, which can be any of four detectabilities. Obviously, for a solution to exist, we must assume that the maximal feasible event observation policy max Ω is valid with respect to the given detectability. The Assumption 2 in Section II-A requires no loops in G that contain only unobservable events. However, reducing a given event observation policy Ω may result in the system G having loops which contain only unobservable transitions. This is not what we want to have. So when we try to find a minimal valid event observation policy Ω with respect to a given detectability, we should make sure that the policy does not result in the system having loops which contain only unobservable transitions.
The algorithm to compute a minimal valid event observation policy with respect to a given detectability is as follows.
Algorithm 2
Input: the system G ; Output: a minimal valid policy Ω with respect to a given detectability;
Step 1: Initially, set . If no such pair exists, go to Step 6, else set σ
