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Over the past few years both the popularity and the computing and sensingcapabilities of smartphones increased signiﬁcantly. This created tremendous
opportunities for pervasive and mobile computing. Previous approaches had to rely
on users carrying dedicated devices which gained limited acceptance and spread due
to the constraints and extra costs involved. Nowadays a great and ever-increasing
number of users own and carry smartphones, thus enabling the monitoring of user
context and behavior and the provision of accordingly adapted services while not
disturbing the user.
Despite the plethora of features that smartphones provide, a signiﬁcant propor-
tion of their usage still belongs to communications appplications [9]. In this context,
adequate adaptation of the phone notiﬁcation mechanisms is necessary in order to
avoid disruptions and disturbances to the user and surrounding peers, as well as in
order to ensure that notiﬁcations are not mistakenly overseen. The survey we carried
out indicates that a signiﬁcant percentage of respondents at least occasionally fail to
adapt their phone mode, whereas the majority of the participants report having to
change their phone modes several times per day.
The goal of this thesis is to provide the users with methods to automatically adapt
their phones’ notiﬁcation mechanism based on two types of contextual information
that we deemed as essential: the place where the phone is carried and the users’ cur-
rent activities. Phone position detection constitutes our main focus regarding context
detection, while for user activity classiﬁcation we adapt existing approaches to our
scenarios. Both types of contextual information are inferred only based on hardware
sensors embedded in off-the-shelf smartphones in order to make this approach avail-
able to as many users as possible.
The main challenges include obtaining the highest possible classiﬁcation accuracy
and ensuring that the contextual information is not deprecated, given the great risk
of disturbance posed by inaccurate results. Furthermore, we aim to limit the duration
of sensor sampling in order to reduce both battery impact and privacy concerns.
Our contributions include an audio-based active probing approach which achieves
a signiﬁcant improvement of phone position classiﬁcation accuracy in comparison to
existing state-of-the-art approaches. We subsequently improved this method, which
relies on playing audio signals and recording them at the same time, by opportunisti-
cally piggybacking phone notiﬁcation sounds. Thus we could at the same time avoid
user disturbance through sound playing, limit the recording duration, and ensure
that the classiﬁed phone position is actually the current one. For the situations when
the phone is on silent mode, we propose an approach that piggybacks vibration mo-
tor movements to collect and classify accelerometer readings, achieving accuracies in
excess of 90%. Lastly, we provide a proof of concept implementation of a system that
awaits incoming phonecalls or notiﬁcations, records audio and accelerometer read-




Innerhalb der letzten Jahre hat sich sowohl die Beliebtheit als auch die Rechenleis-tung und Sensorfähigkeiten von Smartphones erheblich erhöht. Daraus ergeben
sich enorme Möglichkeiten für Pervasive und Mobile Computing. Frühere Ansätze
mussten sich darauf verlassen, dass Nutzer dedizierte Geräte mitführen – was auf-
grund der Einschränkungen und Zusatzkosten zu nur eingeschränkter Akzeptanz
und Verbreitung führte. Heutzutage besitzt eine große und steigende Anzahl von
Nutzern Smartphones und führt diese dauerhaft mit sich, was eine Beobachtung des
Nutzerkontexts und -verhaltens sowie die Bereitstellung entsprechend angepasster
Dienste ermöglicht, ohne den Nutzer zu stören.
Trotz der Vielzahl an Features die Smartphones bereitstellen ist ein signiﬁkan-
ter Anteil ihrer Nutzung weiterhin dem Bereich der Kommunikationsanwendungen
[9] zuzuordnen. In diesem Umfeld ist die adäquate Anpassung von Benachrichti-
gungsmechanismen notwendig, um Störungen und Belästigungen für den Nutzer
und das Umfeld des Nutzers zu vermeiden sowie um sicherzustellen, dass Benachrich-
tigungen nicht irrtümlicherweise übersehen werden.
Die von uns durchgeführte Befragung zeigt, dass ein signiﬁkanter Anteil der Be-
fragten zumindest hin und wieder vergisst, ihren Telefonmodus anzupassen, wobei
die Mehrzahl der Befragten angibt, diesen mehrmals täglich zu wechseln.
Das Ziel dieser Arbeit ist es Nutzern Methoden zu bieten, mit denen der Be-
nachrichtigungsmodus automatisch angepasst werden kann. Hierbei werden zwei
von uns als essenziell eingestufte kontextuelle Informationen analysiert: die Posi-
tion, an der das Telefon mit sich geführt wird sowie die zurzeit durchgeführten
Aktivitäten des Nutzers. Die Ermittlung der Position des Telefons ist der hauptsäch-
liche Fokus unserer Arbeit, während wir uns bei der Klassiﬁkation der Nutzeraktiv-
ität auf bereits existierende Ansätze stützen und diese für unser Szenario anpassen.
Beide Arten kontextueller Information werden nur von Daten aus Hardwaresensoren
abgeleitet, die in gängigen Smartphones verbaut sind, um den Ansatz für möglichst
viele Nutzer nutzbar zu gestalten.
Die hauptsächliche Herausforderung liegt darin, die höchstmögliche Genauigkeit
der Klassiﬁkation zu erreichen und sicherzustellen, dass die ermittelte kontextuelle
Information nicht bereits veraltet ist, da ungenaue Resultate ein hohes Risiko für
Störungen mit sich bringen. Weiterhin streben wir an, die Dauer der Sensorbenutzung
zu minimieren, um sowohl den Energieverbrauch als auch Datenschutzbedenken zu
reduzieren.
Unser Beitrag beinhaltet einen audiobasierten Ansatz mit aktiver Sondierung der
eine signiﬁkante Verbesserung der Genauigkeit der Klassiﬁkation der Position des
Telefons im Vergleich zu bestehenden State-of-the-Art-Ansätzen mit sich bringt. An-
schließend zeigen wir, dass sich in einer Erweiterung dieses Ansatzes eine vergleich-
bare Genauigkeit erzielen lässt, wenn das Abspielen von vorhandenen Benachrichti-
gungstönen genutzt wird. Damit können wir sowohl die Störung des Nutzers durch
das Abspielen von Geräuschen verhindern, die Aufnahmedauer verkürzen und sich-
erstellen, dass es sich bei der klassiﬁzierten Telefonposition um die korrekte han-
delt. Für Situationen, bei denen sich das Telefon im Lautlosmodus beﬁndet stellen
wir einen Ansatz vor, der die Vibrationsmotorbewegungen benutzt und Daten des
Beschleunigungssensors klassiﬁziert, wobei Genauigkeiten oberhalb von 90 % er-
reicht werden. Schlussendlich stellen wir eine Proof-of-Concept-Implementierung
eines Systems vor, das auf eingehende Anrufe oder Benachrichtigungen wartet, Audio-
und Beschleunigungsdaten aufnimmt, die Aktivität des Nutzers sowie die Position
des Telefons bestimmt und umgehend den Telefonmodus anpasst.
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The advent and increase in popularity of smartphones has created unprecedentedopportunities for context-aware approaches. Whereas in the past users had to
be persuaded to carry burdensome sensing platforms, nowadays smartphones pro-
vide both sensing and computational capabilities and are being willingly carried by
the users at most times.
As a consequence, methods to infer increasingly more precise and speciﬁc types
of context have been developed. These methods span from user localization and
path prediction to physical activity recognition and to medical information infer-
ence. These new sources of information have been used by a multitude of applica-
tions, which could now personalize the content and service for their users without
requiring their direct input.
However, a number of challenges persist and some new ones were created. Appli-
cations have to be battery-efﬁcient and cannot require much interaction from the user
if they aim for a longer term usage. Furthermore, together with advances in context
recognition and number and quality of built-in sensors, user privacy concerns have
also increased.
1.1 motivation
Despite the tremendous increase in number and diversity of mobile applications,
most used applications still serve for communication purposes. Thus, according to
Böhmer et al [9] communication applications account for 49.5% of app launches. Ad-
ditionally, the average usage of these apps is about one minute. Furthermore, when
considering chains of app usage, about half of these chains are started by communi-
cations applications, even when the following apps have different purposes.
Since communication stays the main purpose of smartphones, an important is-
sue concerns notiﬁcation mechanisms. All communication, be it synchronous, like
phonecalls, or asynchronous, like emails and text messages,still involves the use of
notiﬁcations. However the varying daily circumstances of the users require different
notiﬁcation behaviors throughout the day. Thus, a typical user would go from the
morning when notiﬁcations take their regular form, to commuting where they need
to get louder if taking public transport or to potentially be snoozed if the user is
driving (particularly text notiﬁcations), to work situations when again notiﬁcations
might get back to regular mode, to meetings where notiﬁcations have to be on silent
and so on for the rest of the day. One can already notice the number of times the
user is required to adapt this notiﬁcation mechanism, which for simplicity purposes
we shall call “phone mode” in what follows. In Chapter 5 we deﬁne this term more
precisely.
Thus, adapting phone mode is a repetitive task the user has to remember to carry
out multiple times a day. Unsurprisingly, sometimes users forget about this task,
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which results in disturbances and missed notiﬁcations. Thus, while it might be tempt-
ing to decide to set the phone to silent mode for most of the day, this can also lead to
missing important messages. More importantly, the situations when disturbances are
least welcome involve multiple people, such as meetings and presentations, so one
user failing to adjust his phone mode results in disturbance for many other people.
There are apps that automatically adapt the phone mode, which rely however
on general factors that give only hints regarding the user’s situation. For instance,
some applications use the WiFi network the user is connected to in order to infer
whether he is home, at work, or somewhere in the city, and thus adapt the phone
mode. However there are times at work when the user would want to silence the
notiﬁcations, but others when he would still like to be made aware of them. Similarly,
the knowledge that the user is in the city does not sufﬁce. The city includes both loud
squares and shopping malls, where notiﬁcations should increase their volume, and
cinemas and restaurants, when the phone should be on silent mode.
Therefore, looking at more speciﬁc contextual information can help make better
decisions with regards to the desired phone mode. Ideally, one would like to emulate
the user’s behavior when deciding the phone mode. Thus, the current activity is one
important indicator for the desired phone mode. The phone’s position in relation to
the user also plays an important role. A very loud ringtone being played while the
phone is in the user’s hands can be bothersome, while low volume notiﬁcations risk
not being heard when the phone is in a backpack. Additionally, a phone vibrating
on a desk during a meeting is a source of disturbance.
In order to verify the afore-mentioned aspects and obtain more insights into the
users’ behavior with regards to phone mode adaptation, we carried out a user study
which we present in detail in Chapter 4. The main ﬁndings included the fact that
the majority of respondents adapt their phone modes multiple times per day and
are being disturbed at least once per week by another user’s phone, while more
than a third of the respondents cause a disturbance at least once per week. Most
importantly, more than 70% of the survey participants would be willing to use an
application that automatically adjusts their phone mode, provided it is implemented
in a privacy-conscious manner.
To sum up, phone mode adaptation is a repetitive task that users have to manu-
ally carry out numerous times per day. Additionally, forgetting to adapt the phone
mode can result in disturbances and missed notiﬁcations. Automatic phone mode
adaptation would solve this problems. However, existing automated approaches rely
only on general indicators of the user’s situation, e.g., the WiFi network to which
the user is connected, rather than taking into account more ﬁne-grained contextual
information, e.g., the phone’s position or his current activity.
1.2 goals
The goal of this thesis is to provide a solution for automatic phone mode adaptation
which allows users to avoid both disturbances and unwanted missed phonecalls and
notiﬁcations. In order to make our solution available to as many users as possible, we
rely solely on the hardware sensors built in smartphones and consider no external
sensors. Furthermore, we shall use no software sensors such as calendars, since this
would limit our solution to users who regularly use those applications. We addition-
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ally dismiss smartphone sensors which are available only on a very limited number
of phone models, such as temperature or humidity sensors.
An essential goal concerns the classiﬁcation quality of the user’s contextual infor-
mation. The main criteria we aim to use for phone mode adaptation are the phone
position and user activity. Since user activity detection methods have already been
developed [123], we adapt them to our context and proceed to focus on reﬁning
methods for phone position detection. Given the high potential of disturbance that
an incorrect phone mode presents, it is difﬁcult to deem any accuracy under 100%
as good enough. At the very least one could accept errors for situations where the
phone should not be in a silent mode. However, since such an accuracy is impossible
to achieve, we will strive to obtain as high of a classiﬁcation result as possible, with
related work having achieved up to 84%accuracies [87]. In a real-world implementa-
tion, consequences of misclassiﬁcations can be partially mitigated by choosing to set
the phone on a silent mode in case of low conﬁdence classiﬁcation results.
We additionally aim to ensure that when a phonecall or notiﬁcation comes in, our
knowledge of contextual information is not deprecated, i.e. the user has moved his
phone to a different position or has transitioned to another activity. At the same time,
we intend to limit the duration and frequency of recordings as much as possible, both
due to battery and privacy concerns. Thus, the former aim discards the usage of duty
cycling, while the latter dismisses continuous probing of the sensors. Our goal will
be therefore to collect recordings in an opportunistic fashion when the phone mode
actually needs to be adapted, i.e. right when a notiﬁcation comes in.
Classiﬁcation accuracy should not be achieved at the expense of user comfort and
battery lifetime. For this reason, we shall not impose restrictions on the user regard-
ing how he carries his phone or his his environment should be (e.g., not very noisy).
While the current work does not focus on user privacy, we shall take some steps
to reduce such concerns. Besides the already mentioned limitation of duration and
frequency of recordings, we shall investigate alternative solutions that rely on sensors
capturing less sensitive data, e.g. attempting accelerometer-based approaches instead
of audio-based ones.
1.3 contributions
The main contributions of this thesis are:
• A user study to assess the need for automatic phone mode adaptation and the
users’ acceptance of such a solution.
• A method to improve phone position classiﬁcation by using audio pilot se-
quences, which achieves accuracies of over 90%.
• An approach to opportunistically obtain the pilot sequences by piggybacking
all phone notiﬁcation sounds. This additionally allows us to run the classiﬁca-
tion only when needed, thus saving battery, and to be certain of knowing the
most recent contextual information.
• An active probing approach to determine phone position, which gathers ac-
celerometer readings while the vibration motor is triggered. This method also
achieves accuracies in excess of 90% while being suitable for more privacy-
aware users.
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• Adaptation of existing user activity classiﬁcation methods to speciﬁc user groups,
e.g. car technicians.
• A proof of concept implementation of an automatic phone mode adaptation
system.
1.4 outline
The remainder of this thesis is structured as follows. Chapter 2 introduces the main
concepts that will be used in this thesis, which include machine learning concepts
and the statistical methods used in our motivating user study.
Subsequently, we summarize the main related work in Chapter 3 and highlight
remaining open questions and challenges which will be targeted in our work. Chap-
ter 4 presents our user study concerning frequency of manual phone mode adapta-
tion and disturbances originating from failing to adapt it. Additionally, it investigates
several issues which affect our approach, such as the most common phone positions
and activities, as well as the preferred way of being supported with phone mode
adaptation, e.g. automatic adaptation vs. recommendations. Chapter 5 presents our
approaches for phone position classiﬁcation, introducing machine leaning techniques
and active probing methods we used. It starts with the more basic approaches
and progresses based on remaining challenges towards the more user-friendly and
battery-saving ones used in our ﬁnal proof of concept. Each method presentation
is paired with an evaluation section. Chapter 6 introduces two sets of user work-
related activities we considered, one pertaining to car technicians and the other to
ofﬁce workers. The former one has been implemented and evaluated, while the lat-
ter one is implemented in the proof of concept application without an evaluation
section. Subsequently, we introduce the main architecture and implementation con-
cerns together with the decisions taken for the proof of concept application, which
we present in the ﬁnal part of the chapter. Finally, Chapter 7 summarizes our contri-
butions and compares them with the goals previously outlined in the current chapter.
2
FUNDAMENTALS
In the following chapter we introduce the main concepts used in this thesis. Weﬁrst deﬁne context and its components. We proceed to introduce the main steps
of sensor-based context classiﬁcation. We present the basic concepts of machine learn-
ing, focusing afterwards on supervised learning and classiﬁer performance metrics.
Lastly, we present the statistical tests used in our user study.
2.1 categories of contextual information
One way to gain information about the user is the direct input from the user himself.
However, this approach is often burdensome to the user, who has to input every
single aspect of his status. This is especially true given the size of most smartphone
screens. In turn, this limits application developers with regards to the amount of
information they obtain from the users. Additionally, the application has to wait
for new input form the user and cannot predict his next actions and decisions. The
last years have seen a great increase in applications that go beyond this, inferring
as much as they can about the user’s situation.This is what is often called, both
informally and in research papers, context.
Before the advent of context, linguistics has introduced and made use of the term
“situation”, deﬁned by Barwise [6] as:
“The world consists not just of objects, or of objects, properties and relations, but
of objects having properties and standing in relations to one another. And there
are parts of the world, clearly recognized (although not precisely individuated) in
common sense and human language. These parts of the world are called situations.
Events and episodes are situations in time, scenes are visually perceived situations,
changes are sequences of situations, and facts are situations enriched (or polluted)
by language.”
In the mobile computing area, one of the most comprehensive, widely-accepted
and used deﬁnitions belongs to Dey [24], who describes context as follows:
”Context is any information that can be used to characterize the situation of an en-
tity. An entity is a person, place, or object that is considered relevant to the interaction
between a user and an application, including the user and application themselves.“
Earlier deﬁnitions included “a situation and the environment a device or user is
in” [130]. Context-awareness had been previously deﬁned by Schilit et al. [128] as
“the ability of a mobile user’s applications to discover and react to changes in the
environment they are situated in”, while Schmidt et. al [129] deﬁne it as “knowledge
about the user’s and IT device’s state, including surroundings, situation, and, to a
lesser extent, location.” Each of these deﬁnitions misses certain types or aspects of
context and for this reason, Dey’s deﬁnition stands as the most comprehensive one.
Thus, context includes three essential aspects or, as we might call them, sub-
contexts: the user, the application together with the device it runs on, and the in-
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Figure 1: Layers of context as categorized by [7]
teraction between them. Worth noting is that context refers to both the individual
pieces of information and the whole picture these pieces create. Since the deﬁnition
of context is very broad, the practical deﬁnition of context will differ between appli-
cations based on what they deems as essential information for their use case. While
there is no single framework exhaustively deﬁning and structuring context and thus
making a complete context taxonomy there are proposals for guidelines in modelling
context [7, 46]. Due to the inevitable ambiguity and generality, several applications
use “context” to refer to location, ambient, mood or sentiment, (physical) activity,
health status etc.
Context can be split into layers and categories, based on the granularity and com-
plexity of the information it contains, as well as on the entities it concerns (e.g.,
user, device etc.). In this regard as well authors’ opinions differ. In what follows we
present two approaches to context components. Bettini et al. [7] split context on three
layers: low, high, and relationships, as also shown by Figure 1. The low layer concerns
sensor readings themselves, while high-level context concerns semantic information
extracted based on these readings, regardless of its granularity. Sitting down or eat-
ing lunch would both qualify as high level context. The highest level of their model,
which they do not even call context anymore, refers to relationships between con-
texts, e.g., the temporal relationship between standing up and walking. Schmidt et
al. [129] split context based on the element it concerns, namely self, environment
and activity, as shown by Figure 2. The self category concerns both the user and his
device, the environment refers to both the physical and social setting, and activity to
the task the user is carrying out.
Applications using contextual information can take multiple names, such as con-
text-aware or adaptive applications. According to Steinmetz and Nahrstedt [144],
“adaptive systems monitor the user’s activity pattern and automatically adjust the
interface or content provided by the system to accommodate (...) changes in user
skills, knowledge and preferences.”
In the current thesis, we target two speciﬁc aspects of context: user activity and
phone position. In the existing body of work, user activity most often refers to physi-
cal activity [5, 18, 19, 63]. However this is an inaccurate representation, since physical
activities are only a subset of human activities. Additionally, the afore-mentioned is-
sues concerning the deﬁnition of context layers affect the deﬁnition of user activity
as well. Depending on the level of granularity considered, typing, writing a report,
and working on the MOLEM project can all represent an activity, even the very same
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Figure 2: Context sub-categories according to [129]
one. For this reason, developers of applications have to decide on the meaningful
level of granularity together with the adequate class set.
Phone position refers to the place where the user carries or stores the phone, hav-
ing no connection to the actual geographical location. Phone positions would include,
for instance, being inside a pocket or on a table. One can also consider different lev-
els of granularity here, from considering only if a phone is inside or outside of an
enclosure, to taking into account whether the pocket is a shirt or jacket pocket or
whether the table is made out of wood, metal, or plastic.
2.2 sensor data-based context detection using machine learning
Our work, as well as most of the recent related research leverages machine learning
techniques. According to Mitchell [91], machine learning can be deﬁned as follows:
“A computer program is said to learn from experience E with respect to some class
of tasks T and performance measure P, if its performance at tasks in T , as measured
by P, improves with experience E.”
Machine learning includes four main types of algorithms: supervised, unsuper-
vised, semi-supervised, and reinforcement learning algorithms, as shown in Figure 3.
Supervised algorithms build models based on existing labeled data so that when pre-
sented with new unlabeled data, they can predict their label. For instance, we provide
our supervised learner with a set of accelerometer samples and labels correspond-
ing to the user’s physical activity, it builds a model based on that and afterwards,
when provided with new unlabeled accelerometer readings, it can classify the user’s
activity. Unsupervised methods aim to infer a function from unlabeled data, relying
on discovering hidden structures in the data. Thus, they can ﬁnd patterns and clus-
ters in data but cannot assign a value or label. Unsupervised models are often used
to ﬁnd anomalies and anomalous behaviors in the data, e.g. [137]. In the previous
example, an unsupervised model would ﬁnd different clusters corresponding to the
various physical activities, but would be unable to name the activities. In the case of
semi-supervised learning, the algorithm is fed both labeled and unlabeled samples,
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Figure 3: The main types of learning algorithms
most often the latter being more numerous than the former. Similarly to the unsuper-
vised case, such a learner ﬁrst identiﬁes patterns and clusters in the data. Afterwards,
using the available samples, it tries to assign labels to these clusters. Reinforcement
learning targets the learning problem from a different perspective. Thus, instead of
focusing on correct or incorrect labels, it rewards desired behaviors and penalizes
unwanted behaviors by using a reward function. In the process of optimizing the
reward function results, these algorithms also learn a model of the data without
being provided explicit examples. For instance, if a user has a playlist that he uses
only when he goes jogging, a classiﬁer could learn to recognize the movement pat-
terns associated to jogging just from starting the playlist every time it think the user
is jogging, observing whether the user changes the playlist and adapting its model
accordingly.
In the current work we rely only on supervised algorithms. Formally put, super-
vised learning represents [124]:
“Given a training set of N example input-output pairs (x1,y1), (x2,y2), ..., (xN,yN)
where each yi was generated by an unknown function y = f(xi), discover a function
h that approximates the true function f.”
Supervised learning algorithms require a training phase, when they are provided
with labeled data instances, based on which they learn a model. Afterwards, the
model can be used to label unseen data points.
Two of the most common machine learning tasks are classiﬁcation and regression.
Thus, if the predicted output is discrete, we are presented with a classiﬁcation prob-
lem. Regression problems have a continuous output. Our work concerns itself only
with classiﬁcation problems. A typical classiﬁcation pipeline consists of data acqui-
sition, data cleaning, feature extraction, and running the chosen machine learning
algorithm. Adapting this to our work, context detection consists of four main steps:
sensor data acquisition, preprocessing, feature extraction, and classiﬁcation. There
are signiﬁcant variations within each step, however almost all related work (a few
examples being [2, 86, 97]) agrees on the steps themselves.
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2.2.1 Data Acquisition
In the current work we refer only to data gathered from smartphone sensors with the
aid of mobile applications. There are two ways to approach data collection. The sim-
plest method is to just sample the smartphone sensors which would be subsequently
fed into the classiﬁcation pipeline. This method can also be called passive probing.
Opposed to it is the method of active probing, which does not simply collect the
sensors readings, i.e., but also at the same time triggers a pilot sequence. In telecom-
munications, pilot sequences are signals “transmitted over a communications system
for supervisory, control, equalization, continuity, synchronization, or reference pur-
poses” [39]. In mobile sensing pilot sequences are most often used as ground truth
for reference purposes [14], however other applications such as supervision are rep-
resented as well [20].
There are several approaches to sensor sampling as well: continuous sampling,
duty cycling, and opportunistic sampling. In the ﬁrst case, as the name suggests, data
is sampled continuously and then fed into the classiﬁcation pipeline. This approach
presents signiﬁcant disadvantages such as rapid battery draining and increased pri-
vacy concerns, however it ensures that the application is provided with the user’s
most recent context (as provided by the chosen model, with its respective classiﬁca-
tion accuracy). Depending on the phone model and operating system, continuous
sampling may be disabled. Duty cycling refers to samples being collected periodi-
cally for given time durations. Thus, it involves a trade-off between context actuality
on the one hand and battery lifetime and privacy on the other hand. Several mobile
sensing approaches include improving this trade-off in their focus [86]. Opportunis-
tic sampling refers to piggybacking a different event in order to get the data, such as
using photos that the user took for Instagram, or the accelerometer data he recorded
for the running app. Such an approach has the advantage of getting the data free of
any additional “cost”, however it can also involve getting insufﬁcient data or not hav-
ing the data at the moment it is needed if the piggybacked events are not correlated
with the events one is trying to detect.
2.2.2 Data Preprocessing
The very ﬁrst step, once the data has been acquired, is data cleaning. This process
depends on the type of data and the data collection process, and deals amongst
others with incorrect or missing entries in the dataset. There are multiple ways of
dealing with such issues, from removing the whole input vector if one element is
obviously wrong or missing, to replacing this element with, for instance, the average
value of all corresponding vector elements in the dataset. To make this process more
understandable, we shall provide two data cleaning examples, one for gathering
training data and one for the actual classiﬁcation.
Let us ﬁrst assume we gather training data from all sensors incorporated in a
smartphone for a user activity classiﬁcation task. The user decides when to start and
stop the data collection and labels the collected data with the corresponding activity.
First of all, we shall discard the ﬁrst and last few seconds of every recording since the
user needs a small amount of time to actually start with the activity after inputting
it, and similarly ﬁnishes it before inputting it to the phone. Additionally, recordings
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over a certain length will be removed assuming the user forgot about the recording
process.
For the data cleaning step for an actual classiﬁcation task, where a trained model
is present, let us consider an application that plays a very short audio track, records
it using the very same phone and the classiﬁes the phone position. In this case we
must check in real time whether our recording is clipped due to the sound volume,
so if needed we can adjust the volume and make another recording. Additionally,
given the duration of the played sound, we need to start the recording before playing
starts. This is a precaution given the time variations of the mobile operating system
event scheduling. Therefore, the ﬁrst few milliseconds of recording will have to be
dismissed.
In what follows we present the standard preprocessing steps for audio data. For
the other phone sensors the most common preprocessing steps include, besides the
afore-mentioned data cleaning step, only the windowing of the data. We describe
windowing what follows for audio data only, the process being similar for the other
types of sensors.
2.2.2.1 Audio Signal Preprocessing
First of all, the recording needs to be split into multiple windows if the total record-
ing length is longer than the optimal size. Depending on the classiﬁcation task, there
can be an optimal constant window size, or the window size might vary. The ﬁrst
case is usually associated with trying to classify environment characteristics that vary
little over time and usually have a long duration. One example when this applies is
when classifying the transportation mode of the user: the bus, tram, or train will
have their speciﬁc acoustic pattern over the whole recording. In this case, the only
problem is that long recordings will lead to less accurate classiﬁcation results. The
reason for this is that before the actual classiﬁcation step we apply a feature extrac-
tion algorithm in order to reduce dimension, which in the case of too long recordings
will result in averaged values which cannot capture the relevant patterns. The opti-
mal length is often decided empirically for each scenario. The second case, when a
variable window size is required, applies when trying to capture a short transient
event, for instance a knock on a door or a key being pressed. We shall only consider
in what follows the case of constant window size, since that is what our scenarios
requires.
In this step, a window function is applied [96]. The recorded audio signal is likely
not periodic and even if it is, the segments we split it into will most likely not con-
tain an integer number of periods, since the snippet size was chosen to optimize
classiﬁcation accuracy. Therefore, the endpoints of these signals will be discontinu-
ous, which will appear in the frequency domain representation as high frequency
components which did not exist in the original signal. This phenomenon is known
as spectral leakage. In order to alleviate this issue, the sequence is multiplied with a
ﬁnite window whose amplitude varies gradually towards zero at the edges [96]. This
results in the signal’s endpoints meeting and thus eliminating discontinuities. How-
ever, using a window function has also side effects, hence the necessity to select an
appropriate window function from the several options available. Each such window
has a main lobe and several side lobes and there is a tradeoff between the size of
these lobes. A few examples are shown in Figure 4. Lower side lobes reduce spectral
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Figure 4: Rectangular, Hann, and Hamming window functions (from [139])
leakage, which is the main goal when using a window function but at the same time
increase the bandwidth of the main lobe. On the other hand, higher side lobes are
associated with a higher spectral leakage. Out of the numerous window functions,
we shall refer in what follows to three of them: rectangular, Hanning (Hann), and
Hamming functions, shown in Figure 4. Applying a rectangular function is the same
with not applying any window function. Hanning and Hamming functions have
both a sinusoidal shape and both have a wide main peak and low side lobes. The
Hanning function reaches zero on both sides, effectively removing all discontinuity,
while Hamming does still have some discontinuity left.
The second step is silence removal. If left in the dataset, silent windows will be
most likely misclassiﬁed and harm the overall classiﬁcation performance. In certain
scenarios where it is most unlikely to have silent moments, this step can be skipped,
provided that processing time is a critical aspect. Therefore, we compute the signal
energy for each window. If it is under a certain experimentally-established threshold,
the window is discarded, otherwise it is forwarded to the next step of the pipeline.
In the next stage we transition from time to frequency domain by applying a
Discrete Fourier Transform (DFT) to each window. While for a continuous sample
the continuous Fourier transform would be used, for signals which are known only
at N points equally spaced in time, the DFT can be applied [121]. This representation
shows the frequency components of the analysed signal. To put it formally, if f(t)
is the continuous signal from which we get our data and f[0], f[1], ..., f[N− 1] are N







N nk, n = 0 : N− 1 (1)
In our work we computed the DFT using a Fast Fourier Transform (FFT) algorithm.
More speciﬁcally, we relied on the NumPy [154] Python library which implements
the Cooley-Tukey FFT algorithm.
2.2.3 Feature Extraction
In this step, a feature extraction algorithm is applied in order to reduce the dimen-
sionality of the data. High dimensional data is not only associated with higher com-
putational costs, but also often leads to poorer classiﬁcation results due to overﬁtting.
Thus, higher dimensional data is prone to having more noise which leads to more
noise being modeled by the learning algorithm, i.e. overﬁtting. As we explain in
more detail in Section 2.2.5, this means that the model has a low generalization ca-
pacity, performing very well on the data it was trained on and much worse than
non-overﬁtted models on unseen data. In the following sections we describe a range
of feature extraction algorithms commonly used for audio data as well as for data
from other sensors.
2.2.3.1 Features for Audio Data
A particular attention has been given in the past to speech recognition, which lead to
the engineering of various types of features. These have been naturally used also for
similar tasks such as speaker recognition, or related topics such as music genre clas-
siﬁcation. However, these features can be quite successfully used to classify totally
different types of sounds, as discovered by numerous approaches aiming to classify
various environment sounds. By environment sounds we mean all types and sorts
of sounds which were considered of interest in various scenarios, excluding human
speech and voice recognition. Human voice can be included in these recordings, but
it will not be the main focus but at most a hint for determining an element of inter-
est. For instance, when classifying a meeting or party, there will be human voices
in the recording, but they and their “content” is not the focus here. Thus, related
literature has used both simple and more sophisticated features for environment
sounds classiﬁcation. Simple features include band energy [33] and power spectrum,
but besides the obvious advantages of simplicity and ease to compute, usually yield
poor classiﬁcation results. For this reason, they resort to more sophisticated methods,
the most commonly used and one of the most successful being Mel Frequency Cep-
stral Coefﬁcients (MFCC), together with other features derived from it, such as Delta
Mel Frequency Cepstral Coefﬁcients (DMFCC or Delta MFCC) and Delta Delta Mel
Frequency Cepstral Coefﬁcients (DDMFCC).
MFCC are short-term spectral-based features which owe their success to being
”able to represent the speech amplitude spectrum in a compact form“ [73]. They
are “perceptually motivated” [150], emulating the behavior of the human auditory
system [141]. In what follows we describe the way these features are computed ac-
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Figure 5: Steps to compute the MFCC features for one frame, according to [73]
cording to [73], while the main steps are shown in Figure 5. Throughout all these
steps one should note the importance given to user perception.
The Fourier Transform of the given frame serves as input. In the ﬁrst step, phase
information is discarded on the basis of perceptual studies that have shown that
the amplitude of the spectrum is more important than phase. Next the logarithm of
the amplitude spectrum is computed, given that the perceived loudness of a signal
is approximatively logarithmic. In the second stage the spectrum is smoothed and
perceptually relevant features are emphasised. This is done by putting the spectral
components in a number of bins, spaced according to the Mel Scale. In the case
of human speech – but potentially in other cases too – lower frequencies are more
important than higher frequencies from a perceptual point of view. The Mel Scale
maps actual frequencies to perceived pitch. Thus, instead of spacing the bins equally
based on frequency, we space them equally based on perceived pitch according to
the Mel Scale. The vectors that are obtained in this step are highly correlated which
allows us to further reduce the dimension of the data in the next step. Thus, a trans-
form is applied to decorrelate the components of these vectors. This could be done
by the Karhunen-Loeve Transform (or also the Principal Component Analysis), but
in practice is instead approximated by Discrete Cosine Transform. At this point N
coefﬁcients are obtained from this frame, most commonly N = 13.
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2.2.3.2 Features for the Remainder of Sensor Data
In what follows we shall refer to some of the more common features for smartphone
sensor data. Obviously these feature apply only to sensors with numeric readings
and not to binary output sensors such as the proximity sensor, or sensor measure-
ments that are directly attributed a semantic meaning, such as GPS readings. In our
work we use this type of feature for accelerometer and light sensor readings, but
they can and have been used to classify other sensor readings too, such as barometer,
magnetometer, gyroscope, or temperature sensor.
We consider the following features computed across each sample window: maxi-
mum, minimum, median, root mean square, Pearson correlation and standard devi-
ation. If the readings have multiple dimensions, the feature function will be applied
on each of these dimensions, all resulting values forming the feature vector, as shown





In what follows we brieﬂy describe the classiﬁers we experimented with in our work.
Some of the considered algorithms can be used both for classiﬁcation and regression,
however in what follows and the overall work we shall refer only to the classiﬁcation
problem.
Naïve Bayes is a set of classiﬁers which rely on applying Bayes’ theorem. It in-
cludes Gaussian, Multinomial, and Bernoulli Naïve Bayes, out of which we focused
on the ﬁrst method. The “naïve” assumption is that all features are pairwise inde-
pendent, as expressed by Equation 3. The difference between the different types of
Naïve Bayes classiﬁers lies in the distribution they assume for P(xi|y). Based on the
afore-mentioned assumption and Bayes’ theorem, it is proven that the actual class yˆ
is given by Equation 4, where P(y) is approximated as the relative frequency of class
y in the training set and P(xi|y) is calculated based on the probability distribution
assumed by the speciﬁc type of Naïve Bayes classiﬁer used [79].







Despite its simplicity and its name, the Naïve Bayes algorithms perform well in
several real-life applications such as spam ﬁltering and document classiﬁcation, even
when provided with small training sets. Given the high bias of the algorithm, i.e.
the assumption of independence between features, the algorithms also present low
overﬁtting risk.
Decision Trees are a non-parametric predictive model which can be used for both
classiﬁcation and regression [122]. It relies on decision rules inferred from the train-
ing data features [104]. A decision tree is built in a greedy fashion, starting from the
root. At each step the new node or criteria to split the data is selected in order to
maximize entropy, i.e. minimize Gini impurity or maximize the information gain. In
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Figure 6: A decision tree trained on the Iris dataset
its most basic form, the process is completed when each leaf has elements belonging
to a single class. The prediction process consists of walking the tree starting from the
root, each node containing a decision, based on which the following child node is
decided. The walk ends when a leaf is reached, which represents the predicted class.
One can notice the similarity between this algorithm and the well-known principle
of “divide and conquer”. Advantages of decision trees include the ease to interpret
and be understood even by laypeople. The obvious decision process make decision
trees a white box classiﬁer, as opposed to many if not most classiﬁers which can be
regarded as black boxes. On the other hand, decision trees can create biased models
if the training dataset is not balanced and are prone to overﬁtting especially when
using large feature vectors [104]. Additional techniques such as pruning can be used
to mitigate this latter issue. A sample decision tree built to model the famous Iris
dataset [36] is shown in Figure 6.
Random Forest is an ensemble averaging method, which means it aims to improve
the generalization ability (and thus reduce overﬁtting) for a certain algorithm, in this
case decision trees, by building several models and then averaging their prediction.
Thus, random forest builds several trees from randomly chosen bootstrap samples,
i.e. samples drawn with replacement. Additionally, the process of splitting nodes, i.e.
selecting the condition that needs to be checked in order to proceed to the next node,
does not consider anymore the best split amongst all features but only amongst
a random subset of the features [10]. Depending on the implementation, the ﬁnal
class represents either the average of individual tree’s votes [10] or the average of
probabilistic predictions of each individual tree [104].
Nearest Neighbors are distance-based methods for both supervised and unsuper-
vised learning. The k-Nearest Neighbors classiﬁer works by performing a majority
vote on the k closest neighbors to the instance to be classiﬁed in the n-dimensional
space, where n is the size of the feature vector. Thus, the class with the highest
number of instances within the k nearest neighbors is the predicted class of the new
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sample. Since the classiﬁer does not build a speciﬁc model for the data, but rather
simply bases its predictions on distances, the choice of k, the number of neighbors
to be considered, is essential.
A Gaussian Mixture Model is “is a parametric probability density function repre-
sented as a weighted sum of Gaussian component densities” [120] and is described
by Equation 5. Thus, the model assumes all data points to come from a ﬁnite number
of Gaussian distributions with unknown parameters [104]. Gaussian Mixture Models
are often used in speech recognition scenarios given their ability to model “a large







where x is a D-dimensional data vector, ωi are the mixture weights and g(x|µi,
∑
i)
are the component Gaussian densities.
2.2.5 Classifier Evaluation Issues: Overfitting, Underfitting, Cross Validation
One of the most important characteristics of a machine learning model is its abil-
ity to generalize, i.e. to perform well on unseen data. Thus, two important concepts
are those of in-sample error, or training error, and out-of-sample error, or valida-
tion error. The in-sample error represents the error we obtain when evaluating the
model on the same data we have trained it, and is a measure of how much of the
dataset it managed to include in its representation. Out of sample error concerns the
classiﬁcation error obtained when presenting the model with new data.
A high in-sample error indicates an underﬁtting model, that is too simple to rep-
resent the underlying distribution of the data. This issue can be also described as
having a high bias. The converse problem, which is overﬁtting, corresponds to hav-
ing a low in-sample error and high out-of-sample error. This happens due to the fact
that as we increase the complexity of our model, the in-sample error keeps decreas-
ing until we found a function that includes all points in our dataset. However, in this
process we have also modeled all noise present in the dataset. This problem is also
called having a high variance.
Thus, the in- and out-of-sample errors have to be considered together in order to
select the optimal complexity of a model, i.e. its hyperparameters. Thus, as we start
with the simplest version of the model, both in- and out-of-sample errors will be high
and will keep decreasing as we increase the complexity of the model. However at a
certain point the out-of-sample error will reach its minimum and further increasing
the complexity of the model will only lead to the increasing of out-of-sample er-
ror, despite the in-sample error continuing its downward trend. This process is also
represented in Figure 7, belonging to [78].
Since labeled data is often scarce, it is not feasible to use different datasets for
training and validating the model. Thus, the same dataset must be split and used
for both tasks. A typical method employed in this case is cross-validation [132]. Its
simplest form is the holdout method, where a part of the data is used for training and
another one for testing. This method however depends heavily on the distribution
of data in the training and testing set, giving evaluation results a high variance. A
better approach is provided by the popular n-fold cross validation, which involves
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Figure 7: The bias variance trade-off (from [78])
Figure 8: The n-fold cross validation method
splitting the data in n folds and carrying out n iterations. As shown in Figure 8,
at each iteration n− 1 folds are used for training and one of them for testing and
computing a certain chosen metric. Thus, at the end, each fold has been used for
testing. All n results are then averaged, giving us the cross validated metric. If we
consider n to be equal to the number of data points in our set, then the approach
is also called leave-one-out cross validation. Thus, at each step we use all but one
data point for training and one data point for testing. This method is however very
expensive from a computational point of view, particularly in large datasets.
2.2.5.1 Classifier Performance Metrics
In what follows we look at the most common classiﬁer evaluation metrics used in
mobile sensing, as well as the selection process for the metrics we used for our own
approaches.
An obvious choice as a metric would be accuracy, due to both its simplicity and
its pervasiveness. It is used by a signiﬁcant number of mobile sensing researchers [2,
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34, 74, 75, 86, 87, 97, 123], being to the best of our knowledge the most used classiﬁer
performance metric in the ﬁeld. Accuracy is deﬁned, as shown by Equation (6) [140],
in terms of true (TP) and false positives (FP), and true (TN) and false negatives
(FN). Thus, for a multi-class problem like ours, one calculates the accuracy for all
individual classes and then averages these values.
Accuracy =
TP+ TN
TP+ FP+ TN+ FN
(6)
Thus, for each class we determine the percentage of samples that were correctly
classiﬁed as belonging to that class together with the samples that were correctly
classiﬁed as belonging to other classes from the set of all classiﬁed samples.
Accuracy can however have offer a slightly limited understanding of results, since
it considers true positives and true negatives together. If the dataset is unbalanced,
an thus the number of negative samples signiﬁcantly surpass the positive samples
the results could be skewed, accuracy being high despite even all true positives being
misclassiﬁed. More generally, as Provost et al express it [114], high accuracy could
just be the result of either cost effectiveness, i.e., tuning probabilities of each class
prediction, or of dataset class distribution manipulation. Typically on the x-axis of a
confusion matrix is the predicted class while on the y-axis is the actual class. Thus,
the true positives and true negatives are on the diagonal of the matrix, each of the
elements of the diagonal constituting the true positive for its respective class, while
the sum of the rest of the elements from the diagonal constitutes the true negatives.
Therefore, accuracy can also be calculated as the sum of the elements from the di-
agonal of the matrix, divided by the total sum of the matrix elements, as shown by
equation 7. As an example, if the dataset is unbalanced, most elements belonging to










Therefore, given the potential issues of accuracy, detailed by [114], we have de-
cided to use precision and recall instead. These two metrics could give us better
insights about classiﬁer performance for each class, instead of just knowing how
many elements were correctly classiﬁed. The precision indicates what percentage of
the total number of elements marked as class A actually belong to class A. Recall on
the other hand indicates what percentage of elements belonging to class A were ac-
tually retrieved. Precision and recall are deﬁned by equations (8) and (9) [140], while
equations (10) and (11) deﬁne them for a speciﬁc class if we calculate them starting
from the confusion matrix. While for our scenarios these two metrics are rather nice
to have, there are scearios where their use is crucial. For a computer vision approach
which aims to ﬁnd tumors in medial images, recall is the most important metric.
Thus, all tumors should be ideally identiﬁed, while a few false positives are not that
harmful, since for all positives future investigations would be carried out. On the
other hand, an approach predicting hotel ratings will aim for high precision: it is not
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of much concern if a few good hotels will be overseen, but all hotels rated as good





















Precision and recall are used as classiﬁcation metrics by [38, 74, 75, 88, 90, 157] as
well. However, for certain approaches we include accuracy values as well, in order
to facilitate the comparison with certain related works, e.g. [87]. We occasionally
replace precision and recall by a balanced F-score, which brings precision and recall
into a single value. It is calculated as the harmonic mean of precision and recall, as









In what follows we explain the statistical methods we have used in our user study
regarding disturbances caused by phones. In order to analyze the data, we leveraged
three types of statistical operations in this study. Thus, we used the t-test to compare
mean values. Since this test has to be performed pairwise, we ﬁrst used the Analysis
Of Variances (ANOVA) and Fisher’s exact test to detect whether there are differ-
ences in means of more than two groups. We additionally looked into correlations to
determine if there are any relations between two variables.
A key step before running any tests and making inferences is to establish the
null and alternative hypotheses. The null hypothesis, denoted as H0, generally corre-
sponds to no difference between groups [118] or no correlation between phenomena,
which can be denoted for instance by a variable mean being equal across the differ-
ent groups. For this reason, in most cases one strives to reject the null hypothesis in
order to prove the alternative hypothesis, or H1. The alternative hypothesis is usually
what a test aims to prove, such as being a difference between groups or correlation
between phenomena.
It should be noted that the conclusion of the test is always expressed in relation
to H0, not H1. Moreover, rejecting the null hypothesis does involve accepting the
alternative hypothesis while not being able to reject the null hypothesis says nothing
about the alternative hypothesis. The latter case could be caused by simply having
insufﬁcient evidence against H0 and thus we cannot reject the alternative hypothesis
based on it.
20 fundamentals
In the case of two groups, the null and alternative hypothesis would be usually
expressed as follows [133]:
H0 : µ1 = µ2
H1 : µ1 6= µ2
(13)
The signiﬁcance level of a test, denoted as α, represents the probability of wrongly
rejecting H0. This value should obviously be as little as possible, however its value
is set by the researcher himself, usually based on existing conventions, be it gen-
eral conventions or conventions pertaining to the speciﬁc test being used. A general
convention in social sciences deems α = 0.05 as sufﬁcient. The probability value, or
p-value, is “the probability of getting a value of the test statistic as extreme as or
more extreme than that observed by chance alone, if the null hypothesis H0, is true”
[31]. Thus, the p-value is compared with the signiﬁcance value, and if p 6 α then
the result will be considered signiﬁcant.
The two samples t-test is a hypothesis test to make assertions about “the mean
where the data are collected from two random samples of independent observations,
each from an underlying normal distribution” [31]. Thus, it can be used to determine
whether there are signiﬁcant differences between two group with regards to a certain
variable. This test can only be used to compare two groups. For more than two
groups, all combinations have to be compared pairwise. Therefore, it is more efﬁcient
to ﬁrst use ANOVA, Kruskal-Wallis, or Fisher’s Exact test to ﬁrst determine whether
there are any signiﬁcant differences at all between any groups and only in that case
to perform pairwise t-tests.
The ANOVA tests whether, out of three or more groups, there are at least two
means of a given variable that are different from each other. It is based on the vari-
ances between and within the groups. If there are at least two means that differ, all
means have to be compared pairwise to determine where the difference lies. This
test requires a normal distribution of the values of each group, together with all
variances being equal. There are however authors disputing the impact of data not
following a Gaussian distribution on ANOVA test results, such as [82].
Fisher’s test is particularly useful when checking for differences in two or more
groups with regards to categoricalvariables. Additionally, this test has the advantage
of being applicable even for small sample sizes. For large amounts of data, χ2 could
be also used, however since it just approximates instead of calculating the signif-
icance value α, it is not applicable for smaller sample sizes. Thus, the Fisher test
checks the independence of variables from another variable, based on a contingency
table. To do that it computes more extreme distributions with the same marginal
distribution, then it calculates the probability of the given result together with the
probabilities of the other more extreme results. The sum of all these probabilities
gives the p-value. Similarly to ANOVA and Kruskal-Wallis, subsequent t-tests have
to be carried out to ﬁnd the differing groups.
The last type of operation we carried out was the determination of correlation
between two variables. For this, we relied on Pearson’s product-moment correlation
coefﬁcient, also known as Pearson’s r. Pearson’s r “is a measure of the linear depen-
dence between two variables X and Y, giving a value between +1 and -1 inclusive”
[49]. Pearson correlation for a variable can be computed as shows in Equation 14.
There are three possible types of outcomes: positive correlation, negative correlation,
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and no correlation. r ∈ [−1, 1], with r = 1 corresponding to a perfectly positive cor-
relation and r = −1 means a perfectly negative correlation. r = 0 means there is no
correlation between the two variables. The interpretation of r is as follows: r2 is the
share of variance of one variable which can be explained through the other variable.











where x1, ..., xn and y1, ...,yn are the samples for variables x and y respectively,




In the current chapter we present the state-of-the-art in the ﬁeld of smartphonesensing and context detection together with the open issues which served as
starting point for the current work. We start with an overview of smartphone sens-
ing and its applications. We consider the phone’s position and the user’s activity as
the most relevant aspects for adapting the phone mode. Therefore, we subsequently
narrow down our presentation to approaches aiming to determine phone position
and then proceed to applications focusing on user activity. Afterwards, we provide
an overview of existing applications that deal with disturbances caused by phones
either by adapting phone mode or by controlling the routing and timing of the distur-
bance sources themselves. Finally, we highlight the open issues left and our approach
to solve them, together with our main contribution.
3.1 smartphone sensor-based context awareness
Smartphone sensing has seen a great increase in popularity in the past years thanks
to both availability and increase in phone performance. Previous approaches using
wearable sensors or sensor platforms have already targeted a variety of application
scenarios, but have met some signiﬁcant problems: the overhead caused to the user
by having to speciﬁcally carry extra devices, together with the extra costs incurred
by these devices. Nowadays a signiﬁcant part of the population in western countries
owns a smartphone that they carry around, more speciﬁcally 64% of the population
in the US [11] (in 2015) and 76% in Germany [8] (in 2016), making smartphones a
suitable candidate for replacing wearables. However, there are issues still to be con-
sidered. One issue is the quality and variety of sensors incorporated in smartphones,
together with the computational capacity of the smartphone itself. All these aspects
have seen a signiﬁcant improvement over the last years, making smartphone sensing
suitable for a whole array of applications. An additional challenge is provided by
the fact that wearable sensors can be placed in optimal places, such as around the
knee when measuring aspects pertaining to running or walking, or on the user’s
collar when recording speech. Smartphones are not only unable to take advantage of
optimal positioning of sensors, but are often disadvantaged in this regard. Users will
carry their phones wherever it suits their needs and habits better, without regard to
the fact that most accelerometer-based applications cannot function properly if the
phone lies on the table, or that microphone-based application are severely hindered
by carrying the phone in a backpack. This issue has two consequences: application
scenarios might be somewhat limited and novel methods have to be developed to
respond to the drop in accuracy. Some approaches even rely on using smartphone
sensors together with one or a few additional external sensors in cases where accu-
racy is crucial. In what follows in the current section, we will provide an overview
of application ﬁelds and scenarios for smartphone sensing without aiming to offer a
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comprehensive view. We will cover the main directions in the ﬁeld, show its breadth
and its main applications.
3.1.1 Application Areas
3.1.1.1 User Mobility Pattern Detection and Prediction
One major application area concerns monitoring user movement, extracting mobility
patterns and making predictions for the future, which is done mainly by relying on
WiFi traces, occasionally corroborated with GPS, Bluetooth, or other sensor traces.
Monitoring user paths outdoors is in most cases trivial, however for indoors there
are a plethora of approaches to improve localization. First of all, one has to ﬁgure
out if the user is indoors or outdoors. There are methods to solve this problem that
rely on: 1) GPS and its reliability and (in)ability to get a lock [155]; 2) cell signal, light
sensor, magnetometer data classiﬁcation [163]; 3) all sensors in the phone, employing
a semi-supervised classiﬁcation mechanism [115]. Indoor localization has garnered
particular interest which lead to a great variety of approaches, out of which we name
just a few. [155, 161] use smartphone sensors alone such as the accelerometer, gyro-
scope, and/or light sensors, while [109] corroborate sensor data with automatically
generated ﬂoor plans. Several approaches [20] resort to active probing by having
smartphones or infrastructure devices that generate sounds for error correction and
system calibration. [56] propose factoring in social encounters as means to correct
errors and improve accuracy of indoor localization techniques. Azizyan et al. [2]
aim to improve localization accuracy by taking into account a location’s “ambience”,
which they determine based on WiFi, microphone, accelerometer, camera, and light
sensor readings. Such an approach is particularly useful when the user is close to the
wall separating two different locales. There is a signiﬁcant body of work dedicated
to extracting mobility patterns from GPS, WiFi and/or Bluetooth traces, as well as
predicting the trajectory of the user, the next places he will visit and the duration of
said visit [127, 152, 153]. Specialized applications focus on tracking pedestrians [59]
or monitoring groups of people in dense urban spaces [134].
3.1.1.2 Daily Life Applications
There are several sensing applications that target the monitoring and improvement
of the city and community life. Rana et al. propose a solution to estimate noise
pollution levels and to create corresponding maps [117] while focus on estimating
pollution levels. [95] use crowdsensing to predict parking lot availability and make
recommendations to drivers. Optimizing the process of getting a taxi both from the
drivers’ and from the customers’ perspective was targeted by [160] who monitor the
number of available taxis at each taxi stand (in a given city) as well as the trajectories
of the taxis on the move to predict the number of free taxis that will pass the stands.
They correlate this with trafﬁc conditions and average speed around the stand and
present the information to the user in order to facilitate their decision whether to take
a taxi or not. [50] monitor taxi routes and passenger occupancy in order to discover
areas of service disequilibrium within cities. [162] provide a recommender for taxi
drivers and customers alike regarding where to pick up the next taxi or customer
respectively and the route to get there by extracting the passenger’s mobility routes
3.1 smartphone sensor-based context awareness 25
and the driver’s pick up habits from GPS traces. [45] identify the current transporta-
tion means of the user based on accelerometer readings, while [125] use the phone’s
barometer to identify whether the user is idle, walking, or using any transportation
means. [57] propose an audio-based method to count the number of people in a
crowd. Chon et al. [17] use GPS and WiFi traces, together with opportunistically col-
lected pictures and sound clips from smartphones to link the locations visited by
the user with their purpose (e.g., shop, restaurant etc.). Mun et al. [93] propose an
approach to estimate the environmental impact of the user, while Englert et al. [32]
estimate the user’s energy consumption based on the sounds produced by various
appliances.
3.1.1.3 Social Applications
Another class of application target the user’s social relations and social network
behavior. The CenceMe application [85, 86] determines the user’s activity, mood, and
certain environment parameters and shares them on social networks. [147] determine
participants in a conversation, while [76] clusters conversation groups and builds
discussion networks with regard to time. Additionally, [66] take into account the
interdependencies between user’s behaviors, as well as social norms and learned
behaviors in order to improve user activity classiﬁcation accuracy.
3.1.1.4 Healthcare and Fitness Monitoring Applications
Health monitoring can also be improved with the aid of smartphones. [67] propose
a method for cough detection, while [48, 146] develop approaches to analyze lung-
related sounds and detect respiratory-related health problems. Li et al. [70] propose
a system to detect if a person is falling. Several approaches target snoring detection
and sleep quality monitoring [15, 41]. A way to monitor the users tooth brushing
habits is discussed in [60]. Determining the user’s stress or boredom levels was tar-
geted by [74, 111]. [156] assess the impact of college students’ workload on their
stress, mood, sleep, and physical activities.
A special subset of health-related applications concerns motivating users to exer-
cise, as well as providing feedback to them. Gamiﬁcation is often used to increase
motivation and user enjoyment [16, 68, 101]. Dutz [30] uses smartphone sensor data
in order to ﬁnd the optimal moment to send the user a reminder to exercise. While ﬁt-
ness armband and sensors built in ﬁtness devices are very popular, there is no short-
age of smartphone-based applications either. Hao et al. [42] develop an approach
to monitor the user’s running rhythm, while Kranz et al. [61] rely on smartphone
accelerometer data to create a virtual ﬁtness coach. Thus, based on the data collected
they record the activities carried out by the user, they assess his skills and provide
feedback. Park et al. [101] propose a more general approach that has multiple alter-
native sensor data sources, alongside the smartphone sensors, and which transforms
training intensity extracted from various types of exercising into game inputs. Sev-
eral approaches [16, 68] monitor users while swimming and attempt to make their
exercising more exciting by translating movements to game inputs such as actions in
hunting a marine monster.
Having listed just a few application areas of smartphone sensing in order to pro-
vide an impression of the breadth of the ﬁeld, in the following sections we shall focus
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on determining speciﬁc contextual information such as the phone’s position and the
user’s activity.
3.2 phone position detection
One of the earliest approaches aiming to determine phone position amongst other as-
pects belongs to Schmidt et al. [129]. They distinguish between ﬁve phone states, two
referring to the phone position (hand and table), two to the phone state (silent and
general) and one to the environment (outside). Being one of the earliest approaches,
their goal was to prove the feasibility of determining context based on hardware sen-
sor readings and of thus improving the user’s interaction with the applications on
his devices (phone or PDA). Their approach relies on a phone-connected sensor plat-
form including two accelerometers, a photodiode, temperature and pressure sensors,
a CO gas sensor and a passive IR sensor.
Later, Miluzzo et al. [87] propose an application to distinguish between two broad
categories of phone position: inside (a bag, a pocket, etc.) and outside (in the hand, on
a desk, etc.). Their envisioned proposed approach relies on the microphone, camera,
accelerometer, and gyroscope incorporated in a smartphone. However, they imple-
ment and test their approach only using microphone-captured environment sounds.
Their application achieves accuracies of up to 84%.
Several subsequent approaches use accelerometer readings to determine phone
position [38, 135, 158], however rely only on passive probing of the environment. Fu-
jinami et al. [38] classify nine phone positions based on accelerometer readings with
a maximum accuracy of 74.6%. They consider three main phone positions: pocket,
bag, and on a band around the user’s neck. For these positions, they consider a
few sub-positions by distinguishing between jacket and trousers pocket, or between
backpack, shoulder and messenger bag. Wiese et al. [158] consider two sets of phone
positions. One of them is similar to that of Miluzzo et al. [87], the authors distin-
guishing only whether the phone is inside or outside. The second class set sets apart
three positions from the “inside” class: pocket, bag, and car phone container, while
leaving the “outside” class undifferentiated (lumping hand, table, etc. together). We
shall focus on the second approach, which is more interesting due to the higher gran-
ularity of phone positions considered. The authors propose two approaches, one that
relies only on the smartphone’s built-in accelerometer readings, which achieves accu-
racies up to 75.4%, and another approach that relies on several external sensors such
as an external two-dimensional capacitive array and a multi-spectral sensor, which
achieves a maximum accuracy of 85%.
Cho et al. [14] propose an approach relying on the vibration motor and accelerom-
eter readings for determining the type of surface the phone is on. Surfaces include:
sofa, plastic or wooden table, trouser pocket, hand, and backpack. It should be noted
though that while some positions are determined with great level of detail (wooden
or plastic table) some remain too speciﬁc (trouser pocket) missing a good number
of similar but slightly different positions (any other type of pocket). Since they use
active probing, the window length is an important issue which impacts the potential
user disturbance. Authors use 1.3 seconds windows, which can cause a slight delay
in the application response and use SVM as classiﬁer, achieving an average accuracy
of 85%. Shafer [135] proposed a method using also using the phone’s vibration mo-
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Work Phone
positions










[87] inside, outside microphone X 84%
[38] pocket: chest, jacket,
trousers (back & front);
bag: backpack, handbag,



















[135] table: kitchen, dinner
placemat; desk home
accelerometer X <70%
Table 1: Sensing modalities and phone position sets considered by related work
tor and accelerometer readings to classify phone positions such as table/desk, seat,
or pocket, together with some extra aspects concerning the user’s activity, such as
walking or having dinner. However, he evaluates his approach only for distinguish-
ing between four classes: desk home, table dining, table kitchen and table placemat
with an accuracy of under 70% (exact number not reported, just a results plot). Thus,
his approach ends up not really distinguishing between phone positions but rather
user activities or environment aspects.
To sum up, there is a limited number of approaches targeting phone position. As
shown by Table 1 these approaches either distinguish only a limited number of very
general phone positions [87, 129], e.g. inside/outside, or despite the larger number
of considered phone positions, they miss essential phone positions [14, 38, 158]. For
instance, [38] classify different types of bags and pockets, but completely ignore the
case when the phone is in the user’s hand. Similarly, [158] ignores the user’s hand.
[14] at ﬁrst glace consider all important phone positions, however some of them
remain too speciﬁc and therefore not covering the entire class set, such as trouser
pocket. Thus, in all the other cases when the user carries the phone in a pocket that
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is not a trouser pocket, the phone position would be misclassiﬁed since there would
be no correct class for it to be assigned to. Additionally, all existing applications ei-
ther have accuracies of up to 85%, as shown by Table 1 which would still require
improvement in order to be feasible for a real-world deployment. This is even more
important if one aims to adapt phone mode based on this, given the potential for dis-
turbance and user discomfort. For the record, best audio-based results are achieved
by [86] with 84%, while best accelerometer readings based results are achieved by
[14] with 85%. Furthermore, to the best of our knowledge, none of the existing ap-
proaches determines the four essential phone positions that we determined in our
user study, pocket, bag, hand, and desk, as we show in Chapter 5.
3.3 user activity detection
In what follows, we will focus on approaches aiming to determine user activity. De-
spite the great advances in smartphone sensing, this area is still insufﬁciently devel-
oped. It is often difﬁcult to determine all relevant activities in a given scenario, since
certain activities lack speciﬁc ﬁngerprints that can be captured using sensors or have
overlapping ﬁngerprints with other activities. In this case, it is much easier to capture
patterns of even complex activities both due to the convenient placement of sensors
and the availability of a wider array of sensors. Let us assume we want to monitor
a person’s eating and drinking habits to make sure they eat at a healthy pace, get a
sufﬁcient caloric intake and drink enough liquids to avoid dehydration. Just deter-
mining these activities would be possible also using the smartphone’s microphone.
However, it would not be able to tell how much they’ve been eating or drinking, or
whether that is sufﬁcient. This could be realized using body worn accelerometers,
placed, say, on their arms, which would offer us more information about the exact
movements, together with physiological sensors which would provide insight into
whether the patient is getting too many or too few calories, or whether he is getting
dehydrated (e.g., based on the heart-rate). Let us additionally assume that we want
to monitor the drink intake of a person that is a recovering alcoholic: Smartphone
sensors could not reliably tell us the user picked up a glass, nor give us hints about
the contents of the glass, whereas wearables could provide an accurate recognition.
On top of this, for certain activities users often put their phones on a surface or
leave them behind, e.g., when working at their desk or cleaning up their ﬂat. Some-
times, additional methods could be employed to mitigate these disadvantages of
smartphone sensing, however at the cost of privacy loss and thus low user accep-
tance. For instance, if one wants to determine learning-related activities, knowing
that the user is typing is not enough. A smartphone-based option to solve this issue
would be to recognize based on sound what letters are being typed and use natural
language processing techniques to ﬁgure out what the topic of the text so they can
draw conclusions about the purpose of the activity. For the above-mentioned reasons,
we discuss in what follows both approaches that rely on wearable sensors as well as
solely smartphone-based methods.
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3.3.1 Body-worn Sensors
In what follows, we will focus on approaches that rely on wearable sensors or sensor
platforms for user activity detection. We do not consider infrastructure sensors nor
approaches relying on RFID tags attached to objects such as [100, 103, 108, 145] since
they rely on the assumption that all spaces where the user performs certain activities
will have certain sensors. Our work focuses on pervasive approaches that are user-
centric and thus do not depend the on environment setup and are not limited to
certain spaces.
A part of the approaches concerning user activity classiﬁcation rely on a single
sensing modality, or multiple sensors of the same kind. Chen et al. [12] propose an
audio-based solution to monitor bathroom activities in order to understand personal
hygiene habits of patients suffering from certain diseases such as dementia and to
allow clinical practitioners to help them. Stager at al. [142] detect activities that can
happen in a workshop such as hammering, sawing, grinding, or ﬁling, as well as ac-
tivities correlated to taking a break, such as grinding coffee and using the microwave.
They rely on two microphones, one worn next to the user’s chest and the other at his
wrist to distinguish sounds that happen next to the user’s hands from those occur-
ring in the user’s surroundings. Hung et al. [51] use a body-worn accelerometer to
determine social interactions-related activities, such as talking, laughing or drinking.
Bao et al. [5] propose the ﬁrst approach using between two (worn on the user’s
thigh and wrist) and ﬁve multiple external accelerometers to determine a set of phys-
ical activities of the user such as sitting, standing, walking, or running. To these, they
add various daily activities that have a distinct motion ﬁngerprint, such as folding
laundry, eating/drinking, or brushing teeth. Choudhury et al. [18] introduce the Mo-
bile Sensing Platform (MSP), a platform which can be worn as a belt clip and which
consists of eight sensors: an accelerometer, a compass, a microphone, a barometer,
as well as humidity, visible and infrared light, and temperature sensors. MSP ob-
tained superior recognition accuracies for the “usual” physical activities considered
for instance by [5], as well as for selected daily activities, such as working on a com-
puter, eating or talking. [80] built a watch containing an accelerometer, microphone,
as well as a light and temperature sensor. Using it they explored the impact of sensor
positioning (e.g., wrist, ankle) on physical activity classiﬁcation performance. [102]
propose an automated physical activity diary which provides the user summaries
and feedback and allows him to reﬂect on his exercising patterns. In the same di-
rection of encouraging users to exercise more, [19] follows the user’s patterns over
time using MSP and uses gamiﬁcation aspects to get them to increase the time spent
doing sports or the intensity of the workouts.
Ward et al. [157] rely on the continuous sampling of body worn microphones and
accelerometers to determine any activities that would have a speciﬁc movement or
audio ﬁngerprint. They propose as target for their application assembly and main-
tenance workers. In their prototype, they consider the daily activities in a “wood
workshop”, i.e. hammering, drilling, sawing, opening a drawer etc.
Mesaros et al. [84] rely on audio recordings as well to recognize various sounds
which correspond to activities such as riding the bus, being in a shop or at a baseball
match. They do not consider a complete activity set for a certain scenario, but rather
classify as many different sounds as possible in a greedy fashion.
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Unlike the previous approach, [71] build a hierarchical activity model, splitting all
activities into two main groups: navigation activities and signiﬁcant activities. They
collect just GPS traces and infer based on that the user’s signiﬁcant places and then
model the sequences and correlations of the places and activities of the user. Based
on this, they classify the user’s activity and make predictions about its duration and
the activity that will follow up.
All afore-mentioned approaches rely on supervised learning. There are attempts to
determine daily activities on a larger scale using unsupervised learning. In order to
still achieve a satisfactory accuracy, authors either detect only low-level activities [89]
or employ supervised learning to determine low-level activities and then discover
higher level activities in an unsupervised fashion [52]. It should be noted though
that the activities they deem as low-level, e.g., brushing teeth, eating at the table, or
hovering, is in disagreement with a number of authors in the ﬁeld [18, 84].
As previously discussed, these approaches have the advantage of collecting less
noisy data than sensors incorporated in smartphones and capturing more relevant
features (like collecting data from multiple microphones placed in strategic loca-
tions). However, they also require external hardware, which incurs extra costs and
can cause user discomfort and heightened privacy concerns. All other drawbacks
aside, these approaches require that the users carry extra devices on a daily basis,
which hinders user adoption and acceptance. For these reason, in what follows we
will discuss approaches that rely on a device that most users carry around the whole
day: their smartphone.
3.3.2 Smartphone Sensors
In what follows we will group the approaches, as we also did in the previous sections,
by application scenario. An alternative would be to group them by the sensors used,
especially since there is a limited set of available sensors in smartphones. However,
sensor selection is in most cases a consequence of the class set to be determined,
which is in turn is determined by the application scenario. There are however a
few applications which consider a certain sensor and aim to distinguish as many
different user activities as possible. We present these applications at the end of the
current section.
A signiﬁcant amount of research was put into physical activity classiﬁcation and
its applications. The initial sensors used were the accelerometers and gyroscopes in-
corporated in most smartphones, but as application scenarios branched out, more
and more sensors were included. First approaches aimed to recognize a set of com-
mon user movements, such as walking, running, going up- and downstairs, sitting,
and standing [63, 94, 159]. It might appear surprising to label sitting or standing or
movements, but even in these situation the user presents certain patterns of move-
ment (e.g., moving from one leg to the other or making small steps when standing),
which allow the classiﬁcation of these activities. Some authors, like Keally et al. [58]
extend the physical activity set to include not just movements, but also other daily
activities which have characteristic motion ﬁngerprints, such as cleaning, eating, or
watching TV.
There is a great range of applications making use of the automatically determined
physical activities. One class of applications includes sports and ﬁtness applications.
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[42] develop an approach to monitor the user’s running rhythm while Kranz et al.
[61] propose a prototype for a personal ﬁtness trainer. Thus, their application assesses
the user’s movements and based on this provides feedback and recommendations to
the user. Additionally, they attempt to motivate the user to exercise more. Mitchell
et al. [90] classify the main movements present in games of soccer and hockey in
order to allow a subsequent evaluation of the performance of the players. Lee et al.
[68] propose a dragon-ﬁghting game which receives as inputs the different types
of strokes inferred based on smartphone accelerometer (connected by a band to the
lower back), which get different meaning in the game. Choi at el [16] propose a
collaborative exergame that brings swimmers together to hunt a virtual monster.
They rely on the accelerometer, gyroscope, and barometer data from the waterproof
smartphones which users carry on armbands to determine their stroke and speed.
Worth noting are also medical applications such as determining whether a person
is falling [70] or assisting Parkinson patients in keeping their posture [81]. Another
category of medical applications rely mainly on the smartphone’s microphone to
determine whether the user is coughing [67] or assessing the user’s sleep [15, 41].
The latter type of application concerns itself with sleep “activities” such as snoring
or breathing normally. Additional attention is given to activities relevant for a good
health such as proper tooth brushing [60].
The CenceMe application [85, 86] determines user activity, together with the user’s
mood and certain parameters regarding the state of the environment (e.g., noisy, hot,
bright). They differentiate between simple activities (e.g., sitting, meeting friends)
and habitual activities (e.g., at the gym, at work). Their goal is to share these el-
ements on social networks, as well as on instant messaging applications. For their
approach, they record and classify GPS, accelerometer, camera, and audio data. They
rely on smartphones as well as embedded sensor platforms and recreational sensor
platforms for collecting the sensor readings.
There is a whole group of approaches that do not focus speciﬁcally on user ac-
tivity determination, but rather on capturing certain aspects from the surrounding
environment. However, since some of these aspects are directly correlated with the
user’s activity, we offer an overview of these papers in what follows. Rossi et al. [123]
rely on audio recordings to classify environment sounds such as those caused by a
coffee machine or a shaver, or by being in a restaurant. They limit themselves to con-
texts which have a distinct acoustic ﬁngerprint, without aiming to have a complete
class set for a given problem. Hemminki et al. use accelerometer traces to determine
the transportation means that the user is currently in [45]. In [32] authors detect the
running electric appliances situated in the proximity of the user based on acoustic ﬁn-
gerprints. Their goal is to estimate the users’ energy consumption, however running
devices such as the TV, over, or water cooker can give strong indications regarding
the user’s activity. The SoundSense application [75], besides classifying the genre
of the music played in the proximity of the user, also detects user activities which
imply speaking, such as chatting, being in a meeting, or reading something out loud.
Additionally, they identify several environment sounds which are connected to user
activities, such as driving, being on a plane, or vacuuming. Once more, the focus lies
on correctly classifying as many acoustic ﬁngerprints as possible and not on building
an activity model and then detecting all corresponding elements.
Lane et al [66] enhance activity classiﬁcation by factoring in the social inﬂuences
by making two observations. First of all, connected people will have interconnected
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schedules, like common meetings. Secondly, each community has its behavior norms
to which its members abide. Thus, they build a hierarchical model in which they
consider the communities the user is a part and build a multi-layer model consisting
of the community and user behavior layers. They perform the activity classiﬁcations
separately on each of the layer, then use an inference process to decide on the actual
activity.
While the afore-mentioned approaches rely on supervised learning, there have
also been attempts at unsupervised or semi-supervised approaches. Finding users
and collecting sufﬁcient high-quality data from training the activity classiﬁers are a
real challenge which these applications try to address. However these approaches
present a marked drop in accuracy compared to similar supervised approaches, e.g.,
the unsupervised part of the SoundSense application [75]. Attempts to mitigate this
include semi-supervised approaches [77], however only with limited success and still
signiﬁcantly lower accuracies compared to supervised training approaches. An addi-
tional issue is that data is often mislabeled due to lack of attention or to differences
in understanding a situation. For instance, users might label an activity as “dinner”
both when eating at home and in a restaurant, despite the obvious difference. Ap-
proaches such as that of Peebles et al. [105] try to solve this labeling problem by
using similarity metrics and clustering labeled activity data in order to correct mis-
labeled samples and distinguish between ambiguously labeled samples. They apply
their method to four main categories of activity: work, drive, transport and shopping.
Each of these activities hash additional parameters to be classiﬁed, such as working,
ofﬁce, and name of the building for the activity “work”. [64] implement feature shar-
ing between users in the same social circles, which is a precursor of [88], missing its
classiﬁer adaptation capability (applied by the latter to a different scenario and not
activity classiﬁcation though).
To sum up, there are a plethora of approaches to determine user activity, however
most of them rely on wearable sensors due to the ability to place sensors in strategic
positions in order to enhance accuracy, as well as the endless available choice in
sensors. Smartphone-based approaches are limited by the positioning of the phone
and limited array of sensors, so they often focus on determining all activities they can,
without obtaining a complete class set for a certain scenario. However, determination
of all relevant activities for a relevant scenario remains an essential goal for any
real-life application. Therefore, the remaining challenges for our thesis will be to
decide on the relevant class sets for our scenarios and then apply and adapt the
corresponding methods from the related work.
3.4 approaches to avoid the disturbances caused by smartphones
The multitude of applications enabling communications between users has created,
besides the obvious beneﬁts, a series of problems. First of all, it lead to soaring num-
ber of daily interruptions, which have a signiﬁcant cost on both the completion time
for the tasks during which interruptions come [1, 3, 22, 47, 53] and on the user’s
emotional state [4, 164]. The around-the-clock availability brought by smartphones,
brought additional challenges to preserving a work-life balance. Last but not least, in-
coming interruptions are often signaled acoustically, be it the ringing for phonecalls
or the email client beep sounds for incoming emails.
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Ho et al. [47] carry out a survey of the related work, based on which they highlight
eleven of the most important factors that determine the impact of the interruption.
These factors can be further grouped in three categories: 1) aspects concerning the
user, such as his current activity and his engagement in it, together with the previous
and the future activities, the user’s emotional state, his previous pattern of reacting
to disturbances; 2) aspects concerning the message, such as its utility and the time
it takes to understand and respond to it; 3) aspects concerning the disruptions man-
agement, such as the way they are delivered and the perceived control over how they
are delivered, as well as the frequency of disturbances. The ﬁrst and the third class
of factors can be tackled through the design of the notiﬁcation delivery mechanism,
whereas the second class of factors cannot be controlled and can just be taken into
account in the timing of notiﬁcations to minimize their impact.
There are two main ways to approach the issue of minimizing the impact of inter-
ruptions. The ﬁrst category of applications attempt to adapt the device’s notiﬁcation
mechanisms. Thus, depending on the user’s context, he might be notiﬁed in a more
subtle way or might not be notiﬁed at all about an incoming source of disruption.
The other way to approach this problem is to schedule and control the way incoming
phonecalls/notiﬁcations reach the phone. For instance, messages might be routed to
different users in the system or withheld until the user switches to a situation which
allows disruptions. This category of applications can also take into account the im-
portance of the incoming interruption source, not just the interruptibility degree of
the user’s current activity. The majority of existing approaches fall into the second
category. We should note that in the related studies the words “availability” and
“interruptibility” are often used interchangeably, which we shall do as well in what
follows.
3.4.1 Adaptation of the Notification Mechanism
Amongst approaches that deal with daily interruptions from communication appli-
cations, those that adapt notiﬁcation mechnisms, for instance by setting the volume
of the notiﬁcations or muting them, are in a clear minority. This general idea is also
used in broader platforms [62, 131], which centrally manage multiple disturbance
sources such as email, chat and telecommunications applications, phone etc.
Tsai et al. [148] target the potential discomfort caused to the user when he picks
up a phone which is in the normal or loud mode. Thus, they avoid the user being
disturbed by the loud ringtone until they pick up the call by gradually reducing the
ringtone volume from the moment they touch the phone to that of answering the
call. Their solution’s accuracy is strongly inﬂuenced by the position of the phone.
Siewiorek et al. [138] propose an approach to determine the user’s availability
and based on it adapt the ringer volume and usage of vibration motor, i.e. phone
mode. They rely on a number of wearable sensors such as voice and environment
microphones, accelerometers, light and temperature sensors to classify four states of
the user: uninterruptible, idle, active, and normal (the default option). In addition to
adapting the phone mode, their application sends an automatic SMS to all callers if
the user is uninterruptible, offering them an option to still get their phonecall to the
attention of the user if the issue is urgent.
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3.4.2 Prediction of the User’s Willingness to Receive Phonecalls or Messages
We shall present in what follows an overview of approaches that handle interrup-
tions by timing the delivery of the interruption source to match the user’s availabil-
ity. Thus, despite following a different approach to dealing with interruptions, they
still follow the same goal, namely minimizing user disturbance and making sure
interruptions are only received when the user available.
There are two essential aspects in timing the delivery of interruptions: establishing
that the user is not interruptible at the moment and determining the optimal moment
to deliver notiﬁcations. Several studies investigated the optimal moments to deliver
an interruption. Bailey et al. [3] show that interruptions during a certain task lead
to a sensibly longer time to complete the task and that transition moments between
activities seem to be an optimal moment to deliver disruptions. Several studies [1,
47, 53] show that delaying interruptions until the user reached a breakpoint in his
tasks can signiﬁcantly mitigate the effects of interruptions, reducing both the user’s
response time and frustration level [55]. There are three types of breakpoints [53]:
ﬁne, medium and coarse, and interruption effects are minimized if the notiﬁcation is
deferred until a coarse breakpoint is reached [53]. Coarse breakpoints can be mapped
to the activity transitions deﬁned by [3]. Harr et al. [44] argue for the role of social
situation in the user’s decision and attitude towards the incoming interruption.
Thus, a whole class of approaches delivers interruptions during transitions be-
tween activities. Building upon the ﬁndings of [3], Ho et al. [47] propose an approach
for PDA devices where message delivery is timed to match the user’s transition be-
tween activities. Activity transition is detected based on posture changes which are
captured by several body-worn accelerometers. Based on the ﬁndings of [1, 47, 53],
Iqbal et al. [54] propose a statistical approach to determine all three types of break-
points in PC desktop environments. However, most approaches [35, 37, 83, 106, 110,
113, 126] still consider all moments, including in-task times when calculating the
user’s interruptibility assuming certain activities to be less affected by interruptions
or simply less important. This presents an obvious advantage in case the user re-
ceives too many notiﬁcations which would make their delivery between tasks difﬁ-
cult, since too many notiﬁcation would pile up for each transition.
Aside from the approaches aiming to determine the optimal timing of the interrup-
tions with regards to task completion time (e.g., by delivering interruptions in the
transition between tasks) and user sentiment, there are a series of works that only
focus on maximizing response probability and time, while optionally considering
the user’s mood. Thus, they consider the user’s response as a validation mechanism
regarding the moment when the message was delivered. Pielot [110] deﬁnes avail-
ability as the user picking up an incoming phonecall. He tries to predict whether the
user will answer his phone based on mostly soft sensor data, such as last call and last
screen change, the number of previous phone conversations with the caller, ringer
mode etc. To these he adds physical activities determined based on accelerometer
readings. Pejovic et al. [106] deﬁne availability based on three factors: whether a user
will respond to a phonecall/message, the time to do so, and the sentiment towards
the received interruption. They use machine learning techniques to infer these fac-
tors from user activity, emotions and engagement, together with the location and
time of the day, which in turn they obtain either from the smartphone sensors or
through users’ self reporting.
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Another class of applications leverages machine learning techniques to determine
the most relevant features and then classify the user’s availability. Sarker et al. [126]
focus on determining the features with the highest correlation to user availability
and train classiﬁers using those features. Thus, instead of using response time as in-
dicator of availability, they collect the users’ self reported availability status, together
with an extensive list of features. They then determine the features with the high-
est correlation, narrowing down the list from 99 to 30 features, including the user’s
activity and stress level, as well as the time and day of the week. Data was gath-
ered from smartphone sensors, wearable sensor platforms, as well as through self
reporting, e.g. for stress levels or availability at the given time. The authors’ goal is
to support abstinent smokers and prevent them from lapsing by delivering messages
in critical moments, while still taking into account the user’s interruptibility in order
to maximize the success chances of the intervention. Mehrotra et al. [83] consider
a series of additional features regarding the application that issued the notiﬁcation,
the relationship between the sender and the receiver, as well as the content of the
message for classifying the user’s interruptibility.
The afore-mentioned approaches manage incoming interruptions around the clock.
Some approaches however focus only on situation when this is more likely to be
needed, for instance in the ofﬁce [37] and therefore rely on infrastructure sensors
as well in order to determine the user’s activity and availability. Turner et al. [149]
provide a survey of existing works regarding timing of interruptions, looking at the
different ways to deﬁne interruptibility, gather and label data, incentivize users, as
well as select relevant features and classiﬁers.
In the following section we sum up our ﬁndings regarding existing approaches
dealing with disturbances and highlight the open challenges, focusing on the degree
of automation and user involvement and overhead in determining the interruptibility
degree. We additionally highlight which of the approaches and to what extent deal
with and are ﬁt speciﬁcally for phone-generated disturbances.
3.5 open challenges
One essential aspect for all papers dealing with disturbances is the determination of
the various factors based on which availability is inferred. Thus, if the proposed so-
lution concerns phone mode adaptation, the core issue is the detection of contextual
information based on which to infer whether a loud, normal, silent, or no notiﬁca-
tion at all is appropriate. For solutions that time notiﬁcations, this issue refers to
detecting context information that can point towards the appropriateness of a distur-
bance, e.g. by determining if the user is engaged in a certain activity or in transition
between activities. There are four main data sources: 1) smartphone sensors; 2) wear-
able or infrastructure sensors; 3) soft sensors; 4) users’ self reporting. While the ﬁrst
two data sources are used for similar applications, wearables are the most popular
choice [47, 126, 138]. Thus, phones are mainly used to determine physical activities.
Even transitions between activities are determined either by using software sensors
[54, 55] or by using wearable accelerometers instead of the smartphone ones [47].
In case of using smartphone sensors, approaches are however limited by the fact
that the user needs to be working on the same device that manages his notiﬁca-
tions, otherwise if he carries out any other type of activity or receives notiﬁcations
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[47] wearable sensors × breakpoints in a task
[37] infrastructure sensors × physical activity, state of
environment objects
[54, 55] software sensors × breakpoints in a task,
exempliﬁed with PC activities
[35] phone sensors X GPS location, noise level,
presence of voices, time
[138] wearable sensors,
software sensors
X calendar, physical activity,
noise level, user’s voice detected




[113] self reporting X physiological data
[106] phone sensors,
self reporting
X GPS location, physical activity
[83] software sensors,
phone sensors
X WiFi access point, noise level,
physical activity
Table 2: Related work targeting interruptions: data sources and contextual information
through other devices disturbing interruptions cannot be suppressed. In the second
case, there is the limitation that the user needs to wear accelerometers in strategic
body positions in order to ensure that changes in posture and other subtle movement
cues are accurately determined. Software sensor-based approaches [54, 55, 110] rely
on running processes, previous user interaction with applications, device settings
etc. User’s mental state is either determined through self reporting [126] or by using
wearable physiological sensors [126].
As Table 2 shows, most approaches do not deal with smartphone-induced interrup-
tions. Additionally, solutions that time the delivery of notiﬁcations cannot be used
for managing incoming phonecalls but only asynchronous forms of communication.
We shall look in what follows at approaches that apply to smartphone interruptions,
with the aim of avoiding both disturbances and missed phonecalls or notiﬁcations.
Pielot [110] considers just software sensors which provide information just regard-
ing the user’s interaction with the phone and thus have limited ability to predict the
user’s availability. Poppinga et al. [113] rely exclusively on self reporting from users.
Fisher et al. [35] consider just GPS location, whether any voice can be recognized in
the proximity of the phone, together with environment noise level and time. [106]
rely on hardware sensors and self reporting of users, however the contribution of sen-
sors is minimal, referrring just to GPS-acquired location and physical activities. The
more relevant aspects, such as actual user activity or type of activity (leisure, work,
etc.) were manually ﬁlled in by the users. Mehrotra et al. [83] combine software sen-
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sors with hardware sensors. However, they infer only low-level context information,
which has little direct correlation with availability, e.g. whether the user is connected
to the WiFi, whether the environment is noisy, and just the physical activity of the
user, instead of a higher level activity. Additionally, they determine the user’s prox-
imity to the phone using the proximity sensors, which is an inaccurate solution since
the proximity sensor will return a positive result given the proximity with any ob-
ject, without any connection to the user. Sieworek et al. [138] rely exclusively on a
wearable sensors platform, which implies a clear overhead for the users. The work
of [47] concerns PDAs, but same methods could be applied also to phones; however,
they also rely on wearable sensors for their approach.
To sum up, existing approaches that mitigate effects of daily disturbance deal with
it by either timing the interruption delivery or adapting the notiﬁcation mechanism
so that the interruption would not be noticed at an improper moment. There are
various factors which can be considered as indicators of interruptibility, however
the contribution of context information inferred based on smartphone sensors is up
to now minimal. Thus, existing approaches limit themselves to low-level types of
context such as GPS location, physical activity or noise level of the environment.
However, higher-level types of context such as phone position and user activity can
provide more insight into the user’s availability and remain up to now an unexplored
opportunity in this ﬁeld. For instance, the WiFi to which the user is connected can
reveal that he is at work, but cannot tell if he is holding the phone in his hand,
so a loud ringtone would be disturbing, or in his bag, where he would not hear
notiﬁcations if the phone is on silent mode. Additionally, the user’s activity can
inﬂuence the appropriate phone mode: while working in his ofﬁce, he might be
willing to hear incoming notiﬁcations, while in a meeting one would typically set
the phone mode to silent or “only lights”.
3.6 our work
The goal of this thesis is to provide a solution of automatic smartphone mode adap-
tation so that the user can avoid both disturbances and missed phonecalls. In order
to achieve this, we aim to classify the phone’s position and the user’s activity based
on smartphone hardware sensors. We limit ourselves to the sensors incorporated in
the smartphone and among those just to hardware sensors in order to make our ap-
proach accessible to as many users as possible and to minimize the amount of effort
required of the user (e.g., by attaching and carrying additional sensors or by entering
appointments in a calendar app). Additionally, we collect the sensor readings in an
opportunistic fashion when a phonecall or notiﬁcation comes in, in order to ensure
that the classiﬁed contextual information is not deprecated and that the phone mode
is adapted precisely when needed. The classiﬁcation results are then used to adapt
the phone mode using a predeﬁned mapping, e.g., select “only lights” mode if the
phone is on a desk during a meeting, which each user can afterwards personalize.
Our work on phone position detection is presented in Chapter 5. Different aspects
of the implementation of phone mode adaption as well as our contributions with




4.1 goal of the study
In the following chapter we present the user study we carried out to investigatethe frequency of users’ phone mode adaptation, together with the incidence of
undesired effects of failing to adapt phone mode such as disturbances as missed
phonecalls. Additionally, we aim to understand the factors that determine the users
to change and decide the suitable phone mode. Last but not least, we intend to gauge
the users’ attitude towards phone mode adaptation solutions.
In what follows, we present the main ﬁndings of our study. We start with a general
description of the survey and of the data gathering process. We subsequently pro-
ceed to answer the essential questions behind this survey: 1) What is the relevance of
phone mode adaptation, i.e., how often people adapt phone mode, how often they
fail to do so, and what are the consequences; 2) What are the factors that determine
the appropriate phone mode and are there common preferences amongst users re-
garding the importance of those factors and the desired phone mode; 3) What are the
users’ attitudes towards phone mode adaptation solutions and, in case of a positive
attitude, which of the different options for solutions – recommendations vs. auto-
matic adaptation – are favored. Additionally, we include interesting correlations that
were found and did not ﬁt in previous sections and discuss their potential reasons
and implications for our approach. The ﬁnal subsection sums up our main ﬁndings
and their implications.
We have excluded from this chapter the following aspects which will be discussed
in the respective chapters where they belong thematically: the statistical methods
we employed are described in Chapter 2, while users’ preferred phone positions are
included in Chapter 5.
4.1.1 Survey Description
The survey consisted of ﬁve parts including twelve short batteries of closed questions
with mostly one open category for further comments and additions. The ﬁrst part
gathered demographic information about the users such as their age, gender, and
occupation. The second part aimed to determine the phone settings they currently
adapt manually. The proposed options were not limited to phone mode, including
in addition screen brightness, phone mode, and presence information on communi-
cation apps such as Skype or WhatsApp. The participants had the option to input
other options they currently adapt.
Section 3 concerns itself with understanding the factors that trigger phone mode
adaptation, i.e. what determines users to change their phone mode, and what are the
users’ preferred phone modes based on the afore-mentioned factors. The following
section investigates the frequency of user’s manual phone mode adaptation, together
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with the frequency of their and the surrounding people’s failure to do so which
resulted in disturbances and missed phonecalls. The last section refers to the users’
openness towards approaches for automatic phone mode adaptation. The complete
questionnaire can be found in Appendix A.1.
4.2 data collection and cleaning
The survey was carried out between May 25th and August 15th, 2016. It was an
online study where the participants were found through the snowball principle, i.e.
the link was shared with an initial group of people which were asked to further
distribute the link to people they know. The initial group included project partners,
colleagues and research associates from different labs, students from different uni-
versities (announced via the university forum), as well as friends. The condition to
have representative results is to randomly and with the same probability assign every
member of the population of smartphone users to the study. An additional concern
is the margin of error of the results, which inﬂuences the required number of respon-
dents. For instance, one would require about 1000 respondents to achieve a margin
of error of 3% at 95% conﬁdence. Since the effort to get a fully randomized sample
was too high, this presented itself as the best option to gather sufﬁcient data to make
expedient statements about the mode adaptation of smart phone users. Additionally,
this was meant to be an exploratory study that should shed a light on the behavior
of smartphone users and it did not aim on representative results in the ﬁrst place, so
the snowball principle was a suitable decision.
The sample size was 96 participants. Out of these, six had to be excluded from
the analysis since they either ﬁlled in the just demographics section of the survey
or, as in the case of one speciﬁc respondent, they claimed to have no phone so the
questions did not apply to them (additionally, they answered all questions with the
very same rating – the lowest possible). Out of the remaining 90 respondents, 69 have
completed the questionnaire. From those who did not ﬁnish the survey, 16 respon-
dents answered the ﬁrst four questions (which include only one non-demographic
question), one answered eight questions, one ten, and another three respondents an-
swered eleven questions. We included the answers of the respondents who did not
ﬁnish the survey in the analysis of the respective questions that they answered. As
stated in the beginning, the only respondents we excluded completely were those
that completed only the demographics section. Among the interviewees there were
32 women and 58 men. The age of the respondents ranges from 18 to 72 years with
a mean of 30.61 and median of 28 years. As far as the current occupation of the
respondents is concerned, the distribution is as follows: 35 students, 31 researchers,
16 ofﬁce workers, two stay at home parents, ﬁve unemployed, one manual worker.
Given the low number of respondents falling in the last three categories, we decided
to consider only the the ﬁrst three occupations, i.e., students, researchers, and ofﬁce
workers for the analyses concerning occupation.



















































































































Figure 9: Frequency of manual phone mode adaptation done by the users
4.3 relevance of automatic phone mode adaptation
In order to assess the need for an automated phone mode adaptation solution, the
ﬁrst aspect we investigated was how often users adapt their phone modes through-
out the day.
Figure 9 shows the distribution of frequency of phone mode adaptation amongst
users. One can note that more than 70% of the respondents adapt their phone at
least one or two times per day. Out of these, more than 30% adjust their phone
mode three to ﬁve times per day (and 23% of the total respondents). At the same
time, 18% of the users change their phone mode once every few days, while only
14% do it once per week or less often. Based on these ﬁndings, one can conclude that
automated phone mode adaptation would be of beneﬁt for a signiﬁcant percentage of
respondents. Furthermore, the free-input ﬁelds concerning the participants’ attitude
towards automated solutions revealed one reason why some users very rarely adapt
phone mode: they keep their phone most, if not the whole time, on silent mode.
While this is a very effective method to avoid disturbances, it also makes overlooking
incoming phonecalls or messages much more likely, unless the user is particularly
careful about the place where he carries and stores his phone.
Figure 10 presents side by side the frequency of phone mode-related disturbances
caused by the user and by the other users respectively. The former case includes also
the situations when the respective user was the only one disturbed by the interrup-
tion. A quick glance reveals that users report slightly more disturbances caused by
other people than by themselves. The reasons behind that may include a tendency
of users to be more lenient and underestimate their own mistakes but also the fact
that users which pay closer attention to adapting their phone mode would be more
likely to have an interest in ﬁlling out our questionnaire. Let us focus ﬁrst on dis-
turbances caused by the respondents. 18% of the participants create or just undergo


































































































































































































































(b) Disturbances caused by other users
Figure 10: Distribution of frequency of disturbances due to the wrong phone mode
that 14% of the respondents cause a disturbance once or twice per day, while one
of the respondents admitted to doing this on average ﬁve times per day. Even if we
consider only users who are being disturbed at the very least every few days as our
target, they still represent 36% of the total users.
More than a quarter of the users are disturbed at least once or twice per day by
other users’ phones, while 7% of them report this happening three or more times
per day. 27% are disturbed every few days and 23% once a week. It should be noted
that only 4% of the respondents are never disturbed by other persons’ phones, which
would make phone mode adaptation of little interest for them.
Therefore, the average number of times the user has to adapt phone mode every
















































































































Figure 11: Distribution of frequency of missed phonecalls as a result of the wrong phone
mode











































































































































































































(b) User acceptance of adaptation suggestion
Figure 12: User acceptance of automated phone mode adaptation solutions vs. recommenda-
tions for phone mode adaptation
caused by phones ringing at the wrong times seems to be a pervasive problem. Con-
versely, leaving the phone most of the time on silent mode is not a solution either,
leading to missed phonecalls. Figure 11 shows the distribution of missed phone calls
due to the phone being in the wrong mode. All these aspects argue for the usefulness
and need for an approach that relieves users from the need to adapt phone mode
while allowing them to avoid missed disturbance and phonecalls at the same time.
4.4 attitudes towards automatic phone mode adaptation
We proposed two options to our respondents. In the ﬁrst case, the application would
automatically carry out the phone mode adaptation, while in the second case the
user would simply get notiﬁcations when the phone mode is not suitable for the
current activity.
Figures 12a and 12b present the users’ attitude to the two approaches to phone
mode adaptation. One can notice a slight preference towards the automated solu-
tions. Thus, more than 10% of the respondents would be willing to use such an ap-
proach without having any additional concerns, while in total more than 60% of the
participants would be willing to use an automatic phone mode adaptation approach
under certain conditions such as privacy awareness. A quarter of the remaining users
are undecided and the remaining three quarters (26% of the total) would not use such
an approach. At the same time, slightly less users would accept an application that
would provide suggestions regarding phone modes, and slightly more users would
completely dismiss such a system compared to the automated solution.
4.5 office workers’ activities and correlations to the appropriate
phone mode
We additionally investigated whether there are any general user preferences regard-
ing the mapping between certain activities and the corresponding phone modes. As
previously mentioned, we proposed a set of activities that we deemed as most com-
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mon for ofﬁce workers and most likely to require a phone mode change, but respon-
dents had the choice to add their own activities to our list. These activities included:
meeting or discussion, attending or giving a presentation, phonecall, working on
the computer (in the user’s own ofﬁce), taking a break, carrying out a “physical”
activity around the ofﬁce (e.g., add paper or get printer unclogged, do kitchen duty,
etc.), and commuting. Respondents were asked to rate the relevance of each of these
activities for setting their phone on “only lights” mode, silent, normal, or loud mode
respectively. Additionally, the users had the option to input other relevant activities
for each of these phone modes.
One could notice certain trends though there was no clear majority decision for
any combination of phone mode and user activity. For instance, more than half of the
users consider being in a meeting as very relevant for setting their phone on silent
or “only lights” mode. For the other activities opinions are even more diverging, e.g.
when taking a break from work.
Furthermore, only a subset of these afore-mentioned activities were deemed as
relevant for at least one phone mode. Thus, making a phonecall, carrying out a
physical activity around the ofﬁce, and commuting were rated with an averge score
of about 2 or less on a 1 to 5 scale.
Additionally, there were only four additional activities inputted by the respon-
dents. Each of these activities was inputted by a single participant and could be seen
as part of one of the original activities we have suggested.
To sum up, there is little agreement between users regarding the choice of phone
mode for the different activities. The only agreement, albeit not unanimous, is that
during meetings or presentations silent or “only lights” mode should be used. For
this reason automated solutions for phone mode adaptation need not to focus on the
predeﬁned correlations between phonemode and user activity, but rather provide
users with a simple way to customize them.
4.6 conclusions
The frequency of manual phone mode adaptation by the users, together with the
rate of occurrence of disturbances together with missed phonecalls, highlights the
need for solutions to support the users with this issue. The phone’s position and the
user’s activity can be useful factors to take into account when deciding the appro-
priate phone mode. More than 60% of the users are open to using such approaches,
provided that they are designed in a privacy-conscious manner. Furthermore, users
favor automatic phone mode adaptation over applications that would use notiﬁca-
tions to remind them to adapt the phone mode. There is no consensus regarding
the appropriate phone mode for the different situations, even for apparently obvi-
ous cases such as being in a meeting, therefore the best solution is to allow users to
personalize these settings.
5
PHONE POS IT ION DETECT ION
The way a phone is carried and stored has an impact on the the user’s interactionwith the phone and therefore the desired phone mode, as we have already
shown in Chapter 4. For instance, if the user holds the phone in his hand, it is
easy to capture his attention for an incoming phonecall, so adapting the display
and triggering the vibration motor would be sufﬁcient, a loud ringtone risks being
unpleasant for the user, regardless of his activity. Furthermore, phone position can
give us further insight into the user’s activity and their willingness to be interrupted.
Continuing the previous example, a user holding their phone during their meeting
signals he is not completely engaged and perhaps there is a transition in the meeting,
so he could be willing to be discreetly made aware of a new text message.
In this chapter we ﬁrst deﬁne the set of phone positions we will be considering
and then proceed to present our approaches to determine phone position. We ﬁrst
investigate single sensing modalities and determine the advantages and drawbacks
of each sensor. As a solution to challenges regarding accuracy and noise resilience we
propose several approaches using active probing [25, 26, 27]. Furthermore, in order
to solve issues regarding the currentness of the last known phone position, energy
consumption, and user disturbance, we present two approaches that use incoming
notiﬁcation sounds and vibrations opportunistically [25, 26]. Each of these afore-
mentioned approaches are suitable only for a subset of the phone modes, for instance
using incoming notiﬁcation sounds as pilot sequences relies on the assumption that
the phone is not on a silent or “only lights” mode, where notiﬁcations produce no
sound. In the ﬁnal step, we look at sensor fusion approaches that are applicable
regardless of the phone mode.
5.1 definition of the class set for phone position detection
Let us ﬁrst narrow down all possible environments or containers where a phone
could be held or stored to the essential places that are being used most by the users
in their daily activities.
Cui et al carried out a large-scale study investigating the ways users carry their
phones [21]. While there were signiﬁcant variations amongst culture, ethnic groups
and genders, there was a limited number of phone positions that people used reg-
ularly. In general, users keep their phones in bags, pockets or belt clips, or in their
hands. Thus, the ﬁrst two positions represent storage spaces for the phone that usu-
ally involve the phone being carried around and thus being most likely in the close
proximity of the user. We found it useful to add an additional position, namely desk
or table, which would imply that the phone is stored on a surface which does not
offer any guarantee regarding proximity of user: the user might be sitting at the desk
the phone is lying or he might have simply left and left the phone behind.
















































Figure 13: Mean frequency of the occurrence of the four phone positions
In order to further conﬁrm these assumptions, we have investigated this aspect
in our afore-presented user study. Thus, respondents were asked to rate the four
phone positions in terms of how often they use them. They had ﬁve options, ranging
from “never” to “all the time”. Users had the possibility of manually adding up to
three additional phone positions and rating their usage frequency. Figure 13 presents
the mean values for the four considered phone positions, while Figure 14 provides
a more detailed view by showing the distributions of frequencies for each phone
position. While the relevance of the pocket and desk is clear, a bag or the user’s hand
seem to be of little relevance. This aspect can be clariﬁed by looking at how the user’s
gender inﬂuences this results, as shown in Table 3. Unsurprisingly, men ﬁnd bags
most irrelevant, with a mean value of 1.83 compared to 3.52 for the women (p<0.001).
It should be also noted that this is one of the most important phone positions for
women, coming second only to desk, and being followed by pockets. In contrast to
this, the majority of men prefer to wear their phones in their pockets, with a 4.04
mean value (p=0.002). For these reasons, detecting when the phone is in a bag is
relevant for a signiﬁcant part of our users and therefore the bag will be part of our
class set.
Despite respondents using hand as the least frequent phone position, it still plays
an important role in deciding the optimal phone mode and making inferences about
the user’s behavior. Thus, knowing that the user carries a phone in his hand does
not only tell us that any usage of loud ringtones would be unpleasant, but also gives
us hints about the user’s interruptibility and current activity. Additionally, 32 users
have rated this position with 3 or more on the 1 to 5 scale. Therefore, we will consider
the user’s hand as part of our class set as well.
Lastly, we investigated whether there were additional important phone positions
that we might have missed. As previously mentioned, users had the opportunity
to mention up to three additional phone positions that they might be using. Only
four respondents, which is 5% of the total number of participants, added one or two
additional phone positions. None of the respondents used all three ﬁelds available
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Pocket 3.04 4.04 t(33)=-3.38 p=0.002
Bag 3.52 1.83 t(46)=6.10 p<0.001
Desk 3.78 3.09 t(50)=3.05 p=0.004
Table 3: Impact of gender on preferred phone positions
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for adding extra positions. Part of these additions do not represent phone positions,
but rather user environments, like “at home”, “in the other room” or “in the car”, or
an action that the phone is undergoing: “charging”. There is a single suggestion for
an actual phone position, which is “on the bed”. We will not include this position
in our class set given that only one user found it relevant and since the ideal phone
mode in this case would be quite similar to that when having the phone on a table
while at home.
To sum it up, our user study conﬁrmed and reinforced the four phone positions we
proposed: pocket, bag, hand, and table/desk. It highlighted not only the importance
of these positions but also the fact that there are no other additional phone positions
that the users we interviewed ﬁnd important and that they use regularly.
This four phone positions can be split into two categories: “inside” and “outside”.
Thus, pocket and bag represent enclosure or “inside” spaces for the phone, while
hand and pocket are open spaces, or “outside”. We will be using this categorization
of phone positions in the following sections.
5.2 passive probing approaches to phone position detection
First attempts to determine phone position are based on collecting and classifying
data from smartphone-embedded sensors. The usage of two speciﬁc sensors, the mi-
crophone [87] and accelerometer [38, 129, 158], were already proposed by related
work, however with different scope and class sets. For this reason, we needed to
evaluate these methods and determine their appropriateness for our own class sets.
We discuss these issues in more detail in the subsections corresponding to these sen-
sors. On the other hand, the approaches using certain sensors for classifying where
the phone is “inside” or “outside” of an enclosure are our own contributions.
As previously mentioned, we only consider hardware sensors in order to make
our application available to the widest array of users, regardless of whether they use
certain mobile applications.
We can split smartphone hardware sensors into three categories: sensors that can
be used as single sensing modality for phone position detection, sensors that can
provide extra insight for uncertain situations, e.g., indicate if the phone is inside or
outside of an enclosure, but cannot be used on their own for determining phone
position, and sensors that cannot serve us in any way for the given task.
5.2.1 Determining Phone Position Based on Single Sensing Modality
Using the microphone or accelerometer to classify phone position has been proposed
by the related work [38, 87, 129, 158], however with different class sets, which in
some cases are quite limited. For instance, Miluzzo et al [87] only determine whether
the phone is inside or outside of an enclosure. For this reason, we evaluated these
methods on our own class sets.
Audio recordings of environment sounds alone provide acceptable results, espe-
cially in silent environments. This stems from the fact that the audio signal propa-
gates differently based on the place where the phone is held. Such patterns stand
out particularly when playing a sound and recording it in the same phone position.
However patterns can be identiﬁed also when recordings environment sounds. Thus,
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sounds will be mufﬂed in a pocket or bag, more so for the former and less in the
latter. The closest recording to the environment sounds themselves will be obtained
when the phone is in the user’s hand. Miluzzo et al. [87] used this method to classify
whether the phone is inside or outside of an enclosure, obtaining accuracies of up
to 77-84%. Furthermore, phone position itself plays a signiﬁcant role in classiﬁcation
accuracy, pocket and bag being the classes with the greatest accuracy. Thus, there is
an obvious improvement potential with regards to overall accuracy and impact of
noise.
Also accelerometer readings can be used to infer phone position. Thus, phone
movement will be affected by the phone position. A phone on a table will generally
be stationary, while a phone in a pocket or hand will display quite distinct movement
patterns. A bag can be either stationary or in movement, depending whether the user
is carrying or storing it. Thus, a stationary bag and a desk are almost impossible
to distinguish using only passive probing. This method is obviously unaffected by
ambient noise and our preliminary tests have shown that impact of user movement
on classiﬁcation results are quite limited. However, there is still quite some potential
for classiﬁcation accuracy improvement. On a different class set, Wiese et al [158]
report accuracies of up to 85.7%.
5.2.2 Sensors That Are Unfit For Phone Position Classification
In what follows we shall discuss the potential role that the other sensors embedded
in LG Nexus 5 phones can play in phone position classiﬁcation. Nexus 5 was one of
the state-of-the-art smartphone models at the time of the evaluation, having a wide
array of sensors with the highest sampling rates out of all phone models we have
considered. At the same time, we did not consider sensors that were included only
in very few smartphone models, such as temperature and humidity sensors, in our
attempt to make our approaches applicable to as many users as possible.
Thus, aside from the microphone and accelerometer, experiments have shown that
none of the other sensors incorporated in LG Nexus 5 phones can be used as single
sensing modality for phone position classiﬁcation. All these other sensors can either
be used to determine only a very coarse-grained position like “inside” or “outside”
of an enclosure, or are simply unsuitable for the classiﬁcation task. Sensors that can
be used to determine hints include the light sensor and the proximity sensor, which
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(b) Gyroscope
Figure 15: Confusion matrices for barometer and gyroscope sensor data (in %)
50 phone position detection
Sensors that are inadequate for phone position classiﬁcation include GPS, Wi-Fi
[SSID], barometer, compass, gravity, gyroscope, magnetometer, and pressure sensor.
Thus, our preliminary test results have shown that these sensors do not achieve better
results than randomly selecting the phone positions. This ﬁnding is quite intuitive
since all these sensors measure environment conditions which are very little, if at all,
affected by phone position. User location provided by GPS or Wi-Fi traces cannot
provide any indication regarding phone position. While there might be some faint
variation in the signal strength, this is not enough to distinguish between the phone
being on a table or in a pocket. Similarly, air pressure is not inﬂuenced by phone po-
sition, Figure 15a showing that classiﬁcation results are even worse than the random
selection of a phone position. The gyroscope traces do not exhibit any recognizable
patterns in most phone positions. Thus, except for the hand position, the rotation
movement is minimal in all other positions, the roll, pitch and yaw values being very
small. Figure 15b shows that only when the phone is in the user’s hand classiﬁcation
accuracy is higher than 50%.
5.2.3 Using Smartphone Sensors to Determine Coarse-Grained Positions: Inside vs Outside
of an Enclosure
Sensors that can only be used to classify coarse-grained positions and thus can only
be used as extra validation for the classiﬁcation result of other sensors, are sensors
whose data is inﬂuenced in a similar way by multiple phone positions. For instance,
the light or proximity sensor are not able to distinguish whether the phone is in a
pocket or bag. Therefore, such sensors are unﬁt for phone position classiﬁcation, but
can still be used to determine whether the phone is inside or outside of an enclo-
sure. Additionally, they can provide hints and help enhance classiﬁcation accuracy
in certain cases. For instance, when classifying multiple data windows from a cer-
tain sensor or data from multiple sensors, like microphone and accelerometer there
is sometimes a disagreement about the classiﬁed class. If the number of votes for
two different classes are very close and the two positions are one “inside” and one
“outside” the light or proximity sensor could be used to determine the actual class.
We carried out a preliminary evaluation of the results obtained by light sensors
readings in distinguishing “inside” from “outside” positions. The data was collected
using LG Nexus 5 phones. Classiﬁcation results for “inside” vs “outside” positions
achieve almost 100% precision and recall for the light sensor. These values are not
affected by ambient light, except for pitch-black spaces. It would be impossible to
distinguish whether the phone is on a desk or in the user’s hand in a dark space, or
simply in the user’s pocket in a normally lit space. Therefore, during the night when
the user sleeps, the light sensor would be seriously challenged. One could argue that
such situations could be speciﬁcally handled by the activity classiﬁcation module,
since when the user is in a dark room it is either for sleeping or other activities when
he would not want to be disturbed.
As far as the phone’s proximity sensor is concerned, it has achieved 100% preci-
sion and recall in our preliminary tests. The tests were carried out using the same
phone model, LG Nexus 5. The main drawback of the proximity sensor is it pro-
vides readings only when there is a state change which makes it unsuitable for short
recordings.
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5.3 improving phone position detection through active probing
In what follows, we describe our contributions concerning phone position classiﬁca-
tion through the usage of pilot sequences. Our main aim is to improve classiﬁcation
accuracy in all situations, including noisy ones, while causing no or ignorable distur-
bance to the user. Further challenges that we tackled were gathering sensor data in
a way that ensures that the samples correspond to the current phone position with-
out draining the phone battery or creating signiﬁcant privacy concerns. Thus, the
former aim excludes duty cycling, while the latter dismisses continuous sampling.
Last but not least, we aimed to offer more privacy-friendly alternatives to the users,
for instance by relying on other sensors besides the microphone, since even a few
hundred milliseconds of recordings might be problematic when it comes to sensitive
situations.
5.3.1 Using Audio Signals as Pilot Sequences
The following approach relies on the assumption that sound is attenuated differently
for the most common phone positions. For instance, sound is mufﬂed in a pocket or
a bag, more in the former and less in the latter. This stands true to a certain extent for
recordings of environment sounds alone, however classiﬁcation results obtained this
way range between 77 and 84% accuracy. Additionally, results are quite affected by
environment noises and by the actual position of the phone itself, accuracies being
lower in certain phone positions. For instance, the pocket and the user’s hand are
often confused.
In order to overcome these issues, we probe the attenuation of a deterministic sig-
nal in the phone’s environment. This is aimed to make the different phone positions
have more distinct ﬁngerprints and thus improve classiﬁcation accuracy. Thus, in-
stead of classifying recordings of environment sounds alone we classify recordings
of an audio signal we are playing and of the inevitable environment sounds. Further-
more, we wanted to investigate whether pilot sequences could help us distinguish
whether the phone was lying normally on a table, facing the ceiling, or was facing the
table. This detail could be useful in certain situations when we might want to visu-
ally notify the user of an important message. This approach was already published,
the current section being based on [27].
Figure 16 highlights the acoustic ﬁngerprints of the different phone positions by
showing side by side the spectra of recordings taken in all phone positions, while
using Gaussian noise as pilot sequences. As we can see in the ﬁgure, sound is mufﬂed
in the “inside” locations like pocket or bag. However, the two positions are still
distinguishable since in general pockets are tighter than the inside of a bag and
thus the sound is more pronouncedly mufﬂed. On the other hand, the two “outside”
positions, desk and hand, present quite different patterns. The sound recorded in
the user’s hand is most similar to the originally played sound. When gathering the
recording on a desk however, the sound is ampliﬁed because the table acts as a
resonating body.
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Figure 16: The spectrum of the Gaussian noise sample, as well as of the samples collected
with a phone located in the pocket, backpack, on the desk and in the user’s hand
5.3.1.1 Concept
Our concept is to use the same phone to play a pilot sequence and record it concomi-
tantly. This process will be repeated at ﬁxed intervals. While this presents the risk of
not knowing the most recent phone position, continuous recording is also unfeasible
due to the obvious user disturbance, battery draining and privacy concerns.
Our overall system, as shown in Figure 17, consists of two main parts: a mobile
application that gathers the data and a server-side application that classiﬁes the col-
lected samples.
The mobile application periodically plays certain pilot sequences and records them
at the same time. The volume of the sound snippet we play is adjusted for each
recording cycle. Thus we ﬁrst of all aim to avoid clipping. However, a too low volume
of the played sequences has a negative impact on the classiﬁcation results as well,
since recordings collected this way have less pronounced ﬁngerprints of the different
phone positions. We have experimented with four different pilot sequences. The ﬁrst
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Figure 17: System architecture
of them was Gaussian noise as a general way to evaluate our approach. We further
selected a few sequences composed of prime numbers, such that harmonics ranging
at multiples of the fundamental frequency will not impact our results. The audio
data we intended to collect was to be sampled at 44.1 kHz, so due to the Nyquist
limit, we selected only frequencies under 20 kHz for our probing sequences. We used
two sequences of pseudo-logarithmically distributed primes, half of them distributed
under 1 kHz and the other in the 1-20 kHz range. The ﬁrst of the samples uses 40
primes, while the second uses 316, including all 158 primes under 1000. A further
pilot sequence we used included 40 linearly distributed primes under 20 kHz.
On the server side, the recordings are classiﬁed using a custom-made processing
pipeline. We describe this process in more detail in the following section.
5.3.1.2 Processing and Classification of Samples
The recordings are classiﬁed using a custom-made processing pipeline. As shown in
Figure 18, it consists of ﬁve main stages: windowing, silence removal, Fourier trans-
formation, feature extraction and classiﬁcation. Thus, our approach relies mainly on
machine learning techniques for solving the phone position classiﬁcation problem,
while leveraging some signal processing methods to ﬁlter out silence and obtain the
frequency domain representation of the signal.
In the ﬁrst step, if the recording length is longer than a certain value, the recorded
signal s(tn) is split into equally sized windows, w(tn), each containing 4096 sam-
ples. At a sampling rate of 44.1 kHz, this gives us a window size of 92 ms. This
value varies has been determined experimentally. The intuition behind this decision
is the following: Recordings under a certain size do not contain enough information
to allow an accurate classiﬁcation. At the same time, gradually increasing the win-
dow size past the optimal length at the beginning does not lead to an increase in
classiﬁcation accuracy and afterwards leads to a gradual decrease in accuracy due to
overﬁtting. Additionally, longer recordings are more likely to disturb the user.
It is worth noting that since the environment inﬂuence on the ground truth signal
is constant (e.g., mufﬂing), one can use very small and constant-sized windows for
phone position classiﬁcation. Shorter recordings imply less risk of disturbance and
privacy concerns for the users. As a counter example, classifying keys pressed by a
user requires that each fragment corresponds to one keystroke, from starting to press
the key to fully releasing it. This leads to variable lengths and thus requires a more
sophisticated segmentation.








Figure 18: Classiﬁcation pipeline
After splitting the original recording in multiple windows, or immediately after
receiving the data if the recording has the required size, we apply a windowing
function. Our approach allows the usage of rectangular, Hamming or Hanning win-
dows, and uses a conﬁgurable overlap between the windows. Preliminary results
have shown rectangular windows to be associated with better classiﬁcation results,
thus those are the default used by our application.
In the next step, silence removal, we discard windows that do not contain sufﬁ-
cient information and thus would lead to incorrect classiﬁcation results. This step is
required by most of our approaches, and not just for the baseline classiﬁcation of
environment sounds. In the current scenario there is little chance of having silent
windows when playing pilot sequences, since the recording aims to completely over-
lap with playing the signal. However, in the upcoming approaches this is an essential
step. For instance, let us assume we record ringtone sounds. In this case there will
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be silent windows in between the repetitions of the ringtone. Not removing those
windows would lead in the best case scenario to results as good as that of the pas-
sive probing approach. Therefore, we compute the signal energy for each window. If
it is under a certain experimentally-established threshold, the window is discarded,
otherwise it is fed/forwarded to the next step of the pipeline.
In the ﬁrst stage a Fast Fourier Transform is applied to the each window, transi-
tioning from time to frequency domain. Since window length directly inﬂuences the
frequency resolution of the Fourier transformation, selecting an appropriate window
size is important for the overall system. Longer windows take longer to record and
run a higher risk for user disturbance and privacy concerns, but they also lead to
a higher frequency resolution. On the other hand, using smaller windows results
in a lower frequency resolution but cause a lower computation complexity and less
disturbance concerns. In our setup with a sampling rate of 44,100 Hz and a window
size of 4,096 samples this results in 4,096 spectral components ranging from 0 Hz
to 22,050 Hz with a frequency resolution of 10.77 Hz. However, since in the next
step we run a dimension reduction operation by applying a feature extraction algo-
rithm, we can accept the trade-off brought by smaller window sizes. Thus, we are
interested mainly in the patterns existing in the data, which can be retained even
with lower frequency resolutions. Since we compute a very reduced number of fea-
tures (<20) out of the 4096 spectral components, the impact of frequency resolution
is somewhat limited; computing it out of 8192 or 16384 samples would bring little
improvement to accuracy, as our preliminary tests have shown. Using signiﬁcantly
smaller windows is however not feasible due to limitations posed by the phone oper-
ating system, in our case Android for synchronization of playing and recording the
pilot sequence. Thus the internal scheduling of tasks causes variations which could
lead to the recording and sound playing not to overlap at all.
Next come the most important elements of the processing pipeline. Here we lever-
age machine learning techniques to ﬁrst reduce dimensionality of the data and then
classify the results. In the fourth step we reduce dimensionality of the data by apply-
ing different feature extraction algorithms. We are thus trying to extract the patterns
of the data and eliminate redundant dimensions in order to facilitate the classiﬁca-
tion of the data. We have considered several feature extraction algorithms, ranging
from simple ones like computing the power spectrum or band energy, to the more
sophisticated algorithms that have been developed mainly for speech recognition
tasks but have proven to be successful for environment sound classiﬁcation as well:
Mel Frequency Cepstral Coefﬁcients (MFFC) [73] and Delta Mel Frequency Cepstral
Coefﬁcients (DMFCC). We initially considered Zero-Crossing-Rate given its success
in voice detection systems [69, 116]. However, it did not perform well in our sce-
nario, presumably because it is applied in the time domain while phone position
patterns are more distinguishable in the frequency domain, so after a series of tests
we decided to discard it. MFCC are “perceptually motivated” [150], emulating the
behavior of the human auditory system [141]. MFCC has been used in the past for
speech [92, 151] and speaker recognition [141], but also for general audio classiﬁca-
tion tasks [97, 123]. Similarly to [97, 105, 141], we used the ﬁrst N=13 MFCC coefﬁ-
cients. One potential shortcoming of MFCC, depending on the classiﬁcation task is
that it takes no temporal aspect into account, the features being calculated for indi-
vidual windows. As a solution to this, DMFCC appends to the MFCC coefﬁcients the
ﬁrst order derivative of the MFCC coefﬁcients with respect to time. Thus, DMFCC
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has 2*N coefﬁcients, which depending on the scenario and evaluation settings can
be a drawback which overwhelms the advantage brought by taking into account the
temporal aspect. This issue is discussed in Section 5.3.1.3.
In the last step, the previously computed features are classiﬁed in order to de-
termine the phone position. Our framework supports the usage of arbitrary clas-
siﬁcation algorithms. However, regardless of the type of features we have selected
in the previous step, the input for the classiﬁcation phase will be N numerical val-
ues which express the patterns in the distribution (spectral shape) of the signal’s
frequency components.
We considered only supervised learning methods, since we have a known set of
possible classes and do not aim to discover unknown patterns in the data. Obtain-
ing labeled data is often a time-costly process, requiring manual input from users.
Unlabeled data is much easier to obtain, however our goal was to detect certain
phone position and not identify clusters in the data based on signal attenuation
patterns. While to a certain extent there might have been an overlap between the
clusters and our initial classes our main goal was nevertheless the recognition of
those speciﬁc classes, i.e. phone positions. In between supervised and unsupervised
approaches lie semi-supervised methods, which identify patterns in the data then
make use of a lower number of labeled samples in order to train models that can
be used for classiﬁcation. However, for our application scenario, which deals with
user disturbance, classiﬁcation performance is essential. Therefore, we have decided
against semi-supervised methods despite the increased cost of data collection that
this decision involved. The choice of speciﬁc classiﬁers was based on examining re-
lated works with comparable classiﬁcation problems and datasets. The choices were
narrowed down by using Occam’s razor principle, i.e. starting with the simpler ap-
proaches and proceeding only until results were very good. We thus used Naïve
Bayes (NB), Decision Trees (DT), Random Forest (RF), Gaussian Naïve Bayes (GNB),
similarly to [87], K-Nearest Neighbors (KNN), and Gaussian Mixture Model (GMM),
like [87, 107], and Support Vector Machine Classiﬁer (SVM).
5.3.1.3 Evaluation
We focus in what follows, as well as in the remainder of this chapter, only on assess-
ing the classiﬁcation performance, leaving aside other aspects like energy efﬁciency.
Issues of practical realization and feasibility, such as in-time classiﬁcation, its rela-
tionship with user disturbance, and its consequences on the selection of sensing
modalities are discussed in Chapter 6.
For the evaluation we used Samsung Galaxy Nexus and Samsung Galaxy S3
phones, being chosen for their audio recording quality and their support of a sam-
pling rate of 44.1 kHz. We had two users for collecting the training samples and car-
rying out the evaluation. They manually labeled the upcoming sample, then started
the recording. Our application dismissed the ﬁrst few seconds of all recordings since
the user had to label the phone position while holding the phone most likely in his
hand and had to afterwards move it to the target position according to the inputted
label. At the end he stopped the recording. This lead to the creation of a good quality
dataset, that required minimal cleaning, e.g. removing very long recordings where
it appears that the user forgot to stop the recording. We collected a total of 7862
samples while playing Gaussian noise and a similar number of environment sounds
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recordings for comparison purposes. For each of the other pilot sequences, we gath-
ered on average 1640 recordings. The classiﬁcation accuracy of our prediction model
has been evaluated by means of a 10-fold cross validation, where 90% of the data is
used for training and 10% for evaluating the results.
While 92 ms recordings are sufﬁcient for our system to work properly, for training
and evaluation purposes we used longer recordings, and thus can ponder on the
disturbance of the sequences themselves. The samples were played at less than half of
the maximum volume supported by the phones in order to avoid clipping. Therefore,
the noise was quite easy to ignore or even go unnoticed in noisy environments like
outdoors or in a bus, and even in silent environments if the phone was in a backpack.
Since our aim was to develop a method that achieves high accuracy even in less
optimal situations, we evaluated our approach in a variety of situations. Thus, we
gathered and classiﬁed data in both silent and noisy environments, as well as in situ-
ations where the user or his environment were in motion or stationary. Table 4 shows
the environments in which we evaluated our approach. As previously mentioned in
5.3.1, we also investigated whether in the case of a phone lying on a table we can
distinguish between the cases when it is facing the desk and when it is facing the
ceiling.
Our initial plan was to label also the user’s environment in order to establish
whether there are signiﬁcant differences in classiﬁcation performance and thus by
the determining the most problematic environments to get insights into what harms
the classiﬁcation accuracy. However, given that knowledge about these environments
could inﬂuence the decision of which sensor to use in future extensions of this work
and what conﬁdence to assign to each sensor, we used the audio recordings to clas-
sify also the type of environment. Additionally, the type of environment that the
user is currently in could be used to provide more insight into what the appropri-
ate phone mode would be. We present these results together with phone position
classiﬁcation results for each of the pilot sequences.
Let us ﬁrst analyze the classiﬁcation performance for samples collected while gen-
erating Gaussian probing sequences. Figure 19 shows the accuracies for all the combi-
nations of features and classiﬁers that we have considered. As previously mentioned,
we also use accuracy as a metric in order to facilitate comparisons with the related
work. In this case, our baseline is the approach of Miluzzo at al [87] which records
environment sounds alone and aims to determine whether the phone is inside or out-
side of an enclosure, without differentiating between more speciﬁc phone position.
Their approach achieves accuracies of up to 84%.
As can be seen in Figure 19, our approach obtains accuracies of up to 96.99%
for the MFCC and K-Nearest Neighbours combination. As far as feature types are
concerned, MFCC and Delta MFCC perform the best, MFCC results being slightly
better than those obtained by Delta MFCC. This happens due to the fact that Delta
MFCC has double the number of coefﬁcients of MFCC, which signiﬁcantly increases
the complexity of the classiﬁcation problem, while at the same time not beneﬁting
much from the temporal aspect being taken into account, since the effects of phone-
position on the sensor readings are constant in time. Thus, we suspect the Delta
MFCC slightly overﬁts.
K-Nearest Neighbors and Random Forest are the classiﬁers that yield the best re-
sults. Decision Trees have a lower accuracy likely because the data is too complex
to be properly modeled by a single tree. Thus, while not displayed here, our re-
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Code Phone position User environment State # Windows
bb Backpack Bus Motion 3975
bo Backpack Ofﬁce Stationary 11867
bos Backpack Outdoors Stationary 4015
bow Backpack Outdoors Motion 3699
bt Backpack Tram Motion 3978
ddof Desk (down) Ofﬁce Stationary 11952
ddou Desk (down) Outdoors Stationary 4028
duof Desk (up) Ofﬁce Stationary 11818
duou Desk (up) Outdoors Stationary 3975
hb Hand Bus Motion 3780
ho Hand Ofﬁce Stationary 11685
hos Hand Outdoors Stationary 4011
how Hand Outdoors Motion 4024
ht Hand Tram Motion 4016
pb Pocket Bus Motion 3926
pofs Pocket Ofﬁce Stationary 11960
pofw Pocket Ofﬁce Motion 11931
pous Pocket Outdoors Stationary 3991
pouw Pocket Outdoors Motion 6336
ptrai Pocket Train Motion 12024
ptram Pocket Tram Motion 11973
Total no. of windows 148964
Table 4: Phone positions and user environments used for the classiﬁcation
sults showed that in-sample errors of Decision Trees were also higher than those of
K-Nearest Neighbors and Random Forest. The Support Vector Machines algorithm
proved the most inappropriate for our scenario, since the training process did not
converge due to the high amount of data. Thus we had to signiﬁcantly reduce the
amount of data to use for training in order for it to converge, which in turn lead
to poor classiﬁcation results. The types of feature vectors used had varying impacts
on classiﬁcation accuracy. This impact was most noticeable for the Gaussian Mix-
ture Model, where average classiﬁcation accuracies range from 90.01% and 89% for
MFCC and Delta MFCC yield an average accuracy of 90.01% and 89% respectively
to 59% for band energy.
In what follows, we will closely compare the results yielded by samples containing
just environment sounds and by samples where Gaussian noise was used as pilot se-
quence. We classify both the phone position and the user’s environment (cf. Table 4).
Since MFCC and K-Nearest Neighbors obtained the best results for both types of
recordings, we are going to use this combination for the performance comparison.
Figures 20 and 21 presents the confusion matrices for the two types of recordings,
highlighting a clear improvement brought by Gaussian noise. Thus, precision and
















































































































































Figure 19: Comparison of the classiﬁer performances and feature types
recall increase from 71.76% and 70.22% to 93.22% and 96.77% respectively. One can
notice that in the case of environment sounds recordings it is more difﬁcult to distin-
guish between somewhat similar phone positions, e.g., between a tight pocket or a
big compartment of a backpack, or, even more so, between a phone lying on a desk
facing the ceiling or the desk. Recordings of environment sounds alone face an addi-
tional challenge when it comes to distinguishing between the different environments,
even if they exhibit different noise levels (e.g., indoors vs. outdoors).
The usage of Gaussian noise as pilot sequence leads to very good results both for
phone position and user environment classiﬁcation. For the former, this conﬁrms our
initial assumption that the sound propagation patterns are very pronounced when
playing a pilot sequence, in this case Gaussian noise, being much more obvious
than those of environment sounds alone. For the type of environment classiﬁcation
it seems that Gaussian noise helps cancel out some of the irrelevant environment
noise, thus making environment-speciﬁc features much more obvious as a difference
between the frequencies of the recordings and those of the initial noise.
If we look in more detail at the false positives and false negatives rates for the
individual classes when using Gaussian noise, we can notice that a signiﬁcant part
of the misclassiﬁcations happen because of the type of the environment and not
phone position. For instance, on average, 3.6% of the cases when the phone was
in the user’s pocket in a tram were misclassiﬁed as the phone being in the user’s
pocket in a train. Since this is one of the highest false positive rates for an individual
class, it is worth noting that the two environments, train and tram, have quite similar



























































































































































































































































































































































bb 97.0 0.0 0.0 0.5 0.6 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.3 0.0 0.0 0.2 0.0 0.4 0.0 0.0
bo 0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
bos 0.0 0.3 96.0 0.1 0.1 0.3 0.0 0.0 0.0 0.9 0.0 0.0 0.7 1.3 0.1 0.0 0.0 0.0 0.1 0.0 0.0
bow 0.7 0.1 0.1 96.4 0.2 0.1 0.3 0.0 0.0 1.3 0.0 0.0 0.5 0.1 0.0 0.0 0.2 0.0 0.0 0.1 0.0
bt 0.3 0.0 0.1 0.2 95.5 0.0 0.0 0.0 0.0 1.5 0.1 0.0 0.3 1.2 0.0 0.2 0.1 0.0 0.1 0.2 0.2
ddof 0.0 0.0 0.0 0.0 0.0 99.4 0.0 0.0 0.0 0.0 0.1 0.0 0.2 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0
ddou 0.0 0.0 0.0 0.0 0.0 0.3 98.6 0.0 0.0 0.0 0.1 0.8 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0
duof 0.0 0.0 0.0 0.0 0.0 0.1 0.0 99.8 0.0 0.0 0.1 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
duou 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 99.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
hb 0.3 0.0 0.0 0.9 0.1 0.0 0.0 0.0 0.0 96.9 0.0 0.0 0.5 0.9 0.0 0.0 0.1 0.0 0.1 0.1 0.1
ho 0.0 0.2 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 99.3 0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0
hos 0.0 0.2 0.0 0.0 0.0 0.1 0.7 0.0 0.0 0.0 0.3 98.6 0.0 0.1 0.0 0.1 0.0 0.0 0.0 0.0 0.0
how 0.2 0.1 0.1 1.5 0.1 0.1 0.0 0.0 0.0 1.3 0.0 0.0 95.7 0.5 0.0 0.0 0.3 0.0 0.1 0.1 0.0
ht 0.2 0.0 0.1 0.2 0.2 0.0 0.0 0.0 0.0 2.6 0.0 0.0 1.4 94.2 0.0 0.0 0.1 0.0 0.3 0.2 0.4
pb 0.2 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.4 0.0 0.0 0.0 0.7 94.6 0.0 0.1 0.0 0.3 0.0 3.3
pofs 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.1 0.0 0.1 0.0 0.1 97.3 0.6 0.4 0.1 0.4 0.6
pofw 0.2 0.0 0.0 0.1 0.0 0.1 0.2 0.0 0.0 0.1 0.2 0.2 0.1 0.1 0.0 0.4 94.4 0.3 3.0 0.1 0.3
pous 0.0 0.1 0.1 0.1 0.0 0.0 0.1 0.0 0.0 0.2 0.0 0.0 0.6 0.1 0.0 0.7 0.3 96.8 0.3 0.3 0.2
pouw 0.1 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.3 0.0 0.0 0.7 0.1 0.2 0.0 1.6 0.0 96.5 0.0 0.4
ptrai 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.1 0.3 0.1 0.0 1.0 0.0 0.3 94.8 3.2
ptram 0.1 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.3 0.0 0.0 0.1 0.2 3.2 0.0 0.5 0.0 1.0 3.6 90.8












































































































































































































































































































































































bb 62.5 0.2 0.0 1.7 4.7 0.2 0.0 0.0 0.0 19.5 0.0 0.0 2.4 4.8 0.0 0.0 0.1 2.4 0.1 1.3
bo 0.6 75.1 6.7 0.4 0.5 1.0 5.0 1.1 0.2 0.5 0.0 0.5 0.1 0.4 2.8 0.1 2.8 0.3 0.0 2.0
bos 0.0 3.6 84.5 0.0 0.0 0.2 8.2 0.9 0.5 0.0 0.0 0.2 0.0 0.0 0.7 0.0 1.2 0.0 0.0 0.0
bow 2.1 0.2 0.0 77.1 0.3 0.2 0.1 0.3 0.0 5.1 0.0 0.0 1.7 0.8 0.1 4.0 0.2 7.1 0.1 0.9
bt 2.8 0.1 0.0 1.4 67.7 0.1 0.0 0.1 0.0 2.7 0.0 0.0 1.1 11.5 0.1 0.2 0.1 1.8 0.6 9.8
ddof 0.2 1.3 0.6 4.2 0.7 39.8 2.0 33.6 1.5 1.2 0.0 0.9 8.0 0.1 1.2 1.1 1.9 0.6 0.9 0.2
ddou 0.1 4.9 8.8 0.3 0.0 2.4 60.8 4.1 7.5 0.0 0.0 7.7 0.1 0.0 1.0 0.3 1.9 0.0 0.0 0.0
duof 0.0 0.3 0.4 1.4 0.2 16.2 1.5 70.6 4.5 0.1 0.0 0.4 1.1 0.0 0.9 0.5 1.8 0.0 0.1 0.0
duou 0.0 0.0 0.5 0.0 0.0 3.4 1.7 17.9 71.2 0.0 0.0 1.0 0.0 0.0 0.1 1.5 2.6 0.0 0.0 0.0
hb 18.8 0.0 0.0 5.4 1.8 0.7 0.0 0.0 0.0 68.1 0.0 0.0 1.4 2.2 0.0 0.0 0.0 0.8 0.0 0.9
ho 0.0 1.1 0.0 0.0 0.0 2.2 2.0 2.8 0.3 0.0 61.1 20.7 0.0 0.0 3.4 3.4 3.1 0.0 0.0 0.0
hos 0.1 0.1 0.5 0.0 0.0 1.7 6.4 3.8 6.4 0.0 0.0 79.8 0.0 0.0 0.6 0.1 0.4 0.1 0.0 0.0
how 1.3 0.1 0.0 5.0 0.1 0.9 0.0 0.0 0.0 1.9 0.0 0.0 81.7 0.2 0.0 2.1 0.1 5.3 0.5 0.8
pb 7.5 0.1 0.0 3.1 22.0 0.1 0.0 0.0 0.0 3.1 0.0 0.0 0.5 52.7 0.0 0.0 0.1 0.5 0.2 9.9
pofs 0.3 4.9 1.0 0.9 0.3 4.2 3.2 7.5 1.7 0.0 0.0 2.6 0.3 0.2 61.6 2.7 7.6 0.4 0.4 0.3
pofw 0.4 0.1 0.1 14.7 0.4 1.0 0.2 0.3 0.3 0.5 0.0 0.2 2.9 0.2 0.4 65.1 9.0 3.9 0.1 0.2
pous 0.3 2.3 0.2 1.0 0.0 1.4 2.4 0.9 1.1 0.0 0.1 0.6 0.2 0.3 1.2 6.5 80.5 0.9 0.1 0.1
pouw 1.1 0.0 0.0 4.3 0.2 0.2 0.0 0.0 0.0 0.2 0.0 0.0 0.7 0.4 0.2 1.0 0.2 91.3 0.1 0.1
ptrai 0.2 0.1 0.0 1.2 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.0 0.0 0.3 0.1 0.5 96.7 0.2
ptram 2.0 0.3 0.0 1.3 19.3 0.0 0.0 0.0 0.0 2.6 0.0 0.0 1.3 14.7 0.0 0.0 0.7 0.5 0.9 56.6
Figure 21: Confusion matrix for recordings without pilot sequence (82296 windows, results in %)
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Next we will focus on the classiﬁcation results for phone position alone. We use
the same dataset for the evaluation in order to preserve the mixture of situations
and noise levels, but simply ignore the type of environment. Figures 22a and 22b
present the confusion matrices corresponding to the two approaches: recordings us-
ing Gaussian noise as pilot sequence and recordings of environment sounds alone.































b 98.0 0.1 0.0 1.6 0.3
dd 0.1 99.2 0.0 0.6 0.1
du 0.0 0.1 99.8 0.1 0.0
h 0.6 0.2 0.0 98.9 0.3
p 0.1 0.1 0.0 0.6 99.2






























b 82.9 4.5 0.7 1.5 10.3
dd 8.8 49.9 26.0 10.7 4.7
du 1.7 13.4 79.4 2.1 3.4
h 3.3 3.6 5.9 82.5 4.7
p 9.0 2.6 3.4 2.0 83.0
(b) No pilot sequence (64826 windows)
Figure 22: Classiﬁcation results for the phone positions (in %)
The already excellent results achieved by Gaussian noise see an improvement from
93.22% and 96.77% precision and recall respectively to 98.90% and 99.01% while re-
sults for environment sounds alone increase from 71.76% and 70.22% to 77%. The
improvement is not surprising, since we reduce the problem complexity by classify-
ing only phone position and not user environment alike. As already mentioned, a
signiﬁcant percentage of confusions in the previous classiﬁcation problem involved
just misclassifying the type of environment, while correctly determining the phone
position. Differentiating between the two desk positions based on the side the phone
is facing towards makes an insigniﬁcant difference, the precision and recall obtained
when classifying only the desk position as a whole being 98.76% and 98.91%. The
results achieved by Gaussian noise however clearly argue for suitability for such a
task, given the variety of environments they were evaluated on. There is a certain
degree of variation with regards to noise level and acoustic patterns even within
the same environment. For instance, in a tram some recordings will have just tram
sounds, some will have the tram stopped in a station, some will have people talk-
ing and others will have the next station announced on the speakers. Therefore, it is
important to note the robustness of the method under the given conditions.
Additionally to Gaussian noise, we have experimented with a number of semilog-
arithmic series of primes. They yielded similar results to Gaussian noise in silent
environments, while having sensibly worse results in noisy settings. It should be
noted that all sequences of primes have similar results which come very close to
a 100% precision and recall silent situations. Additionally, the sequences of primes
obtain better results in some speciﬁc cases, for instance in the case of a phone lying
on a desk facing the ceiling in the ofﬁce, where a semilogarithmic sequence of 40
primes classiﬁes it correctly in all cases for the given data set. The Gaussian noise
signal has the best overall performance, as it is less affected by noise than the other
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signals. However, these results were on average still better than those of recordings
of environment sounds only.
5.3.1.4 Reached and Remaining Goals
The afore-presented evaluation results clearly argue for the suitability of using pilot
sequences in general and Gaussian noise in particular for phone mode classiﬁcation,
as well as for classifying a variety of environments the user can be in. This approach
achieves excellent results in silent and noisy situations alike, having proven its ro-
bustness in a variety of daily situations the user may encounter. The almost perfect
results achieved by phone position classiﬁcation (98.76% and 98.91% precision and
recall respectively) are a signiﬁcant improvement compared to the passive probing
approach, more speciﬁcally a 28.24% improvement.
However, there are still a number of open issues. First of all, despite using very
small sample sizes, there is a chance of disturbance, especially in very silent settings
where the short pilot sequence could still be perceived by the user. Secondly, this
approach uses duty cycling, which cannot guarantee that the phone position did not
change since the last recording. Furthermore, gathering recordings with a high fre-
quency will drain the battery faster and bring an even higher likeliness of disturbing
the user through the repeating sound snippets.
5.3.2 Piggybacking Phone Notification Sounds
Playing out sounds for the sole purpose of improving classiﬁcation results presents
the risk of disturbing the user. An easy solution to the user disturbance problem
could be to use ultrasounds instead of the proposed pilot sequences. However, since
current smartphones do not support neither playing nor recording ultrasounds, this
approach is not feasible at the moment.
For this reason, we investigated the sounds that are played by the phone indepen-
dent of our application and whether those can be used as pilot sequences. There are
two main reasons for the phone to play an audio clip: the user listening to music or
an incoming phonecall/message/notiﬁcation. The former source is unreliable since
it is limited to certain often irregular times and to only certain user activities, so it
cannot be relied on for continuous context monitoring. Furthermore, sounds are of-
ten played on a headset. Sounds triggered by phonecalls and other notiﬁcations are
also happening at irregular times and with uneven patterns. However, our goal is to
adapt the phone mode so that the user does not face disturbance or unnecessarily
missed phonecalls.
5.3.2.1 Concept
Our idea is to wait for incoming phonecalls, messages, and other notiﬁcations, then
use the corresponding sound that gets played as pilot sequence. Thus, we are using
the phonecalls/notiﬁcations/alarms in two ways. We use the sound associated with
these events as pilot sequence, while at the same time using the event itself as trigger
for our classiﬁcation process. This has two big advantages: 1) the sounds are “free”
and 2) we are aware of the exact moment when the phone mode needs to be adapted.
The second advantage can help us avoid duty cycling and thus its drawbacks regard-
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ing increased energy consumption and privacy concerns, and at the same time the
risk of the phone position to have changed in the mean time. Additionally to phone
position we also classify whether the phone is in a silent or noisy environment, since
in certain circumstances this can be a factor that inﬂuences the choice of phone mode.
This approach presents two main challenges. First of all, we have to minimize
classiﬁcation as well as overall phone mode adaptation time in order to minimize
disturbance potential. This issue is discussed in more depth in Chapter 6. The second
question is whether ringtones and other sounds are good enough choices for pilot
sequences, i.e., lead to a better overall classiﬁcation accuracy and reduce the impact
of noise compared to recordings of environment sounds alone. We explore these
problems in Section 5.3.2.2.
We have considered two architectures for our approach, depicted in Figures 23a
and 23b respectively. Thus, a mobile application listens for incoming events corre-
sponding to phonecalls, notiﬁcation messages, and alarms. When such an event
happens, the application records a short fragment of the corresponding sound, to-
gether with the other environment sounds. In the case of the ﬁrst architecture, PCD-S
(Phone Context Detection – Server) this recording is sent to a server, where it under-
goes preprocessing, feature extraction, and classiﬁcation. The classiﬁcation result is
sent back to the phone and based on this the phone mode is adapted accordingly. The
second architecture, PCD-P (Phone Context Detection – Phone), handles the whole













(a) Server-based classiﬁcation (b) Phone-based classiﬁcation
Figure 23: Architecture alternatives for data collection and phone position classiﬁcation
We have decided to explore the two different architectures in order to determine
experimentally which one is the most suitable for our problem. Both of them are
frequently used in the related work. Doing all processing on the phone does not rely
on network state and conditions, while at the same time ensuring more privacy since
neither the sensor data, nor the actual high-level context ever leave the phone. On the
other hand, classifying the data on the server requires signiﬁcantly less time and thus
allows the usage of much larger data models, which would otherwise be unfeasible
on the phone due to the big classiﬁcation times. Furthermore, it is trivial for PCD-S
to adapt the data model when new data or feedback comes from the user regarding
already classiﬁed data and it would require no actions from the user, whereas PCD-P
would require all users to install an upgrade or download the new model. Finally,
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PCD-S causes less impact on the phone battery, since all the energy-expensive data
processing and context computations are done on the server.
For both approaches, a mobile application listens for events associated with incom-
ing phonecalls, notiﬁcation, and alarms. When such an event is received, the appli-
cation records a fragment of the ringtone together with the environment sounds and
sends it to the next step. For PCD-P, next steps are executed by the same applica-
tion, while for PCD-S passing the recording to the next step in the pipeline involves
transferring it to a server.
Our processing pipeline is very similar to the one used in the previous approach.
Therefore, we will only highlight particular aspects and differences, without an in-
depth description of each stage. The ﬁve steps are conceptually the same for both
architectures, differences lying only in the implementation. First we apply a rectan-
gular windowing function with a ﬁxed length window size to the recordings. Then
the samples undergo silence removal. This step is important since ringtones and
alarm sounds are repeated multiple times, with breaks in between. Thus, depending
on the length of the recording, it might contain windows that are made up of envi-
ronment sounds or completely silent windows. The silent windows will be removed,
however the windows containing only environment sounds cannot be removed in
this step. However, when having more than one window to classify, the classiﬁcation
result is obtained through a voting system; thus, the windows containing the ring-
tone will outnumber and most likely overcome the impact of windows containing
only environment sounds. Furthermore, there are additional challenges in the case
of very short audio tracks, which are thus repeated more times during a recording.
In this case, more data is lost and thus same length recordings of different ringtones
lead to different classiﬁcation accuracies.
The processing pipeline is similar to the one used for the previous approach. First,
we apply a Fourier transform to convert the signal from the time domain to the fre-
quency domain. Afterwards, in order to reduce the dimension of the data, we extract
the feature array. Similarly to the previous approach, we use MFCC and Delta MFCC
as main features. Given the similarity of the two audio classiﬁcation tasks, we expect
the same features to provide good results. In the last step, the feature arrays are clas-
siﬁed using one of the following classiﬁers: Decision Trees (DT), Random Forest (RF),
Gaussian Naïve Bayes (GNB), K-Nearest Neighbors (KNN), and Gaussian Mixture
Model (GMM).
5.3.2.2 Evaluation
In this section we evaluate our system from multiple points of view. We ﬁrst describe
our evaluation setup and present an overview of the types of recordings we use. We
then proceed to investigate feasibility issues for PCD-P and PCD-S and to compare
the energy and time efﬁciency of the two models. Afterwards we evaluate and com-
pare the results of the different types of features and classiﬁers in determining phone
position based on ringtones, alarms and notiﬁcation sounds respectively.
For the evaluation, we used three different smartphone models: Samsung Galaxy
Nexus, Samsung Galaxy S3, and LG Nexus 5. All three models can support the
44.1 kHz sampling rate and the 16 bit audio depth required for an optimal classiﬁca-
tion.
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First of all, it is essential to clarify the feasibility issues of PCD-P and PCD-P with
regards to processing times and battery consumption. Additionally, for PCD-S we
investigate the impact of sample upload times on the classiﬁcation and thus phone
mode adaptation time.
Since PCD-S and PCD-P carry out the sample collection step in an identical fash-
ion, the energy consumption for this step is the same. The two approaches differ
only in the data processing step, one app sending the ﬁles to the server to be clas-
siﬁed and the other app classifying them locally. Therefore, we compare the energy
consumption of the data processing step. For this purpose, we measured the drop
in battery percentage caused by processing one hour’s worth of samples for the
two cases. This means, for a 10-fold cross validation approach, that the system was
trained with nine hours’ worth of recordings and evaluated on one hour of record-
ings. The amount of test data is considerably more than what one could expect for an
actual user even over a whole week. Considering the window size of about 100 ms
(92 ms to be speciﬁc), one hour of recording would correspond to more than 36000
phonecalls, notiﬁcations, and alarms. Thus, PCD-S has lead to a 4% drop in battery
percentage, while PCD-P has caused a 36% drop in battery percentage.
Classiﬁcation techniques used by PCD-P and PCD-S are the same and therefore
yield the same results. In what follows we analyze the performance of the various
types of features and classiﬁers for the ringtones, notiﬁcation messages, and alarm
sounds without further discussion of the architecture used.
In order to evaluate the impact of ringtones as pilot sequences, we used all pre-
installed ringtones from Samsung Galaxy Nexus and Galaxy S3 phones. Samsung
Galaxy Nexus has 25 pre-installed ringtones, with an average duration of 8.5 seconds,
while Galaxy S3 has 34 pre-installed ringtones, with an average duration of 25.2
seconds. With very few exceptions, the original audio ﬁles that came with the phone
were different for each model. In addition to classifying the four considered phone
positions, we also distinguish between the two possible ways of placing the phone:
facing the ceiling or facing the desk. We used 5,474 samples, totaling more than 880
minutes, collected in both silent and noisy environments (home, ofﬁce, outdoors,
public transportation means, shops, restaurants, cafés). All samples were labeled by
the users collecting them and for the evaluation we used a 10-fold cross-validation
approach.
Figures 24 and 25 present the classiﬁcation results for the Samsung Galaxy Nexus
and Samsung Galaxy S3 ringtones respectively. We highlight on the plot two partic-
ular results. One of them corresponds to the ringtone “Over the Horizon”, one of
the most popular Samsung ringtones, the results of which we discuss in more de-
tails later on. The other highlighted result is obtained when recording environment
sounds alone. It is obvious from both ﬁgures that using ringtones as pilot sequences
has a signiﬁcant positive effect on classiﬁcation results. Thus, for Samsung Galaxy
Nexus precision and recall increase from 77.07% and 77.07% respectively, to an av-
erage precision and recall over all ringtones of 94.37% and 94.37%. When using a
Samsung S3, precision and recall increase from 84.06% and 84.06% when using no
pilot sequence to an average of 95.57% and 95.54%. One aspect to be noted is that
even the performance when probing passively varies between the two phone mod-
els, due to the differences in the microphones used. An additional reason can be that
Samsung Galaxy Nexus has a more aggressive noise cancelling mechanism and thus
reduces the negative impact of noise on classiﬁcation results.
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One can notice there is a bit of variation between the results obtained for the var-
ious ringtones. Thus, for Samsung Galaxy Nexus precision and recall vary between
98.98% for “Aquila” and “Argo Navis” and 90.03% for “Zeta”. These differences stem
on the one hand from the particularities of each signal and on the other hand from
the training and classiﬁcation process itself. Ringtones consisting of shorter audio
snippets/clips are repeated more often and thus recordings used for training as well
as those used for classiﬁcation contain more windows with just environment sounds,
and we have already shown that environment sound classiﬁcation yields worse re-
sults overall. This issue affects both model training and evaluation itself, results be-
ing slightly worse. It should be noted however that even the worst-performing ring-
tones still yield signiﬁcantly better results than recordings of environment sounds
alone.The training issue could be solved by manually removing the breaks between
ringtone repetitions in the training set. We cannot however guarantee that recordings
of environment sounds alone are not used for the evaluation.
In a real-life deployment recording length would correspond to the window size,
i.e. 92 ms, so it would be impossible to reach the end of a ringtone, however there
is a possibility that the recording starts before the ringtone being played due to the
operating system’s event scheduling. Thus, since there is a chance that a test sample
contains no pilot sequence, we chose to keep such samples in the training set as well.
As previously mentioned, Figures 24 and 25 highlight the results corresponding
to “Over the Horizon”, one of the most popular Samsung ringtones. In addition to
the previous phone models, we evaluated the approach on LG Nexus 5 phones as
well. In what follows, we look closer into the results of this ringtone, focusing our
discussion on the Samsung Galaxy Nexus to avoid unnecessarily complicating the
discussion. Overall ﬁndings are similar on Galaxy S3 and LG Nexus 5, with the small
variations in numbers inherent to the difference in hardware and operating system.
Figure 26 shows the precision and recall of the different combinations of feature
arrays and classiﬁers that we experimented with. As far as types of features are con-
cerned, MFCC and Delta MFCC stand out for achieving the best results regardless
of the overall performance of the classiﬁer and its suitability for the current problem.
Decision Trees and Random Forest are less affected by the type of feature than other
classiﬁers, having good and very good results respectively regardless of the feature
vectors used.
Thus, Random Forest yields the best results out of all classiﬁers we considered. In
contrast to this, the second best classiﬁer, K-Nearest Neighbors is very sensitive to
the feature array that is used. Thus, it offers very good results for MFCC and Delta
MFCC, but is quite inaccurate when using band energy. Similarly to the previous
approach, one can notice that the data is too complex for Decision Trees, which






































































Figure 25: Classiﬁcation results for all Samsung Galaxy S3 ringtones using Delta MFCC and Random Forest


































































































Figure 26: Comparison of classiﬁer results for “Over the Horizon”
Next, we look closer at the classiﬁcation results of Random Forest and MFCC,
which obtained the best results. It is unsurprising that Delta MFCC yielded slightly
worse results that MFCC. Delta MFCC is more suited for situations where the tem-
poral aspect plays a signiﬁcant role, for instance when trying to detect user activity,
or phone environment at the same time with phone position. The impact of phone
position itself on the recorded signal is not affected by time and a single window
is sufﬁcient for the classiﬁcation. Therefore, taking into account the temporal aspect
like Delta MFCC does, and thus doubling the size of the feature vector is unnecessary
and even causes slightly worse results since the classiﬁers have to deal with higher-
dimensional data. Figure 27 presents the confusion matrix for the phone position
classiﬁcation using the afore-mentioned features and classiﬁer, while classifying also
the environment noise level. The confusion matrix shows there are actually quite few




























bag_noisy 87.2 0.6 0.3 0.4 2.6 0.6 3.9 4.4
bag_silent 0.5 89.1 0.0 0.3 4.1 0.5 3.1 2.5
desk_noisy 3.8 0.6 79.4 0.5 3.1 11.1 1.0 0.6
desk_silent 1.7 0.4 1.0 91.6 0.7 3.0 1.1 0.7
hand_noisy 0.8 1.5 0.6 0.1 85.6 4.0 5.6 1.8
hand_silent 1.2 1.1 4.3 1.4 7.2 83.8 1.0 0.2
pocket_noisy 1.8 0.8 0.3 0.6 9.8 0.8 81.5 4.5
pocket_silent 2.3 1.1 0.3 0.5 2.7 0.7 3.5 89.1
Figure 27: Classiﬁcation results (in %) for position and environment noise level when using
“Over the Horizon” as pilot sequence, based on 31394 windows
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numbers of misclassiﬁcations occur between similar phone position, i.e. the phone
being either inside or outside of an enclosure.
In what follows, we focus on the impact of using alarm sounds on the phone po-
sition classiﬁcation results. Thus, we look into the results of the six Samsung Galaxy
Nexus alarm sounds. Again, Random Forest was the classiﬁer that yielded the best
results on average. Figure 28 compares the F-score results of the classiﬁcation for all



















Figure 28: Phone position classiﬁcation results for all Samsung Galaxy Nexus alarm sounds
One can notice that “Cesium” and “Hassium” have slightly worse results than the
other alarms. This is caused by the shorter duration of these audio tracks, which
leads to 50% or more of the recordings to contain only environment sounds. This
affected both the training of the model, as well as the classiﬁcation process itself.
However, even the results of these two alarm sounds are excellent per se. “Cessium”,
the default Samsung alarm sound, had a 96% F-score when using Delta MFCC and
Random Forest. As shown in Figure 29, most confusions between the phone positions
are negligible, the only one standing out being the one between the desk and the
user’s hand, so positions which are closer to each other, the phone being outside of



















bag 98.8 0.0 1.2 0.0
desk 3.2 91.4 5.4 0.0
hand 1.7 3.4 94.8 0.0
pocket 1.5 0.0 0.0 98.5
Figure 29: Classiﬁcation results (in %) for “Cesium” alarm sound, based on 300 windows




































































MFCC & KNN DMFCC & RF
Figure 30: Phone position classiﬁcation for all Samsung Galaxy Nexus notiﬁcation sounds
Next we discuss the results obtained when using notiﬁcation sounds as pilot se-
quences. We evaluated our solution on the 17 notiﬁcation sounds that are included
by default in the Samsung Galaxy Nexus phones, gathering over 2,000 sound sam-
ples. The clips have lengths between 0.6 and 4.4 seconds and are made up of up to
58% silence.
Figure 30 compares the F-scores yielded by all the different notiﬁcation sounds
when classifying phone position. We used the two combinations of features and clas-
siﬁers that provided the best results, K-Neareast Neighbours with MFCC and Ran-
dom Forest with Delta MFCC. One can notice again that the sound ﬁles that contain
signiﬁcantly longer periods of silence percentage-wise, like “Hojus” and “Lalande”
have also lower F-scores.
5.3.2.3 Achievements and Remaining Challenges
To sum up, the current approach succeeded in using opportunistically gathered ring-
tones, alarms, and notiﬁcation sounds as pilot sequence. As proven above, we can
determine phone position with very good results regardless of the audio signal cap-
tured.
There is an obvious variability of results, precision and recall varying on Samsung
Galaxy Nexus between 98.98% for “Aquila” and “Argo Navis” and 90.03% for “Zeta”.
The average precision and recall are 94.37% for Galaxy Nexus, which is an improve-
ment of 22.44% to using recordings of environment sounds alone. This represents
only a slight decrease from the previous approach’s best result which was obtained
when using Gaussian noise as pilot sequence, with a precision and recall of 98.76%
and 98.91% respectively.
We deem this to be a proﬁtable tradeoff, given the guarantee of having the user’s
current phone position, and not only a recent one. Additionally to this, we have also
energy savings and reduced privacy concerns stemming from the avoidance of duty
cycling.
This approach also reduces the disturbance risk, but cannot completely eliminate
it, since the few hundred milliseconds will be audible in silent environments. A so-
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lution to this issue would be a combination of duty cycling and the opportunistic
approach, together with a bias of the phone position-phone mode mapping towards
silent phone modes. An additional issue of the current approach is that it is applica-
ble only if the phone is in a normal or loud mode, since it relies on sound emissions.
Therefore, the next subsection is dedicated to solutions for the phone’s silent mode,
whereas solutions for the “only lights” more are presented in Section 5.4 which
concerns sensor fusion approaches. In the latter case though, opportunistic active
probing approaches are not feasible.
5.3.3 Using Vibration Motor-triggered Movements as Pilot Sequences
For the case when the phone is on silent mode we explored another possibility: using
the movements triggered by the vibration motor as pilot sequences. There are addi-
tional advantages of this method. First of all, it entails less privacy concerns since
no audio recordings are gathered and involves no risk of user disturbance. Further-
more, classifying the phone position based on the accelerometer data consumes less
energy and is not affected by environment noise. However, there are also drawbacks
when using accelerometer compared audio traces. Accelerometers have signiﬁcantly
lower and more variable sampling rates compared to microphone, which requires
longer recording times to ensure sufﬁcient readings are provided for phone position
classiﬁcation.
5.3.3.1 Concept
The overall idea behind this approach is similar to the previous one. Signals will
propagate differently in the various phone positions, thus creating different ﬁnger-
prints for these positions. This stands true regardless of whether that signal is sound
or movement. For example, it can be mufﬂed in an enclosed space, like a bag or a
pocket, or ampliﬁed on a hard surface. Furthermore, the movements triggered by the
vibration motor would be impacted by phone position and have a more pronounced
ﬁngerprint than just phone movement alone.
In order to be able to compare approaches, we shall name them as follows: PCD-
AA (Phone Context Detection – Audio & Audio), PCD-VR (Phone Context Detection
– Vibration & Accelerometer Readings), and PCD-VA (Phone Context Detection –
Vibration & Audio). PCD-AA represents the approach presented in the previous
subsection, which classiﬁes phone position based on audio recordings, while op-
portunistically using ringtones and phone notiﬁcation sounds as pilot sequences.
PCD-VR is the main application we shall present in what follows, which classiﬁes
accelerometer readings. Finally, PCD-VA investigates whether sounds produced the
vibration motor being triggered can be used as pilot sequences for audio recordings
and improve classiﬁcation results or at least obtain similar results to PCD-AA.
In what follows we shall focus on presenting PCD-VR. PCD-VA is very similar to
PCD-AA, using the same classiﬁcation pipeline and same implementation, with the
only difference that instead of ringtones and notiﬁcation sounds, vibration motor
triggered sounds are recorded. We shall discuss and compare the three approach in
the Section 5.3.3.3.
As far as the system architecture for PCD-VR is concerned, we have considered,
similarly to the previous approach, both the case when all processing is done on the
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phone, as well as the case when the processing is done on a server. The processing
pipeline is shown in Figure 31. When a phonecall, notiﬁcation, or alarm comes in,
our app collects accelerometer samples. One issue we encountered was that the ac-
celerometer sampling rates are much lower than the microphone’s, as well as more
variable. However, one needs also a very limited number of samples for the classiﬁ-
cation. Thus, we experimentally determined that eight samples constitute an optimal
window length.
As far as the system architecture for PCD-VR is concerned, we have considered,
similarly to the previous approach, both the case when all processing is done on the
phone, as well as the case when the processing is done on a server. The processing
pipeline is shown in Figure 31. When a phonecall, notiﬁcation, or alarm comes in,
our app collects accelerometer samples. One issue we encountered was that the ac-
celerometer sampling rates are much lower than the microphone’s, as well as more
variable. However, one needs also a very limited number of samples for the classiﬁ-










Figure 31: Processing pipeline for PCD-VR
We did not remove the samples collected when the phone was not vibrating, since
our approach classiﬁed only one 110 ms window, in order to allow for the phone
mode adaption to be made very promptly. Even for the hybrid approaches we will
describe in the following section we will be recording at most 10 windows, which
would still bring us nowhere near the end of the 1 500 ms of vibrations.








Figure 32: Features for the x-axis component of one acceleration window
After collecting the samples, we extracted the feature vector for each window,
using a combination of features that have been successfully used in various combi-





Where minx,y,z(data), maxx,y,z(data), and minx,y,z(data) are the minimum,
maximum, and median value of the x, y, and z components of the acceleration data
gathered for one window. rmsx,y,z(data), pcorrelationx,y,z(data), and sdx,y,z(data)
are the root mean square, Pearson correlation, and standard deviation of the data
along the three axes. This gives us a total of 18 coefﬁcients for our feature vector.
Figure 32 shows 6 of these coefﬁcients, extracted for the x-axis component of one
acceleration window.
The last step is the classiﬁcation. Here we used the same classiﬁers as for the
previous approaches, since we are looking for similar patterns in the data. Addition-
ally, the classiﬁcation tasks have even similar dimensionality: in the audio case we
consider feature vectors with 13 or 26 elements, while in this case feature vectors
have 18 elements. Thus, the machine learning algorithms we considered were De-
cision Trees (DT), Random Forest (RF), K-Nearest Neighbors (KNN), and Gaussian
Mixture Model (GMM).
5.3.3.2 Evaluation of PCD-VR
For evaluating this approach we used three phone models, Samsung Galaxy Nexus,
Samsung Galaxy S3, and LG Nexus 5, with which we have collected over 1 300 000
accelerometer samples. We gathered the samples in a variety of situations: silent and
noisy, stationary and moving alike. While noise level does not inﬂuence accelerome-
ter readings, we have collected the data in settings similar to those of the previous
approaches in order to be able to compare the results. We take into account and even
classify the user’s mobility status, i.e. whether he is moving or stationary since this















Figure 33: Comparison of overall precision and recall for all classiﬁers
is one factor we expect to inﬂuence classiﬁcation results. For the evaluation we use a
10-fold cross validation approach.
We will ﬁrst focus on the results obtained when classifying phone position alone,
and not on the user’s mobility status (whether he is moving or not). Figure 33 offers
an overview of the performances of the different classiﬁers we experimented with.
Similarly to the previous approaches, Random Forest and K-Nearest Neighbors are
the classiﬁers that yield the best results. They are followed closely by Decision Trees,
which is an important ﬁnding we can leverage in a real-world deployment of our
system. The low complexity and computation time make Random Forest particularly
appropriate for the phone mode adaptation requirements, as we discuss in more
detail in Chapter 6. Gaussian Mixture Models perform signiﬁcantly worse, with a
precision of 81.5%, compared to the 99.2% achieved by Random Forest.
These results are similar to our audio-based approaches, where Random Forest
and K-Nearest Neighbors were the best performing classiﬁer. This is not surprising
since phone position will have analogous effects on the different sensor readings. In
a pocket, both sound and phone vibrations will be mufﬂed.
Figure 34 shows in more details the results provided by the best performing classi-
ﬁer, namely Random Forest. The overall precision and recall are 99.20% and 99.08%
respectively. As the plot shows, the results were almost perfect, except that for less
than 1% of the situations the user’s hand was classiﬁed as a bag.
In the second step, we classify both the phone position and user movement. We
consider all combinations of phone positions and user movement, except for the case
when the phone is on a desk, since a desk in motion is a quite unusual occurence.
For the classiﬁcation we obtain an outstanding precision of 99.23% and a recall of
99.21%. It is worth noting that we added a whole new dimension to our data by
determining whether the user is stationary or moving, which caused a drop in preci-
sion of only 1.4%. Figure 35 shows the corresponding confusion matrix, when using
Random Forest as classiﬁer. The extra misclassiﬁcations did not affect the quality of
classiﬁcation of phone position, i.e. in most cases the phone position is still correctly
classiﬁed while the confusion occurs between the stationary and in motion state of
the user. Most such confusions occur for phone positions which naturally involve a
higher amount of movement, even if the user is stationary per se. Thus, in the de-
























Figure 34: Classiﬁcation precision and recall scores for Random Forest
creasing order of the number of confusions, these positions are pocket, hand, and
bag.
As a conclusion, using the vibration motor as pilot sequence for an accelerometer
readings-based classiﬁcation approach leads to outstanding results, with precision
and recall in excess of 99% when using Random Forest as classiﬁer. The ﬁndings
are particularly relevant since the accelerometer readings are not affected by envi-
ronment noise and this approach can still be used when the phone is on silent mode.
Additionally, while about 100 ms of an audio snippet might still be perceived in



































































mb 96.6 1.2 0.3 0.9 0.0 0.0 0.6 0.3
mh 0.3 96.3 0.0 1.4 0.0 0.3 1.7 0.0
mp 0.5 0.0 95.9 0.0 0.0 0.0 0.0 3.6
sb 0.1 0.7 0.0 98.7 0.0 0.3 0.1 0.0
sdd 0.2 0.2 0.2 0.0 99.5 0.0 0.0 0.0
sdu 0.0 0.0 0.0 0.9 0.0 99.1 0.0 0.0
sh 0.5 1.2 0.0 0.0 0.0 0.0 98.3 0.0
sp 0.2 0.2 2.3 0.4 0.0 0.6 0.2 96.0
Predicted class
Figure 35: Confusion matrix for phone position and user movement classiﬁcation using Ran-
dom Forest (in %)
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cause any disturbance. In the following section we compare the results yielded by
the audio and accelerometer-based approaches, i.e PCD-AA and PCD-VR, as well as
PCD-VA.
5.3.3.3 Comparison of Audio and Accelerometer-Based Active Probing Approaches
As above-mentioned results have shown, active probing methods that rely on au-
dio recordings and accelerometer readings provide excellent classiﬁcation results for
phone position, results which signiﬁcantly exceed those obtained just by passive
probing. Furthermore, the microphone and accelerometer are the only sensors that
can be used to distinguish between all phone positions we considered, and not just
classify whether the phone is inside or outside of an enclosure. In what follows, we
will compare the performance and individual advantages of each approach.
Additionally to the two afore-presented approaches, we experimented with record-
ing audio traces of the triggered vibration motor in the various phone positions. The
whole processing and classiﬁcation process followed the same steps as the approach
for piggybacking notiﬁcation sounds. We carried out this experiment in order to in-
vestigate whether audio recordings could still provide good enough results even if
the pilot sequence was not a ringtone or notiﬁcation sound but rather the sounds
produced by the vibration motor.
Figures 36 presents a comparison between overall precision and recall obtained by
the best performing features and classiﬁers for three approaches: 1) PCD-AA, which
uses incoming ringtones as pilot sequences; 2) PCD-VA, which uses the sounds trig-
gered by the vibration motor as pilot sequences, or in other words; 3) PCD-VA which
uses the movements triggered by the phone’s vibration motor as pilot sequence for
accelerometer readings. One of our goals is to compare the performance of the three
methods in sub-optimal situations for the two sensors, i.e., noisy situations when
using the microphone, and a user/environment in motion for the accelerometer, and
thus experimentally establish the ﬁtness of each method for the corresponding sit-
uations. However, as already shown in the previous section, impact of movement
on accelerometer readings classiﬁcation results is negligible (1.4%) and therefore we
only compare the results of the three methods in silent, noisy only, and a combina-
tion of environments.
As expected, PCD-AA and PCD-VA perform best in silent situations. PCD-AA
is only slightly affected by noise, whereas the impact of noise on PCD-VA is quite
signiﬁcant. This is more obvious in noisy situations alone compared to the combi-
nation of situations. PCD-VA is more affected by noise than PCD-VA due to the
low volume of the vibration motor sounds, which get more easily covered by envi-
ronment sounds. On the other hand, PCD-VR achieves noticeably better results in
all situations, particularly in the noisy and combined situations. Thus, its F-score in
noisy environments is 9.8% better than that of PCD-AA and 43.4% better than that of
PCD-VA. In combined situations, it obtains 6.6% and 23.5% better F-scores than PCD-
AA and PCD-VA respectively. Obviously, accelerometer readings are not affected by
acoustic noise. This, together with the lower energy consumption or network trafﬁc,
as well as the practically zero potential for user disturbance make this method the
most ﬁt one for real life deployments.
As a conclusion, active probing can achieve excellent results by using either audio
or accelerometer readings. Accelerometers provide slightly better results and do not













Figure 36: Comparison of overall F-scores for PCD-AA, PCD-VA, and PCD-VR in silent,
noisy, and combined situations
suffer from environment noise. At the same time, privacy concerns associated to col-
lecting accelerometer data are very much reduced in comparison to recording audio
samples, regardless of the recording duration. However, accelerometers have much
lower sampling rates and thus need longer recording times on most phone models.
Additionally, accelerometers have signiﬁcantly higher impact on battery consump-
tion.
5.3.3.4 Contributions and Remaining Challenges
To sum up, the current approach determines phone position with a precision and
recall of up to 99.23% and 99.21%, bringing thus a improvement to the ringtone-
based approach of up to 10% depending on the ringtone used. It is important to
note that this classiﬁcation performance is no longer inﬂuenced by a user decision,
namely the choice of ringtone. The usage of accelerometer instead of microphone
traces involves less privacy concerns, while at the same time avoiding disturbance
risks, since a few hundred milliseconds of phone vibrations are practically inaudible.
Furthermore, accelerometer samples classiﬁcation is not inﬂuenced by ambient noise.
A potential concern was represented by user or environment movements, however
their impact was shown to be negligible by the evaluation presented in Section 5.3.3.2.
The only issue that stays open even with this approach is classifying phone position
when the phone is on “only lights” mode. In that case, active probing is not possible
and for this reason we have to rely only on combinations of various sensor traces, as
we show in the following section.
5.4 sensor fusion
As previously shown, audio and accelerometer can be used with great success to
classify phone position provided that we not only passively probe the environment
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but we also use pilot sequences. With results in the range of 98-99% precision and
recall, there is little improvement left in order to justify usage of additional sensors.
Furthermore, the only other sensors that we could use are the light sensor and prox-
imity sensor, which can only distinguish whether the phone is inside or outside of
an enclosure. Such misclassiﬁcations between, for instance bag and desk or pocket
and hand are extremely small, as shown by Figure 35, and therefore do not justify
the extra issues and drawbacks brought by using additional sensing modalities.
There is however one situation when active probing is not applicable: when the
phone is on “only lights” mode. In this case, there will be no ringtone played and
the vibration motor won’t be triggered. Therefore, the classiﬁcation can rely only on
the selection and combination of sensing modalities in order to improve the classi-
ﬁcation performance. It should be noted that we want to keep using an opportunis-
tic approach, i.e., collect sensor samples when a phonecall or notiﬁcation comes in.
While this does not provide us with free pilot sequences, it still allows us to avoid
duty cycling and guarantees the currentness of the classiﬁed phone position.
5.4.1 Concept
Recordings of environment sounds yield a precision and recall between 77 and 84%,
depending on the phone model, while passive probing accelerometer readings reach
a precision and recall of about 75% [38, 158]. Therefore it might be a sensible de-
cision to combine the two sensing modalities. This is made possible by the Nexus
5 accelerometer sampling rate which provides us with sufﬁcient samples in 110 ms,
which is still an acceptable window size for audio, compared to the regular 92-100 ms
window size.
As discussed in Section 5.2, we could additionally use the light and proximity
sensor to improve classiﬁcation results. Both sensors however can just determine
whether the phone is within or outside of an enclosure. Therefore, they can be used
to provide additional information when the audio and accelerometer classiﬁcation
results do not coincide and, furthermore, they disagree whether the phone is “inside”
(pocket, bag) or “outside” (hand, desk).
Table 5 presents the times required to get a sufﬁcient number of samples for the
light and proximity sensor, together with the number of samples obtained in 100 ms,
which is the recording length for audio and accelerometer settings. These values
were obtained experimentally for sensors built in Nexus 5 phones, since the values
provided by the manufacturer referred to the maximum achievable frequency, which
was infeasible for situation when multiple sensors are simultaneously sampled; ad-
ditionally, multiple applications running on the phone, which is the realistic case for
regular users, further affect this rate. For the light sensor we aimed to obtain eight
readings, as shown by preliminary tests to be sufﬁcient, and for the proximity sen-
sor a single reading. Due to the recording times, the users would most likely hear
the notiﬁcation sounds. Therefore, both sensors are not suited for the opportunistic
approach.
Therefore, our approach would be to concomitantly collect audio and accelerom-
eter samples and to classify them following the steps presented in the previous sec-
tions. As a method to boost classiﬁcation accuracy, we propose to collect more than
just one window for each sensor. This is anyway unproblematic since there is no dis-
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Sensor Minimum recording length
to get sufﬁcient samples
Samples obtained in 100 ms
Light sensor 400 2.6
Proximity sensor dependent upon change in lighting 0
Table 5: Experimental results of light and proximity sensors frequencies on Nexus 5 phones
turbance source for the user, the incoming phonecall or notiﬁcation being signaled
just by the screen lighting up. Using this approach we can use a voting system to
decide on the current phone position and thus also make the decision easier in case
audio and accelerometer readings classiﬁcation results differ.
5.5 final considerations
In the current chapter, we have proposed different methods to classify phone posi-
tion, achieving considerable improvements in comparison to related work. By using
pilot sequences, we have obtained accuracies of about 98%. Additionally, we have
proposed methods to obtain our pilot sequences opportunistically by piggybacking
phonecall and notiﬁcations sounds. This allowed us to be certain that the phone po-
sition we have classiﬁed is not already deprecated, while at the same time reducing
the battery drain and privacy concerns. The results of this approach varied based on
the ringtones and notiﬁcation sounds selected by the user. For most sound tracks we
achieved an average precision and recall of over 90%, while for both phone models
we have evaluated our approach on, the average precision and recall across all built-
in ringtones was approximately 95%. Furthermore, we have presented an approach
that piggybacks vibration motor movements triggered by incoming phonecalls and
notiﬁcations as pilot sequence while collecting phone accelerometer readings. This
approach obtained the best results of all methods proposed, while at the same time
not being affected by environment noise and being suitable also for more privacy-
conscious users, who would be reluctant about methods relying on audio recordings.

6
SYSTEM PROTOTYPE FOR AUTOMAT IC PHONE MODE
ADAPTAT ION
In the following chapter we present our approaches for user activity detection andsubsequently explain our implementation of a phone mode adaptation applica-
tion. Given that the activity detection methods per se are not novel and just the ap-
plication scenarios are new, we decided to include these contributions in this chapter
which concerns itself with real-life deployment issues. In the beginning we present
our work on another context-aware application, where user activities are detected
in order to realize an adaptive question and answering system. We then proceed
to present our considerations regarding a practical implementation of phone mode
adaptation and our corresponding platform.
6.1 user activity detection for car technicians
In what follows, we describe our approach to determine car technicians’ activities
based on smartphone collected audio recordings, originally published in [28]. The
purpose of this approach was to support the development of a company-internal
context-aware Q&A system. This system would have a similar focus on avoiding
disturbances to the users as our current phone mode adaptation system. However,
the approach was different. Instead of adapting the workers’ phone mode, the system
would instead keep track of available workers, and based on this decide to whom to
forward the questions submitted in the system.
6.1.1 Workers’ Need and Willingness to Help
Let us brieﬂy refer to a survey that we carried out and which underlines the techni-
cians’ need for help and willingness to provide help for their colleagues when able
to do so. Thus, we carried out a study on 168 car technicians. The participants consist
of 36 employees from two big garages with different branches in Germany and 132
attendees in training courses offered by two training providers in Germany. Detailed
results of the study can be found in [119].
One of the ﬁrst concerns was to determine how often technicians needed support
with their daily tasks and what kind of support they were mainly looking for. The
results show a clear separation between the experts and the employees with less
experience. Two thirds of the technicians report that they rarely need help, while the
other third report they often need support. There is a slight increase in the number
of employees requiring help when it comes to repairs carried out on the street, as
opposed to the ones carried out in the garage.
When in need for help, technicians have diverging opinions about consulting the
manufacturer’s documentation. Thus, the respondents are split in four almost equal
groups: one that rarely consults the documentation, one that sometimes consults it,
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I will help during working hours
I accept to be disturbed during work
I will help during leisure time
I will help during break
Figure 37: Comparison of the technicians’ willingness to help, based on their current activity
one that often consult it, and ﬁnally one group that always consults the documen-
tation. Asking colleagues is another popular approach, with more than half of the
technicians frequently or even always relying on asking colleagues.
75% of the respondents are totally happy to help their colleagues, while 15% are
in general willing to help their colleagues and 10% preferred not to answer this
question.
A very important aspect here is the activity the technicians are carrying out when
they are asked for help. Figure 37 shows the variation of the technicians’ willingness
to help over various activities. Thus, a majority of technicians readily help their
colleagues during their working hours, but less then half accept to be interrupted
when actually solving a task. Even a lower number of technicians are willing to use
their breaks to help their colleagues. This argues strongly both for forwarding the
questions during the right activity, as well as for the fact that each technician has to
be able to select himself when he is interruptible or not, given the divergence of the
answers on this matter.
6.1.2 Technicians’ Activities
After determining the importance of user activity, we asked car technicians to log
their daily activities for two weeks, in order to get an accurate view about their
daily tasks. As expected, the most common activities were car repairments, with
slightly more repairments taking place outside of the garage than within it. The
next more common activities were driving by car (both for work-related tasks and
commuting) and having a break. The least usual activities were meetings and other
various tasks, like placing an order for new car parts. The activity set that resulted
from the technicians’ diary:
• Car repair in the garage
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• Car repair on the street
• Other work in the garage
• Driving for work purposes
• Meeting
• Break within the garage
• Break outside the garage
• Commute to/from work
• Other activity
6.1.3 Q&A System
The backbone of our system is a Q&A infrastructure, that allows users to send and
receive questions, as well as receive answers via multiple channels: smartphone app,
web form, email, SMS. We thus comply with the technicians’ mobility and different
availabilities of the communications channels in their daily activities. This system is
presented in detail in [119].
6.1.4 Context Aware Notifications in a Q&A System
As shown in the previous section, the car technicians’ willingness to help their col-
leagues varies across their daily activities. Therefore, each technician has to decide
for himself if he is available or interruptible during each type of activity. We distin-
guish between availability, the state of a user that is willing and able to help during
a certain activity and interruptibility, the state of a user that is generally unwilling to
help during his current activity, but would agree to occasionally take a break for an
urgent open question.
Our goal is to detect the technicians’ current activities and, based on them, their
availability and interruptibility. Our centralized server would keep track of all the
employees availabilities and, when a new question arrives, it would select a few
available technicians to whom it would forward the question. One of the precautions
would be to prefer users that received or answered less questions during that day,
so that the system does not burden the same few experts while leaving all the other
colleagues out of the loop.
Another reason for which we need to know the user’s current activity is so that
we can use an appropriate communication channel (that he has assigned himself for
that particular activity). For instance, a user cannot read and type into an app while
driving, and even less so use a web interface. Using voice mail to deliver the ques-
tion (even taking the extra step of automated reading for text messages) and then
recording his answer as a voice message would provide a signiﬁcantly more appro-
priate solution. Table 6 shows a sample mapping between the users’ activities, their
availability and interruptibility, as well as the preferred communication channels.
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Activity Availability Interruptibility Communication channel
Car repair in the garage false true app/SMS
Car repair on the street false false -
Other work in the garage true true app/SMS
Driving for work purposes true true voicemail
Meeting false false -
Break within the garage true true app/SMS
Break outside the garage false true app/SMS
Commute to/from work true true voicemail
Other activity true true app/SMS
Table 6: Mapping between activities and availability, interruptability and communication
channel
6.1.5 Activity Detection
We consider the user activities deﬁned in Table 6. In order to detect them we use
the technicians’ smartphones to record short audio samples. These are sent to our
server, where they are classiﬁed following the same process described in Chapter 5.
We use only passive probing, i.e. only record the environment sounds, which then




To validate our approach to detect the activity, we carried out an experiment during
which two car technicians used our application during their whole working time
for two weeks. They both used Samsung Galaxy S4 phones, which could support a
44.1 kHz audio sampling rate. In order to collect our ground truth, the two techni-
cians ﬁlled in separate daily forms, where they speciﬁed all their activities and their
corresponding time slots.
From the all initially considered activities, we decided to leave out driving for
work purposes, as this activity proved to take very little time over the two weeks of
the evaluation. The situation is most likely due to the fact that most repairs that were
performed outside of the garage were still in its relative proximity. This explanation
is also supported by the considerable amount of sound samples corresponding to
car repairs which were preceded by very few driving recordings.
6.1.6.2 Comparison Between Classifiers
In what follows, we will present and compare our classiﬁcation results, using as
measures the precision, recall and F1 score. Figure 38 shows the performance of
all combinations of feature extraction methods and classiﬁers that we used. Except
the Naive Bayes algorithm, most classiﬁers provide relatively similar results. The




















































































































Figure 38: Comparison of the performances of all the combinations of feature types and
classiﬁers
choice of feature extraction algorithm again plays an important role, MFCC and Delta
MFCC being the best performing algorithms. The impact of the types of features
used vary amongst classiﬁers. The overall best results by a small margin are obtain
by MFCC and Random Forest.
6.1.6.3 The Activity Classification in Detail
Next, we will analyze in depth the best classiﬁcation results, which were provided by
Random Forest Classiﬁer together with MFCC features. Table 7 shows the precision,
recall, F1 score and number of samples for each of the situations and for the overall
classiﬁcation. The overall precision of 90% could be achieved thanks to the distinct
acoustic patterns of the situations.
Two apparently similar situations, repairing a car in the garage and repairing it out-
side of the garage are distinguished remarkably well too. While a technician might
perform similar tasks when repairing a car, regardless of the location, when a car is
repaired in the garage there will often be more than one technician working there.
Thus, most of the recordings taking place inside the garage contain the overlapping
sounds of more cars being repaired, while the recordings of cars being repaired on
the street correspond to sounds of only one car being repaired.
The lowest precision among all activities was obtained for other activities per-
formed in the garage (80%), besides repairs. Furthermore, this was not an activity of
its own, but a cluster of activities which occurred much more rarely and thus were
more difﬁcult to learn for the classiﬁer, given the differences within the same class
and the scarceness of training data.
Figure 39 shows the confusion matrix for the activity classiﬁcation. It can be no-
ticed that for most activities the false positive and false negative rates are very low.
The various activities carried out in the garage, besides car repairs cover an insignif-
icant amount of time and are often confused with car repairs as both activities take
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Class Precision Recall F1 score Number of samples
Break in the garage 0.95 0.85 0.90 212
Meeting 0.87 0.95 0.91 724
Repair in the garage 0.86 0.90 0.88 298
Repair outside of the garage 0.95 0.84 0.89 390
Other work in the garage 0.8 0.21 0.33 19
Overall 0.90 0.89 0.89 1643






















break_garage 85.4 6.6 7.5 0.0 0.5
meeting 0.8 95.0 1.9 2.2 0.0
repair_garage 1.0 8.4 90.3 0.3 0.0
repair_outside 0.3 15.4 0.5 83.8 0.0
work_garage(other) 0.0 26.3 52.6 0.0 21.1
Figure 39: Classiﬁcation results of Random Forest and MFCC in %, 1643 windows
place in the same space and there are often overlapping sounds of colleagues repair-
ing other cars.
6.1.6.4 Conclusions
As our survey has shown, there is a need for a Q&A platform adapted to the needs
of car technicians. Moreover, most car technicians are willing to help their colleagues,
provided that the question does not interrupt them from certain actvities. Therefore,
we have proposed and evaluated a user activity approach aimed speciﬁcally at car
technicians. Our application relied on collecting and classifying audio recordings and
achieved precision and recall values of about 90%. Therefore, out approach proved
feasible for the given scenario.
6.2 a platform for phone mode adaptation
In the previous chapters and sections we have concerned ourselves with phone po-
sition and user activity detection and how to achieve excellent classiﬁcation per-
formance. Additionally, we have discussed possibilities for data acquisition and
potential for user disturbance. In what follows we describe the AutoMode applica-
tion which brings together most of the afore-presented methods and based on them
adapts the phone mode. In a nutshell, AutoMode is a mobile application that listens
for incoming phonecalls, notiﬁcations, and messages. When such an event is cap-
tured, certain sensors are sampled for a short time, then the samples are classiﬁed
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and the phone mode of the phone is adapted according to an existing mapping table
of phone positions and user activities to ideal phone modes.
We ﬁrst present our design together with the corresponding decisions and then
move on to the actual proof of feasibility. Our main constraint in this case is time,
since we gather our data opportunistically, when a phonecall, message, or notiﬁ-
cation comes in. Thus, we need to classify the user’s activity and phone position
before the user can actually be disturbed by the incoming sound. This however does
not allow us to compromise much on the machine learning mechanisms used, since
misclassiﬁcation will result in either missed notiﬁcations or in the disturbance of the
user and potentially the surrounding people.
In what follows we explain our choice of sensors, then we present and explain
our design decisions. We subsequently describe our data collection and data clas-
siﬁcation components. Finally, we present our experimental results that show the
feasibility of using an opportunistic approach for determining phone position and
user activity.
6.2.1 Sensors
Our main constraints, to reduce the adaptation time and to achieve a high classiﬁca-
tion accuracy, determine our criteria for selecting the sensors to use. Thus, we focus
only on sensors that can yield very good results either for phone position classiﬁca-
tion alone, or at least can be used to determine if the phone lies within or outside of
an enclosure. In the former category belong the microphone and accelerometer and
in the latter the proximity and light sensor, as shown in Chapter 5. As determined
experimentally, the ideal window size for our scenario is 4096 samples for audio and
8 samples for accelerometer. On Nexus 5 phones, the accelerometer requires 110 ms
recording to ensure that at least 8 samples are collected. Since this is more than the
microphone requires, we decided to set the window size to 110 ms. As we show in
the following sections, this leads to a duration of 500 ms for the whole phone mode
adaptation process. Therefore, this window duration increase (between 92 ms and
110 ms for audio) is a compromise we make given the excellent classiﬁcation results
it has proven to provide, but we will no further increase the window size duration
for other sensors with limited utility. Table 8 shows the average number of samples
obtained in 110 ms by microphone, accelerometer, light and proximity sensors, as
well as the required time duration to get sufﬁcient samples. The measurements were
made on Nexus 5 phones. Given these times, we decided to rely on audio recordings
and accelerometer samples for our proof of concept.
Sensor #Samples in 110 ms
Avg. over 50 tests




Light 2.6 400 (dep. on lighting changes)
Proximity 0 (dep. on lighting changes)
Table 8: Number of samples obtained for the considered sensors in 110 ms windows
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6.2.2 User Context
In order to adapt phone mode, we classify two aspects: the phone position and user
activity. The phone position class set consists of pocket, hand, bag, and table, as it did
throughout Chapter 5. The considered user activities were selected in order to cover
more of the user’s day and not just the work day as considered in our user study.
Thus, our activity set includes being in a meeting or discussion, taking a break at
work, leisure time and commuting. Being in a meeting or discussion was deemed
as an important aspect to setting the phone on “only lights” or silent mode by our
user study respondents. Similarly ranked was being in a presentation, but given the
similarity of these activities, both in regards to the sensor readings ﬁngerprint and
to the appropriate phone mode, we have decided to group these activities together.
Working on a computer at work was deemed as moderately relevant for one phone
mode and irrelevant for other phone modes so we decided to leave it out. Similarly
we have left out physical activities around the ofﬁce and making phonecalls which
were rated as mostly irrelevant for all phone modes. We have added leisure activities
and commuting to the set of regular activities.
6.2.3 Phone Modes
We have considered in our implementations the phone modes available on Samsung
Galaxy Nexus and Nexus 5 phones, namely: Volume and Vibrate, Volume Only, Vi-
brate Only, and Silent. The "Volume Only" setting on notiﬁcation works only if the
app developer has turned off vibration for its notiﬁcations.1
Previously in this work we have used the terms: loud mode, normal mode, silent,
and only lights. Thus, what we previously deﬁned as silent mode corresponds to
Vibrate Only and “only lights” maps to Nexus 5’s Silent mode. The two remaining
modes do not perfectly overlap, since the distinction between loud and normal mode
is given by the volume of the ringtone. One can obviously adapt this setting as well,
but we did not take this aspect into account in our implementation.
6.2.4 Application Concept
In the related work there are two main types of architecture for smartphone-based
context-aware applications. One approach uses the phone just for collecting sensor
data, which is subsequently sent to a server, where it is processed and classiﬁed. The
classiﬁcation result or another result based on the detected class is returned to the
phone which takes the corresponding decision. This last step is optional for certain
scenarios, e.g. when the server adapts its behavior towards the phone application
based on contextual data.
The alternative approach carries out the whole process on the phone. Thus, data
is collected and then classiﬁed on the phone, based on which the phone takes corre-
sponding decisions.
Each of the two types of architectures presents several advantages and disadvan-
tages. The ﬁrst approach, which processes the data on the server, can use much
more complex models given the increased computation power. Additionally, chang-
1 https://developer.android.com/reference/android/app/Notification.html#DEFAULT_VIBRATE
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ing data models based on new input data or user feedback is quite easy, not involving
the smartphone user at all. On the other hand, this approach relies on network qual-
ity and based on the user’s location it can suffer from signiﬁcant delays. On top of
this, transferring the data away from the phone to a foreign entity presents increased
privacy concerns and can hinder user acceptance.
Conversely, the approach that does all processing on the phone has lower privacy
concerns and does not depend on network quality. However, the classiﬁcation pro-
cess requires more time and, depending on the scenario, one has to compromise on
the classiﬁer used and the size of the model. Additionally, changing the model re-
quires user involvement or at the very least network connection and the download
of a potentially large ﬁle together with the prior agreement of the user to this silent
type of download.
For our scenario, a timely classiﬁcation is crucial. We gather data opportunistically
and only after classifying it adapt the phone mode, which creates a heightened po-
tential for disturbance in case of low network quality and delays. For this reason, we
opted for the phone-based data classiﬁcation for our proof of concept.
6.2.5 Application Description
In what follows we present our application’s main components: data collection and
classiﬁcation and provide a bird’s eye view of their implementation.
6.2.5.1 Data Collection
Our app implements the notiﬁcation listener service and telephony manager pro-
vided by the Android API to receive a callback for incoming notiﬁcations or calls.
Once the callback is received, we start gathering audio and accelerometer samples
for 110 ms. This recording duration corresponds to a single window and thus a sin-
gle feature vector for each sensor. When the recording stops, we extract features from
all recorded sensor data, generate an ARFF ﬁle, which is the Weka data format, and
classify the activity, as shown in the following section.
6.2.5.2 Data Classification
All the methods used for our implementation were already used and discussed in
our approaches from Chapter 5, so in what follows we shall only brieﬂy mention
them.
The preprocessing step involves data cleaning to remove noise. For audio we only
carry out silence removal. The recording is not split into windows since recording
length is the same as our chosen window length. Our previous test have shown the
ﬁtness of rectangular window functions, which refers to the windowing effect when
no window function is applied. For the accelerometer readings, we use a standard
data cleaning approach of ﬁltering the values using a low-pass ﬁlter to remove the
gravitational component.2.
Next, we apply feature extraction to obtain an informative data representation.
As explained in Chapter 5, for audio recordings we use the ﬁrst 13 Mel Frequency
2 https://developer.android.com/guide/topics/sensors/sensors_motion.html#
sensors-motion-accel
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Cepstral Coefﬁcients (MFCC) calculated over the entire audio recording as features.
For accelerometer readings, we chose a window consisting of 8 samples for feature
creation as it gave optimal results as shown earlier. For each value of a data point,
we create the following features: mean, minimum, maximum, median, standard de-
viation, root mean square. These features are commonly used when dealing with
numerical data. Additionally, we calculate the correlation for each pair of values
as features. As an experiment, we used the classiﬁed phone position as feature for
activity classiﬁcation, assuming users would often have a speciﬁc preferred phone
position for each activity.
After obtaining a feature representation of the raw data, we build a supervised
machine learning model. We chose Decision Trees (DT), k-Nearest Neighbors (kNN)
and Random Forest (RF) algorithms for modeling, since they performed well for the
given classiﬁcation tasks, as shown in the previous and current chapter. We used J48,
the open source implementation of the state-of-the-art C4.5 decision trees algorithm.
Despite having a high memory usage, we use kNN as it yielded good results for the
current classiﬁcation scenarios. We chose to use RF as it builds multiple Decision
Trees for improving classiﬁer performance.
We use the Weka machine learning library [40] to implement the J48 decision trees,
kNN and RF algorithms as it is Java based and easily integrates in Android.
There are different options to train a classiﬁer that has a good performance for
multiple users. One option is to start with a small model and extend it based on
user feedback. Thus, one would collect the data on the phone, classify it and adapt
the phone mode, which in the beginning would be very much error-prone. However,
one would also ask the user for the feedback and add the new data features together
with the user-inputted class to the training ﬁle for improved classiﬁcation at a later
stage. This approach has the advantage of being personalized to each user and thus
offering very good results for the speciﬁc user. However, it will only work for a
single individual and will not be robust if the user activities change signiﬁcantly.
Additionally, it imposes the labeling overhead on the user and the erroneous initial
results can lead to the user abandoning the application.
Another option is to collect sufﬁcient data from multiple users to build a robust
classiﬁcation model and embed this in our app. This approach has the drawback of
not being able to incorporate new user data as it is generated. An improvement is
to incorporate the classiﬁer model into the app, and collect user data on a server for
updating the model. One can then release a new version of the application with an
improved classiﬁer.
We currently give the users the option to use either of the two approaches, which
in practice results in either using only the existing model, or starting with the existing
model and gradually adding new personal training data. The training data is stored
in ARFF ﬁles. The initial ﬁle is generated based on data available from multiple users
at the moment the app is released. In case the user opted to provide feedback to the
classiﬁcation results, the new feature vectors together with the corresponding class
are added to the ARFF ﬁle.
6.2.5.3 Phone Mode Adaptation
As previously mentioned, in order to minimize phone mode adaptation time, we
collect the shortest recording that still allows for a high classiﬁcation performance.
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This implies having a single window and thus a single feature vector for each sensor.
Therefore, each sensor has just one vote for the user activity and phone position. In
case of disagreement the current version of the app compares the two corresponding
phone modes and errs on the safe side by picking the least disturbing one. The
app has a predeﬁned table that maps combinations of phone positions and user
activities to phone modes. Since our user study showed no agreement amongst users
regarding the appropriate phone modes, we offer the users the possibility to adjust
these mappings based on personal preference.
6.2.6 Feasibility of Opportunistic Data Acquisition
As we have explained in Chapter 5, opportunistically gathering data and piggyback-
ing audio and vibration sources to obtain pilot sequences has numerous advantages.
Compared to duty cycling, we are guaranteed the currentness of the user context.
Compared to continuous sampling we have signiﬁcantly reduced battery impact and
privacy concerns. Based on experimental analysis, we found that the microphone
consumes an average of 2% battery every hour, and accelerometer consumes nearly
25% battery every hour when run continuously on Galaxy Nexus phones. Obtaining
the pilot sequences for free allows us to avoid playing a speciﬁc pilot sequence and
thus surely disturbing the user.
An important issue concerns the overall duration of the phone mode adaptation,
from the moment the ringtone or notiﬁcation event is triggered to the moment the
phone mode has been appropriately adapted. This timing determines whether the
incoming notiﬁcation sound would be perceived by the user and whether this would
cause a disturbance.
In what follows, we look in detail at the amount of time between a phonecall be-
ing received (the capture of a phonecall event) and the phone mode being adapted.
Figures 40 and 41 show the app workﬂow together with the times required for each
step for the two sensing modalities: 1) audio recordings and 2) accelerometer read-
ings. We shall discuss the case of collecting and classifying audio recordings alone in
more detail. The app workﬂow described below involves starting with a model built
from the available data and incorporating all new data the user gives us feedback
about then and hence takes greater processing time. For a 110 ms audio recording
duration, processing takes an average of 536.9 ms. Hence, it takes 646.9 ms in total
from the moment a notiﬁcation is received until the phone mode is adapted. Once
a notiﬁcation is received, it takes 3.9 ms to enter the start recording function and
40.8 ms before starting to record audio. The time between starting to record audio
and the end of recording audio is logged as 0 ms due to the asynchronous call to
record audio. The record time of 110 ms is logged in the 117.7 ms between the end
of recording audio and entering the stop recording runnable in the code. The 7.7 ms
is taken by the Android API to release the audio recording resources. The 208.8 ms
between end of moving the data to starting audio classiﬁcation is due to creating
MFCC features for the recorded audio. It takes 10.1 ms to classify audio data and
50.6 ms to change the phone mode. The workﬂows do not include the time taken by
the user to manually set the correct label values.
A sound taking more than half a second can be heard, however given its duration
its perceived loudness would be reduced compared to a normal audio clip. However,
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Figure 40: Processing time for the audio-based workﬂow
as shown by Figure 41, an approach based on accelerometer samples classiﬁcation
would take only about two thirds of the time required by audio classiﬁcation, namely
358.9 ms. This would most likely be imperceivable by the user, however using it for
all cases regardless of phone mode would involve being able to use active probing
only for those phone modes which have vibration motor usage activated.
One option to further reduce the time needed for the complete process would be
to optimize the feature extraction, since this takes a signiﬁcant amount of time com-
pared to other steps. The proof of concept uses an unoptimized, straight-forward
implementation of the MFCC algorithm, which could either be proﬁled and opti-
mized or reimplemented in a low-level language such as C which generally provides
better performance.
6.2.7 Performance
In what follows, we will have a quick look at the preliminary results regarding the
performance of the different classiﬁers and sensors. Given the extensive discussion of
phone position classiﬁcation provided in the previous chapter, we shall refer in what
follows to user activity alone. Tables 9 and 10 present the activity-only classiﬁcation
results with one distinction: the latter considers phone position as a feature, whereas
the former does not. One can notice the slight improvement brought by using phone
position as feature, which seems to conﬁrm our assumption that users have preferred
phone positions for each activity.
We obtained the following performance listed in the table below using different
classiﬁers using all the collected data to build a model on the PC. This is similar to
using the ﬁnal training ﬁle on the phone. All classiﬁers are implemented in Weka.
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Figure 41: Processing time for the accelerometer-based workﬂow
Sensor J48 kNN RandomForest
Audio 75.54% 80.98% 83.15%
Accelerometer 86.90% 85.71% 86.90%
Table 9: Accuracy of audio recordings-based user activity classiﬁcation without considering
phone position as feature
6.2.8 PoC Conclusions
In the previous sections we have presented the main practical concerns with regards
to the implementation of an automated phone mode adaptation app. Running the
whole classiﬁcation pipeline on the phone proved unproblematic, however the op-
portunistic adaptation of the phone mode would still require improvements before
deployment in a real-life scenario. The opportunistic approach relying on collecting
accelerometer readings while the vibration motor is triggered proved to be feasible
for our scenario. In case current phone mode involves both sound and vibrations,
an option would be to delay the playing of sounds until the phone mode has been
adapted based on accelerometer samples classiﬁcation results. However, in case that
Sensor J48 kNN RandomForest
Audio 81.52% 86.41% 84.24%
Accelerometer 86.90% 85.12% 88.09%
Table 10: Accuracy of audio recordings-based user activity classiﬁcation while considering
phone position as feature
96 system prototype for automatic phone mode adaptation
the user uses a phone mode that relies solely on sound and not on the vibration
motor our application would have to fall back on using the audio recordings classiﬁ-
cations, which have a slightly more than half a second delay between the notiﬁcation
sound being played and the phone mode being adapted. This delay could lead to
user disturbance and raises questions regarding the ﬁtness of opportunistic audio
classiﬁcation for the given scenario. On the one hand, more research could be car-
ried out regarding minimizing the data collection and feature extraction time, both
from a theoretical and from a implementation perspective. For instance, from a the-
oretical perspective one could look into different feature extraction algorithms that
require less computation time, while from a practical perspective one could compare
the times required by the different libraries’ implementations of the same feature
extraction algorithms. On the other hand, the audio-based approach could be used
in a scenario where the user still continues to adapt his phone mode and keeps the
app as a safeguard against forgetfulness. In that latter case, a half a second sound
might be a negligible disturbance.
7
CONCLUS IONS AND OUTLOOK
7.1 conclusions
Despite the great developments in smartphone capabilities and applications, users
still have to manually adapt their phone modes. Besides being a repetitive tasks that
users have to remember to perform, failing to do so can result in either disturbances
or missed calls and notiﬁcations.
In order to solve these issues, this thesis presented an approach for automatic
phone mode adaptation based on phone position and user activity. We proposed
three active probing approaches to classify phone position, which achieve accuracies
in excess of 90%, two of which obtain their pilot sequences opportunistically. Since
reasonable activity classiﬁcation methods had already been developed, we simply in-
corporated them into our implementation. Finally, we presented an implementation
relying on the afore-mentioned methods.
The challenges we targeted in this thesis were achieving a very high accuracy for
phone position classiﬁcation while creating minimal constraints or disturbances for
the user and ensuring that the current classiﬁcation result is not deprecated due to a
very recent change in phone position.
Our ﬁrst contribution is a user study to provide us with an understanding of the
frequency with which users adapt their phone mode, together with the frequency
of disturbances and missed phonecalls and notiﬁcations as a result from failing to
do so. The ﬁndings underline the necessity of our solution, with more than 70%
of the respondents adjusting their phone mode at least once or twice per day and
more than 30% of the respondents carrying this out between three and ﬁve times
per day. More importantly, more than 35% of the respondents cause a disturbance
at least once per week and more than half of the respondents are at least once per
week disturbed by other people not adjusting their phone mode. Additionally, we
have shown that about 60% of the users are open to using an automatic phone mode
adaptation application.
Our second contribution concerns the improvement of phone position classiﬁca-
tion accuracy. Thus, instead of classifying audio recordings of environment sounds
alone, we proposed a method that plays certain sounds, e.g., Gaussian noise, and
records them at the same time, then classiﬁes the phone position. Our approach re-
lies on very short sounds being played (∼100 ms), in order to reduce the risk of user
disturbance and minimize user privacy concerns. By doing so, we achieved accura-
cies in excess of 95%, whereas related work approaches reported accuracies of up to
84%.
Our third contribution proposes the opportunistic use of incoming ringtones and
notiﬁcation sounds as pilot sequences instead of playing them like in the previous
approach. Thus, we can avoid duty cycling and can classify the phone position only
when it is needed. In other words, the phone mode has to be the appropriate one
only in case of an incoming notiﬁcation, otherwise it is irrelevant. By avoiding duty
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cycling we not only save battery, but also are sure of the currentness of the classiﬁed
phone position. This approach still yields accuracies of over 90% for the majority of
the default ringtones and notiﬁcation sounds on Samsung Galaxy Nexus and Galaxy
S3 phones. The slight decrease in accuracy compared to the second contribution is
still offset by the afore-mentioned advantages of piggybacking notiﬁcation sounds.
Since the previous approach does not apply for phones set to silent mode, our
fourth contribution concerns the classiﬁcation of accelerometer readings collected
while the vibration motor is triggered. This method achieves accuracies of up to 99%
and is obviously not affected by notiﬁcation sounds. Furthermore, our evaluation
has shown that user or environment movement have little impact on classiﬁcation
accuracy. This method is particularly appropriate for privacy-conscious users who
ﬁnd audio recordings, no matter how short, too intrusive.
Lastly, our ﬁfth contribution is a proof of concept implementation of an automatic
phone mode adaptation system. Our application waits for incoming phonecalls, mess-
sages, and notiﬁcations, opportunistically records incoming sounds or collects ac-
celerometer readings, then classiﬁes the phone position and user activity and adapts
the phone mode. We adapted existing user activity classiﬁcation methods to speciﬁc
groups of users, each with their corresponding activity set. This implementation also
addresses practical concerns regarding the feasibility of on the spot adaptation of the
phone mode.
7.2 outlook
All the methods presented in this thesis, together with the further work opportunities
depend heavily on the hardware settings of the phone as well as development of
new wearables. Since we have limited ourselves to sensors built in the smartphones,
new sensors incorporated in future smartphone models will provide now-unknown
opportunities for the classiﬁcation of the phone position, user activity, and generally
for all other contextual information. Furthermore, the advent of wearables such as
smartwatches that also provide notiﬁcations for the smartphone might render loud
ringtones and notiﬁcation sounds obsolete.
Future work could focus on identifying more ﬁne-grained phone positions, for in-
stance distinguishing between types of bags, or between jeans, skirt, or shirt pockets.
This would provide additional insight with regards to how formal the situation is
which would provide additional input for the phone mode decision. Thus, the user
might carry the phone in their pocket and be in a meeting, but while wearing formal
pants would suggest a more serious meeting, wearing jogging pants might point to a
meeting with his friends where an incoming phonecall would cause no disturbance.
Additionally, the user’s interruptibility might vary during a given activity, which
in turns inﬂuences the appropriate phone mode.One can divide activities into their
ﬁner-grained components and aim to classify these components. For instance, the
user might be in a presentation so normally not willing to read messages, however
in the transition period between two speakers he might be willing to read his alerts,
if provided in a discrete manner, e.g., by using the silent mode. New insight into
these ﬁne-grained components could be provided by using data from smartwatches
and ﬁtness bands.
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a.1 questionnaire regarding manual phone mode adaptation
In what follows we present the complete questionnaire that participants in our user
study had to ﬁll in. The user study was accessible online, each of the ﬁve sections of
the questionnaire being shown on individual pages. Several questions had free ﬁelds
for users to enter their options in case these were not included in the predeﬁned
choices.
a.1.1 Start Page
Welcome to our survey! We are looking into how often users adapt their phone
mode and how often they have to deal with disturbances/missed phonecalls when
they forget to do so.
1. Gender




Please select your age
• Options between 14 and 100 years old
3. Occupation
Please select your current professional activity. If nothing ﬁts, please select “other”









a.1.2 Phone Settings That You Adapt Manually
1. What phone settings do you adapt manually? Please check all that apply.
Phone mode = settings regarding how the phone signals when a phonecall, mes-
sage or notiﬁcation comes in, or when an alarm goes off. These settings refer to the
ringtones, notiﬁcation messages and vibration motor.
• Phone mode (silent, ring, vibrate, only light, normal, outdoors)
• Ringtone/notiﬁcation sounds volume
• Screen brightness
• Presence information on communication apps (Skype, Whatsapp, Telegram,
etc.)
• Location Services (on/off)
• Flight Mode (on/off)
• Other:
a.1.3 When and Why You Adapt Your Phone Mode
1. For adapting your phone mode, how relevant are the following criteria? [1-5 scale,
from “not relevant” to “very relevant”]
• The place where you hold you phone (bag, pocket, hand, etc.)
• The activity you are performing at the moment (being in a meeting, having a
break, commuting to/from work, watching a movie at the cinema etc.)
• Environment conditions (loudness, movement, etc.)
• Other:
2. How do you usually carry (or store) your phone? Please estimate how often you
use each of the positions listed below. If you use other positions, please select one
or more of the “other” options and ﬁll in below what those positions are. [1-5 scale,
from “never” to “all the time”]
• In a pocket
• In a bag
• In my hand





3. For setting your phone mode to “only lights” mode, how relevant are the fol-
lowing activities? [1-5 scale, from “not relevant” to “very relevant”]
“Only lights” mode means that just the screen lights up when a new phone-
call/message comes, no sound or vibration.
• Meeting or discussion
• Attending or giving presentation
• Phonecall
• Working on your computer (in your ofﬁce)
• Break
• “Physical” activity around the ofﬁce (e.g., add paper or get printer unclogged,
do kitchen duty, etc.)
• Commuting
• Other:
4. For setting your phone to silent mode, how relevant are the following activities?
[1-5 scale, from “not relevant” to “very relevant”]
Silent mode means that the phone signals new phonecalls/messages through vi-
brations and no sound.
• Meeting or discussion
• Attending or giving presentation
• Phonecall
• Working on your computer (in your ofﬁce)
• Break
• “Physical” activity around the ofﬁce (e.g., add paper or get printer unclogged,
do kitchen duty, etc.)
• Commuting
• Other:
5. For setting your phone to normal mode, how relevant are the following activi-
ties? [1-5 scale, from “not relevant” to “very relevant”]
Normal phone mode means that new phonecalls/messages are announced through
sounds at normal volume (and no vibrations).
• Meeting or discussion
• Attending or giving presentation
• Phonecall
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• Working on your computer (in your ofﬁce)
• Break
• “Physical” activity around the ofﬁce (e.g., add paper or get printer unclogged,
do kitchen duty, etc.)
• Commuting
• Other:
6. For setting your phone to loud mode, how relevant are the following activities?
[1-5 scale, from “not relevant” to “very relevant”]
Loud mode means that incoming phonecalls/messages are signaled through loud
sounds and vibrations at the same time.
• Meeting or discussion
• Attending or giving presentation
• Phonecall
• Working on your computer (in your ofﬁce)
• Break
• “Physical” activity around the ofﬁce (e.g., add paper or get printer unclogged,
do kitchen duty, etc.)
• Commuting
• Other:
a.1.4 How Often You Adapt Your Phone Mode
For each question there was a seven-value scale, each value marked respectively:
never, less than once per week, once per week once every few days, 1-2 times per
day, 3-5 times per day, more than 5 times per day.
1. How often do you adapt your phone mode?
2. How often do you happen to forget to adapt the phone mode and it leads to
disturbance/missed calls?
3. How often do people you interact with/surrounding people happen to forget
to adapt the phone mode and this leads to disturbance?
4. How often do you miss phonecalls because your phone is on silent/in the
wrong mode?
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a.1.5 Opinion About Automated Solutions
1. Could you imagine using an app that uses smartphone sensors to determine your
activity and phone position, and based on this adapts the phone mode?
If you pick the third option, please add a short explanation of what conditions
you’d require for using the app. If you pick the forth or ﬁfth option, please explain
brieﬂy why you wouldn’t use such an application.
• Yes, deﬁnitely
• Yes, as long as it is done in a privacy-conscious manner: all data is processed on
the phone and nothing is transferred from the phone, no personal information
is collected, the application functions in a totally transparent manner
• Yes, under some other condition(s)
• Maybe/Undecided
• No
2. Could you imagine using an app that uses smartphone sensors to determine
your activity and phone position, and based on this notiﬁes you to change your
phone mode?
If you pick the third option, please add a short explanation of what conditions
you’d require for using the app. If you pick the forth or ﬁfth option, please explain
brieﬂy why you wouldn’t use such an application.
• Yes, deﬁnitely
• Yes, as long as it is done in a privacy-conscious manner: all data is processed on
the phone and nothing is transferred from the phone, no personal information
is collected, the application functions in a totally transparent manner
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