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Chapter 1
Introduction and Summary
1.1 Introduction to Business Cycle Theory
Aggregate output and other macroeconomic variables in market economies show significant
fluctuations of different size and frequency. Analyzing time series of economic data, the usual
approach in economic theory is to assume an underlying trend and fluctuations around this
trend. Whereas Growth theory tries to explain the trend, Business Cycle theory aims at
explaining the fluctuations. Burns and Mitchell (1946) found that all Business Cycles show
certain regularities. In the development of aggregate output they show up as figures in the
form of a sinus-wave, consisting of four phases: expansion, recession, contraction and revival.
Lucas (1977) defined a Business Cycle more broadly as "movements about trend in gross
national product."
The length of a Business Cycle is on average 4-6 years1. Shorter and longer waves in the
development of output have also been identified, e.g. seasons and the many decades lasting
Kondratieff cycles. But they are not the subject of interest in Business Cycle theory. The
usual procedure is to ignore the short waves by averaging their effect out in the data and to
leave Growth theory to deal with the long waves by regarding them part of the trend.
Using the statistical concepts of variance and autocorrelation to describe the fluctuations
of aggregate output, a Business Cycle can be characterized following Hodrick and Prescott
(1997) by three features: Variability, persistence and reversion. After eliminating season and
trend in the data there remains a sizable variance: The standard deviation of detrended
quarterly GDP amounts to about 2 per cent2. The properties of persistence and reversion
mean heuristically that during a Business Cycle output growth does not change from negative
to positive growth immediately or in small intervals, but that changes are gradual. If growth
is strongly positive in one quarter, it is very likely to be strongly positive in the next quarter
as well (persistence), but weak or negative some 2 years in the future (reversion). Statistically
the properties of persistence and reversion are captured by the autocorrelation of detrended
quarterly GDP. The autocorrelation is positive between time-points situated close together
and negative, if the time-points are about half a cycle length apart3.
1According to Zarnowitz (1992) the average duration of a full cycle in the U.S. between 1857 and 1990
was 53 month.
2Backus and Kehoe (1992) find a value of 2.26% for postwar U.S. Business Cycles, when using the HP
filter. With linear detrending Canova (1998) finds a value of about 4%.
3In an analysis of U.S. GDP between 1950 and 1979 Hodrick and Prescott (1997) find correlations of
ρ1 = 0.84 for adjoining quarters and ρ8 = −0.44 for quarters two years apart.
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There is agreement in the literature that in addition to the characterization by the fluctuations
of aggregate output, Business Cycles should also be defined by the fluctuations of other
macroeconomic variables, most importantly of aggregate consumption and investment, and
certain comovements of these variables with output. The comovements are measured as the
correlation coefficients between the detrended time series. A variable featuring a statistically
significant positive correlation coefficient with output is called procyclical. If the correlation
coefficient is significantly negative, it is called countercyclical, otherwise acyclical4. Variances
and correlations of different observed variables offer many regular features of Business Cycles.
The most important of these features are summarized in stylized facts. Often cited stylized
facts are that aggregate consumption and investment are procyclical with consumption being
less volatile and investment more volatile than output. Real wage rates are procyclical
with very little volatility and real interest rates are countercyclical. Backus and Kehoe
(1992) conducted an in depth analysis of data from 10 developed countries and derived
many regularities of the Business Cycles in those countries. Another analysis which explains
different detrending techniques and statistical concepts in detail was presented by Canova
(1998).
A Business Cycle may also be described as a boom followed by a recession. The most often
cited definition of a recession is that of the National Bureau of Economic Research (NBER).
It defines a recession as "a many month lasting economy-wide decline in economic activity".
An alternative definition of a recession is a period, where output growth is below its long-
term trend. Both definitions do not require output growth to become negative5. In this view
Business Cycles are not incidents that occur, but a permanent situation. An economy grows
in cycles. At every time-point it is at a certain position of a cycle.
Business Cycle theory aims at building models, which when simulated with certain parameter
values and input data (e.g. a sequence of i.i.d. random variables) produce time series for
output and other macroeconomic variables, whose statistical properties satisfy the stylized
Business Cycle facts. The most influential basic approach that dominates the literature
consists of three elements. The first is the mechanism of impulse and response introduced
by Frisch (1933) and Slutzky (1937). Being in a state of equilibrium, an impulse (shock)
hits the economy. Individual firms and households in the economy respond to the changed
conditions in a certain way. Their responses sum up to a fluctuation in aggregate output and
other Business Cycle characteristics. The second element is the assumption of optimizing
households following the mechanism introduced by Ramsey (1928). Households are faced
with one or more budget constraints and take decisions on spending, saving, working and
other activities in such a way that the discounted sum of instantaneous utility from their
future consumption stream is maximized6. The third element is general equilibrium theory:
There is perfect competition in the economy, prices adjust immediately to their equilibrium
values and there is no involuntary unemployment. According to Lucas (1975) equilibrium
models are the best approach for understanding the implications of policy changes, since
they explicitly allow to analyze agent decisions. However, allowing certain deviations from
the general equilibrium assumption, sometimes improves the performance of a Business Cycle
model. Examples include King and Watson (1996) with a sticky price model or Beaudry and
4This definition is due to Blanchard and Watson (1986).
5This is in contrast to the "newspaper definition" of a recession as a period of at least two successive
quarters of shrinking deseasonalized quarterly GDP.
6This mechanism has to be seen in contrast to models with a fixed savings ratio in the tradition of Solow
(1956), where consumption is a fixed fraction of income and no optimization takes place.
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Guay (1996) with habit persistence and adjustment costs. Summing up, a standard Business
Cycle model works as follows: There is a sequence of shocks usually specified by a stochastic
law. The optimizing behavior of households in a situation of general equilibrium in response
to the shocks aggregates up to fluctuations which resemble observed Business Cycles. A more
detailed introduction to Business Cycle theory can be found in Arnold (2002).
The last two of the described elements of a standard Business Cycle model - optimizing
households and general equilibrium theory - are also part of mainstream Growth theory.
One could thus claim that at the heart of Business Cycle theory lies the question about
the nature of shocks. What kind of shocks should be considered and where do they come
from? Shocks in a model can be exogenous or endogenous, they can affect real variables or
monetary variables, they can be tangible like technology shocks or intangible like shocks on
preferences, tastes and confidence. The question about the nature of shocks is so important,
because Business Cycle theory aims in the end at giving conclusive political advise, if and
how an economy can and should be steered to improve the well-being of people. Clearly, this
can only be done in an uniform manner, if agreement on the main drivers and mechanisms
of Business Cycles has been reached. Since the state of Business Cycle theory is far away
from this agreement, more research is needed. This thesis makes contributions to Business
Cycle theory focusing mainly on new and improved mechanisms for shocks. Before explaining
the contributions, the next sections describe two subfields of Business Cycle theory in more
detail: Real Business Cycle theory and Endogenous Business Cycle theory.
1.2 Real Business Cycle Theory
Real Business Cycle (RBC) theory aims at explaining the fluctuations in output and other
Business Cycle characteristics as the result of exogenous technology shocks in a competitive
economy. The RBC paradigm is that a model which features perfect competition, complete
markets and no price rigidities, where money and aggregate demand play no role, is a good
first approximation for a real world economy. The relevance of the approach is claimed by
the fact that variances and correlations of model generated time series are very close to
those for empirically observed time series. RBC theory originated from the contributions of
Kydland and Prescott (1982) and Long and Plosser (1983) and has since then generated a lot
of research interest, because the basic model is quite simple and the results quite attractive.
Although many economists doubt that exogenous technology shocks are indeed the main or
even the sole cause for economic fluctuations, RBC theory has become the mainstream of
Business Cycle theory. Many models build upon the basic RBC model, adding to it various
features to improve its performance.
The basic RBC model consists of the three elements mentioned above: Optimizing house-
holds, general equilibrium and the mechanism of shock and propagation (impulse and re-
sponse). The shocks are modelled as an autocorrelated stochastic process originating from a
sequence of independent identically distributed random variables. They affect a neoclassical
production function by increasing or diminishing the level of total factor productivity which
is interpreted as an aggregate stock of available technology. RBC models traditionally evolve
in discrete time. They usually work with quarterly data and hence assume a technology
shock every quarter.
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The size of a shock depends to the share ρ on the size of the previous shock and to the share
1 − ρ on the value of the i.i.d. random variable. The value of the persistence parameter
ρ determines the nature of shocks. They can be transitory (ρ = 0), permanent (ρ = 1) or
persistent (0 < ρ < 1). A permanent shock lasts for ever and shifts the level of output
permanently upwards. A transitory shock lasts just for one period. A persistent shock lasts
for many periods, but its influence fades out. Many authors7 point out that in order to
generate output cycles matching observed size and persistence, the shocks have to be large,
affect the whole economy and not only a single sector, and highly persistent, i.e. inherit a
high degree of autocorrelation. Hence most RBC authors assume values for ρ above 0.98.
More on the theory of the RBC approach and an explanation, how the models are used for
simulation, can be found in the excursus of section 5.7.
The criticism of RBC theory falls into two categories. In one category authors generally
agree with the basic assumptions of the RBC approach, but point out a specific shortcoming,
where the results of standard models do not match observed Business Cycle facts. They then
usually present a modified model, which addresses the shortcoming, thus adding useful ideas
to the stock of available RBC models or mechanisms. In the second category the criticism is
of more fundamental nature. Some authors doubt that the basic assumption is appropriate,
namely that output fluctuations mainly result from frequent aggregate technology shocks
in a competitive environment. The good performance of the RBC models would then just
be a coincidence caused by an oversimplified basic assumption. It is claimed that there
is no evidence for those frequent and large economy-wide technology shocks, which drive
the RBC models. Furthermore, because RBC theory takes the growth trend as given and
only models the fluctuations around it, negative technology shocks are necessary to generate
cycles. Whereas the explanation of positive shocks as inventions is plausible, it is hard to
see, what the equivalent of a negative shock in a real world economy could be. A very in
depth survey of RBC theory and its criticism is by King and Rebelo (1999).
This thesis addresses criticism of both categories. The Poisson RBC model presented in
part II evolves in continuous time with a Poisson process driving the technology shocks. It
preserves all main assumptions of RBC theory, in particular the exogenity of shocks, but is
able to address some of the fundamental criticism: Shocks in the Poisson RBC model are
very seldom. Instead of every quarter, a shock occurs only every 4-6 years. Moreover, while
in the basic RBC model frequent, autocorrelated shocks are necessary to generate an output
cycle, in the Poisson RBC model this is achieved by a single shock. No autocorrelation of
shocks is necessary. In another model presented in part I the timing of technology shocks is
endogenous, depending on the amount of research conducted in the economy. Although not
exactly in the RBC framework, this model addresses a specific shortcoming of RBC models,
namely that of the correlation between output and the real interest rate. This correlation is
strongly positive in standard RBC models, but an analysis of post war U.S. Business Cycles
by King and Watson (1996) suggests it should be negative.
7McCallum (1989), Stadler (1994), King and Rebelo (1999) and others.
8However, according to Stadler (1994) statistical tests, so called unit-root test, usually fail to rule out the
hypothesis of permanent shocks (ρ = 1).
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1.3 Endogenous Business Cycle Theory
In recent years a new approach to Business Cycle theory has emerged. Partly because of
the unease economists felt about the rather simple exogenous shock mechanism of RBC the-
ory and partly driven by the desire to overcome the artificial separation between models
for growth and those for cycles, new models were presented introducing endogenous mech-
anisms for cycles. Endogenous Business Cycle theory preserves most of the assumptions of
RBC theory: The optimizing households, the mechanism of impulse and response and most
importantly the fact that changes in technology are the main driver of fluctuations. These
changes in technology, however, are not a result of exogenous shocks, but a direct consequence
of optimal decisions taken by households9 over how much resources to spend for research and
development (R&D). Research activity sooner or later results in new inventions or technolog-
ical improvements which increase the productivity of capital. Following such a productivity
"shock", capital accumulation in the economy speeds up causing output and investment and
later consumption to rise. The economy experiences a boom. When the initial effect fades
out with the marginal productivity from additional capital units decreasing, the boom ends
and the economy experiences a recession10 completing the cycle.
While there are many different approaches at the moment - Bental and Peled (1996), Free-
man, Hong and Peled (1999), Matsuyama (1999, 2001), Redding (2002), Wälde (1999, 2002)
and others - their uniting cause, the endogenization of technological change, has certain ad-
vantages over the exogenous RBC approach: Most importantly, it gives an explanation for the
underlying mechanism of technological progress. A further advantage is that the mechanisms
for long-term growth and cycles are united again. RBC theory assumed a growth trend and
only tried to explain the fluctuations around this trend. Endogenous Business Cycle theory
aims also at explaining the growth trend. In this way it extends the older research sub-
ject of Endogenous Growth theory. This theory also focuses on technological change caused
by optimal agent decisions as the main driver of growth, but usually assumes that capital
accumulation is already in its long-term equilibrium, such that output and all other macro-
economic variables grow proportionally to the rate of technological change. As described
above, the Endogenous Cycle approach puts importance on the mechanism of faster and
slower capital accumulation, following innovations or periods without technological progress,
respectively. When changing the perspective and looking at the long-term behavior of out-
put and other variables, an Endogenous Cycle model serves well as an Endogenous Growth
model.
One disadvantage of Endogenous Cycle models is that they are more complex to solve. That is
why at present many models are only deterministic, as stochastic control theory of endogenous
models is even more complex to handle. However, it seems more appropriate to have a
mechanism, where higher R&D activity increases the probability of innovations, rather than
a mechanism, where a definite amount of R&D automatically and with certainty results in
an innovation. Another disadvantage is that Endogenous Cycle models often have to assume
periods of monopolistic competition, where the innovators can reap the improvements of their
innovation alone. Monopolistic competition is not unrealistic by itself, but in the models
concerned, it is more a necessary technical tool rather than an aim of modelling. A third
disadvantage is the fact that the R&D decisions which cause the technological improvements
9Some models are formulated in a way, that decisions are taken by workers or firms.
10Typically the recession takes the form of a so called growth recession with output growth positive but
below trend.
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and thus the cycles, are often very drastic: Some models feature distinct research phases,
where most resources are allocated to R&D, and production phases, where most resources
are allocated to capital accumulation. The change between these phases is quite abrupt. It
would be favorable to have a mechanism, where research is not so much a zero-one decision
but a more on-going activity. A fourth disadvantage related to the previous is that in most
models R&D expenditure is countercyclical, while empirical evidence provided by Wälde and
Woitek (2003) for the G7 countries suggests it should be procyclical.
In the following some recently published Endogenous Business Cycle models are described
and possible improvements are discussed. Later it is explained how the Endogenous Cycle
model of this thesis realizes some of these improvements and addresses some of the above
mentioned shortcomings.
The first contribution to the subject was the paper of Bental and Peled (1996). In their
model technological improvements result from a sequential search process among untried
technologies. Firms can either use their capital stock to produce goods with the current
technology or take a draw from the pool of untried technologies. For this draw they pay a
fixed amount of capital units. If a firm discovers a better technology, i.e. one with higher
capital productivity, it may in the same period alone use it to produce output. In subsequent
periods the technology is available for all firms. The probability of an invention from a
fixed number of draws diminishes with higher levels of technology; hence the firms have
to increase search activity. The model produces innovation cycles: In the search phase all
firms of the economy search for a technological improvement. Following a discovery, search
stops and resources are instead allocated to production alone. As the marginal product from
additional capital declines, technology search becomes more attractive again and resumes. A
clear shortcoming of this model is the abrupt change between the search and the production
phase. In addition, a new technology applies to all available capital, making the productivity
increase very strong and sudden.
A mechanism where R&D conducted in one period that did not result in an innovation is
not lost but carries over into the next period is presented by Freeman, Hong and Peled
(1999). For innovations to occur in their model, the economy has to divert resources away
from consumption and investment towards R&D. Over time a stock of R&D, which can
be thought of a stock of knowledge, is accumulated. Once this stock reaches a certain
threshold, an innovation occurs providing a new technology with higher capital productivity.
As usual in this type of models it is required that the threshold, i.e. the difficulty of an
innovation, rises at the same rate as the magnitude of the technology increase. The time
points of the innovations are endogenously determined by the spending decisions for R&D.
After the innovation the increased productivity leads to an acceleration in the accumulation
of physical capital. Because the budget constraint has to be satisfied, this means less R&D
expenditure. With the marginal product from additional capital declining, R&D expenditure
rises again. While the possibility of accumulating R&D in this model is appealing, the
criticism clearly has to focus on the rather automatic mechanism for innovations. There is
no stochastic mechanism involved; conducting research and generating innovations is almost
like a productive activity. And again new technologies apply to all available capital.
Matsuyama (1999, 2001) presents a model of endogenous growth and cycles, where the two
main drivers, capital accumulation and technology innovations, take effect not simultaneously,
but at different times. The economy advances through two phases that can be interpreted
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as a Business Cycle: A monopolistic innovation phase of slow growth and a competitive
production phase of strong growth. The rationale is the following: Running into diminishing
returns in capital accumulation, the expected return for firms from bringing an innovation
to the market rises. Firms then allocate resources towards generating innovations. The
economy enters the innovation phase, where firms bring their innovations to the market and
receive one period monopolistic returns. But as many firms bring innovations to the market,
the expected return from innovations falls eventually below the cost of innovations. Then
innovative activity stops immediately and the economy enters the production phase. Higher
productivity due to the innovations and efficient factor allocation due to perfect competition
result in strong growth of output during this phase. The author shows that with this shifting
between the two phases the economy grows faster in the long-run than on its balanced growth
path, where innovation and factor accumulation happen together synchronized. The 1999
paper presents a global analysis of the model with the simplification of a fixed savings rate.
The 2001 paper focuses on a local analysis in the case, where savings are determined by
optimal household decision. The shortcomings of the model are the absence of a stochastic
mechanism in R&D (innovations can be "bought" by firms) and the abrupt change between
the two phases.
Wälde (2002) presents an Endogenous Business Cycle model in continuous time. Savings in
the economy can be allocated to accumulation of capital or to financing of R&D. Technology
inventions occur according to a Poisson process, where the arrival rate of the Poisson process is
a linear function of aggregate R&D expenditure in the economy. A new technology invention
increases total factor productivity in the consumption goods sector. In the investment goods
sector total factor productivity is constant. The increased productivity applies neither only to
new capital units nor to all capital units, but to a certain share of the available capital. This
share can be upgraded to use the new technology, the remaining share becomes obsolete. The
model is formulated with a central planer, where aggregate R&D expenditure is the result
of an optimal consumption/saving/R&D decision on a macro level, and alternatively with
decentralization, where individual households take this decision. The incentive for households
to invest into R&D at all is given by an initial unit of capital that every new technology
invention brings with it. Households, who have contributed to aggregate R&D expenditure,
are rewarded with property rights on this new capital unit. The optimal solution of the model
is a zero-one decision. The economy switches between a deterministic regime where all savings
are allocated to capital accumulation and a stochastic regime, where all savings are allocated
to R&D. The change between the regimes is determined by the difference in marginal return
of both activities. While the arrival mechanism for new technology is completely stochastic
in this model, its shortcoming is again the abrupt and complete change between a phase of
high research and one of zero research activity.
An interesting approach, where the focus is not on research for new technologies, but on the
development of capital, hence the "D" part of R&D, is by Boldrin and Levine (2001). Their
model of technological progress by the development of existing capital is able to explain
the asymmetry in Business Cycles, a long upturn and a short sharp fall or recession. In
the model there are many different technologies, each of which is associated with a special
type of capital. A type of capital can be made more productive a limited, but unknown
number of times. When the point has come that the currently newest type of capital can no
longer be developed further, a new type of capital is available. But this new type is not yet
ready to produce consumption goods, rather it has to be developed a few periods, binding
a lot of resources. These periods are recessions. A technology shock in this model is the
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discovery that a type of capital can no longer be developed further. The model is not really
an endogenous model, since the timing of shocks does not depend on decisions taken inside
the economy. It is included in the review here for its other features: The capital structure
with sequentially more advanced types of capital and its ability to model recessions. The
shortcoming of this model is that there is no research mechanism; new types of capital just
appear when the old ones can no longer be developed.
More in the tradition of endogenous growth is the model of Redding (2002), which features
path-dependent technological progress with the possibility of technological lock-in. Path-
dependence means that the future path of technological change depends on its past. Lock-in
is an extreme case of path-dependence, where no more technological progress takes place
due to past decisions. Technological progress in the model is a combination of fundamental
innovations and secondary developments, where the latter are incremental improvements
of the former that can be accumulated. The former are distinct technologies that may be
found by conducting research. Resources are allocated to technological progress in form of
labor. Workers may either engage in research or in secondary development. Each worker
conducting research has a small fixed probability to find a new fundamental innovation. The
process of secondary development is non-stochastic. In equilibrium a high stock of secondary
developments reduces the incentive to engage in research for new fundamental technologies.
In particular, the situation can occur that the expected life-time return of a researcher falls
below that of an developer. Then clearly no worker will undertake research and the economy
gets locked into the current fundamental technology.
The Endogenous Cycle model presented in part I of this thesis extends or partly extends the
described models in the following way: Firstly, a new technology applies not to the whole
available capital stock, but requires a new type of capital, which first has to be accumulated.
Technological change is embodied in capital. The response of output following a technology
shock is then much more gradual than in the above discussed models. Secondly, R&D is not
a zero-one decision, but an on-going activity. There are no distinct phases with high and
low (or zero) research activity. Moreover, R&D expenditure is procyclical, and the invention
mechanism is completely stochastic. Finally, no monopolistic competition is necessary to set
incentives for R&D.
1.4 Summary of Results
The thesis consists of two parts. Part I describes the Business Cycle model with embod-
ied technological change. The general framework is the following: There are finitely many
vintages of capital available in an economy, each associated with a different technology. All
vintages can be used for production, but newer vintages have a higher capital productivity.
A new technology arrival has initially no effect, because it can only be used with the new
capital vintage it introduces, not with the old vintages. However, following the technology
arrival investment is channeled towards the new vintage resulting in an increase in the speed
of capital accumulation. This causes output and later consumption to rise; the economy
experiences a boom. Subsequently, diminishing returns slow down the speed of capital ac-
cumulation and eventually it falls below its long-term trend. Output and consumption also
fall below their long-term trend; the economy experiences a recession. The recession ends
with the next technology arrival. Following the tradition of the RBC literature, the model is
formulated in a discrete time framework.
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The model is analyzed in two versions: In the introductory chapter 2 the technology inven-
tions arrive as an exogenous stochastic process. This version offers an alternative mechanism
to the standard RBC mechanism for the generation of a cycle following an exogenous tech-
nology shock. Other than in the standard RBC mechanism, technology shocks do not shift
the whole production function. They are rare events and their initial impact on output is
very small. Due to a strong propagation mechanism, however, a small technology shock is
able to cause a full cycle. The mechanism addresses often mentioned criticism of RBC theory
that in order to generate sufficiently large and persistent cycles, large economy-wide shocks
are required, for which there is no empirical evidence (McCallum 1989, Stadler 1994).
In the model version analyzed in chapter 3 the arrival process of new technology inventions
is endogenous. In every period households divert a small amount from their consumption or
saving towards the financing of R&D. The probability of a technology invention occurring
is an increasing function of aggregate R&D expenditure in the whole economy. Thus the
model follows the above discussed Endogenous Cycle approach by Bental and Peled (1996)
and others. Compared with the discussed models it offers three advantages: Firstly, R&D
expenditure is an on-going activity. Although the level of aggregate R&D expenditure varies
slightly over the cycle, there is nothing like different phases, one with high research activ-
ity and one with very low or zero activity like in the models of Bental and Peled (1996),
Matsuyama (1999, 2001) and Wälde (2002). Secondly, R&D expenditure in the model is
procyclical. In a statistical analysis of G7 countries Wälde and Woitek (2003) find more
evidence for procyclicality than for countercyclicality which is a feature of most of the above
discussed endogenous Business Cycle models. Thirdly, the response of output and other vari-
ables following a technology shock is more gradual than in other models. Due to the vintage
capital structure the initial impact of a new technology is small. Only after the speed of
accumulation increases due to the new more productive capital vintage, the impact is seen
in the development of output. Apart from these improvements within Endogenous Business
Cycle theory, the present model has further valuable features: It generates a negative correla-
tion between output and the real interest rate. This is a stylized fact of Business Cycles that
most models fail to capture11. Moreover, long-run growth is without scale effects in both,
the level and the growth rate of output. This is a very desirable feature, since according to
Jones (1999) almost all endogenous growth models inherit scale effects of one or the other
type.
Part II of the thesis is concerned with the Poisson RBC model. As the name suggests,
this model is very much in the RBC tradition. However, it evolves in continuous time with
a Poisson process driving the technology shocks. Many authors have pointed out that in
the standard RBC framework aggregate fluctuations of observed size and persistence require
frequent autocorrelated economy-wide shocks for which there is no evidence: Mankiw (1989),
McCallum (1989), Stadler (1994), King and Rebello (1999). The Poisson RBC model is able
to address this criticism partly. Shocks are rather rare events, occurring not every quarter like
in the standard RBC approach, but only every 4-6 years. No autocorrelation of subsequent
shocks is necessary to generate persistence in output fluctuations and a single shock is able to
cause a full cycle. Thus the model offers improvements, by at the same time preserving the
basic assumption of exogenous shocks. The model is analyzed in four steps which correspond
11While other authors have achieved this before, they do this by introducing concepts like habit formation
in consumption, adjustment costs in capital accumulation or sticky prices, thus violating the basic RBC
paradigm of explaining everyting under perfect competition in general equilibrium without any rigidities.
This model preserves the RBC paradigm. (See chapter 3 for detailed discussion of literature)
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to the four chapters of the second part: Foundations for solving the optimal consumption
problem in chapter 4, presentation of the model and analytical solution in a special case in
chapter 5, numerical solution in the general case in chapter 6 and analysis of stochastic long-
term behavior in chapter 7. Although presented within part II and applied to the Poisson
RBC model, chapters 4 and 7 provide two methodical results which are quite general and
may be applied to various other models in economic theory.
Chapter 4 contains the methodical result about the necessity and sufficiency of the Bellmann
equation for a control problem with Poisson SDE. The solution of such a control problem
consists of the value function and an optimal policy function. The main theorem of the
chapter states two things: Firstly, value function and optimal policy function of the control
problem solve the Bellmann equation. This is the necessity part. Secondly, if a solution to the
Bellmann equation is available, this solution indeed corresponds to value function and optimal
policy function of the control problem. This is the sufficiency part. Both parts are important:
In the Poisson RBC model as well as in other applications, the necessity part allows the
derivation of a Keynes-Ramsey rule describing the development of optimal consumption.
The sufficiency part allows the verification of candidates for optimal policy function and
value function. This is used to verify the analytical solution of the Poisson RBC in a special
case in chapter 5. The proof of the main theorem uses the change of variable formula for
Poisson SDE as established by Garcia and Griego (1994). Further it relys on ideas from
Kushner and Dupuis (1992) and Duffie (1992), but extends their results, since they consider
only a finite time horizon. Under infinite time horizon, Dempster (1991) following the work
of Davis (1994) has proved a similar theorem for the whole class of piecewise deterministic
processes. This class also includes pure Poisson processes, but the result requires stronger
technical restrictions (explained in chapter 4) than is the case for the theorem presented here.
Chapter 5 introduces the Poisson RBC model and presents various results, the most important
of which is the analytical solution in a special case. It requires that the production elasticity
of capital in the Cobb-Douglas production function α equals the inverse of the intertemporal
elasticity of substitution for consumption σ. The result is a generalization of the well-known
result for a deterministic Ramsey model that there exists a unique linear optimal consumption
policy (see e.g. Xie (2002)), to the here presented stochastic Poisson model. In another result
an invariance property of possible solutions is established which determines that all possible
analytical solutions have to be of a special form.
Chapter 6 presents an innovative numerical solution method for the Poisson RBC model in
the general case. The standard method for numerical solution of RBC models due to King,
Plosser and Rebelo (1988) fails when applied to the Poisson RBC model, because the steady
state and the zero-motion line for consumption are path-dependent. The system dynamics
are described by a delay differential equation (DDE). That means, where the system moves
to, depends on the path where it came from, or more precisely to where it will jump back, if
a jump in the Poisson process occurs. Thus the steady state can not be calculated a priori
and the new numerical solution method is necessary. It is based on the method of steps
for functional differential equations described by Hale (1971) modified to the case of a delay
differential equation (DDE) with a single multiplicative delay argument. The method extends
a similar algorithm by Boucekkine, Licandro and Paul (1997), since not only approximations
are provided, but also enveloping paths for the optimal path and boundaries for the steady
state. This allows to measure the accuracy of the approximations.
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Chapter 7 looks at the Poisson RBC model in a different way. It analyzes the long-term
equilibrium distributions of the stationary variables. In the special case of chapter 5 a
methodical result about a delay extension to the Pearson System allows to specify analytical
expressions for the density functions of these distributions and the balanced growth path of
the model. The members of the Pearson System, which include the Normal, the Exponential,
the Gamma and the Beta distribution, are defined by the fact that their density functions
solve a certain differential equation, the Pearson equation. The methodical result of chapter
7 is the following: If under the parameter combination under which the Beta distribution
arises as solution to the Pearson equation, this equation is extended by a multiplicative delay
term, the resulting solution is a density function which corresponds to an extended Beta
distribution. It is then shown that the above mentioned long-term equilibrium distributions
are of this extended Beta type. The proof of the result requires a Kolmogorov Forward
equation for SDE with a linear multiplicative Poisson jump, which is a new approach in the
economic literature.
Part I
The Business Cycle Model with
Embodied Technological Change
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Chapter 2
The Business Cycle Model with
Embodied Technological Change - The
Case with Exogenous Inventions
2.1 Introduction
Many Business Cycle models assume exogenous technology shocks as the source of fluctua-
tions. The most common approach is to model these shocks as discrete jumps in the level
of total factor productivity. This mechanism implies a shift of the production function and
hence a shift in the level of output. While the results from this type of models are generally
good in terms of their capability to match variances and covariances of observed economic
data (Prescott 1986), a major problem remains. As Stadler (1994) among others points out,
the match with observed data is only good in the production function shifting framework, if
the shocks are large and affect the whole economy. However, there is no evidence for such
economy wide large shocks. This chapter presents an alternative framework for exogenous
technology shocks. Shocks are so small that there is no initial impact on the level of output.
Cycles arise due to a strong propagation mechanism in the periods following a shock.
A shock in the present framework is the invention of a new technology which implies a higher
productivity than previous ones. However, the new technology requires a new vintage of
capital which at the time of the invention is not available in the economy. Hence the new
technology can not be used in the period following the shock and output remains unchanged.
Only after resources have been channelled to build up a stock of the new capital vintage,
the productivity gain of the new technology can be realized. Technology inventions occur
in the economy with a fixed probability every period. Each invention triggers a strong,
many periods lasting rise in aggregate investment. This increases first output and later
consumption. The economy experiences a boom with all variables growing above their trend.
However, the growth rates of all variables continuously decline, since with a growing stock
of the new productive capital vintage marginal productivity from additional units decreases.
Eventually, output and later consumption growth fall below their trend. This phase is a
recession in the current framework. It ends with the next technology invention. The length
and intensity of booms and recessions depend on the timing of shocks. Since the timing is
stochastic, the model allows for a great variety of cycles.
A model where technological change is partly embodied in capital and partly sector-neutral
was presented by Greenwood, Hercowitz and Krusell (2000). The authors compare the im-
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pact of the two forms of technological change on the fluctuations of aggregate output. By
calibrating their model to U.S. data they find that the embodied form can account for about
30% of output fluctuations. This suggests that embodied technological change as proposed
here is an important factor in understanding Business Cycles. The shock and propagation
mechanism in the model of Greenwood et al. is similar to the model presented in this chapter.
A shock does not affect the level of output in the current period. Rather it raises the return
from investment into new capital goods. This results in a higher capital stock and hence in
a higher level of output in the following period. The difference is that in Greenwood et al. a
shock occurs every period.
The model is formulated in the tradition of optimal consumption in discrete time. The main
methodical result is the existence of a unique optimal consumption policy. This extends the
well-known result by Brock and Mirman (1972) about the solution of a Ramsey model in
discrete time with exogenous shocks and standard capital to the case with vintage capital.
The model presented in this chapter is the exogenous version of the Business Cycle model
with embodied technological change. It shares many elements and properties with the en-
dogenous version studied in the following chapter, in particular the vintage capital structure
which yields the very gradual change of output in response to a technology shock. Since
its structure is more simple, it allows to focus on the common elements and properties and
leave the added complexity of the endogenous invention mechanism for the next chapter.
The optimization problem of choosing consumption is formulated and solved assuming a
central planer, who takes the consumption/saving decision socially optimal on a macro-level
and then divides aggregate consumption equally among all households. The central planer
also allocates labor to the different sectors of the economy optimizing sectorial marginal
productivities. The results achieved are equivalent to the case with households optimizing
individually and workers choosing their sector according to the wage paid. This is shown in
the next chapter, where the model is more general and includes the present one as a spe-
cial (exogenous) case. There, all results are achieved using a decentralized formulation with
individual optimal decisions.
The remainder of this chapter is organized as follows: Section 2 introduces the model and
develops an aggregate formulation for the vintage capital structure. Section 3 presents the
methodical result about existence and uniqueness of an optimal consumption policy. From
this a difference equation capturing the dynamics of optimal consumption is derived. Section
4 describes the development of the economy as a movement along temporary optimal paths
towards temporary steady states. Each new technology invention causes a jump onto a new
path which allows higher levels of consumption. In section 5 it is shown that all cyclical
behavior of the economy can be described by a representative path that belongs to a reduced
system of the economy. The reduced system is stationary, all variables stay within bounded
intervals. From the representative path all temporary optimal paths can be obtained by a
simple transformation. The section also discusses in detail, how cycles arise in the model and
how they can be characterized. The final section 6 presents a numerical approximation of
the representative path which allows approximation of the steady state and simulation of the
model. Both, numerical approximation and simulation are implemented in a Mathematica
program. The programming code is in the Appendix.
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2.2 The Model
Output can be produced employing different vintages of physical capital that are associated
with different technologies. A new technology requires a new vintage of capital. This can be
thought of a new generation of machines or production plants which are more productive by
using a new technology. At any time t there are qt different vintages of capital available in
the economy. For vintage j the amount of capital of this vintage in the economy at time t
is denoted by Kj,t. A sector of the economy consists of all firms or parts of firms producing
output with the same technology using the same vintage of capital. Labor is constant at L
and allocated to the sectors of the economy by the central planer who optimizes the allocation
of labor according to the marginal productivities in the different sectors. The amount of labor
allocated to sector j working with capital of vintage j at time t is denoted by Lj,t. There is no
voluntary or involuntary unemployment. Hence the labor market constraint L =
∑qt
j=1 Lj,t is
always satisfied with equality. Technological progress is labor augmenting. The technology
associated with capital of vintage j yields a productivity of Aj where A > 1 is a constant.
Producing output with a newer technology (a higher j) is more productive. Output in sector
j is given by1
Yj,t = K
α
j,t(A
jLj,t)
1−α , α ∈ (0, 1) (2.1)
Aggregate output of the economy is the sum of all sector outputs:
Yt =
qt∑
j=1
Yj,t (2.2)
The production technology given by (2.1) and (2.2) applies to both, producing consumption
goods, and producing new capital goods of any available vintage. There is a linear trade-
off between the different types of output. This follows the approach of Evans, Honkapohja
and Romer (1998) and Romer (1987) and yields that investment is channeled into the most
advanced vintage only. The expenditure side of output is therefore
Yt = Ct +
qt∑
j=1
Ij,t = Ct + It
where Ij,t is investment into new capital goods of vintage j, It is aggregate investment and Ct
is aggregate consumption. Since capital goods of newer vintages have a higher productivity,
but require the same resources to be constructed, investment flows only into the newest
available vintage: It = Iqt,t and Ij,t = 0 , j = 1, ..., qt − 1.
All good markets in the economy are always in equilibrium, there is perfect competition and
prices adjust immediately. Each vintage of capital depreciates with the constant rate δ. The
older vintages continue to be used for production, but since no new investment is made, their
1It is well known that in the neoclassical growth model a long term equilibirum only exists if technological
progress is labor-augmenting (or Harrod-neutral). If a Cobb-Douglas production function is considered,
however, all three forms of technological progress (Hicks-neutral, Harrod-neutral and Solow-neutral) are
equivalent. This result which can be found for example in Barro and Sala-i-Martin (1998) applies to all
models of the thesis. They all assume a Cobb Douglas technology, but to allow for more general settings,
techological progress is always formulated as labor-augmenting.
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share diminishes over time due to depreciation:
Kj,t+1 = (1− δ)Kj,t for j = 1, ..., qt − 1 (2.3)
Kj,t+1 = (1− δ)Kj,t + It for j = qt
Kj,t+1 = 0 for j = qt + 1
The arrival of new technology is stochastic and exogenous. The probability law governing
the arrival of new technologies can not be altered by decisions taken inside the economy. In
each period t the value of the random variable st indicates, wether at the begin of the period
a new technology arrives or not: st = 1 means arrival, st = 0 means no arrival. The random
variables s0, s1, ... are independent from each other and identically Bernoulli distributed with
parameter θ ∈ (0, 1). The events "arrival" and "non-arrival" in period t are independent of
any events in the periods before or after t. The probability of a new arrival is θ in every
period. The number of available technologies is given by the increasing process (qt) defined
by q0 = 1 and
qt =
t∑
h=1
st = qt−1 + st =
{
qt−1 + 1 with probability θ
qt−1 with probability 1− θ
}
, t ≥ 1 (2.4)
The central planer maximizes production by optimally allocating labor to the different sectors
of the economy. The marginal product of labor allocated to sector j is
wj,t =
∂Yj,t
∂Lj,t
= (1− α)Aj(1−α)(
Kj,t
Lj,t
)α
Labor is allocated by the central planer such that the marginal product is equal in all sectors.
If this is not the case, then a higher level of output could be achieved by choosing a different
allocation. From the equality of marginal products w1,t = ... = wqt,t it follows (see Appendix
1) that the optimal allocation of labor to sector j is given by
Lj,t =
BjKj,t
Kt
L
with
Kt =
qt∑
j=1
BjKj,t and B := A
1−α
α (2.5)
The factor B is the productivity factor of capital. For every vintage j the term Bj captures
the relative productivity of this vintage. This can be seen from the marginal productivity
zj,t of capital of vintage j obtained from the production function (2.1):
zj,t =
∂Yj,t
∂Kj,t
= α(
AjLj,t
Kj,t
)1−α
Inserting the optimal labor allocation Lj,t gives
zj,t = α(
L
Kt
)1−α ∗Bj
Hence the marginal productivity of different capital vintages under optimal labor allocation
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is equal except for the term Bj. In other words: Capital of vintage j > i is Bj−i times
more productive than capital of vintage i. The term Bj captures the relative productivity of
vintage j.
The value Kt is the aggregate capital index, it is a productivity weighted sum of all capital
stocks. Capital goods of vintage j carry the weight Bj, their relative productivity.
Aggregate output Yt in the economy is dependent of the number of available technologies qt,
the stocks of the capital vintages K1,t, ..., Kqt,t and the amounts of labor L1,t, ..., Lqt,t allocated
to the different sectors. The aggregate capital index Kt summarizes these variables such that
aggregate output in the economy is a function of Kt only. It is shown in Appendix 2 that
aggregate output is given by
Yt = K
α
t L
1−α
Combining the investment and depreciation rules (2.3) for the single capital stocks with
the definition of the aggregate capital index (2.5), the following resource constraint for the
economy can be deduced. The derivation is in Appendix 3.
Kt+1 = (1− δ)Kt +B
qt(Yt − Ct) (2.6)
The preferences of the central planer are represented by an instantaneous utility function u
and a time preference rate ρ > 0 for intertemporal substitution of consumption. At any time
t the central planner chooses the whole sequence {Cs : s = t, t+1, ...} of future consumption
levels for the economy in an optimal way. The sequence of future consumption levels can
be described by a (stationary) consumption policy φ. This policy is a function of the state
variables which are the aggregate capital index Kt and the number of available technologies
qt. For each set of state variables xt = (Kt, qt), a consumption policy φ returns the value
for aggregate consumption by Ct = φ(Kt, qt). This is the control variable. The optimization
problem for the central planner is to find an optimal consumption policy. That is one which
maximizes expected discounted total utility from the future consumption sequence. If Φ
denotes the set of all admissible (stationary) consumption policies, the optimization problem
can be formulated as follows:
V (xt) = max
φ∈Φ
Eφt
∞∑
s=t
ρs−tu(Cs) subject to (2.6) (2.7)
The state variables Kt and qt develop according to the resource constraint (2.6) and (2.4). A
solution to the optimization problem2 is a pair (V, φ), where V is the value function and φ
is an optimal policy, i.e. a policy such that the maximum in (2.7) is attained for every state
2The expectation operator Eφt has to be understood as follows: Expectation is with respect to the policy
φ and all information available at time t. That means the values of the current state variables xt = (Kt, qt)
are known and the control variable consumption Ct is determined using the policy φ by Ct = φ(Kt, qt). An
equivalent formulation is Eφxt .
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xt. The instantaneous utility function u shall be of standard CES form
3:
u(C) =
C1−σ − 1
1− σ
, C ∈ [1,∞)
where the constant σ > 0 is the inverse of the intertemporal elasticity of substitution and
may be larger or less than one4.
2.3 Solution of the Optimization Problem
In this section the existence of a unique solution (V, φ) to the optimization problem (2.7) is
established. From the resulting optimality equations the dynamics of all aggregate variables in
the economy can be derived. The approach to show existence and uniqueness is to transform
the optimization problem (2.7) in such a way that the state variables xt = (Kt, qt) no longer
include the increasing stochastic process (qt) but instead the random variables st which are
independent identically distributed. For problems of this kind existence and uniqueness
theorems are available in the literature by Brock and Mirman (1972) for the i.i.d. case and
Donaldson and Mehra (1983) for the more general stationary Markov chain case. Applying
these results guarantees existence and uniqueness of an optimal policy φ̂ for the transformed
problem dependent on the stochastic realization of st. In the next step an invariance property
of the solution φ̂ is established. This then allows to show the existence of a unique optimal
policy φ for the original problem (2.7) which is defined in terms of φ̂, but is independent of st
and only dependent on the original state variables xt = (Kt, qt). These steps form the proof
of the following theorem. The details are in Appendix 4.
Theorem 2.1 There exists a (unique)5 solution (V, φ) to the optimization problem (2.7).The
value function V satisfies the following Bellmann equation
V (Kt, qt) = max
Ct
{u(Ct) + ρE
φ
t V (Kt+1, qt+1)}
and the optimal policy function φ gives the maximizing values by Ct = φ(Kt, qt).
In the following the optimal policy function φ(Kt, qt) will alternatively be denoted by c(Kt, qt)
6.
The optimal consumption value is then given by
Ct = c(Kt, qt)
3Instead of CES, this form is sometimes refered to as CIES. The accronyms stand for constant (intertem-
poral) elasticity of substitution. In the neoclassical growth model a long term equilibirum with constant
growth rate of consumption only exists if the intertemporal elasticity of substitution is asymptotically con-
stant. Therefore most models based on the neoclassical growth model, including the ones presented in this
thesis, use instantaneous utility functions of the CES form, where the intertemporal elasticity of substitution
is constant and equals 1/σ. A special case of the CES utility function is u(c) = log(c) obtained for σ→ 1.
4For all σ > 0 the utility function u(C) is bounded below on its definition interval [1,∞). In the case
σ > 1 it is moreover bounded above.
5Uniqueness in the case σ > 1.
6The use of φ makes the comparison with the more general setting in chapter 3 easier. The use of c
indicates that the function represents optimal consumption.
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As a result of Theorem 2.1 a difference equation describing the development of optimal
consumption Ct can be derived. Together with the resource constraint this equation captures
all dynamics of the economy. Both equations are completely deterministic with respect to
time t and do not include any random variables.
Before stating the result some new notation is necessary. Given Kt and qt the level of the
aggregate capital stock Kt+1 in period t + 1 is deterministically determined by the resource
constraint (2.6). The level of optimal aggregate consumption Ct+1 in period t+1 is a random
variable which may take two values depending on wether a new technology arrives (st+1 = 1)
or not (st+1 = 0). The two values can be expressed by the optimal consumption policy c as
Ct+1 = c(Kt+1, qt) and Ct+1 = c(Kt+1, qt + 1)
where the upper dash value indicates the arrival case and the lower dash value the non-arrival
case. Both values Ct+1 and Ct+1 are deterministically determined given Kt and qt. The proof
of the following Lemma is in Appendix 5.
Lemma 2.2 The development of the economy is described by the following deterministic
difference equations:
Kt+1 = (1− δ)Kt +B
qt(Yt − Ct) (2.8)
C−σt = θρ(1 + rt+1)C
−σ
t+1B
−1 + (1− θ)ρ(1 + rt+1)C
−σ
t+1 (2.9)
where
rt+1 = αBB
qt(L/Kt+1)
1−α − δ and rt+1 = αB
qt(L/Kt+1)
1−α − δ
2.4 Temporary Optimal Paths and Temporary
Steady States
2.4.1 The Deterministic Case with Constant Technology
In the following a brief analysis of a deterministic economy with qt = q constant is conducted.
The results give valuable insights for understanding the stochastic economy. According to
Lemma 2.2 the deterministic economy is completely described by the following two equations
Kt+1 = (1− δ)Kt +B
q(Yt − Ct)
Ct+1 = ρ
1/σ[1 +Bqα(
L
Kt+1
)1−α − δ]1/σCt
It was shown by Brock and Mirman (1972) that given an initial capital stock K0 there
is exactly one initial consumption level C0 and unique optimal consumption policy c with
Ct = c(Kt) such that the path (Kt, Ct) converges to a steady state (K
∗, C∗). The steady
state (K∗, C∗) can be calculated setting Kt+1 = Kt and Ct+1 = Ct and inserting into the
above equations. Some basic calculation yields:
K∗ =
(
ρ−1 − 1 + δ
BqαL1−α
) 1
α−1
and C∗ = K∗αL1−α −
δ
Bq
K∗
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For any initial consumption level below C0 the path (Kt, Ct) attains a maximum before
reaching the steady state and turns right downwards; for any level above C0 it diverges left
upwards. This behavior is illustrated in the following picture, where the three possible path
behaviors in the (K,C)-plane are shown. The optimal path c starts at C0 and leads to the
steady state. The dotted lines are the zero motion lines for capital and consumption defined
by the above two equations. The steady state lies at their intersection point.
K
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Optimal Path and Steady State in the Deterministic Economy
A higher level of technology q allows a higher level of consumption in the long-term. From
the above expression for the steady state it can be derived (see Appendix 6) that for different
levels of technology q the steady states are connected by the following rule:
K∗q+1 = A
1/αK∗q and C
∗
q+1 = AC
∗
q
Hence an increase in the level of technology by 1 shifts the steady state value for consumption
by the factor A. In the next section it is shown that this relationship is also valid between
the temporary steady states of the stochastic economy.
2.4.2 The Stochastic Case
Now the stochastic economy is considered again, where the level of technology qt changes
according to the specified stochastic rule (2.4). Since qt takes only discrete integer values,
it is convenient to split the optimal consumption policy function c(Kt, qt) into a collection
of functions {c(Kt, n) : n = 1, 2, ...} of the aggregate capital stock Kt only. Each of these
functions c(., n) can then be visualized as an increasing path in the 2-dimensional (K,C)-
plane like in the above illustration of the deterministic economy. The state of the economy
is completely described by a point on one of these paths. For example suppose at some time
t the aggregate capital index is Kt and there are qt = n available technologies. The optimal
value of consumption Ct is then the point of the nth path c(., n) at position Kt.
The behavior at times of technology arrival and at non-arrival times is as follows: Suppose
in t+ 1 no new technology arrives. Then Kt+1 is according to (2.8) and Ct+1 is determined
by the c(., n) path at position Kt+1. If no further technology inventions occur, the economy
moves along this path towards the steady state associated with technology level qt = n.
The path c(., n) is the temporary optimal path of the economy. It is optimal as long as the
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technology level does not change. The steady state associated with technology level qt = n
is the temporary steady state (K∗n, C
∗
n). As long as the technology level does not change
the economy converges to this point. Now suppose that in t + 1 a new technology arrives.
Again Kt+1 is according to (2.8) but Ct+1 is now determined by the next temporary optimal
path c(., n+1) at position Kt+1. The economy jumps onto the next temporary optimal path
c(., n + 1) and will move along this towards the new temporary steady state (K∗n+1, C
∗
n+1)
until the next technology arrival. Then it jumps onto the c(., n+ 2) path and so on.
The growth of output in this model depends solely on the speed of capital accumulation. This
in turn depends on the marginal productivity of an additional unit of capital of the newest
vintage zqtt = αL
1−αKt
α−1 ∗ Bqt. After a technology arrival, this marginal productivity is
distinctly higher, since qt rises by one and Kt remains more or less unchanged initially. Hence
the speed of capital accumulation and with it the growth of output is above trend after a
technology arrival. With rising Kt however, the marginal productivity starts declining again
which slows down capital accumulation and output growth. Eventually, both fall below their
trend. With the set of temporary optimal paths this behavior is described as follows: After
the economy jumps onto a new temporary optimal path, the deterministic movement along
this path towards the right is initially fast. Getting further to the right, however, the speed
of movement declines steadily and gets very slow7 when approaching the temporary steady
state. High speed of capital accumulation corresponds to fast movement along the temporary
optimal paths. A technology arrival corresponds to a jump onto a new path.
The following graphic is obtained from a numerical approximation described in a later section.
It shows seven subsequent temporary optimal paths. The right end points are the temporary
steady states. It is easy to see that initially a higher optimal path may yield a lower level
of consumption. But in the in the long-term it allows higher levels. The reason is that
with more technologies available after a new arrival the economy is under-capitalized at its
present capital stock. Then it is optimal to replace consumption by more investment to
built up the capital stock. In the long-term, however, a temporary steady state of higher
technology level leads to more consumption, since the associated temporary steady state has
higher equilibrium values for both capital and consumption.
c(Kt,1) c(Kt,7)
K
C
Optimal paths c(Kt, n) for n = 1, .., 7
7As in all models based on the neoclassical growth model the speed of convergence towards the steady
state becomes so slow, that it is never reached. This theoretical fact however plays no role here, since sooner
or later the economy jumps onto a new temporary optimal path and experiences another period of strong
growth.
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Other than in the deterministic case discussed above it is not possible to obtain closed-
form expressions for the temporary steady states. The optimal consumption decision in the
stochastic economy is more complex, since it has to take the probability of a technology
arrival into account. This added complexity is represented by the additional variable Ct+1 in
the system (2.8) + (2.9). This system defines the temporary steady states when setting and
inserting Kt+1 = Kt = K
∗
n and Ct+1 = Ct = C
∗
n. But there is a third variable, the optimal
steady state consumption level after a technology arrival C∗n. Hence the system (2.8) + (2.9)
is not sufficient to solve for all variables. The temporary steady states (K∗n, C
∗
n) can not be
calculated. However, all consumption values are given by the optimal policy c. In particular
the steady state values by
C∗n = c(K
∗
n, n) and C
∗
n = c(K
∗
n, n+ 1)
Hence the temporary steady states (K∗n, C
∗
n) can be calculated once the temporary optimal
paths are known. A later section describes how the temporary optimal paths can be approx-
imated numerically. This then allows a numerical approximation of the temporary steady
states.
Although no closed-form expressions for the temporary steady states are available, it is
possible to derive the following important property which is a prerequisite for later numerical
approximation:
Lemma 2.3 The temporary steady states of the stochastic economy are connected through
the following rule:
K∗n+1 = A
1/αK∗n and C
∗
n+1 = AC
∗
n n ∈ N (2.10)
Not only the temporary steady states are connected to each other by the rule (2.10). The
next Lemma shows that indeed all temporary optimal paths can be mapped into each other
by this rule:
Lemma 2.4 If (Kt, Ct) is a point on the temporary optimal path c(., n), then
(A1/αKt, ACt) is a point on the temporary optimal path c(., n+ 1).
The proofs of the last two Lemmatas are special cases of the proof of Theorem 3.3 given in
Appendix I.2 of chapter 3.
2.5 The Cyclical Behavior of the Economy
The last results about the connection between the different temporary optimal paths and
the steady states allows to separate the description of cycles and long-term growth in the
economy. Long-term growth is determined by the rate of technology arrivals. From the
growth perspective only the level of technology qt is of interest at a given time t, i.e. the
question on which temporary optimal path the economy is currently residing. At which
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position on this path the economy exactly is, is not of interest. If the aim is to describe the
cycles, then the opposite is true. The crucial question from the cycle perspective is at which
position the economy is on its current temporary optimal path and how it moves along it
within the next few periods.
The last results allow to reduce this question to one representative optimal path ĉ. Formally
this path is the temporary optimal path belonging to zero8 level of technology qt = 0. More
insightful, however, is the connection of the path ĉ with a reduced system of the economy in
stationary variables which completely abstracts from the number qt of available technologies.
Analyzing the representative optimal path in the reduced system allows to study the cyclical
behavior of the economy.
2.5.1 The Representative Path and the Reduced System
From the last Lemma it follows that the transformation
Ĉt = A
−nCt and K̂t = A
−n/αKt for n ∈ N
maps all temporary optimal paths {c(., n) : n ∈ N} into the path ĉ = c(., 0) and all temporary
steady states {(K∗n, C
∗
n) : n ∈ N} into the steady state (K̂
∗, Ĉ∗) = (K∗0 , C
∗
0 ). These two,
optimal path ĉ and steady state (K̂∗, Ĉ∗), capture all relevant information about the cyclical
behavior of the economy. If the path ĉ or an approximation of it is known, then all temporary
optimal paths {c(., n) : n ∈ N} or approximations of them are given by
c(Kt, n) = A
nĉ(KtA
−n/α) , n ∈ N
Further given a state (Kt, qt) of the economy the optimal consumption value Ct can be
obtained from ĉ by
Ct = A
qt ĉ(KtA
−qt/α) (2.11)
The function ĉ and the steady state (K̂∗, Ĉ∗) belong to the reduced system of the economy
which is obtained by applying the above transformation for n = qt to the equations (2.8) and
(2.9) in Lemma 2.2. The equations describing the reduced system in deterministic form are:
K̂t+1 = (1− δ)K̂t + K̂
α
t L
1−α − Ĉt] (2.12)
K̂t+1 = A
−1/α[(1− δ)K̂t + K̂
α
t L
1−α − Ĉt] (2.13)
Ĉ−σt = θρ(1 + r̂t+1)B
−1A−σĈ
−σ
t+1 + (1− θ)ρ(1 + r̂t+1)Ĉ
−σ
t+1 (2.14)
r̂t+1 = α(L/K̂t+1)
1−α − δ and r̂t+1 = α(L/K̂t+1)
1−α − δ
where again upper dash values indicate the arrival case and lower dash values indicate the
non-arrival case (the derivation is a special case of Appendix I.3 in chapter 3). The variables
of the reduced system are stationary. The function ĉ is dependent on K̂t only and gives the
8The path ĉ is just a theoretical construct to describe the cyclical behavior of the economy in a stationary
system. It never actually describes the state of the economy, since qt is always an integer number larger or
equal than one.
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optimal consumption9 values according to
Ĉt = ĉ(K̂t) , Ĉt+1 = ĉ(K̂t+1) , Ĉt+1 = ĉ(K̂t+1)
The behavior of the economy at arrival and non-arrival times of technology can be described
in the reduced system. Suppose the state of the economy is such that the reduced system
is in the point (K̂t, Ĉt) on the optimal path ĉ and in t+ 1 no new technology arrives. Then
capital grows according to (2.12) and optimal consumption Ĉt+1 is obtained from the path ĉ
at position K̂t+1. Since K̂t+1 > K̂t
10 the economy moves along the optimal path ĉ towards
the steady state (K̂∗, Ĉ∗). This deterministic movement continues as long as no technology
invention occurs. Now suppose that in t+ 1 a new technology arrives. Then capital is given
according to (2.13) and optimal consumption Ĉt+1 is obtained from the path ĉ at position
K̂t+1. The value of capital after a technology arrival is A
−1/α times the value as if there was
no arrival. Hence capital and consumption jump backwards along the optimal path ĉ. The
jump in capital is fairly large. With parameters A = 1.05 and α = 0.3 which is the choice
used in the later simulation the jump size is about 15% of the value of capital. The jump
size in consumption depends on the steepness of the optimal path ĉ. The following graphic
shows a numerical approximation of this path.
K^
C^
Optimal path ĉ
The position of the economy on the path ĉ determines wether it is in a boom or in a recession11.
Growth of output it solely determined by the speed of capital accumulation. If the economy
is far on the right of the path ĉ, already fairly near the steady state, the speed of capital
accumulation is low. The level of capital is already high given the current technology and
thus marginal productivity from additional units is low. In such a position on the path ĉ the
economy is in recession. The situation is different, if the economy is further on the left on the
path ĉ. Then the capital stock is relatively low given the current technology. Thus marginal
productivity from additional units of capital is high and the speed of capital accumulation is
high as well. In this position the economy is in a boom. Since a technology arrival causes a
jump to the left along the optimal path, it initiates a boom. The vintage capital structure of
the model, however, provides that the boom materializes very gradually. There is no jump
9In the following the stationary variables Ĉt and K̂t will loosely be refered to as consumption and capital.
10This is the case when net investment is larger than zero.
11As always in this thesis boom and recession are understood as phases with above and below trend growth
of output.
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in the level of output. The long-term perspective of cyclical behavior moreover asks the
following questions: At which position on the optimal path ĉ is the economy on average?
In what interval does it spend most of the time? How is the degree of fluctuation. These
questions concern the long-term probability distributions of the stationary variables. They
are dealt with in chapter 7 for a model in continuous time.
2.5.2 The Propagation Mechanism for Cycles
The main advantage of the present model is its propagation mechanism for cycles due to
the vintage capital structure. Technology arrivals cause a boom in the economy. Other
than in most models with exogenous technology shocks, e.g. the RBC models following
the approach of Kydland and Prescott (1982) and Long an Plosser (1983), the response of
output here is not a jump to a new level, but a very gradual increase. This results from
the fact that a new technology does not improve the productivity of all available capital in
the economy. It only allows the accumulation of a new vintage of capital, which inherits
the improved productivity. The productivity of the old capital vintages remains unchanged.
Hence in the period of the technology arrival output does not change at all. There is only
a substitution from consumption towards investment. During the next periods following a
technology arrival investment and thus the speed of capital accumulation is high. A stock of
the new capital vintage builds up and the productivity improvement from the new technology
starts to be realized. This causes output to grow above its trend. In the following periods
capital accumulation slows down, since an increasing capital stock implies decreasing marginal
productivity from additional capital goods. Growth in output slows down accordingly and
eventually falls below trend.
There is a large amount of literature about different propagation mechanisms for cycles
reaching back to Frisch (1933). In RBC theory especially two mechanisms have been found
to lead substantial improvements to the basic model: Firstly, the indivisible labor approach
of Hansen (1985), which requires individuals to either work full time or not at all instead of
choosing the hours worked. And secondly, the introduction of varying capacity utilization by
Kydland and Prescott (1988). An overview is given in King and Rebelo (1999).
2.6 Numerical Approximation and Simulation
This section presents a method for numerical approximation of the representative path ĉ.
An approximation of ĉ allows four things. Firstly, given a value of capital Kt and a number
of available technologies qt, the function ĉ returns the optimal level of consumption Ct by
(2.11). Secondly, all temporary optimal paths are mappings from the representative path ĉ
and hence can be obtained by the approximation. Thirdly, with the numerical approximation
of ĉ it is possible to obtain an approximation for the steady state (K̂∗, Ĉ∗). This in turn
gives the values of all temporary steady states by the rule (2.10). Finally, having found an
approximation for ĉ allows simulation of the model.
The algorithm for the numerical approximation uses the idea of a self-improving interpolating
function pt. Initially this function pt is just a linear function between the origin and a point
(K̂0, Ĉ0) that has to be chosen in advance. The iteration step of the algorithm then does the
following: Given a collection of points Zt = {(K̂s, Ĉs) : s = 0, ..., t} let pt be the interpolating
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function through these points and the origin. Calculate the values K̂t+1 and K̂t+1 from
equations (2.12) and (2.13) and let
Ĉt+1 = ĉ(K̂t+1) = pt(K̂t+1)
This is possible since 0 < K̂t+1 < K̂t for "normal" parameter values and hence K̂t+1 lies
within the range of definition for the interpolating function pt. The next step is to calculate
the value of Ĉt+1 by solving equation (2.14). Then all variables of period t+1 are determined.
Finally, set K̂t+1 = K̂t+1 and Ĉt+1 = Ĉt+1 which is the assumption of no technology arrival
and add the point (K̂t+1, Ĉt+1) to the collection Zt. In the next iteration step a new inter-
polating function pt+1 is used. Since there are more and more data points in the collection
Zt, the interpolating functions become better and better
12.
If repeated N times, the above algorithm yields an approximation p = pN for the optimal
path ĉ which already comes very close to the steady state (K̂∗, Ĉ∗). The hard task within
the algorithm is to choose the initial Ĉ0 appropriately. Given K̂0 there is only one such
initial consumption level such that the point (K̂0, Ĉ0) is on the optimal path ĉ leading to
the steady state. Hence this task is numerically impossible. The best one can hope for, is
to find a good approximation for the true initial consumption value such that the resulting
approximation p for the optimal path ĉ is good in the sense that it comes close to the steady
state before diverging. All approximation paths will either attain a maximum and turn right
downwards or diverge left upwards before reaching the steady state. This is the same behavior
as was illustrated above in the case of the deterministic economy with constant q. In the
implementation the initial consumption value is determined by a shooting technique which
is described in chapter 6 and may also be found in the programing code for this numerical
algorithm in the Appendix of this thesis. The verification, wether the approximation p is in
fact close to the true optimal path ĉ is not the focus of this chapter. This is accomplished in
chapter 6 for a model in continuous time, where error bounds measuring the accuracy of the
approximation are derived.
The steady state (K̂∗, Ĉ∗) lies at the intersection of the zero-motion lines for capital and
consumption. The zero motion line for capital is a function g which can be obtained from
(2.12) setting K̂t+1 = K̂t = K̂
∗. It is
g(x) = L1−αxα − δx
The zero-motion line for consumption can be obtained form (2.14) setting Ĉt+1 = Ĉt = Ĉ
∗.
This gives
Ĉ∗ = (
θβ(1 + r̂∗)
1− (1− θ)β(1 + r̂∗)
)−
1
σAB1/σĈ∗
where K̂∗ = A−1/αK̂∗ and r̂∗ = α(K̂∗)α−1L1−α − δ. Since no expression for Ĉ∗ is available,
the zero-motion line for consumption can not be expressed independently from the optimal
12Alternative ways of defining the interpolating functions are: Taking only the last point of Zt and the
origin for interpolation, this is a linear interpolation. Taking the last two points of Zt and the origin for
interpolation, this is a quadratic interpolation. Taking the last m points of Zt and the origin for interpolation,
this is a polynomial interpolation of degree m. The last strategy is good to reduce dependence on points at
the start of the approximation, where the error level might be high.
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path ĉ. It is path dependent. If the path is known, then Ĉ∗ = ĉ(K̂∗) and the zero-motion
line is given by
f(x, ĉ) = (
θβ(1 + α(A−1/αx)α−1L1−α − δ)
1− (1− θ)β(1 + αxα−1L1−α − δ)
)−
1
σAB1/σ ĉ(A−1/αx)
The path approximation p provides an approximation f(x, p) for the zero-motion line for
consumption. The zero-motion line for capital g is independent of the approximation path
p, but the zero-motion line for consumption f(., p) depends on it. Hence the intersection of
both is only an approximation for the steady state (K̂∗, Ĉ∗). Clearly the approximation is
better the closer the approximation function p is to the true optimal path ĉ. In the numerical
solution algorithm in chapter 6 an envelope result is presented, which generates lower and
upper boundaries for the true steady state.
Using the approximation p for the optimal path ĉ, the model can be simulated as follows: A
random realization of (s1, s2, ..., sn) determines the sequence (q1,q2,..., qn). Starting with an
initial value for K0 a sequence {(Kt, Ct, Yt) : t = 1, ..., n} can be calculated, where Ct is given
by (2.11), Yt by the aggregate production function, and Kt+1 by (2.8). This simulation to-
gether with the numerical approximation of the optimal path ĉ and the steady state (K̂∗, Ĉ∗)
described above was implemented in a Mathematica program. The programming code is in
the Appendix of this thesis.
The following graphics show the results of a simulation over 200 quarters for the time paths
of output with application of the HP-filter13. The first graphic shows the original data for
output obtained from the simulation. The second graphic shows the cyclical component of
output resulting from HP-filtering. As was pointed out before, the main advantage of this
model with embodied technological change is that the development of output is very gradual
and that there are no jumps. This property is very evident in the simulation results.
Time Path of Output Yt
13For more on the HP-filter see the excursus about RBC theory in chapter 5.
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Time Path of Cyclical Component of Output Y ct
As can be seen from the development of the cyclical component various forms of cycles
can arise depending on the timing of the technology arrivals. The final graphic shows a
magnification of the rather large cycle between periods 135 and 165.
Cyclical Component of Output Y ct during a Typical Cycle
2.7 Conclusion
An alternative mechanism for the propagation of exogenous technology shocks in a com-
petitive economy was presented. Rather than shifting the whole production function, the
increased productivity following a technology shock applies only to a new vintage of capital.
Since this new vintage may only be accumulated after the shock, the response of output
following a technology shock is very gradual. Shocks are very small, but a single shock is
able to cause a full cycle.
This mechanism addresses a widely mentioned criticism of models with exogenous shocks on
technology. In order to achieve sufficiently large and persistent output cycles, the shocks in
these models have to be large, highly persistent and affect the whole economy. Such shocks,
however, can not be found in economic data.
Although the simulation indicated that the model serves its purpose in achieving large and
persistent output cycles resulting from small and rare shocks, clearly there remains work to
be done. The model has to be calibrated appropriately and then simulated to check wether it
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is also able to match other Business Cycle facts. The model is very simple in its present form
and may be extended in many directions. First of all, the size of the productivity increase
from a technology invention could be stochastic instead of constant. Furthermore, the model
could include population growth and household decision on leisure. More complex extensions
which would leave the current research subject however, would be the introduction of demand
side aspects and money.
2.8 Appendix
Appendix 1: The Optimal Allocation of Labor
From the equality of marginal labor products wj,t in all sectors of the economy the optimal
allocation of labor Lj,t to each sector j can be deduced:
wi,t = wj,t ⇔ (1− α)A
i(1−α)(
Ki,t
Li,t
)α = (1− α)Aj(1−α)(
Kj,t
Lj,t
)α
⇔ (1− α)Ai(1−α)(
Ki,t
Li,t
)α = (1− α)Aj(1−α)(
Kj,t
Lj,t
)α
and further
⇔ Lαj,t = A
(j−i)(1−α)(
Kj,t
Ki,t
)αLαi,t
⇔ Lj,t = (A
1−α
α )(j−i)
Kj,t
Ki,t
Li,t = B
j−iKj,t
Ki,t
Li,t
where
B = A
1−α
α = A
1
α
−1
Inserting these values for Lj,t into the labour market constraint L =
∑qt
j=1 Lj,t gives
L =
qt∑
j=1
Lj,t =
qt∑
j=1
Bj−i
Kj,t
Ki,t
Li,t = B
−i Li,t
Ki,t
qt∑
j=1
BjKj,t︸ ︷︷ ︸
=:Kt
= B−i
Li,t
Ki,t
Kt
Rearranging yields the result
Li,t =
BiKi,t
Kt
L
Appendix 2: Aggregate Production in terms of Kt
Inserting the above found expression for the optimal allocation of labor Lj,t into the produc-
tion function described by (2.1) and (2.2) yields:
Yt =
qt∑
j=1
Yj,t =
qt∑
j=1
(Kj,t)
α(AjLj,t)
1−α =
qt∑
j=1
(Kj,t)
α(Aj
Kj,t
Kt
BjL)1−α
=
qt∑
j=1
Kj,t(AB)
(1−α)j(
L
Kt
)1−α =
qt∑
j=1
BjKj,t(
L
Kt
)1−α = Kαt L
1−α
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Appendix 3: The Resource Constraint of the Economy
The resource constraint (2.6) is deduced from the investment and depreciation rules (2.3)
for the single capital stocks and the definition of the aggregate capital index (2.5). Two
possible cases have to be considered: Technology arrival and non-arrival in period t+ 1. By
the definition of the aggregate capital index:
Kt+1 =
qt+1∑
j=1
BjKj,t+1 =
qt+1−1∑
j=1
BjKj,t+1 +B
qt+1Kqt+1,t+1
Now suppose in period t+ 1 no technology arrives. Then qt+1 = qt and
Kt+1 =
qt−1∑
j=1
BjKj,t+1 +B
qtKqt,t+1 =
qt−1∑
j=1
Bj(1− δ)Kj,t +B
qt(1− δ)Kqtt +B
qtIt
= Kt +B
qt(Yt − Ct)
Now suppose a new technology arrives in period t + 1 . Then qt+1 = qt + 1 and since
Kqt+1,t+1 = 0 (There is no capital of the newest vintage at the time of the technology arrival):
Kt+1 =
qt∑
j=1
BjKj,t+1 +B
qt+1Kqt+1,t+1 =
qt∑
j=1
Bj(1− δ)Kj,t +B
qtIt
= Kt +B
qt(Yt − Ct)
Hence in all cases (2.6) holds.
Appendix 4: Proof of Theorem 2.1
This section provides the proof of Theorem 2.1 for the case σ > 1, where u is bounded. It
is divided into 5 steps. The proof for the case σ ∈ (0, 1] is given in the next chapter. As
mentioned before, the endogenous model of the next chapter includes the current exogenous
one as a special case.
Step 1: Establishing the Transformed Problem
At any time t the value of qt is the sum of the non-stochastic part qt−1 and the i.i.d. stochastic
part st according to
qt = qt−1 + st
The variables for consumption and capital are now transformed in the following way:
Ĉt = A
−qt−1Ct and K̂t = A
−qt−1/αKt
This transformation generates a new vector of state variables which includes st instead of qt.
The vector is x̂t = (K̂t, st). The resource constraint (2.6) in the new variables becomes
K̂t+1 = A
−qt/αKt+1 = A
−st/αA−qt−1/αKt+1
= (1− δ)A−qt−1/αKtA
−st/α +A−st/αA−qt−1/αBqt(Kαt L
1−α − Ct)
= (1− δ)K̂tA
−st/α +A−st/αA−qt−1/α(A1/αA−1)qt−1(A1/αA−1)st(Kαt L
1−α − Ct)
= (1− δ)K̂tA
−st/α +A−st((A−qt−1/αKt)
αL1−α − A−qt−1Ct)
= (1− δ)K̂tA
−st/α +A−st(K̂αt L
1−α − Ĉt) =: f(K̂t, st, Ĉt)
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The development of qt is no longer relevant, since qt no longer appears in the above constraint.
The transformed problem to be considered is
V̂ (K̂t, st) = max
φ̂
Eφ̂t
∞∑
s=t
ρs−tu(Ĉs) s.t. K̂t+1 = f(K̂t, st, Ĉt) (2.15)
Step 2: A result from the Literature
The following Lemma is equivalent to Theorem 2.114 in Donaldson and Mehra (1983). Al-
ternatively the Lemma may be taken from Theorem 715, chapter 5 of Arkin and Evstigneev
(1987).
Lemma 2.5 Let {st : t ∈ N} be a sequence of i.i.d. random variables. Suppose further
the instantaneous utility function u is strictly increasing and strictly concave, finite for finite
argument, three times differentiable and satisfies u′(0) = ∞ and u′(∞) = 0. Consider the
optimization problem
V (yt, st) = max
φ
Eφt
∞∑
s=t
ρs−tu(Cs) s.t. yt+1 = f(yt, st, Ct) (2.16)
If for any given (yt, st) the set
M(yt, st) = {(Ct, yt+1) : yt+1 = f(yt, st, Ct) ;Ct, yt+1 ≥ 0}
is compact and convex, then there exists a unique solution (V, φ) to (2.16). The value function
V is such that
V (yt, st) = max
Ct
{u(Ct) + ρE
φ
t V (yt+1, st+1)}
and the optimal policy function φ gives the maximizing values by Ct = φ(yt, st).
Step 3: Solution φ̂ of the Transformed Problem
The transformed problem (2.15) is of the form (2.16) in the Lemma with K̂t = yt. The
sequence of random variables (st) is i.i.d. and the instantaneous utility function u satisfies
the conditions in the Lemma. Hence it remains to be shown that the set M(x̂t) is compact
and convex:
M(x̂t) = {(Ĉt, K̂t+1) : K̂t+1 = (1− δ)K̂tA
−st/α +A−st(K̂αt L
1−α − Ĉt) ; Ĉt, K̂t+1 ≥ 0, }
We derive upper bounds UK(x̂t) for K̂t+1 and UC(x̂t) for Ĉt: Given x̂t = (K̂t, st) the value of
K̂t+1 is maximal, if Ĉt = 0. Hence
14The problem (P) considered there is equivalent to (2.16) when replacingt st by λt and yt by kt, setting
their st as f(yt, st, Ct) and noting that between q and k there is a one to one relationship in their model.
Their Assumption (A1) is satisfied by the fact that the st are i.i.d.
15It can bee shown that the neccessary conditions (I)-(VIII) for the theorem to hold are satisfied. The
result in Arkin/Evstigneev (1987) is true for an even broader class of problems.
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0 ≤ K̂t+1 ≤ UK(x̂t) := (1− δ)K̂tA
−st/α +A−stK̂αt L
1−α
Similarly the value of Ĉt is maximal if K̂t+1 = 0. Hence
0 ≤ Ĉt ≤ UC(x̂t) := (1− δ)K̂tB
−st − K̂αt L
1−α
Together it follows that for given x̂t = (K̂t, st) the possible values of Ĉt and K̂t+1 are closed
bounded intervals. Thus the set M(x̂t) is compact and convex. The Lemma then guarantees
the existence and uniqueness of an optimal policy φ̂ which gives the optimal values Ĉt =
φ̂(K̂t, st). Since st takes only values 0 or 1, one can think of this optimal policy φ̂ as consisting
of two branches
φ̂0 = φ̂(K̂t, 0) and φ̂1 = φ̂(K̂t, 1)
Step 4: The Invariance Property of φ̂
The two branches φ̂0 and φ̂1 are connected with each other through a simple rule:
Lemma 2.6 The function φ̂ has the following invariance property:
φ̂(K, s) = A−1φ̂(A1/αK, 1− s) , K ≥ 0 , s ∈ {0, 1} (2.17)
Consider the constraint function f of problem (2.15) for the state (A1/αK̂t, 1 − st) and the
optimal consumption value AĈt. It turns out that
f(A1/αK̂t, 1− st, AĈt) = f(K̂t, st, Ĉt)
Hence the same value of K̂t+1 arises than with state (K̂t, st) and control Ĉt. Now consider the
following optimization problem that has the same structure as (2.15) and where the variables
are given by K˜t = K̂tA
1/α, C˜t = ĈtA and s˜t = 1− st:
V˜ (K˜t, s˜t) = max
φ˜
Eφ˜t
∞∑
s=t
ρs−tu(C˜s) s.t. K˜t+1 = f(K˜t, s˜t, C˜t)
Since this optimization problem has the same structure as (2.15), Lemma 2.5 based on
Donaldson and Mehra (1983) guarantees the existence of an unique optimal policy function
φ˜. On the one hand this policy gives the optimal value C˜t = φ˜(K˜t, s˜t). On the other hand it
is identical to the policy φ̂, because the two optimization problems have he same structure.
Hence the optimal value C˜t is given by
C˜t = φ˜(K˜t, s˜t) = φ̂(K˜t, s˜t) = φ̂(K̂tA
1/α, 1− st)
Since by definition C˜t = A
−1Ĉt and the optimal value Ĉt is given by Ĉt = φ̂(K̂t, st) it follows
that
φ̂(K̂tA
1/α, 1− st) = C˜t = A
−1φ̂(K̂t, st)
Since the derivation is valid for arbitrary K̂t ≥ 0 and st ∈ {0, 1} the Lemma is proven.
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Step 5: Solution of the Original Problem
Now we return to the original problem (2.7) in the variables Kt and qt. It was shown in Step
3 that given a realization of the state vector xt = (Kt, qt) there exists an unique optimal
policy function φ̂ giving the maximizing values Ĉt in (2.15) according to:
Ĉt = φ̂(K̂t, st) = φ̂(KtA
−(qt−st)/α, st)
Hence the re-transformed variable Ct = A
qt−stĈt is the unique value maximizing the original
problem (2.7). It is given by a function φ defined by
Ct = φ(Kt, qt, st) := A
qt−stφ̂(KtA
−(qt−st)/α, st) (2.18)
From the result of Step 4, the invariance property of φ̂, it follows that the function φ is in
fact independent of st and only dependent on the state vector xt = (Kt, qt). To see this, note
that from the property (2.17) and the definition of φ in the last equation it follows that
φ(Kt, qt, 1) = A
qt−1φ̂(KtA
−(qt−1)/α, 1) = A−1Aqtφ̂(A1/αKtA
−qt/α, 1)
= Aqtφ̂(KtA
−qt/α, 0) = φ(Kt, qt, 0)
Hence there exists a unique optimal policy function φ for the optimization problem (2.7)
depending only on (Kt, qt). It is defined by
φ(Kt, qt) := φ(Kt, qt, 0) = φ(Kt, qt, 1)

Appendix 5: Proof of Lemma 2.2
By Theorem 2.1 the value function V and the optimal policy function φ satisfy the following
Bellmann equation
V (xt) = V (Kt, qt) = max
Ct
{u(Ct) + ρE
φ
t V (Kt+1, qt+1)}
= u(φ(xt)) + ρE
φ
t V (xt+1)
If φ(xt) = Ct is an interior solution, there must be a critical point of the first derivative of
the right hand side of this equation. Differentiating by Ct gives the first order condition
u′(Ct) + ρE
φ
t VK(xt+1)
∂Kt+1
∂Ct
= 0
From the resource constraint (2.6) it can be seen that ∂Kt+1
∂Ct
= −Bqt. Thus the first order
condition is
u′(Ct) = ρE
φ
t VK(xt+1)B
qt (2.19)
The derivative VK can be calculated from the above maximized version of the Bellmann
equation:
VK(xt) = u
′(Ct)
∂φ(xt)
∂Kt
+ ρEφt Va(xt+1)[
∂Kt+1
∂Kt
+
∂Kt+1
∂Ct
dφ(xt)
dKt
]
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The term ∂Kt+1
∂Kt
again obtained from the resource constraint (2.6) equals
∂Kt+1
∂Kt
= 1− δ + αBqt(L/Kt)
1−α =: (1 + rt)
Inserting this and∂Kt+1
∂Ct
= −Bqt into the above equation for VK gives
VK(xt) = [u
′(Ct)− ρE
φ
t VK(xt+1)B
qt ]
dφ(xt)
dat
+ ρEφt VK(xt+1)(1 + rt)
According to the first order condition (2.19) the first term is zero and the equation reduces
to
VK(xt) = ρE
φ
t VK(xt+1)(1 + rt)
Inserting (2.19) yields
VK(xt) = u
′(Ct)B
−qt(1 + rt)
and equivalently
VK(xt+1) = (1 + rt+1)u
′(Ct+1)B
−qt+1
Inserting this now into the first order condition (2.19) gives
u′(Ct) = ρE
φ
t [(1 + rt+1)u
′(Ct+1)B
−qt+1Bqt︸ ︷︷ ︸
B−st+1
] (2.20)
This difference equation describes the development of optimal consumption. It directly links
Ct+1 to Ct. However it still includes the expectation operator E
φ
t , and Ct+1 is a random
variable. Using the above introduced notation it is possible to solve for the expectation
operator Eφt . With probability θ the random variable st+1 equals one and the random variable
Ct+1 attains the upper dash value Ct+1. With probability 1 − θ the random variable st+1
equals zero and the lower dash value Ct+1 is attained. Similarly for
rt+1 = αB
qt+1(L/Kt+1)
1−α − δ
the values rt+1 or rt+1 are attained. The difference equation describing the development of
optimal consumption obtained from (2.20) is then completely deterministic. Inserting further
the form of the instantaneous utility function it is
C−σt = θρ(1 + rt+1)C
−σ
t+1B
−1 + (1− θ)ρ(1 + rt+1)C
−σ
t+1

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Appendix 6: The Deterministic Economy
The connection between the steady states (K∗n, C
∗
n) and (K
∗
n+1, C
∗
n+1) for q = n and q = n+1
is
K∗n+1 =
(
β−1 − 1 + δ
Bn+1αL1−α
) 1
α−1
= B−
1
α−1
(
β−1 − 1 + δ
BnαL1−α
) 1
α−1
= A1/αK∗n
C∗n+1 = K
∗α
n+1L
1−α −
δ
Bn+1
K∗n+1 = (A
1/αK∗n)
αL1−α −
δ
Bn
B−1A1/αK∗n
= AK∗αn L
1−α −
δ
Bn
AK∗n = AC
∗
n
Chapter 3
The Business Cycle Model with
Embodied Technological Change - The
Case with Endogenous Inventions
3.1 Introduction
The approach of analyzing fluctuations in a framework where technology shocks occur ex-
ogenously offers no explanation for the underlying mechanism of technological progress. As
described in detail in chapter 1, Bental and Peled (1996), Freeman, Hong and Peled (1999),
Matsuyama (1999, 2001) and Wälde (1999, 2002) presented endogenous business cycle mod-
els, where the timing of technology shocks is a result of certain decisions of households or firms.
The model presented here is of the same kind, but offers some advantages over the above
cited ones. Technology inventions occur with a certain probability every period that rises with
higher aggregate R&D expenditure. Aggregate R&D expenditure is the sum of all households
R&D investments which are determined by the optimal consumption/R&D/saving decision of
households. Infinitely lived households optimize expected discounted utility from their future
consumption stream subject to a budget constraint that links income from capital ownership
and labor with expenditure for consumption and R&D as well as saving. The incentive for
households to invest into R&D at all is given through a prototype that every invention brings
with it. Households with positive R&D expenditure are rewarded with ownership rights on
this prototype. Since the optimal decisions of households drive the technology invention
mechanism, the theorems of Brock and Mirman (1972) for the i.i.d. case and Donaldson
and Mehra (1983) for the Markov chain case can not be applied here to solve the household
optimization problem. Instead a Markov control model approach following the definition
of Hernandez-Lerma and Lassere (1996) is used. They provide a theorem which is applied
here to guarantee the existence of an optimal policy function for consumption and R&D
expenditure of households.
The advantages of the model are the following: Firstly, R&D is an ongoing activity and
it is procyclical. Over the whole cycle households spend a certain positive share of their
income for R&D. The procyclicality is in line with empirical evidence provided by Wälde and
Woitek (2003). In most of the endogenous cycle models cited above, R&D expenditure is
countercyclical. Secondly, the mechanism for technology inventions is completely stochastic
which is not the case in the models of Freeman, Hong and Peled and Matsuyama. Thirdly
and most importantly, new technologies do not apply to the whole capital stock, but require a
new vintage of capital that is not available in the economy at the time of the invention. This
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implies that the response of output to a technology invention is very gradual, not abrupt.
As mentioned in chapter 1 already, the model is also successful in generating a negative
correlation between output and the real interest rate1. The standard RBC model yields a
strongly positive correlation, whereas empirical evidence by King and Watson (1996) suggests
it should be negative. While various authors have presented modifications that are successful
in eliminating the procyclical behavior of the real interest rate2, they all achieve this under
the cost of violating the RBC paradigm that cycles can be explained completely from the
supply side under perfect competition in general equilibrium without any rigidities. Here
all fundamental assumptions of the RBC paradigm are preserved. If the model is viewed
from the long-run growth perspective, it becomes apparent that there are no scale effects.
This is a favorable feature, since as Jones (1999) points out, almost all endogenous growth
models inherit scale effects either in the growth rate or the level of output3. The reason is
that a more advanced economy needs to allocate more resources in absolute terms to R&D
to achieve the same probability of a technology invention every period than a less advanced
one. A similar concept was used by Segerstrom and Zolnierek (1999). A final interesting
aspect of the model is that it offers a straight forward explanation for the positive correlation
of long-run growth and the persistence of cycles observed by Fatas (2000) examining a cross
section of countries. This is described in detail in the main part.
The remainder of this chapter is organized as follows: The presentation of the model in
section 2 refers heavily to the corresponding section in the last chapter, since many basic
equations are the same or similar to the exogenous version. New parts are the introduc-
tion of the endogenous technology arrival mechanism and the analysis of the household side
including the formulation of the household optimization problem. Section 3 presents the
theorem which guarantees the existence of a solution to the household optimization problem.
From the optimality equations for the solution it is possible to derive a set of equations for
the aggregate variables which describe all dynamics of the economy. Section 4 describes the
development of the economy as a movement along temporary optimal paths for consumption
and R&D towards temporary steady states. Each new technology arrival causes a jump onto
higher paths which allow higher levels of consumption and R&D. Alternatively, the economy
may be described by two representative paths for consumption and R&D in a reduced, sta-
tionary system. Section 5 describes more closely the qualitative results of the model. The
expected long-run growth rate of output is established and it is shown that there are no
scale effects. Further, the propagation mechanism leading to the very gradual development
of output following an invention is described. Finally, the reasons for the negative corre-
lation between output and the real interest rate are analyzed. Section 6 briefly presents a
method for numerical approximation and simulation of the model. Both are implemented
in a Mathematica program. The programming code can be found in the Appendix of this
thesis.
1Formally, countercyclicality is defined as a statistically significant negative correlation of the cyclical
components.
2Beaudry and Guay (1996) with habit persistence in consumption and adjustment cost to capital accumu-
lation, King and Watson (1996) with sticky prices and time-to-build, Hornstein and Uhlig (2000) also with
time-to-build.
3For example, Grossman and Helpman (1991) conclude for their model that a proportionally larger econ-
omy experiences faster innovation in the long-run and hence the growth rate of output is higher.
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3.2 The Model
3.2.1 The Aggregate Economy
The basic model framework is the same as in chapter 2. Hence in this subsection only the
differences are presented. In addition to producing capital and consumption goods, there is
now a third productive activity: Generating input for research and development (R&D). The
trade-off between the three different types of output is linear, one unit of the consumption
good is interchangeable with one unit of capital of any available vintage or one unit of R&D
input. The expenditure side of output Yt is hence
Yt = Ct +
qt∑
j=1
Ij,t +Rt
where Ct is consumption, Ij,t is investment into new capital goods of vintage j and Rt is
R&D expenditure. All markets in the economy are always in equilibrium, there is perfect
competition and prices adjust immediately. The prices of the consumption good pCt , the R&D
input pRt and the capital good of the newest available vintage vqt,t are set identically to unity
pCt = p
R
t = vqt,t = 1. The prices of older capital vintages vj,t are endogenously determined in
the economy.
The invention of new technology follows a stochastic process, where the probability of a
technology invention is influenced by the level of aggregate R&D expenditure Rt in the
economy and the number of technologies qt already available. The effect of R&D expenditure
on the invention probability is restricted to one period only. If no successful invention is made,
the R&D expenditure of the current period is lost. This mechanism is modeled originating
from a sequence of independent random variables s0, s1, ... taking values in the set {0, 1}. The
value of the random variable st indicates, wether at the end
4 of period t the R&D expenditure
Rt in that period has led to an invention of a new technology, which is available in period
t + 1, or not: st = 1 means invention, st = 0 means no invention. The probability of an
invention in period t is given by the value θt ∈ [0, 1) defined by functions θ and θ̂ according
to
θt = θ(Rt, qt) = θ̂(A
−qtRt)
The function θ̂ : R+ → [0, 1) is monotone increasing. The function θ : R+ × N → [0, 1)
is increasing in Rt and decreasing in qt. A higher level of R&D expenditure in the econ-
omy increases the probability of an invention. On the other hand, the more technologically
advanced the economy is, i.e. the higher the level of qt is, the more unlikely is a further inven-
tion. Together the dependency is such that after an invention R&D expenditure must rise by
the constant factor A to keep the probability of a new invention constant. This mechanism
of increasing difficulty of inventions is the same as used by Segerstrom and Zolnierek (1999).
The difficulty function for R&D success in their model also increases with the amount of
4In the last chapter technology inventions occured at the begin of a period. Technically it makes no
difference, wether the invention occurs at the end of a period after all decisions have been taken and all state
variables assumed their values or at the begin of the next period. It is convenient, however, to combine all
steps of the model mechanism within one period such that intertemporal dependencies are reduced to the
necessary minimum. In the exogenous version of the last chapter the technology invention stood at beginning
of the mechanism, hence the timing at the begin of a period is appropriate. Here the occurence or non
occurence of an invention depends on certain state and control variables, which assume their values during a
period. This makes a timing at the end of a period more appropriate.
44 THE BC MODEL WITH EMBODIED TECHNOLOGICAL CHANGE
R&D expenditure and decreases with the number of subsequent technology improvements.
Initially at t = 0 there is just one technology, q0 = 1. In the following periods the number of
available technologies is given by the increasing process (qt) defined by
qt+1 =
t∑
h=0
st = qt + st =
{
qt + 1 with probability θ(Rt, qt)
qt with probability 1− θ(Rt, qt)
}
If a new technology is invented, a first prototype of capital of the new vintage is available. The
size of the prototype κ(qt) is dependent on the number of technologies qt already available.
More advanced technologies are associated with larger prototypes.
κ(qt) = κ̂A
qt+1
where κ̂ > 0 is a constant factor. The choice of θ(Rt, qt) and κ(qt) in the presented form is
important for the model to feature long-run growth without scale effects.
Firms rent capital of different vintages and employ labor to produce output according to the
production technology (2.1) and (2.2). Profit maximization of firms under perfect competition
implies that the wage paid in sector j of the economy equals the marginal product of labor
working in that sector wj,t = ∂Yj,t/∂Lj,t. Since workers can move freely across all sectors and
the labour market is always in equilibrium, wages are equal in all sectors in every period:
w1,t = ... = wqt,t. The wage in the economy in period t is henceforth denoted by wt.
Each vintage of capital depreciates with the constant rate δ. Investment may take place in
all available vintages. If at the end of period t a new technology is invented, the prototype of
size κ(qt) is the first and only unit of capital of the new vintage at the begin of period t+ 1.
Hence Kqt+1,t+1 = κ(qt) and the stocks of older vintages j = 1, ..., qt develop according to
(2.3), lines 1 and 2. As shown in chapter 2 it is convenient to use the concept of an aggregate
capital index Kt to describe the model. The aggregate production function is then
Yt = K
α
t L
1−α (3.1)
and the resource constraint of the economy
Kt+1 = (1− δ)Kt +B
qt(Yt − Ct −Rt) + stB
qtBκ(qt) (3.2)
This may be written in the form Kt+1 = (1− st)K t+1 + stKt+1, where
Kt+1 = (1− δ)Kt +B
qt(Yt − Ct −Rt)
is next periods aggregate capital index, if now technology arrives and
Kt+1 = (1− δ)Kt +B
qt(Yt − Ct −Rt) +B
qtBκ(qt)
is the value for a technology arrival.
3.2.2 The Household Optimization Problem
Every household supplies one unit of labor earning the wage wt. The number of households
L in the economy is large enough such that individual decisions by households do not change
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aggregate variables. Households in turn take aggregate variables as given. All households
have the same preferences, which are represented by a time preference rate ρ ∈ (0, 1) for
intertemporal substitution of consumption and an instantaneous utility function u of CES
form
u(c) =
c1−σ − 1
1− σ
, c ∈ [1,∞)
The parameter σ > 0 is the inverse of the intertemporal elasticity of substitution and may be
larger or less than one5. The capital goods used for production are owned by the households
which rent them to the firms. In every period t a household has a wealth at which is completely
invested in a portfolio of capital stocks of different vintages (k1,t, ..., kqt,t) such that
at =
qt∑
j=1
vj,tkj,t (3.3)
At the begin of every period households can buy and sell capital of every vintage at the
market price vj,t. Perfect competition implies that the market prices for the capital vintages
are given by
vj,t = B
j−qt for all j = 1, ..., qt (3.4)
This can be seen as follows: Suppose a household owns a stock kj,t. If it rents this to a firm,
it earns the capital owner zj,tkj,t units of output before depreciation is taken into account.
Alternatively, the household might trade the stock against a stock of capital of vintage i of
size ki,t = kj,t
vj,t
vi,t
. The income from this stock would then be zi,tkj,t
vj,t
vi,t
. Since all markets are
in equilibrium there can not be a possibility of increasing the capital income from a given
capital stock by changing it for another. Hence zi,tkj,tvj,t/vi,t = zj,tkj,t and the fixed quotient
of marginal products zj,t/zi,t implies
vj,t
vi,t
= Bj−i. Together with vqt,t = 1 the above price
equation (3.4) follows. This price equation is the expression of the underlying difference in
relative productivity of the different capital vintages. Any diversion from these prices would
lead to households demanding only a single vintage. The prices according to (3.4) represent
the only price vector yielding equilibrium in all markets.
Capital income of households depends only on the wealth at and is independent from the
actual portfolio. Accounting for depreciation it is given by6 rtat, where
rt = αB
qt(L/Kt)
1−α − δ = zqt,t − δ (3.5)
is the global vintage independent interest rate in the economy.
On the expenditure side household income is used to finance consumption and R&D as well as
for saving. A household saves through buying more capital. In every period a household has
5For all σ > 0 the utility function u(c) is only bounded below on its definition interval [1,∞). In the case
σ > 1 it is also bounded above. In this chapter an existence proof will be presented using the MCM approach
of Hernandez-Lerma and Lassere (1996) which applies to both, the bounded and the unbounded case.
6A households may trade every stock kj,t of vintage j for a stock of the newest vintage kqt,t. With
zj,t = zqt,tvj,t and after taking depreciation into account the capital income is then
qt∑
j=1
zj,tkj,t − δ
qt∑
j=1
vj,tkj,t =
qt∑
j=1
zqt,tkj,tvj,t − δat = rtat
with rt given by (3.5).
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to decide, how much to spend for consumption ct and how much for R&D dt. The household
budget constraint links incomes and expenditures. If no new technology is invented at the
end of period t (case st = 0), new household wealth denoted by at+1 is
at+1 = (1 + rt)at + wt − ct − dt
Since household wealth is invested in a portfolio of capital according to (3.3), two effects have
to be considered, if a new technology is invented at the end of period t. Firstly, while the
stocks kj,t for j = 1, ..., qt do not change, their market prices vj,t are all reduced by the factor
B−1, which can be seen from (3.4) if qt increases by one. Hence all households suffer from a
reduction of their wealth by the factor B−1. On the other hand, those households who have
invested in R&D benefit from the invention of a new technology. They receive a share dt/Rt
of the value of the new prototype. Since the price of the newly invented capital vintage is
one, the value share of the new prototype that a household receives is dt
Rt
κ(qt). Thus if a new
technology invention occurs (case st = 1), new household wealth denoted by at+1 is
at+1 = B
−1at+1 +
dt
Rt
κ(qt)
Combining the two cases in one equation the household budget constraint7 may be written
as at+1 = (1− st)at+1 + stat+1 which is equivalent to
at+1 = B
−st [(1 + rt)at + wt − ct − dt] + st
dt
Rt
κ(qt) (3.6)
The household optimization problem is to choose the level of consumption ct and the level of
R&D expenditure dt optimal. The vector of state variables for this problem is xt = (at,Kt, qt)
and the vector of control variables is yt = (ct, dt). The remaining variables wt and rt are just
functions of Kt and qt. Households do not only decide on consumption and R&D expenditure
in the current period, but make a plan for all future periods. These plans are represented
by policies. A (stationary) policy is a function φ from the state space into the control space:
φ(xt) = yt. The optimization problem is to choose a policy φ which given a state xt maximizes
expected discounted total utility W (φ, xt). If Φ denotes the set of all admissible (stationary)
policies, the optimization problem can be formulated as follows8:
max
φ∈Φ
W (φ, xt) = max
φ∈Φ
Eφt
∞∑
t=0
ρtu(ct) subject to (3.6) (3.7)
7There is a difference between at+1 which is a random variable and at+1, at+1 which are just real values
given all infromation available at time t. In general, upper dash values indicate the case of an invention
(st = 1), and lower dash values the case of no invention (st = 0).
8The expectation operator Eφt has to be understood as follows: Expectation is with respect to the policy φ
and all infromation available at time t. That means the values of the current state variables xt = (at,Kt, qt)
are known and the values for the control variables yt = (ct, dt) are determined according to the policy φ. An
equivalent formulation is Eφxt . The existence result of the next section shows that only stationary policies
have to be considered.
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3.3 Solution of the Household Optimization
Problem
3.3.1 The Markov Control Model (MCM) Approach
A solution to the optimization problem (3.7) is a pair (V, φ), where V is the value function
defined by V (x) = maxψ∈ΦW (ψ, x) for x ∈ X, and φ is an optimal policy, i.e. a policy
such that the maximum in (3.7) is attained: W (φ, x) = V (x) for every x ∈ X. The following
theorem guarantees the existence of a solution using the MCM approach by Hernandez-Lerma
and Lassere (1996)
Theorem 3.1 There exist a solution (V, φ) to the optimization problem (3.7). The value
function V is well defined and is the point-wise minimal (unique)9 solution of the following
equation
V (xt) = max
ct,dt
{u(ct) + ρEtV (xt+1)} , xt ∈ X (3.8)
The optimal policy φ gives the maximizing values ct = φ1(xt) and dt = φ2(xt) for this equation.
Proof: The result is an application of Theorem 3.7 stated in Appendix II for Markov Control
Models (MCM). The first step in the proof is to show that the household optimization problem
fits the framework of a MCM defined in Appendix II.
The vector of state variables is xt = (at, Kt, qt) and the state space is X = [1,∞)×R+ ×N.
The vector of control variables is yt = (ct, dt) and the control space is Y = [1,∞)×R+. Given
xt ∈ X the set Y (xt) of admissible controls is such that R&D expenditure is non-negative and
consumption and the resulting wealth in the next period with and without new technology
invention are larger or equal to one:
Y (xt) = {(ct, dt) ∈ Y : ct ≥ 1, dt ≥ 0, at+1 ≥ 1, at+1 ≥ 1}
The one-step reward function is the instantaneous utility function u. Hence the MCM
(X,Y, {Y (x) : x ∈ X}, p, u) is well defined. The transition law p is a stochastic kernel,
where all probability mass is concentrated on two points. It is defined by
p({(at+1, Kt+1, qt + 1)}|(xt, yt)) = θ(Rt, qt)
p({(at+1, Kt+1, qt)}|(xt, yt)) = 1− θ(Rt, qt)
p(G|(xt, yt)) = 0 for G ∈ B(X)\{(at+1,K t+1, qt + 1), (at+1,Kt+1, qt)}
The second step is to show that the conditions (1.)-(3.) of Theorem 3.7 in Appendix II are
satisfied:
(1.) By the definition of Y (xt) it is possible to derive upper bounds for ct and dt. The
details are analog to step 3 of the proof of Theorem 2.1 in the last chapter. Hence the set of
admissible controls Y (x) is closed and bounded and thus compact for all x ∈ X.
(2.) The instantaneous utility function u(c) is continuous on the interval [1,∞). This is a
stronger property than being upper semi-continuous.
9Uniqueness in the case of bounded instantaneous utility function u(c), i.e. σ > 1.
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(3.) Let v be a bounded, continuous function on X. Since the transition law p has only two
discrete points with positive probability:∫
v(ξ)p(dξ|(xt, yt)) = θ(Rt, qt)v((at+1, Kt+1, qt + 1)) + (1− θ(Rt, qt))v((at+1, Kt+1, qt))
Since the function v is continuous and the values at+1,Kt+1 and at+1, Kt+1 are elementary
functions of the state xt = (at, Kt, qt) and the control yt = (ct, dt), the whole object is a
continuous function in the controls yt ∈ Y (xt).
Under these conditions Theorem 3.7 in Appendix II states in part (a) that the value function
V is well defined and is the (unique) solution of the following equation:
V (x) = max
y∈Y (x)
{u(x, y) + ρ
∫
X
V (ξ)p(dξ|(x, y))} , x ∈ X (3.9)
Part (b) of Theorem 3.7 further guarantees the existence of an optimal stationary policy φ
maximizing the above equation:
V (x) = u(x, φ(x)) + ρ
∫
X
V (ξ)p(dξ|(x, φ(x))) , x ∈ X (3.10)
Using the correspondence between the transition law p and the probability measure P φx in
(3.33) and noting that ∫
X
V (ξ)P φx (dξ|xt) = E
φ
xtV (xt+1) = E
φ
t V (xt+1)
equation (3.9) may be written in the form (3.8).

3.3.2 The Dynamics of the Economy
Let φ be an optimal policy. Under the representative household assumption all households
use policy φ to choose their consumption and R&D expenditure. If all households have the
same wealth at, aggregate consumption and R&D expenditure in the economy are just L
times the optimal values for the representative household: Ct = Lct and Rt = Ldt. Moreover
the aggregate capital stock is then given by Kt = B
qtLat, since
Kt =
∑L
i=1Kt(i) =
∑L
i=1
∑qt
j=1B
jkj,t(i) = B
qt
∑L
i=1
∑qt
j=1 vj,tkj,t(i) = B
qt
∑L
i=1 at(i)
Hence household wealth at is a function of Kt and qt. The following definition introduces
functions c and d dependent on (Kt, qt) giving the optimal values for aggregate consumption
Ct and aggregate R&D expenditure Rt by
Ct = c(Kt, qt) := L ∗ φ1(B
−qtL−1Kt, Kt, qt) (3.11)
Rt = d(Kt, qt) := L ∗ φ2(B
−qtL−1Kt,Kt, qt)
If for state xt the optimal policy φ represents an interior solution, Theorem 3.1 allows to derive
two difference equations describing the development of optimal consumption Ct. Together
with the resource constraint (3.2) these equations capture all dynamics of the economy. It
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is further possible to deduce deterministic versions of all equations which do not include
any random variables, but only variables which are at time t completely determined. The
equations are given in the following Lemma. In addition to the already defined values Kt+1
and Kt+1 let Ct+1 = c(Kt+1, qt) and Ct+1 = c(Kt+1, qt + 1). As mentioned before, upper
dash values indicate the case of an invention (st = 1), and lower dash values the case of no
invention (st = 0).
Lemma 3.2 If the optimal level of R&D expenditure satisfies Rt > 0, then the development
of the economy is described by the following equations:
C−σt = ρθ(Rt, qt)(1 + rt+1)C
−σ
t+1
κ(qt)
Rt
(3.12)
C−σt = ρ[1− θ(Rt, qt)](1 + rt+1)C
−σ
t+1[1−
Rt
Bκ(qt)
]−1 (3.13)
where
rt+1 = αBB
qt(L/K t+1)
1−α − δ and rt+1 = αB
qt(L/K t+1)
1−α − δ (3.14)
and further the already known resource constraints
Kt+1 = (1− δ)Kt +B
qt(Yt − Ct −Rt) +B
qtBκ(qt) (3.15)
Kt+1 = (1− δ)Kt +B
qt(Yt − Ct −Rt) (3.16)
If Rt = 0 is optimal, then the development of the economy is described by (3.13), (3.16) and
the second equation in (3.14).
Proof: Equations (3.12), (3.13) and (3.14) are obtained from equation (3.8) and the resulting
first order conditions for the maximizing values of ct and dt in Theorem 3.1. The details are
in Appendix I.1. Equations (3.15) and (3.16) are the resource constraint of the economy
(3.2) expressed by two deterministic equations for the invention and the non-invention case.
If Rt = 0 is optimal there is only one first order condition which leads to (3.13). The
probability of an invention θ(Rt, qt) is then zero. Hence the development of the economy is
described only by (3.16) and (3.13) which simplifies to
C−σt = ρ(1 + rt+1)C
−σ
t+1 (3.17)
and the second equation in (3.14).

3.3.3 The Optimal Level of R&D Expenditure
From the household budget constraint (3.6) it can be seen that the gain from investing into
R&D for a household is st
dt
Rt
κ(qt)−B−stdt. Clearly for a household to invest in R&D at all,
the gain must be positive in the case of an invention (st = 1). If even in the invention case
the household is not better of with positive R&D expenditure, then dt = 0 is optimal. From
this condition it follows that Bκ(qt) is an upper bound for economy wide R&D expenditure.
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A risk averse household will in addition demand that the gain is on average greater or equal
to zero. This condition gives another boundary for the level of R&D expenditure:
Et[st
dt
Rt
κ(qt)−B
−stdt] ≥ 0⇔ Rt ≤ Bκ(qt)
θ(Rt, qt)
B[1− θ(Rt, qt)] + θ(Rt, qt)
=: Bκ(qt)λ
Clearly the factor λ is smaller than one and hence this upper bound on Rt is smaller than
Bκ(qt). Suppose for the moment households are risk-neutral with respect to R&D expendi-
ture. If then Rt is strictly less than the above bound, expected gain is strictly positive. In
this case the households would increase R&D expenditure dt until the expected gain is zero.
Hence with risk-neutral households the optimal level of aggregate R&D expenditure exactly
equals the bound Bκ(qt)λ.
Since households may interchange one unit of R&D investment dt with one unit of consump-
tion ct, they are risk averse with respect to R&D, if they are risk averse with respect to
consumption. By the form of the utility function u this is the case here. Hence the optimal
level of R&D expenditure Rt is strictly less than the above bound and lies in the half open
interval [0, Bκ(qt)λ).
The right bound of this interval is only attained in the case of risk neutral households. One
may ask under which conditions the left boundary value is attained, i.e. when zero R&D
expenditure is optimal. This question is important, since under these conditions the economy
is in a situation which Redding (2002) calls technological lock-in. Without structural changes
in the economy altering the difficulty function θ no more technological progress is made and
the economy can not grow further.
Equation (3.12) is a necessary condition for positive optimal R&D expenditure. If this
equation can not be satisfied by any positive Rt, then a positive value of Rt can not be
optimal, and Rt = 0 is optimal. Equation (3.12) is equivalent to
θ(Rt, qt)
Rt
=
C−σt
C
−σ
t+1
(1 + rt+1)
−1ρ−1︸ ︷︷ ︸
≈1 for small Rt
κ(qt)
−1
Whether this equation can be satisfied for a positive Rt depends on the state of the economy
(Kt, qt), the parameters ρ, κ̂ and A, but most of all it depends on the form of the function
θ. More precisely, important is the quotient θ(Rt,qt)
Rt
, the probability of an invention relative
to the level of R&D expenditure. Suppose κ̂ and hence κ(qt) are small. Then the right hand
side is large and since θ(Rt, qt) is less than one, a large Rt will not satisfy this equation. If
Rt approaches zero then so does θ(Rt, qt). Equation (3.17) describes the case of zero R&D
and may serve as an approximation for the case Rt → 0. According to this equation the
first term on the right hand side is approximately one for Rt → 0. Hence there might be the
situation that for all small positive Rt the term
θ(Rt)
Rt
is less than κ(qt)
−1. Then Rt = 0 is
optimal. On the other hand θ(Rt,qt)
Rt
may be larger than the right hand side for all Rt > 0.
Then again Rt = 0 is optimal.
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3.4 Temporary Optimal Paths and
Temporary Steady States
3.4.1 Behavior at Deterministic and Stochastic Times
The dynamics of the economy are completely described by equations (3.12) - (3.16). Since qt
takes only positive integer values, it is convenient for analyzing the behavior of the economy to
split the optimal policy functions c(Kt, qt) and d(Kt, qt) into collections of functions {c(Kt, n) :
n = 1, 2, ...} and {d(Kt, n) : n = 1, 2, ...} of the aggregate capital stock Kt only. Then for
each n ∈ N these functions c(., n) and d(., n) can be visualized in a 2-dimensional diagram
with K on the x-axis and C and R on the y-axis. The functions are the temporary optimal
paths of the economy for the level n.
As long as the number of available technologies is qt = n the values for optimal consumption
Ct and optimal R&D expenditure Rt are the points on the temporary optimal consumption
path c(., n) and the temporary optimal R&D path d(., n) corresponding to the current level
of Kt. If no more inventions are made, the economy moves along these temporary optimal
paths towards their right end points, where the aggregate variables do not change any more.
The relevant equations for this movement are (3.13) and (3.16). The right end points are
(K∗n, C
∗
n) and (K
∗
n, R
∗
n). Together they correspond to (K
∗
n, C
∗
n, R
∗
n), the temporary steady
state for the level n.
If with qt = n a new technology is invented at the end of period t, the economy jumps onto
the next temporary optimal paths c(., n+ 1) and d(., n+ 1) and moves along them towards
the next temporary steady state (K∗n+1, C
∗
n+1, R
∗
n+1) until the next technology invention. The
relevant equations for the jump are (3.12) and (3.15).
For a fixed stock of capital Kt a temporary optimal consumption path of higher level actually
returns a lower level of consumption. The reason is that with more technologies available
the economy is under-capitalized at its present capital stock and it is optimal to replace
consumption by more investment to increase the capital stock. In the long-term, however,
a temporary optimal consumption path of higher level always leads to more consumption,
since the associated temporary steady state has higher equilibrium values for both capital and
consumption. The economy grows in the long-term only through the invention of technologies.
Only this shifts the economy to higher level temporary optimal paths which lead to higher
temporary steady states.
Every temporary optimal path corresponds to one cycle of the economy. After the jump onto
the path marginal productivity from additional units of capital is fairly high. This causes
rapid capital accumulation which means a fast movement along the path to the right. With
diminishing returns the speed of capital accumulation and hence the speed of movement on
the path becomes slower and declines steadily approaching the temporary steady state. Since
output growth is only determined by the speed of capital accumulation, the movement along
one temporary optimal path corresponds to exactly one cycle with boom (output growth
above trend) and recession (output growth below trend).
The following graphic is obtained from a numerical approximation described in a later section.
It shows seven subsequent temporary optimal consumption paths. The right end points are
the temporary steady states. It is easy to see that initially a higher level optimal path may
yield a lower level of consumption, but in the long term allows higher levels.
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c(Kt,1) c(Kt,7)
K
C
Optimal Temporary Consumption paths c(Kt, n) for n = 1, ..., 7
The temporary steady states are the unique tuples (K∗n, C
∗
n, R
∗
n) determined by the following
three equations, which are obtained by setting K t+1 = Kt = K
∗
n and Ct+1 = Ct = C
∗
n and
Rt = R
∗
n and qt = n and inserting into the equations of Lemma 3.2 describing the dynamics
of the economy:
K∗n = (1− δ)K
∗
n +B
n((K∗n)
αL1−α − C∗n −R
∗
n) (3.18)
c(K∗n, n)
−σ = ρθ(R∗n, n)[1 + αBB
n(L/(K∗n +BB
nκ(n)))1−α − δ] (3.19)
c(K∗n +BB
nκ(n), n)−σ
κ(n)
R∗n
[1−
R∗n
Bκ(n)
] = ρ[1− θ(R∗n, n)](1 + αB
n(L/K∗n)
1−α − δ)−1 (3.20)
In this equations C∗n may be replaced by c(K
∗
n, n) and R
∗
n by d(K
∗
n, n) and vice versa.
3.4.2 Uniting the Temporary Optimal Paths:
The Invariance Property
All temporary optimal paths and temporary steady states are connected with each other by
a simple rule. This follows from the fact that the optimal policy φ has a certain invariance
property with respect to the factor A. More precisely, if a new technology is invented and
household wealth is A times and the aggregate capital index A
1
α times higher than before the
invention, then the optimal values for consumption and R&D expenditure are also A times
higher than before the invention. The result is the following:
Theorem 3.3 (a) The optimal policy φ has the following invariance property:
φ(at, Kt, qt) = A
−1φ(atA,KtA
1/α, qt + 1)
(b) If (Kt, Ct) is a point on the temporary optimal path c(., n), then (A
1/αKt, ACt) is a point
on the next temporary optimal path c(., n+ 1).
(c) The temporary steady states are connected through the following rule
K∗n+1 = A
1/αK∗n , C
∗
n+1 = AC
∗
n , R
∗
n+1 = AR
∗
n , n ∈ N
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Proof: The proof uses the following idea: With a transformation of all variables by the
factor A the optimization problem (3.7) is transformed into a problem of the same structure.
Theorem 3.1 then guarantees the existence of an optimal policy in the new variables, which
has the same structure than the original optimal policy.
Let K˜t := A
1/αKt , a˜t := Aat , c˜t := Act and d˜t := Adt for all t. Further let pt := qt + 1. It
is shown in Appendix I.4 that the household budget constraint with rt and wt expressed by
Kt and qt in the new variables has the same form as in the original variables:
a˜t+1 = B
−st [(1 + αBpt(L/K˜t)
1−α − δ)a˜t + (1− α)(K˜t/L)
α − c˜t − r˜t] + st
d˜t
R˜t
κ(pt) (3.21)
Thus the optimization problem
V˜ (x˜t) = max
φ˜∈Φ
W˜ (φ˜, x˜t) = max
φ˜∈Φ
Eφ˜x˜t
∞∑
t=0
ρtu(c˜s)ds subject to (3.21)
has the same structure as the original household optimization problem (3.7). By Theorem
3.1 there exists an optimal policy φ˜ in the new variables, which has the same structure than
the optimal policy φ for the original problem (3.7), i.e. φ˜ = φ. Thus for any vector of state
variables xt = (at,Kt, qt) the following holds:
φ(at, Kt, qt) = (ct, dt) = (A
−1c˜t, A
−1d˜t) = A
−1φ˜(a˜t, K˜t, pt)
= A−1φ˜(Aat, A
1/αKt, qt + 1) = A
−1φ(Aat, A
1/αKt, qt + 1)
The proof of parts (b) and (c) is in Appendix I.2.

3.4.3 The Reduced System
The last result allows to describe the cyclical behavior of the economy by two functions: The
optimal consumption and R&D paths for the reduced system of the economy. The optimal
paths and the reduced system are obtained by a similar approach as King, Plosser and
Rebello (1988) describe for a general neoclassical growth model to get a stationary system.
There, all variables were divided by the deterministic growth rate. Here, they are divided by
the stochastic growth term Aqt.
By Theorem 3.3 the transformation
Ĉt = A
−nCt , R̂t = A
−nRt , K̂t = A
−n/αKt , n ∈ N
maps all temporary optimal consumption paths c(., n) into the the path c(., 0) which shall be
denoted by ĉ and all temporary optimal R&D paths d(., n) into the path d(., 0) henceforth
denote by d̂. Further all temporary steady states (K∗n, C
∗
n, R
∗
n) are mapped into the steady
state (K∗0 , C
∗
0 , R
∗
0) which shall be denoted by (K̂
∗, Ĉ∗, R̂∗). If the path ĉ or an approximation
of it is known, then all temporary optimal consumption paths {c(., n) : n ∈ N} (or approxi-
mations of them) are determined. For qt = n they and hence the optimal levels of aggregate
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consumption Ct are given by
Ct = c(Kt, n) = A
nĉ(KtA
−n/α) , n ∈ N
The respective result holds for the path d̂ and optimal R&D expenditure Rt. The functions ĉ
and d̂ and the steady state (K̂∗, Ĉ∗, R̂∗) belong to the reduced system of the economy, which
is obtained by applying the above transformation for n = qt to the equations of Lemma 3.2
describing the dynamics of the economy. The defining equations for the reduced system and
those equations determining the steady state can be found in Appendix I.3.
The reduced system in the variables K̂t, Ĉt, R̂t and Ŷt is stationary with respect to the
stochastic invention mechanism in the following sense: No matter at which state of tech-
nological development qt the economy is, the value of K̂t always stays within the interval
[0, K̂∗]. When there is no new technology invention, it grows towards the steady state value
K̂∗. A technology invention causes a leftward jump towards zero. Since all other variables
are functions of K̂t given by
Ĉt = ĉ(K̂t) , R̂t = d̂(K̂t) , Ŷt = K̂
α
t L
1−α
they also stay within intervals between zero and their steady state value.
The two optimal paths ĉ and d̂ or alternatively the equations defining the reduced system
capture all cyclical behavior of the economy. Like every temporary optimal paths corresponds
to one cycle, the paths ĉ and d̂ describe the development of all cycles. A cycle starts with the
value of K̂t somewhere in the left part of its definition interval after an invention. During the
boom phase the reduced system moves along the paths ĉ and d̂ to the right with high speed,
during the recession phase it continues this movement with low speed. The cycle ends with
the next invention, which causes a leftward jump in the reduced system. These properties
imply that once the two functions ĉ and d̂ are known, the model can be simulated. In the
last section a numerical approximation of ĉ and d̂ is presented which allows a qualitative
simulation.
3.5 Growth and Cycles
The economy grows in cycles caused by technology inventions. As long as there are technol-
ogy inventions, the economy always grows. Only when after some time there are no more
inventions and qt stays at its current level, the aggregate variables Kt, Ct, Rt and Yt approach
the temporary steady state belonging to the level qt and stay constant henceforth. As in the
standard neoclassical growth model, however, the steady state values are never reached as
the convergence becomes slower and slower, when the variables get close to their steady state
values. This can easily be seen from equations (3.13) and (3.16). A typical cycle consists
of a period with above trend growth and a period with below trend growth. The level of
aggregate output Yt never actually shrinks.
3.5.1 Long-Run Growth without Scale Effects
The level of output Yt can be expressed as Yt = A
qtŶt, where the stationary variable Ŷt from
the reduced system is bounded. Hence long-run growth is determined solely by the stochastic
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growth term Aqt. The expected growth rate of this term is
gA = E(lnA
qt+1 − lnAqt) = lnA ∗ E(qt+1 − qt) = lnA ∗ θ̂(R̂t)
The expected growth rate gA and hence long-term growth of output is dependent on the factor
A, the difficulty function θ̂ and optimal R&D expenditure in the reduced system R̂t. The
factorA measures the ability of an economy to adapt to and implement a new technology after
its invention. A higher value of A yields a higher productivity gain following an invention.
The function θ̂ describes the difficulty of making an invention. More precisely it gives the
probability of an invention as a function of the stationary variable of R&D expenditure R̂t
in the reduced system. The optimal level of R̂t = d̂(K̂t) can not be calculated analytically.
However, two upper bounds are available: The steady state value R̂∗ and the value A1/ακ̂,
which is derived from the bound Bκ(qt) for Rt found in the above discussion about the
optimal level of R&D expenditure. Since the function θ̂ is monotone increasing the expected
growth rate gA is bounded by lnA∗ θ̂(R̂∗) and lnA∗ θ̂(A1/ακ̂). Both bounds and the expected
growth rate gA itself are independent of the size of the economy. Hence there are no scale
effects in long-run growth.
3.5.2 The Propagation Mechanism of Cycles
A cycle starts with an invention of new technology. This has immediate consequences on
the production side of the economy and for the households. There is now a more productive
way of generating output. The interest rate rt jumps upwards. But except for the prototype
there is initially no capital of the new vintage available which is required for producing with
the new technology. The productivity gain can not be realized yet. The initial impact on
Kt and Yt is low. In the subsequent periods investment It is high and Kt grows above trend,
while a stock of the new productive capital is built up. During these periods output Yt grows
above its trend. From their peaks in the first period after the invention, interest rate rt and
aggregate investment It decline. After some periods with above trend growth of output this
decline of rt and It causes output growth to peak, then decline and eventually fall below
trend.
On the household side the effects are as follows: The invention of the new technology makes
the old stocks of capital less valuable (all prices decrease by factor B−1). This causes a
loss in household wealth. Households can not maintain their current level of consumption.
Wages and capital income grow in the subsequent periods due to the productivity gains in
the production sector, but this effect takes some periods until household wealth has recovered
from the loss and consumption is back on the previous level and grows further. Growth in
consumption lags output growth a few periods. It attains its maximum after the peak in
output growth.
A typical cycle can be characterized consisting of 3 phases. The first consists of the period
immediately after the technology invention. Its characteristics are an upward jump in interest
rate rt and investment It, a downward jump in consumption Ct and almost no change in
Yt. The second phase is a phase of increased productivity. It is characterized by above
trend growth of output Yt, low, but increasing levels of consumption Ct and still high, but
decreasing levels of investment It and the interest rate rt. This phase gives way to a phase of
over-investment and strong consumption. It is characterized by high levels of consumption,
but very low investment It and still declining interest rate rt.
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The following graphics obtained from the simulation described in the next section illustrate
a typical cycle. They show the time paths of the cyclical components of all relevant variables
over 30 periods.
Output Y ct Consumption C
c
t
R&D expenditure Rct Investment I
c
t
Since the invention of technology is stochastic, a wide variety of cycles may arise, which might
look quite different than the typical cycle. There might be long periods of slow growth, double
peaks and various other forms. The following graphic shows the time path of the cyclical
component of output from a simulation over 200 periods.
Time Paths of Cyclical Component of Output Y ct over 200 periods
Empirical studies by Hodrick and Prescott (1997) have identified three main characteristics
in the development of output during a Business Cycle: Variability, persistence and reversion.
The cycles generated by the present model show all three characteristics. The variability is
caused by the technology inventions. The slow build up of a stock of the new capital vintage
is responsible for the persistence in the development. The reversion - meaning a negative
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autocorrelation in output between time points approximately half a cycle length apart - is
due to the ongoing decline in the interest rate and investment, which after a few periods
causes output growth to peak and then decline.
3.5.3 Countercyclical Real Interest Rate
In this and other Business Cycle models, there are in general two main effects at work in
response to a positive technology shock, which link the development of output and the real
interest rate and hence are responsible for the correlation of the two. The first effect results
from the fact that with a neoclassical production function the accumulation of capital due
to improved productivity increases output and decreases the real interest rate. This causes a
negative correlation. The second effect is that an increase in total factor productivity shifts
the whole production function and hence drives output and the real interest rate in the same
direction. This causes a positive correlation. If in a RBC model technology shock are only
temporary, then the second effect should play no big role. And indeed, Beaudry and Guay
(1996) find that with completely temporary technology shocks the correlation is negative as
the empirical evidence suggests. It is well known, however, that temporary shocks can not
cause sufficiently persistent output cycles in a RBC model (see e.g. King and Rebelo 1999).
Therefore almost all RBC models use shocks with an autocorrelation factor of 0.9 or higher,
where 0 means shocks are temporary and 1 shocks are permanent. In this case the second
effect, the simultaneous increase of output and the real interest rate due to increased total
factor productivity remains strong for many periods and overlays the first effect. Hence the
overall correlation is positive in standard RBC models. In the model presented here shocks
(inventions) occur rarely and do not change overall total factor productivity much. Thus
the second effect is negligible. The first effect is strong, however, since invention of a more
productive technology causes a strong, many periods lasting build up of capital causing the
real interest rate to fall and output to rise. Thus the overall correlation is negative.
The negative correlation between output and the real interest rate is first of all an ana-
lytical result. However, it also shows up in the simulation of the model. The correlation
is negative in general, because output grows proportionally with capital according to the
production function and the interest rate declines proportionally with capital according to
rt = αK
α−1
t L
1−αBqt − δ. The strongest negative correlation is in the second phase of a cycle,
where the speed of capital accumulation is high. In the third phase the correlation is still
negative, but the growth of output is low and the decline in interest is low as well. There
is no negative correlation in the first phase, the period right after the technology invention,
where the interest rate jumps upwards and Yt stays nearly constant.
In the simulation of the model described below over 200 periods, the correlation coefficient
between the cyclical components of output and the real interest rate was calculated. Repeat-
ing the simulation 50 times yielded an average correlation coefficient of ρr,Y = −0.238. This
numerical result clearly indicates countercyclical real interest rates.
3.5.4 Procyclical R&D Expenditure
The procyclicality of R&D expenditure in this model can not be proved analytically, since no
analytical expression for the temporary optimal R&D paths d(., n) are available. Numerical
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approximation of these path and subsequent simulation of the model, however, provides
strong evidence for a positive correlation of output and R&D expenditure.
First of all, the numerical approximation described below indicates that the temporary opti-
mal R&D paths d(., n) are increasing functions of the aggregate capital index Kt. According
to the production function (3.1) the optimal level of R&D expenditure Rt is then an increas-
ing function of output Yt. This functional relationship between output and R&D expenditure
would provide a positive correlation of the two.
The simulation results provide further support for the procyclicality of R&D expenditure.
The average correlation coefficient between the cyclical components of output and R&D ex-
penditure achieved from 50 simulations over 200 periods was ρR,Y = 0.197. This result indi-
cates that the correlation is positive, but not very strong. The reason is the different behavior
during the periods following an invention. In these periods R&D expenditure jumps upwards,
whereas output stays more or less unchanged. This different behavior can be observed in the
graphics below, which show the development of output Yt and R&D expenditure Rt during
one of the simulations. If only the periods without technology inventions are considered, the
correlation is more strongly positive.
Time Path of Output Yt Time Path of R&D expenditure Rt
The presented model is in line with the observation by Fatas (2000) that there exists a positive
correlation between long-run growth and the persistence of cycles in an economy. As Fatas
points out, standard RBC models fail to account for this correlation. In the model presented
here an invention yields a new temporary steady state value for capital, which is Aσ times
higher than the one before the invention. The parameter σ is the inverse of the intertemporal
elasticity of substitution. The factor A is a constant measuring the structural ability of an
economy to adapt to and implement a new technology. Since the boom phase of a cycle is
caused by the growth of the capital stock towards the new higher temporary steady state
value, the boom phase is longer, if the factor A is higher. Economies with a high A enjoy more
persistent cycles. On the other hand, the factor lnA is a main determinant of the expected
long-run growth rate of output. Thus the model offers a straight forward explanation for the
positive correlation: Countries with strong long-run growth also enjoy more persistent cycles,
because they have a better structural ability to adopt to and implement new technologies.
3.6 Numerical Approximation and Simulation
This section presents a method for numerical approximation of the functions ĉ and d̂ and
the steady state (K̂∗, Ĉ∗, R̂∗) of the reduced system. The algorithm is quite similar to the
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one used in the last chapter for the exogenous version of the model. The additional control
variable R&D expenditure just requires more equations to be solved and a different method
for obtaining the steady state. As in the last chapter all results are just approximations
for which no rigorous estimation of the accuracy is made. This in done in chapter 6 for
the Poisson RBC model in continuous time. The approximation method together with the
subsequent simulation described below was implemented in a Mathematica program. The
programming code is included in the Appendix of this thesis, where additional numerical
results as well as further plots for the optimal paths can be found.
The following procedure yields approximation functions pN for ĉ and gN for d̂: Take an
initial capital level K̂0 and choose an appropriate initial consumption level Ĉ0 by applying a
shooting technique. This technique is described in chapter 6 of this thesis and can also be
found in the programming code. Then repeat for t = 0, 1, ..,N the following steps:
• Given a collection of points Zt = {(K̂s, Ĉs) : s = 0, ..., t} let pt be the interpolating
function through these points and the origin.
• Determine the optimal R̂t by solving the system of equations (3.24) - (3.29) defining
the reduced system by taking10
Ĉt+1 = ĉ(K̂t+1) = pt(K̂t+1)
• Let gt be the interpolating function through the points {(K̂s, R̂s) : s = 0, ..., t}
• Calculate the values K̂t+1, K̂t+1 and Ĉt+1 from equations (3.24) - (3.25) and (3.29).
• Set K̂t+1 = K̂t+1 and Ĉt+1 = Ĉt+1. This is the assumption of no invention. Add the
point (K̂t+1, Ĉt+1) to the collection Zt.
An approximation for the steady state (K̂∗, Ĉ∗, R̂∗) may be found by two methods. In
Appendix I.5 it is established that the steady state is defined by the three equations (3.30),
(3.31) and (3.32). The third one of these is
Ĉ∗ = {ρθ̂(R̂∗)(1 + α(L/(A−1/αK̂∗ + κ̂))1−α − δ)A−σ ĉ(A−1/αK̂∗ + κ̂)−σ[
Aκ̂
R̂∗
]}−1/σ
Method 1: Take gN(K̂N) as approximation for the steady state value of R̂
∗ = d̂(K̂∗). Then
calculate K̂∗ and Ĉ∗ from the first two equations.
Method 2: Use pN as approximation for ĉ and solve the third equation for R̂
∗ setting
ĉ(A−1/αK̂∗+ κ̂) = pN(A
−1/αK̂∗+ κ̂). Then calculate K̂∗ and Ĉ∗ from the first two equations.
Using the approximations pN and gN for the optimal paths ĉ and d̂ the model can be simulated
as follows: Take an initial level of capital K0 and calculate the initial point (K0, C0, R0, Y0)
using the approximations pN and gN and the production function. Further let q0 = 1 and take
a sequence of i.i.d. random variables (ε0, ε1, ..., εn) uniformly distributed over the interval
[0, 1]. Then for t = 0, 1, ..., n let the random variables st be defined by st := 1{εt≤θ(Rt,qt)}
10This is possible since 0 < K̂t+1 < K̂t for "normal" parameter values and hence K̂t+1 lies within the
range of definition of the interpolating function pt.
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and let qt+1 = qt + st. Then calculate Kt+1 by the resource constraint (3.2), Yt+1 by the
production function, and the values for consumption Ct+1 and R&D expenditure Rt+1 from
the approximation functions pN and gN . The resulting time series for output (Yt)t=0,...,n and
other variables can then be filtered using the HP-filter to get time series (Y ct )t=0,...,n and
others for the cyclical components. From the time series of the cyclical components it is
possible to calculate standard deviations and correlation coefficients.
3.7 Conclusion
Households allocate their savings to capital accumulation or investment into R&D according
to an intertemporal optimal decision problem. The aggregate level of R&D expenditure in
the economy and a counting index, expressing how technologically advanced the economy is,
determine the probability of a technology invention in the current period. If no invention is
made, the resources invested into R&D are lost. If a new technology is found, a new way of
producing output is available which implies a higher productivity. This higher productivity,
however, applies not to the available capital stock, but requires a new vintage of capital to
be realized. There are many vintages of capital available in the economy, each of which is
associated with a technology of different productivity but all can be used to produce the same
output good. A new vintage can only be accumulated in the periods following the invention of
the associated technology. The strong build up of a capital stock of the new vintage following
an invention causes a boom in the economy with all aggregate variables growing above their
long-term trend. Diminishing marginal productivity from additional units of capital then
slow down the speed of capital accumulation which results in a recession, where all aggregate
variables grow below their trend.
The development of output in response to a technology invention is very gradual. R&D
expenditure is an ongoing activity and not a zero-one decision. The research and invention
mechanism is completely stochastic. R&D expenditure is procyclical. These properties of the
model constitute a substantial extension and improvement of the so far available literature on
endogenous Business Cycle models. The model also features long-run growth without scale
effects and a countercyclical real interest rate without the assumption of any rigidities.
Future work could perform a calibration and a quantitative simulation of the model followed
by a rigorous test for observed Business cycle facts. Extensions of the model are possible
in various directions. In particular, the same are possible than discussed in the conclusion
of the exogenous version in the last chapter. An interesting extension of the research and
invention mechanism would be to allow for accumulation of R&D. If no invention is made,
some of the resources spent on R&D could be not lost but carried over to the next period.
Two important and fundamental extensions would be the introduction of recessions, where
the level of output actually falls, and the consideration of unemployment.
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3.8 Appendix
Appendix I.1: Proof of Lemma 3.2
The optimal values for consumption and R&D expenditure of a single household are given
by the optimal policy φ and the vector of state variables xt = (at, Kt, qt) as
ct = φ1(at, Kt, qt) and dt = φ2(at,Kt, qt)
Theorem 3.1 states that these values maximize equation (3.8). If (ct, dt) is an interior solution,
there must be a critical point in the first derivative of the right hand side of this equation.
Differentiating by ct and dt gives two first order conditions:
u′(ct) + ρE
φ
t Va(xt+1)
∂at+1
∂ct
= 0 and ρEφt Va(xt+1)
∂at+1
∂dt
= 0
From the household budget constraint (3.6) it can be seen that ∂at+1
∂ct
= (−B−st) and ∂at+1
∂dt
=
st
1
Rt
κ(qt)−B−st. Thus the two first order conditions become:
u′(ct) = ρE
φ
t Va(xt+1)B
−st (3.22)
and
0 = ρEφt Va(xt+1)[B
−st − st
κ(qt)
Rt
] (3.23)
The partial derivative Va can be calculated from equation (3.8) directly:
Va(xt) = u
′(ct)
∂φ1(xt)
∂at
+ ρEφt Va(xt+1)[
∂at+1
∂at
+
∂at+1
∂ct
∂φ1(xt)
∂at
+
∂at+1
∂dt
∂φ2(xt)
∂at
]
Inserting for∂at+1
∂ct
and ∂at+1
∂dt
as above this becomes
Va(xt) = [u
′(ct)− ρE
φ
t Va(xt+1)B
−st ]
∂φ1(xt)
∂at
+ ρEφt Va(xt+1)
∂at+1
∂at
−ρEφt Va(xt+1)[B
−st − st
κ(qt)
Rt
]
∂φ2(xt)
∂at
Inserting the two first order conditions (3.22) and (3.23) and ∂at+1
∂at
= B−st(1 + rt) from (3.6)
this reduces to
Va(xt) = ρE
φ
t Va(xt+1)B
−st(1 + rt)
Inserting (3.22) again yields
Va(xt) = u
′(ct)(1 + rt)
and equivalently
Va(xt+1) = (1 + rt+1)u
′(ct+1)
This may be inserted into the two first order conditions (3.22) and (3.23) yielding
u′(ct) = ρE
φ
t [(1 + rt+1)u
′(ct+1)B
−st ]
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and
0 = ρEφt [(1 + rt+1)u
′(ct+1)[B
−st − st
κ(qt)
Rt
]]
Leaving the first equation as it is and inserting it into the second one gives
u′(ct) = ρE
φ
t [(1 + rt+1)u
′(ct+1)B
−st ]
and
u′(ct) = ρE
φ
t [(1 + rt+1)u
′(ct+1)st
κ(qt)
Rt
]
where
rt+1 = αB
qt+1(L/Kt+1)
1−α − δ
Now the expectation operator Eφt is solved. Since st = 1 with probability θ(Rt, qt) and st = 0
with probability 1− θ(Rt, qt) the two equations become
u′(ct) = ρθ(Rt, qt)(1 + αB
qt+1(L/Kt+1)
1−α − δ)u′(ct+1)B
−1
+ρ[1− θ(Rt, qt)](1 + αB
qt(L/Kt+1)
1−α − δ)u′(ct+1)
and
u′(ct) = ρθ(Rt, qt)(1 + αB
qt+1(L/Kt+1)
1−α − δ)u′(ct+1)
κ(qt)
Rt
where ct+1 = φ1(at+1,Kt+1, qt+1) and ct+1 = φ1(at+1, Kt+1, qt). Leaving the second equation
as it is and inserting it into the first one gives
u′(ct)[1−
Rt
Bκ(qt)
] = ρ[1− θ(Rt, qt)](1 + αB
qt(L/Kt+1)
1−α − δ)u′(ct+1)
and
u′(ct) = ρθ(Rt, qt)(1 + αB
qt+1(L/Kt+1)
1−α − δ)u′(ct+1)
κ(qt)
Rt
Finally, inserting u′(ct) = c
−σ
t gives two equations for the development of the optimal con-
sumption values
c−σt [1−
Rt
Bκ(qt)
] = ρ[1− θ(Rt, qt)](1 + rt+1)c
−σ
t+1
and
c−σt = ρθ(Rt, qt)(1 + rt+1)c
−σ
t+1
κ(qt)
Rt
where rt+1 = αBB
qt(L/Kt+1)
1−α− δ and rt+1 = αB
qt(L/Kt+1)
1−α− δ. Using Ct = Lct gives
the same equations for aggregate consumption.
Appendix I.2: Proof of Theorem 3.3
(a) We show that with K˜t := A
1/αKt , a˜t := Aat , c˜t := Act , d˜t := Adt and pt := qt + 1 for
all t, the budget constraint in the new variables is given by (3.21). First note that
κ(qt) = κ̂A
qt+1 = A−1κ̂Apt+1 = A−1κ(pt)
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The household budget constraint with rt and wt expressed by Kt and qt is
at+1 = B
−st [(1 + αBqt(L/Kt)
1−α − δ)at + (1− α)(Kt/L)
α − ct − rt] + st
rt
Rt
κ(qt)
In the new variables this becomes
a˜t+1 = Aat+1 = A{B
−st [(1 + αKα−1t L
1−αBqt − δ)at
+(1− α)Kαt L
−α − ct − rt] + st
rt
Rt
κ(qt)}
= B−st [(1 + αA
α−1
α Kα−1t L
1−αA
1−α
α Bqt − δ)Aat
+(1− α)AKαt L
−α − Act −Art] + st
rtA
−1
RtA−1
Aκ(qt)
= B−st [(1 + α(A
1
αKt)
α−1L1−αBBqt − δ)a˜t
+(1− α)(A
1
αKt)
αL−α − c˜t − r˜t] + st
rtA
−1
RtA−1
Aκ(qt)
= B−st [(1 + αBpt(L/K˜t)
1−α − δ)a˜t
+(1− α)(K˜t/L)
α − c˜t − r˜t] + st
r˜t
R˜t
κ(pt)
which is (3.21).
(b) By the definition in (3.11) the invariance property of φ carries over to the functions c and
d. Let (Kt, Ct) be a point on the c(., n) path. Then
ACt = Ac(Kt, n) = c(KtA
1/α, n+ 1)
which means that (A1/αKt, ACt) is a point on the c(., n+ 1) path.
(c) The temporary steady state
(K∗n+1, C
∗
n+1, R
∗
n+1) = (K
∗
n+1, c(K
∗
n+1, n+ 1), d(K
∗
n+1, n+ 1))
is the unique tuple satisfying the following three equations
K∗n+1 = (1− δ)K
∗
n+1 +B
n+1((K∗n+1)
αL1−α − c(K∗n+1, n+ 1)
−d(K∗n+1, n+ 1))
c(K∗n+1, n+ 1)
−σ = ρθ(R∗n+1, n+ 1)(1 + αBB
n+1(K∗n+1 +BB
n+1κ(n+ 1))α−1
L1−α − δ)c(K∗n+1 +BB
n+1κ(n+ 1), n+ 1)−σ
κ(n+ 1)
R∗n+1
[1−
R∗n+1
Bκ(n+ 1)
] = ρ[1− θ(R∗n+1, n+ 1)](1 + αB
n+1(K∗n+1)
α−1L1−α − δ)
If the tuple ((A1/αK∗n), (AC
∗
n), (AR
∗
n)) also satisfies these equations, the assertion follows.
Inserting this point into the above equations and then using equivalence operations and
applying part (a), it can be shown that this is equivalent to the statement that the point
(K∗n, C
∗
n, R
∗
n) satisfies the equations (3.18) - (3.20), which is true by definition. Inserting into
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the first equation gives
A1/αK∗n = (1− δ)A
1/αK∗n +B
n+1[(A1/αK∗n)
αL1−α − c(A1/αK∗n, n+ 1)
−d(A1/αK∗n, n+ 1)]
= (1− δ)A1/αK∗n +B
n+1[A(K∗n)
αL1−α −Ac(K∗n, n)− Ad(K
∗
n, n)]
= (1− δ)A1/αK∗n +A
1/αA1−1/αBn+1[(K∗n)
αL1−α − c(K∗n, n)− d(K
∗
n, n)]
Dividing by A1/α gives (3.18), which is the first defining equation for (K∗n, C
∗
n, R
∗
n). Inserting
into the the second equation gives
c(A1/αK∗n, n+ 1)
−σ = ρθ(AR∗n, n+ 1)(1 + αBB
n+1(A1/αK∗n +BB
n+1κ(n+ 1))α−1
L1−α − δ)c(A1/αK∗n +BB
n+1κ(n+ 1), n+ 1)−σ
κ(n+ 1)
AR∗n
In the proof of part (a) is was already shown that κ(n + 1) = Aκ(n). Similarly from the
definition of θ it follows that
θ(ARt, n+ 1) = θ̂(A
−(n+1)ARt) = θ̂(A
−nRt) = θ(Rt, n) for all (Rt, n)
Using these two facts and again the invariance property of part (a) yields
A−σc(K∗n, n)
−σ = ρθ(R∗n, n)(1 + αBB
nB(A1/αK∗n +A
1/αBBnκ(n))α−1L1−α − δ)
c(A1/αK∗n +A
1/αBBnκ(n), n+ 1)−σ
κ(n)
R∗n
= ρθ(R∗n, n)(1 + αBB
n(K∗n +BB
nκ(n))α−1L1−α − δ)
A−σc(K∗n +BB
nκ(n), n)−σ
κ(n)
R∗n
Dividing byA−σ gives (3.19), which is the second defining equation for (K∗n, C
∗
n, R
∗
n). Inserting
into the the third equation gives
[1−
AR∗n
Bκ(n+ 1)
] = ρ[1− θ(AR∗n, n+ 1)](1 + αB
n+1(A
1
αK∗n)
α−1L1−α − δ)
⇔ [1−
AR∗n
BAκ(n)
] = ρ[1− θ(R∗n, n)](1 + (A
α−1
α )Bn+1α(K∗n)
α−1L1−α − δ)
⇔ [1−
R∗n
Bκ(n)
] = ρ[1− θ(R∗n, n)](1 + αB
n(L/K∗n)
1−α − δ)
Hence equation (3.20) is obtained, which is the third defining equation for the steady state
(K∗n, C
∗
n, R
∗
n).

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Appendix I.3: The reduced System
The equations defining the reduced system are obtained by applying the transformation
Ĉt = A
−qtCt , K̂t = A
−qt/αKt , R̂t = A
−qtRt
to the equations of Lemma 3.2 defining the dynamics of the original variables. Equation
(3.16) becomes
K̂t+1 = A
−qt+1/αKt+1 = (1− δ)A
−qt/αKt +A
−qt/αBqt(Kαt L
1−α − Ct −Rt)
= (1− δ)K̂t +A
−qt(Kαt L
1−α − Ct −Rt)
= (1− δ)K̂t + K̂
α
t L
1−α − Ĉt − R̂t
With κ(qt) = κ̂A
qt+1 equation (3.15) becomes
K̂t+1 = A
−qt+1/αKt+1 = A
−(qt+1)/α(1− δ)Kt +A
−(qt+1)/αBqt(Kαt L
1−α − Ct −Rt)
+A−(qt+1)/αBqtBκ(qt)
= A−1/α(1− δ)K̂t +A
−1/αA−qt(Kαt L
1−α − Ct −Rt) +A
−1/αA−qtBκ̂Aqt+1
= A−1/α[(1− δ)K̂t + K̂
α
t L
1−α − Ĉt − R̂t] + κ̂
The equations for the interest rate become
rt+1 = αBB
qt(L/Kt+1)
1−α − δ = αBBqtA
α−1
α
(qt+1)(K̂t+1)
α−1L1−α − δ
= α(L/K̂t+1)
1−α − δ = r̂t+1
rt+1 = αB
qt(L/Kt+1)
1−α − δ = BqtαA
α−1
α
qt(K̂ t+1)
α−1L1−α − δ
= α(L/K̂t+1)
1−α − δ = r̂t+1
Finally, with θ(Rt, qt) = θ̂(A
−qtRt) = θ̂(R̂t) the equations describing optimal consumption
become
Ĉ−σt = (A
−qt)−σC−σt = ρθ(Rt, qt)(1 + rt+1)(A
−qt)−σC
−σ
t+1
κ(qt)
Rt
= ρθ̂(R̂t)(1 + r̂t+1)A
−σ(A−(qt+1)Ct+1)
−σ κ̂A
qt+1
R̂tAqt
= ρθ̂(R̂t)(1 + r̂t+1)A
−σĈ
−σ
t+1
κ̂A
R̂t
and
Ĉ−σt = (A
−qt)−σC−σt = ρ[1− θ(Rt, qt)](1 + rt+1)(A
−qt)−σC−σt+1[1−
Rt
Bκ(qt)
]−1
= ρ[1− θ̂(R̂t)](1 + r̂t+1)Ĉ
−σ
t+1[1−
R̂tA
qt
Bκ̂Aqt+1
]−1
= ρ[1− θ̂(R̂t)](1 + r̂t+1)Ĉ
−σ
t+1[1−
R̂t
A1/ακ̂
]−1
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Together the following system of equations describes the reduced system:
K̂ t+1 = (1− δ)K̂t + K̂
α
t L
1−α − Ĉt − R̂t (3.24)
K̂ t+1 = A
−1/α[(1− δ)K̂t + K̂
α
t L
1−α − Ĉt − R̂t] + κ̂ (3.25)
r̂t+1 = α(L/K̂t+1)
1−α − δ (3.26)
r̂t+1 = α(L/K̂t+1)
1−α − δ (3.27)
Ĉ−σt = ρθ̂(R̂t)(1 + r̂t+1)A
−σĈ
−σ
t+1[
Aκ̂
R̂t
] (3.28)
Ĉ−σt = ρ[1− θ(R̂t)](1 + r̂t+1)Ĉ
−σ
t+1[1−
R̂t
A1/ακ̂
]−1 (3.29)
The defining equations for the steady state (K̂∗, Ĉ∗, R̂∗) are obtained from the above system
by setting
Ĉt+1 = Ĉt = Ĉ
∗ and K̂ t+1 = K̂t = K̂
∗ and R̂t = R̂
∗
From the first two equations it follows that
K̂∗ = (1− δ)K̂∗ + (K̂∗)αL1−α − Ĉ∗ − R̂∗
K̂∗ = A−1/αK̂∗ + κ̂
Inserting
Ĉ∗ = ĉ(K̂∗) = ĉ(A−1/αK̂∗ + κ̂)
and
r̂∗ = α(K̂∗)α−1L1−α − δ = α(A−1/αK̂∗ + κ̂)α−1L1−α − δ
into (3.28) yields
Ĉ∗−σ = ρθ̂(R̂∗)(1 + α(A−1/αK̂∗ + κ̂)α−1L1−α − δ)A−σ ĉ(A−1/αK̂∗ + κ̂)−σ[
Aκ̂
R̂∗
]
Dividing by Ĉ∗−σ on both sides of (3.29) gives
1 = ρ[1− θ(R̂∗)](1 + α(K̂∗)α−1L1−α − δ)[1−
R̂∗
A1/ακ̂
]−1
This equation can be solved for K̂∗. Together the following three equations defining the
steady state are obtained:
Ĉ∗ = (K̂∗)αL1−α − δK̂∗ − R̂∗ (3.30)
K̂∗ = L{
1
α
[δ − 1 +
[1− R̂
∗
A1/ακ̂
]
ρ[1− θ(R̂∗)]
}
1
α−1 (3.31)
Ĉ∗ = {ρθ̂(R̂∗)(1 + α(A−1/αK̂∗ + κ̂)α−1L1−α − δ) (3.32)
A−σĉ(A−1/αK̂∗ + κ̂)−σ[
Aκ̂
R̂∗
]}−1/σ
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Appendix II: Markov Control Models
This Appendix defines a Markov Control Model (MCM) and presents the theorem, which is
used in the main part to prove existence of a solution (V, φ) for the household optimization
problem. The presentation of the material follows Hernandez-Lerma and Lassere (1996).
Definition 3.4 A discrete time stationary Markov Control Model consists of five objects
(X,Y, {Y (x) : x ∈ X}, p, u), where
• The state space X is a Borel space. The elements of X are called states. B(X) is the
Borel-σ-Algebra of X.
• The control space Y is a Borel space. The elements of Y are called controls or actions.
• To each state x ∈ X a non-empty measurable subset Y (x) of A is associated, whose
elements are the admissible controls, when the system is in state x. The set of admissible
state action pairs, defined by
Z := {(x, y) : x ∈ X, y ∈ Y (x)}
is assumed to be a measurable subset of the product space X × Y .
• For G ∈ B(X) and (x, y) ∈ Z the object p = p(G|(x, y)) is a stochastic kernel on X
given Z. It is called the transition law.
• The one-step reward function u : Z → R is a measurable.
Lemma 3.5 For every (stationary)11 policy φ and initial state x there exists a unique prob-
ability measure P φx with expectation operator E
φ
x such that
P φx ({xt+1 ∈ G}|xt) = p(G|(xt, φ(xt))) (3.33)
Definition 3.6 Let (X, Y, {Y (x) : x ∈ X}, p, u) be a Markov Control Model and ρ < 1 a
discount factor. Then the expected discounted total reward given an initial state x and a
policy φ is defined as
W (φ, x) = Eφx
∞∑
t=0
ρtu(xt, yt)
The value function is defined by
V (x) = sup
φ∈Φ
W (φ, x) , x ∈ X
A policy φ is optimal, if W (φ, x) = V (x) for every x ∈ X.
11A stationary policy is a special case of a Markov policy, also called feedback, closed-loop or memoryless
policy. A Markov policy is a sequence of functions from the state space into the control space. In a stationary
policy all these functions are identical. Even more general are deterministic policies, where the functions
depend on the whole history of the system and randomized policies, which also depend on the history but
moreover do not consist of a sequence of functions, but a sequence of stochastic kernels.
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Theorem 3.7 Let (X, Y, {Y (x) : x ∈ X}, p, u) be a MCM. Suppose the following assump-
tions are satisfied:
1. For each state x ∈ X the set Y (x) of admissible controls is compact.
2. For each x ∈ X the function u(x, y) is lower semi-continuous in y ∈ Y (x).
3. For every bounded, continuous function v onX and for each x ∈ X the object
∫
v(ξ)p(dξ|(x, y))
is a lower semi-continuous function of y ∈ Y (x).
Then:
(a) The value function V is the point-wise minimal (unique)12 solution of the following equa-
tion
V (x) = max
y∈Y (x)
{u(x, y) + ρ
∫
X
V (ξ)p(dξ|(x, y))} , x ∈ X
(b) There exists a stationary optimal policy φ that maximizes the right hand side of the above
equation for all x ∈ X, i.e.
V (x) = u(x, φ(x)) + ρ
∫
X
V (ξ)p(dξ|(x, φ(x)))
12Uniqueness in the case of bounded instantaneous utility function u(c), i.e. σ > 1.
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Chapter 4
The Bellmann Equation and other
Mathematical Tools
4.1 Introduction
Optimal control of dynamic systems is an important mathematical tool in economic models
of growth and cycles. Models of deterministic optimal growth were developed by Cass (1965),
Koopmans (1965) and Mirlees (1967). The stochastic case was studied by Brock and Mirman
(1972) in discrete time and Merton (1975) in continuous time. Whereas in discrete time the
theory is nearly complete with the results of Brock and Mirman (1972) for the i.i.d. case and
Donaldson and Mehra (1983) for the Markov chain case, in continuous time the situation
is different. Many results have been achieved, but because of the complexity of continuous
time stochastics they are not as general as the ones in the discrete time case. The present
chapter makes a contribution to the theory by solving a control problem with a stochastic
differential equation (SDE) driven by a Poisson process under an infinite time horizon. The
result allows to analyze the Poisson RBC model, which evolves in continuous time and where
technology inventions are due to a Poisson process.
Different solution methods for optimal control problems have been developed. One of it is
Bellmann’s Principle of Optimality, also called Dynamic Programming, because it is well
suited for computational solution. The initial theory in the deterministic case is due to
Bellmann (1957). The core of this method is the necessity and sufficiency of the so called
Bellmann equation for characterizing solutions of optimal control problems. Necessity means
that all solutions satisfy the Bellmann equation. Sufficiency means that objects which satisfy
the Bellmann equation are solutions. In this chapter a version of the Bellmann equation is
analyzed which applies to a control problem with Poisson SDE under infinite time horizon.
Both the necessity and the sufficiency of the Bellmann equation is proved.
The control problem with Poisson SDE under finite time horizon was already briefly analyzed
by Merton (1971), who stated a theorem about the necessity of the Bellmann equation. A
complete treatment of the finite horizon case with proofs of both necessity and sufficiency can
be found in Kushner and Dupuis (1992). They consider the general case of jump diffusions
which includes the pure Poisson case. In the case of pure diffusions under infinite time horizon
a theorem with proof is due to Oksendal (1998). Also under infinite time horizon Dempster
(1991), following the work of Davis (1984) states and proves necessity and sufficiency of the
Bellmann equation for the whole class of piecewise deterministic processes. This class includes
almost all stochastic processes which are not diffusions and hence also includes the Poisson
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process. The approach is to transform the original control problem into a control problem
for the discrete Markov chain of the post jump states, and then use well established results
from the discrete time case. This approach, however, requires both state and control space
compact and the instantaneous utility function bounded. Moreover, a technical condition
has to be satisfied, which does not hold in the setting considered here in general and later
in the Poisson RBC model in particular. The condition is that the function determining the
deterministic flow of the system is bounded away from zero for all control variables, if the
state variable is on the rim of the state space. In the Poisson RBC model consumption can
always be chosen such that the deterministic flow in capital is zero. The result presented here
for the control problem with Poisson SDE applies to infinite time horizon, thus extending
the result of Kushner and Dupuis (1992), and requires only a bounded instantaneous utility
function or a compact control space and no further technical condition, thus extending the
result of Dempster (1991).
The main tool for the proof of necessity and sufficiency of the Bellmann equation in this
chapter is the change of variable formula for Poisson SDE. This formula is an analog to the
well-known Ito formula which considers SDE with respect to Brownian Motion. The change
of variable formula is derived in the mathematical appendix using the results of Garcia and
Griego (1994). They present an elementary theory of Poisson SDE, where the integral with
respect to a Poisson process is defined as a pathwise defined Lebesgue-Stieltjes integral. This
greatly simplifies the proof of the change of variable formula which otherwise requires the full
theory of the stochastic integral with respect to semi-martingales (see e.g. Protter 1995).
The chapter is organized as follows: Section 2 presents the stochastic optimal control problem
with Poisson SDE under infinite time horizon in a mathematically rigorous way. Section 3
presents the main result, the necessity and sufficiency of the Bellmann equation. The result
is further supported by a Corollary allowing the verification of candidates for optimal policy
and value function. This is very useful in applications and will be applied in the next chapter
verifying the analytical solution of the Poisson RBC model in a special case. The section
ends with the proof of the main result.
Mathematically minded readers may start with reading the mathematical appendix before
considering the main part. It contains the necessary definitions for the formulation of the
problem and all mathematical tools for the proofs. In particular it contains the change of
variable formula for Poisson SDE, which is an often used in this and subsequent chapters.
Due to its formal nature the present chapter uses a slightly more mathematically formal
language than the remainder of this thesis.
4.2 The Optimal Control Problem with Poisson SDE
In this section the general form of the stochastic optimal control problem with respect to
Poisson SDE is established in a mathematically rigorous way. The problem consists of choos-
ing a vector of control variables such that expected discounted utility over an infinite time
horizon is maximized. The conditions that the control variables have to satisfy are given in
form of stochastic differential equations (SDE) with respect to Poisson processes (see mathe-
matical appendix for a rigorous introduction). The problem formulation and the later result
about the Bellmann equation consider the general case of many Poisson processes and many
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control variables. In the application, the Poisson RBC model, there will be only one Poisson
process and one control variable.
Let (q1t ), ..., (q
d
t ) be d independent Poisson processes with parameters λ1, ..., λd on the prob-
ability space (Ω,̥, P ). Further let Θ ⊂ Rn be the state space and Φ ⊂ Rr the control
space, both associated with the Borel-σ-Algebra, and let a and b1, ..., bd be continuous, R
n-
valued functions of Θ and Φ with the property that a(., C) and bj(., C), j = 1, ..., d satisfy
the Lipschitz conditions of Theorem 4.16 for all C ∈ Φ. The following stochastic differential
equation
dXt = a(Xt, Ct)dt+
d∑
k=1
bk(Xt− , Ct−)dq
k
t
describes the development of the state variable Xt ∈ Θ as a stochastic process given controls
Ct ∈ Φ. Under the stated assumptions Theorem 4.16 guarantees the existence of a unique
solution {Xt}. The function a determines the deterministic development of {Xt}. It is called
the deterministic growth function. The functions bj determine the size and direction of the
jumps in the process {Xt}, when a jump in one of the Poisson processes (q
j
t ) occurs. They are
called the jump functions. The following definitions provide the necessary tools to formulate
the control problem:
(i) A (stationary)1 policy φ is a Borel-measurable function
φ : Θ→ Φ ; x = (x1, ..., xn) −→ φ(x)
(ii) For a state x ∈ Θ and a policy φ the process {Xφ,xt : t ∈ R
+} defined as the unique
solution2 of the stochastic differential equation
Xφ,xt = X
φ,x
0 +
∫ t
0
a(Xφ,xs , φ(X
φ,x
s ))ds+
d∑
k=1
∫ t
0
bk(X
φ,x
s−
, φ(Xφ,xs− ))dq
k
s (4.1)
is called the controlled process starting at Xφ,x0 = x and controlled by φ.
(iii) A policy φ is called admissible3, if when starting in Θ the controlled process {Xφ,xt : t ∈
R+} never leaves Θ. Formally: If x ∈ Θ, then Xφ,xt ∈ Θ for all t ∈ R
+. The space of
all admissible policies is denoted by Π.
(iv) Let u : Φ → R be a two times differentiable function, called instantaneous utility
function, and ρ > 0 a parameter, called the time preference rate. Associated with
every admissible policy φ is a function Wφ : Θ→ R given by
Wφ(x) = E
∫ ∞
0
e−ρsu(φ(Xφ,xs ))ds (4.2)
1The definition is that of a stationary policy. The main theorem in the next section will show that it is
sufficient, to consider only stationary policies, to find an optimal policy. In the remainder of this thesis only
stationary policies are considered.
2The Lipschitz conditions of Theorem 4.16 are satisfied for a(., φ(.)) and bj(., φ(.)), j = 1, ..., d for all
policies φ. Hence Theorem 4.16 guarantees the existence of a unique solution.
3This definition of admissibility follows Framstad, Oksendal and Sulem (2001).
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whenever this integral is finite. The function W φ is called expected discounted total
utility function.
(v) The function V : Θ→ R given by
V (x) = sup
φ∈Π
Wφ(x) (4.3)
is called the value function, if the supremum is finite.
(vi) An admissible policy φ∗ is called optimal policy, if the associated expected discounted
total utility function Wφ
∗
equals the value function V for all initial states x ∈ Θ, i.e.
Wφ
∗
(x) = V (x) , ∀x ∈ Θ
The control problem is to find optimal policy and value function. The control problem is well
defined, if the total discounted expected utility function W φ is well defined for all admissible
policies. Sufficient conditions for well definedness are the boundedness of the instantaneous
utility function u or the compactness of the control space Φ. The results in the following
section are proved under the first condition. The second, however, is equivalent, since u is
continuos and hence attains a maximum on Φ, if this is compact. The state space Θ may
be unbounded. The following Definition due to Kushner and Dupuis (1992) introduces the
differential operator4 of the control problem:
Definition 4.1 For a differentiable function G : Θ → R and some control c ∈ Φ, the
differential operator Dc applied to G is defined by
DcG(x) := a(x, c)Gx(x) +
d∑
k=1
λk[G(x+ bk(x, c))−G(x)] (4.4)
4.3 The Bellmann Equation: Necessity and
Sufficiency
The current section contains the main result of this chapter, the necessity and sufficiency of
the Bellmann equation for a control problem with Poisson SDE as formulated in the previous
section. There are two theorems and one corollary. The first Theorem 4.2 is a preliminary
result, it deals with an arbitrary admissible policy φ and the associated expected discounted
total utility function W φ. The second Theorem 4.3 is the main result dealing with an optimal
policy and the value function V . Both theorems have the same structure, a necessity part (i)
and a sufficiency part (ii). The necessity part of the main result states that value function
and optimal policy of the control problem solve the Bellmann equation. The sufficiency part
states that if given a solution to the Bellmann equation, this solution indeed consists of the
4Other authors speak of the infinitessimal generator or the differential generator. Authors in economic pa-
pers not concerned with mathematical technicalities often denote the differential operator by 1dtEtdV (X
φ,x
t ).
This is consistent with the definition of Dc, since heuristically applying the change of variable formula to get
the differential dV (Xφ,xt ), then taking expectation and dividing by dt gives the correct result.
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value function and an optimal policy function. The proof of the main result uses ideas from
Kushner and Dupuis (1992) and Duffie (1992), but extends their results, since they consider
only a finite time horizon.
4.3.1 Main Results
Theorem 4.2 Suppose u is bounded. Let φ be an admissible policy.
(i) The expected discounted total utility function W φ is well-defined according to (4.2) and
satisfies
ρWφ(x) = u(φ(x)) +Dφ(x)W φ(x) , ∀x ∈ Θ (4.5)
(ii) If on the other hand a bounded C1-function H : Θ → R satisfies (4.5) and if moreover
for all x ∈ Θ the controlled process {Xφ,xt : t ∈ R
+} satisfies the limiting condition
lim
T→∞
Ee−ρTH(Xφ,xT ) = 0 (4.6)
then H is the expected discounted total utility function W φ as defined in (4.2).
In most applications the Bellmann equation is presented and used in its maximum form.
With the above definitions this is
ρV (x) = max
c∈Φ
{u(c) +DcV (x)} , ∀x ∈ Θ (4.7)
In order to stay mathematically rigorous and closer to the proofs the Bellmann equation is
in the following expressed as a combination of an inequality and an equality. This is also
consistent with the formulations used by Oksendal (1998) and Kushner and Dupuis (1992).
The inequality applies to arbitrary controls and an the equality to optimal controls.
Theorem 4.3 Suppose u is bounded.
(i) If the value function V is well-defined according to (4.3), then it satisfies for all c ∈ Φ
the inequality:
ρV (x) ≥ u(c) +DcV (x) , ∀x ∈ Θ (4.8)
If furthermore φ∗ is an optimal policy then
ρV (x) = u(φ∗(x)) +Dφ
∗(x)V (x) , ∀x ∈ Θ (4.9)
(ii) If on the other hand a bounded C1 - function J : Θ → R satisfies for all c ∈ Φ the
inequality (4.8) and with an admissible policy φ∗ the equality (4.9) and if moreover for
all x ∈ Θ the limiting condition
lim
T→∞
Ee−ρTJ(Xφ
∗,x
T ) = 0 (4.10)
and the limiting inequality
lim
T→∞
Ee−ρTJ(Xψ,xT ) ≥ 0 , ∀ψ ∈ Π (4.11)
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are satisfied, then J is the value function V as defined in (4.3) and the policy φ∗ is an
optimal policy.
Because the change of variable formula for Poisson processes has no second order term as
in the case for diffusions, only J ∈ C1 is necessary in part (ii). In the equivalent theorem
for the case for diffusions (see Oksendal (1998), p. 231) the stronger condition J ∈ C2 is
necessary. The limiting condition (4.10) generalizes the boundary condition for final time
T in a finite time horizon setting like the one considered by Kushner and Dupuis (1998).
The deterministic equivalent of the limiting condition (4.10) was first established by Michel
(1982) as a necessary condition for optimality. He showed that the transversality condition
is not always necessary, but follows from the limiting condition, if a technical condition on
the function a is satisfied. The limiting inequality (4.11) is always satisfied in applications
like the Poisson RBC model, where only positive utility is possible, since in this case only
candidates J for the value function with J(x) ≥ 0 for all x ∈ Θ are sensible.
Part (ii) of the theorem can be used to verify the optimality of candidates for value function
and optimal policy. The problem is that the inequality (4.8) has to be checked for all ad-
missible controls. This is usually not possible. The following Corollary provides conditions
under which the inequality can easily be verified, making use of the fact that strictly concave
functions have a unique global maximum. The Corollary allows the method of predicting
the value function. When given a candidate for optimal policy, one has to find a candidate
for the value function. If the two candidates satisfy all conditions of Corollary 4.4 (ii), then
their optimality is verified. The method of predicting the value function and then verifying
it was introduced by Merton (1971). He showed that if the instantaneous utility function u
is of the HARA class (=hyperbolic absolute risk aversion), then the value function can be
easily predicted, since it is of similar form.
Part (i) of the Corollary provides further necessary conditions for optimal policy and value
function. In applications like the Poisson RBC model it allows the derivation of a Keynes-
Ramsey rule describing the development of the optimal control variables.
Corollary 4.4 Suppose u is bounded.
(i) If φ∗ is an optimal policy and V the value function, then for all x ∈ Θ, where c = φ∗(x)
is an interior point5 of Φ, the following conditions, called first order conditions, are
satisfied:
d
dcj
u(c) = −
d
dcj
DcV (x) (4.12)
(ii) Let the functions a and b1, ..., bd be linear in the controls c ∈ Φ. Further let the instan-
taneous utility function u be dependent only on the first component c1 of the controls
c = (c1, ..., cr) and satisfy u(c1) > 0 and u
′′(c1) < 0 for all c ∈ Φ. If a C
1 - function J
: Θ→ R and an admissible policy φ maximize the Bellmann equation, i.e. satisfy (4.9)
and satisfy the first order conditions (4.12) with c = φ(x) and if further the limiting
condition (4.10) is satisfied, then φ is an optimal policy and J is the value function V
as defined in (4.3).
5If c is not an interior point of Φ, then the first order conditions hold for all cj = φ
∗
j (x), j = 1, .., r, where
cj is in the interior of the j-th subspace of Φ.
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4.3.2 Lemmatas and Proofs
This section presents the proofs of Theorems 4.2 and 4.3 and Corollary 4.4 preceded by some
Lemmatas. The first lemma states the change of variable formula for Poisson SDE for the
controlled process. It follows from the application of Theorem 4.17 in the mathematical
appendix to n independent Poisson processes with α = a(., φ(.)) and β = bk(., φ(.)).
Lemma 4.5 (Change of Variable Formula for the controlled process) For an admis-
sible policy φ and x ∈ Θ let {Xφ,xt : t ∈ R
+} be the controlled process as in (4.1). Then for
every C1 - function f : R+× Rn → R and fixed time t0 ∈ R+ the process {f(t,X
φ,x
t ) : t ≥ t0}
is given by
f(t,Xφ,xt ) = f(t0, X
φ,x
0 ) +
∫ t
t0
fs(s,X
φ,x
s )ds+
∫ t
t0
fx(s,X
φ,x
s )a(X
φ,x
s , φ(X
φ,x
s ))ds
+
d∑
k=1
∫ t
t0
f(s,Xφ,xs− + bk(X
φ,x
s−
, φ(Xφ,xs− )))− f(s,X
φ,x
s−
)dqks
The following Lemma is an application of Theorem 4.19 in the mathematical appendix.
Lemma 4.6 For an admissible policy ψ and x ∈ Θ let {Xψ,xt : t ∈ R
+} be the controlled
process as in (4.1).Further let f be a continuous, bounded function. Then
Et
∫ t+h
t
f(s,Xψ,xs− )dqs = λEt
∫ t+h
t
f(s,Xψ,xs )ds , t ≥ 0 , h > 0
where Et is the conditional expectation E(.|X
ψ,x
t ) = E(.|σ(X
ψ,x
t )).
Proof: The controlled process Xψ,xt is adapted, right continuous with existing left limits.
Since f is continuous, the process {f(s,Xψ,xs− ) : s ≥ 0} is predictable. From the boundedness
of f it follows that there exists a constant K > 0 such that
E
∫ t
0
|f(s,Xψ,xs− )|dqs ≤ K ∗ E
∫ t
0
dqs = Kλt <∞ for all t ≥ 0
Hence the conditions of Theorem 4.19 are satisfied. Applying it yields
E(
∫ t+h
t
f(s,Xψ,xs− )dqs|̥t) = λE(
∫ t+h
t
f(s,Xψ,xs )ds|̥t)
Since Xψ,xt is adapted to ̥t, the σ-Algebra σ(X
ψ,x
t ) is a sub-σ-Algebra of ̥t. The result
then follows by taking expectation from the basic property of conditional expectation:
Et(.) = E(.|σ(X
ψ,x
t )) = E[E(.|̥t)|σ(X
ψ,x
t )]

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The following Lemma is a result from real analysis. It can be proved using the (ε, δ)-definition
of continuity at the point t. A proof can be found in Heuser (1994), p. 447ff.
Lemma 4.7 Let the function f : R+ → R be integrable and continuous at point t ∈ R+. At
other points f may have jumps. Then
lim
hց0
1
h
∫ t+h
t
f(s)ds = f(t)
The following Lemma shows how the definition of the differential operator Dc in (4.4) is
motivated. The result is central to the proof of Theorems 4.2 (application with G = Wφ)
and 4.3 (application with G = V ).
Lemma 4.8 For an admissible policy ψ and x ∈ Θ let {Xψ,xτ : τ ∈ R
+} be the controlled
process as in (4.1). Further let G : Θ→ R be a bounded C1 - function. Then for any t ≥ 0:
lim
hց0
1
h
Et[e
−ρhG(Xψ,xt+h)−G(X
ψ,x
t )] + ρG(X
ψ,x
t ) = D
ψ(Xψ,xt )G(Xψ,xt )
where Et is the conditional expectation E(.|X
ψ,x
t ) = E(.|σ(X
ψ,x
t )).
Proof: Applying the change of variable formula for the controlled process (Lemma 4.5) to
the C1 - function f(t, x) = e−ρtG(x) given the controlled process {Xψ,xτ : τ ∈ R
+} starting
from some time t > 0 up to some time t+ h yields
e−ρ(t+h)G(Xψ,xt+h)− e
−ρtG(Xψ,xt )
=
∫ t+h
t
a(Xψ,xs , ψ(X
ψ,x
s ))e
−ρsGx(X
ψ,x
s )− ρe
−ρsG(Xψ,xs )ds
+
d∑
k=1
∫ t+h
t
e−ρsG(Xψ,xs− + bk(X
ψ,x
s− , ψ(X
ψ,x
s− )))− e
−ρsG(Xψ,xs− )dq
k
s
Multiplying by eρt, taking conditional expectation Et = E(.|X
ψ,x
t ) and dividing by h gives
1
h
Et[e
−ρhG(Xψ,xt+h)−G(X
ψ,x
t )]
=
1
h
Et
∫ t+h
t
a(Xψ,xs , ψ(X
ψ,x
s ))e
−ρ(s−t)Gx(X
ψ,x
s )− ρe
−ρ(s−t)G(Xψ,xs )ds
+
d∑
k=1
1
h
Et
∫ t+h
t
e−ρ(s−t)G(Xψ,xs− + bk(X
ψ,x
s− , ψ(X
ψ,x
s− )))− e
−ρ(s−t)G(Xψ,xs− )dq
k
s
Since G is bounded and ρ > 0, the integrand of the last term is bounded and one can apply
Lemma 4.6 to replace the Poisson integral by a normal integral. Taking the limit h ց 0
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yields further
lim
hց0
1
h
Et[e
−ρhG(Xψ,xt+h)−G(X
ψ,x
t )]
= lim
hց0
1
h
Et
∫ t+h
t
a(Xψ,xs , ψ(X
ψ,x
s ))e
−ρ(s−t)Gx(X
ψ,x
s )− ρe
−ρ(s−t)G(Xψ,xs )ds
+
d∑
k=1
λk lim
hց0
1
h
Eψ,xt
∫ t+h
t
e−ρ(s−t)[G(Xψ,xs + bk(X
ψ,x
s , ψ(X
ψ,x
s )))−G(X
ψ,x
s )]ds
Now Lemma 4.7 and the bounded convergence theorem stated in the mathematical appendix
as Theorem 4.20 are applied. At point t ∈ R+ the Poisson process has almost surely no
jump. Hence the integrand is continuous at t almost surely, at other points it may have
jumps. Since G is bounded it is also integrable and thus the conditions of Lemma 4.7 are
satisfied. The bounded convergence theorem (G is bounded) allows to interchange limit
limhց0 and expectation E
ψ,x
t . Thus the right hand side becomes
= a(Xψ,xt , ψ(X
ψ,x
t ))Gx(X
ψ,x
t )− ρG(X
ψ,x
t )
+
∑d
k=1
λk[G(X
ψ,x
t + bk(X
ψ,x
t , ψ(X
ψ,x
s )))−G(X
ψ,x
t )]
= Dψ(X
ψ,x
t )G(Xψ,xt )− ρG(X
ψ,x
t )
which is what was to be shown.

Proof of Theorem 4.2 (i): Let x ∈ Θ and let {Xφ,xτ : τ ∈ R
+} be the controlled process.
Further take some small h > 0. By (4.2) then
0 = E
∫ ∞
0
e−ρsu(φ(Xφ,xs ))ds−W
φ(x) (4.13)
= E
∫ h
0
e−ρsu(φ(Xφ,xs ))ds+ E
∫ ∞
h
e−ρsu(φ(Xφ,xs ))ds−W
φ(x)
= E
∫ h
0
e−ρsu(φ(Xφ,xs ))ds+ Ee
−ρhEh
∫ ∞
h
e−ρ(s−h)u(φ(Xφ,xs ))ds−W
φ(x)
= E
∫ h
0
e−ρsu(φ(Xφ,xs ))ds+ E[e
−ρhW φ(Xφ,xh )−W
φ(x)]
Dividing by h and applying the limit hց 0 this becomes
0 = lim
hց0
1
h
E
∫ h
0
e−ρsu(φ(Xφ,xs ))ds+ lim
hց0
1
h
E[e−ρhWφ(Xφ,xh )−W
φ(x)]
For the first term Lemma 4.7 together with bounded convergence theorem (u is bounded)
can be applied. The arguments are the same as in the proof of Lemma 4.8. For the second
term Lemma 4.8 itself gives the solution. Hence
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0 = u(φ(Xφ,x0 )) + a(X
φ,x
0 , φ(X
φ,x
0 ))W
φ
x (X
φ,x
0 )
+
d∑
k=1
λk[W (X
φ,x
0 + bk(X
φ,x
0 , φ(X
φ,x
0 )))−W
φ(Xφ,x0 )]− ρW
φ(Xφ,x0 )
Recalling that Xφ,x0 = x and with the definition of the operator D
φ(x) this gives the desired
result
ρW φ(x) = u(φ(x)) +Dφ(x)W φ(x)
Proof of Theorem 4.2 (ii): By assumption there is a bounded C1 - function H : Θ → R
satisfying equation (4.5) which can be written as
−ρH(x) +Dφ(x)H(x) = −u(φ(x)) , ∀x ∈ Θ (4.14)
Let x ∈ Θ and let {Xφ,xτ : τ ∈ R
+} be the controlled process. Applying the change of variable
formula for the controlled process (Lemma 4.5) to the C1-function f(x, t) = e−ρtH(x) given
the controlled process {Xφτ : τ ∈ R
+} up to some time T > 0 and taking expectations on
both sides yields
Ee−ρTH(Xφ,xT )−H(x) (4.15)
= E
∫ T
0
−ρe−ρsH(Xφ,xs ) + e
−ρsHx(X
φ,x
s )a(X
φ,x
s , φ(X
φ,x
s ))ds
+
d∑
k=1
E
∫ T
0
e−ρsH(Xφ,xs− + bk(X
φ,x
s−
, φ(Xφ,xs− )))− e
−ρsH(Xφ,xs− )dq
k
s
Since H is bounded, Lemma 4.6 can be applied to replace the Poisson integrals by normal
ones.
Ee−ρTH(Xφ,xT )−H(x)
= E
∫ T
0
−ρe−ρsH(Xφ,xs ) + e
−ρsHx(X
φ,x
s )a(X
φ,x
s , φ(X
φ,x
s ))
+
d∑
k=1
λk[e
−ρsH(Xφ,xs + bk(X
φ,x
s , φ(X
φ,x
s )))− e
−ρsH(Xφ,xs )]ds
= E
∫ T
0
e−ρs[−ρH(Xφ,xs ) +D
φ(Xφ,xs )H(Xφ,xs )]ds
By (4.14) the []-part of the last integrand equals −u(φ(Xφ,xs )). Inserting gives
Ee−ρTH(XφT )−H(x) = −E
∫ T
0
e−ρsu(φ(Xφ,xs ))ds (4.16)
Now let T approach ∞. Then by assumption (4.2) the left-most term goes to zero and after
interchanging limit and expectation due to the bounded convergence theorem (u is bounded)
it follows that
H(x) = E
∫ ∞
0
e−ρsu(φ(Xφ,xs ))ds = W
φ(x)
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which is what was to be shown6.
Proof of Theorem 4.3 (i): Let x ∈ Θ. At first the equality (4.9) is proved. Let φ∗ be an
optimal policy. Then V (x) = Wφ
∗
(x) and from Theorem 4.2 (i) it follows that
ρV (x) = ρW φ
∗
(x) = u(φ∗(x)) +Dφ
∗(x)W φ
∗
(x) = u(φ∗(x)) +Dφ
∗(x)V (x)
which is the equality (4.9). It remains to be shown that for all c ∈ Φ the inequality
ρV (x) ≥ u(c) +DcV (x) (4.17)
holds. Following an argument applied by Kushner and Dupuis (1992) and Duffie (1992),
define a policy ψ as equal to the optimal φ∗ except for an ε-neighborhood around the fixed
x ∈ Θ, where it returns the constant value c ∈ R. Let {Xψ,xt : t ∈ R
+} be the controlled
process for ψ and x. Then the policy ψ is such that there exists a h > 0 with
ψ(Xψ,xt ) = c , t < h
ψ(Xψ,xt ) = φ
∗(Xψ,xt ) , t ≥ h
From time h onwards policies ψ and φ∗ equal each other. Hence
Wψ(Xψ,xt ) = W
φ∗(Xψ,xt ) = V (X
ψ,x
t ) ∀t ≥ h (4.18)
From the optimality of φ∗ it can be deduced that
V (x) = W φ
∗
(x) ≥Wψ(x) = E
∫ ∞
0
e−ρsu(ψ(Xψ,xs ))ds
= E
∫ h
0
e−ρsu(ψ(Xψ,xs ))ds+ E
∫ ∞
h
e−ρsu(ψ(Xψ,xs ))ds
=
∫ h
0
e−ρsu(c)ds + Ee−ρhEh
∫ ∞
h
e−ρ(s−h)u(ψ(Xψ,xs ))ds
= −
1
ρ
[e−ρh − 1]u(c) + E[e−ρhWψ(Xψ,xh )]
Bringing the left part V (x) onto the other side and using (4.18) gives
0 ≥ −
1
ρ
[e−ρh − 1]u(c) + E[e−ρhV (Xψ,xh )− V (x)]
Now divide by h and let h ց 0. Then
0 ≥ −
1
ρ
lim
hց0
[
e−ρh
h
−
1
h
]u(c) + lim
hց0
1
h
E[e−ρhV (Xψ,xh )− V (x)]
Applying the rule of L’Hopital the limit of the first [ ]-term equals (−ρ). Applying Lemma
4.8 with G = V and t = 0 gives an expression for the second term (note that V is bounded).
Together
0 ≥ u(c) +Dψ(x)V (x)− ρV (x)
6This last step also works the other way round. If (4.2) is given and (4.5) has to be shown, then from
(4.16) it follows that limT→∞Ee−ρTWφ(X
φ,x
T ) = 0 must hold.
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Because ψ(x) = c this is (4.17) and since c was chosen arbitrarily the proof is completed.
Proof of Theorem 4.3 (ii): There is a bounded continuously differentiable function J :
Θ → R satisfying the inequality (4.8) and with an admissible policy φ∗ the equality (4.9).
The following will be shown:
(1.) J(x) ≥Wψ(x) for an arbitrary admissible policy ψ
(2.) J(x) = Wφ
∗
(x)
Then it follows that φ∗ is an optimal policy and J = W φ
∗
is the value function V .
(1.) Let ψ be an arbitrary admissible policy. The inequality (4.8) then yields
−ρJ(x) +Dψ(x)J(x) ≤ −u(ψ(x)) , ∀x ∈ Θ (4.19)
Let x ∈ Θ. Applying the change of variable formula for the controlled process (Lemma 4.5)
to the C1 - function f(x, t) = e−ρtJ(x) given the controlled process {Xψ,xτ : τ ∈ R
+} up to
some time T > 0 and taking expectations on both sides gives
Ee−ρTJ(Xψ,xT )− J(x)
= E
∫ T
0
−ρe−ρsJ(Xψ,xs ) + e
−ρsJx(X
ψ,x
s )a(X
ψ,x
s , ψ(X
ψ,x
s ))ds
+
d∑
k=1
E
∫ T
0
e−ρsJ(Xψ,xs− + bk(X
ψ,x
s−
, ψ(Xψ,xs− )))− e
−ρsJ(Xψ,xs− )dN
k
s
Since J is bounded, Lemma 4.6 can as before be applied to replace the Poisson integrals by
normal ones.
Ee−ρTJ(Xψ,xT )− J(x)
= E
∫ T
0
−ρe−ρsJ(Xψ,xs ) + e
−ρsJx(X
ψ,x
s )a(X
ψ,x
s , ψ(X
ψ,x
s ))
+
d∑
k=1
λk[e
−ρsJ(Xψ,xs + bk(X
ψ,x
s , ψ(X
ψ,x
s )))− e
−ρsJ(Xψ,xs )]ds
= E
∫ T
0
e−ρs[−ρJ(Xψ,xs ) +D
ψ(Xψ,xs )J(Xψ,xs )]ds
By (4.19) the []-part of the last integrand is less or equal to −u(ψ(Xψ,xs )). Inserting gives
Ee−ρTJ(Xψ,xT )− J(x) ≤ −E
∫ T
0
e−ρsu(ψ(Xψ,xs ))ds
Now let T approach ∞. By assumption always limT→∞Ee−ρTJ(X
ψ,x
T ) ≥ 0. Using this and
interchanging limit and expectation due to the bounded convergence theorem (u is bounded)
then gives the desired result
J(x) ≥ E
∫ ∞
0
e−ρsu(ψ(Xψ,xs ))ds = W
ψ(x)
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(2.) By the equality (4.9) the policy φ∗ satisfies
−ρJ(x) +Dφ
∗(x)J(x) = −u(φ∗(x)) , ∀x ∈ Θ
In exactly the same way as in step (1.) just with "=" instead of "≤" one can deduce
Ee−ρTJ(Xφ
∗
T )− J(x) = −E
∫ T
0
e−ρsu(φ∗(Xφ
∗,x
s ))ds
Now again let T approach ∞. According to the limiting condition (4.10) the left-most term
goes to zero. Using the bounded convergence theorem to interchange limit and expectation
(u is bounded) then yields the assertion (2.) which completes the proof:
J(x) = E
∫ ∞
0
e−ρsu(φ∗(Xφ
∗,x
s ))ds = W
φ∗(x)

Proof of Corollary 4.4
(i) By Theorem 4.3 (i) for all x ∈ Θ and all c ∈ Φ the following inequality holds
ρV (x) ≥ u(c) +DcV (x) = u(c) + a(x, c)Vx(x) +
d∑
k=1
λk[V (x+ bk(x, c))− V (x)]
and for the value c = φ∗(x) equality is attained. Hence for all x ∈ Θ the value c = φ∗(x)
maximizes the right hand side. If c = φ∗(x) is an interior point of Φ it is a local maximum
and hence a zero of the first derivative. Partial differentiation with respect to the components
of c give the first order conditions as in (4.12).
(ii) The limiting inequality of Theorem 4.3 (ii) holds according to the remark following the
theorem, since u(c) = u(c1) > 0. The result then follows from Theorem 4.3 (ii), if in addition
to the stated conditions the following inequality part of the Bellmann equation is satisfied:
u(φ(x)) +Dφ(x)J(x) = ρJ(x) ≥ u(c) +DcJ(x) , ∀x ∈ Θ , ∀c ∈ Φ (4.20)
Let x ∈ Θ. The linearity of the functions a and b1, ..., bd in the controls c implies
d2
(dc)2
a(x, c) =
0 and d
2
(dc)2
bk(x, c) = 0 for k = 1, ..., d and hence
d2
(dc)2
DcJ(x) = 0. Together with d
2
(dc)2
u(c) =
u′′(c1) < 0 for all c ∈ Φ this implies that the function
c → u(c) +DcJ(x)
is strictly concave on the whole control space Φ. The first order conditions (4.12) imply that
c = φ(x) is a critical point of this function. The strict concavity then implies that it is a
global maximum. Hence the inequality (4.20) is satisfied.
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4.4 Conclusion
A general stochastic control problem under infinite time horizon was formulated, where the
control variables have to satisfy conditions given by Poisson SDE. Section 3 established the
Bellmann equation for this type of control problem and proved its necessity and sufficiency.
This main result extended so far available results, since it applies to an infinite time horizon
and requires few technical conditions.
The result about the necessity and sufficiency of the Bellmann equation was complemented by
a Corollary which in applications allows two things: The derivation of a Keynes-Ramsey rule
for the development of optimal consumption, and the verification of candidates for optimal
policy and value function. Both have a wide range of application and will in particular be
applied during the analysis of the Poisson RBC model in the next chapter.
4.5 Mathematical Appendix: Poisson SDE
This appendix provides the necessary mathematical background for formulating the stochastic
optimal control problem with a Poisson SDE. After stating the definition and some properties
of the Poisson process itself, the stochastic integral and stochastic differential equations with
respect to a Poisson process are introduced. This is followed by an existence and uniqueness
theorem for Poisson SDE and some solution formulas for different types of SDE. The most
important theorem, however, is the change of variable formula for Poisson SDE which is used
frequently throughout the thesis.
Large parts of this section are taken from the work of Garcia and Griego (1994), who present
an elementary theory of Poisson SDE. Their approach does not require the complex theory
and machinery of the general stochastic integral. Rather they define the Poisson integral as
pathwise defined Lebesgue-Stieltjes integral, which greatly simplifies the proof of the change
of variable formula.
4.5.1 The Integral with Respect to a Poisson Process
This subsection introduces the integral with respect to a Poisson process, which is an elemen-
tary tool in this and subsequent chapters. After some introductory definitions of probability
theory, first the Poisson process is defined. Then some properties of this process are estab-
lished. Finally the integral is formally defined. The following definitions and properties as
well as other fundamental definitions, which are not explicitly stated here, may be found in
any good textbook on probability theory or stochastic processes, for example Bauer (1991,
1992) or Billingsley (1979).
Definition 4.9 (Poisson distribution) A random variable X has a Poisson distribution
with parameter λ, if and only if its discrete probabilities are given by P (X = n) = λ
n
n!
e−λ for
n ∈ N0.
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Definition 4.10 (Gamma distribution) A random variable Y has a Gamma distribution
with parameters b and p, if and only if its distribution function is given by FG(y) = P (Y ≤
y) = 1
Γ(p)∗bp
∫ y
0
xp−1e−x/bdx for y ∈ R+, where Γ is the Gamma function7.
Definition 4.11 (σ-Algebra, Borel-σ-Algebra) A σ-Algebra ̥ over a set Ω is a family
of subsets of Ω with the following properties:
(i) ∅ ∈ ̥
(ii) If A ∈ ̥ then Ac ∈ ̥
(iii) If A1, A2, ... ∈ ̥ then
⋂∞
n=1An ∈ ̥.
The Borel-σ-Algebra over Rn is the smallest σ-Algebra containing all closed subsets of Rn.
Definition 4.12 (Filtration, Adapted process) A filtration (̥t : t ≥ 0) is a family of
σ-Algebras with the property that ̥r ⊆ ̥s for r ≤ s. A stochastic process (Xt) is adapted to
the filtration (̥t : t ≥ 0), if Xs is ̥s-measurable for all s ≥ 0.
Definition 4.13 (Left limit Xt−) Let (Xt) be a stochastic process adapted to the filtration
(̥t : t ≥ 0). Then Xt− := lims→t,s<tXs is the left limit value of this process at time t. It is
̥s-measurable for all s < t.
Definition 4.14 (Poisson process) A stochastic process (qt : t ∈ R+) adapted to the
filtration (̥t : t ≥ 0) over the probability space (Ω,̥, P ) is a Poisson process with parameter
λ, if and only if it has the following properties:
(i) q0 = 0
(ii) For every 0 ≤ s < t < ∞ the random variable qt − qs has a Poisson distribution with
Parameter λ(t− s)
(iii) The increments are stochastically independent, i.e. for {0 ≤ t0 < t1 < ... < ts < ∞}
the set {qt0, qtk − qtk−1 : k = 1, ..., s} is a set of independent random variables.
Properties of the Poisson process:
• Every Poisson process has a version with right-continuous path.
• A Poisson process is of locally finite variation. For a stochastic process (Zt) the expres-
sion
|Z|t := sup
{
n∑
k=1
|Zsk+1 − Zsk | : 0 = s1 < ... < sn+1 = t, n ∈ N0
}
is called the variation on the interval [0, t]. The process is said to be of locally finite
variation, if |Z|t <∞ for all t ∈ R+.
7The Gamma function has the property, that Γ(n+1) = n! for n ∈ N. For non-integer values it is defined
by Γ(p) =
∫
∞
0
xp−1e−xdx.
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• The sequence (Tk : k ∈ N) defined by Tk = inf{t ≥ 0 : qt = k} gives the jump times
of a Poisson process (qt). The times elapsing between two jumps are independent from
each other and exponentially distributed with parameter λ, i.e.
P (Tk − Tk−1 > t) = exp(−λt)
• A Poisson process has finitely many jumps on every interval [0, T ] ⊆ R+, but infinitely
many on R+.
• The process {(qt − λt) : t ∈ R+} is a martingale:
E(qt − λt|̥s) = E(qt − qs|̥s) + E(qs − λt|̥s)
= λ(t− s) + qs − λt = qs − λs
The following theorem defines the stochastic integral with respect to a Poisson process as a
pathwise defined Lebesgue-Stieltjes-Integral.
Theorem 4.15 (Integral with respect to a Poisson process) Let (qt) be a Poisson
process adapted to the filtration (̥t : t ≥ 0) over the probability space (Ω,̥, P ) with para-
meter λ. Further let (Ht) be a real-valued, adapted stochastic process with right-continuous
path. Then the stochastic integral of (Ht) with respect to the Poisson process (qt) over an
interval [0, t] is a right-continuous process and can be expressed as a pathwise defined Lebesgue-
Stieltjes-Integral ∫ t
0
Hsdqs =
∫ t
0
Hs(ω)dqs(ω) , ω ∈ Ω
With the jump times of the Poisson process Tk = inf{t ≥ 0 : qt = k} the integral may be
written in sum form as ∫ t
0
Hsdqs =
qt∑
k=0
HTk
Proof: The theorem is an application of the following more general theorem for integrals
with respect to stochastic processes with right-continuous path and of locally finite variation.
The Theorem can be found in Weizsäcker and Winkler (1990), Proposition 5.3.5.
Theorem: Let (Zt) be a stochastic process with right-continuous path and of locally finite
variation. Further let (Ht) be a real-valued, adapted stochastic process with right-continuous
path. Then the stochastic integral of (Ht) with respect to (Zt) over an interval [0, t] is equal
to a pathwise defined Lebesgue-Stieltjes-Integral( ∫
[0,t]
HdZ
)
(ω) =
t∫
0
Hs(ω)dZs(ω) , ω ∈ Ω
Moreover, there exists a version of the integral with right-continuous path.
The theorem is applicable, since as mentioned in the properties every Poisson process has a
version with right-continuous path and is of locally finite variation. The expression as sum
form can be found in chapter 1.2 of Weizsäcker and Winkler (1990). 
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The following theorem establishes existence and uniqueness of a solution to a Poisson SDE.
It is a component-wise application of Theorem 6.2 in Garcia and Griego (1994).
Theorem 4.16 Let qt be a Poisson process adapted to the filtration (̥t : t ≥ 0) over the prob-
ability space (Ω,̥, P ) with parameter λ. Further let Θ ⊆ Rn and α, β be Rn- valued functions
on [0, T ]×Θ satisfying the following Lipschitz conditions: ∃K ∈ R+ : ∀t ∈ [0, T ] ∀x, y ∈ Θ :
|α(t, x)− α(t, y)|+ |β(t, x)− β(t, y)| ≤ K|x− y|
|α(t, x)|2 + |β(t, x)|2 ≤ K2(1 + x2)
Then for every x ∈ Θ there exists one and only one Rn valued adapted process (Xt) with
right-continuous path and existing limits on the left such that
Xt = x+
t∫
0
α(s,Xs)ds+
t∫
0
β(s,Xs−)dqs , t ∈ [0, T ] (4.21)
and supt∈[0,T ]EX
2
t <∞.
4.5.2 The Change of Variable Formula for Poisson SDE
The following theorem is the important change of variable formula for Poisson SDE. It is an
application of the below-stated change of variable formula for bounded variation functions
due to Garcia and Griego (1994), Theorem 4.1. A short proof explains the application.
Theorem 4.17 (Change of Variable formula for Poisson SDE) Suppose the situation
of Theorem 4.16. Then for every C1- function F : Rn × [0, T ] → R the process {F (Xt, t) :
t ≥ 0} is given by
F (Xt, t) = F (x, 0) +
t∫
0
Fx(Xs, s)α(Xs, s) (4.22)
+Ft(Xs, s)ds+
t∫
0
F (Xs− + β(Xs− , s), s)− F (Xs−, s)dqs
Change of Variable Formula for Bounded Variation Functions:
Let g1, ..., gn+1 be real-valued, right-continuous functions of bounded variation on the interval
[0, T ] and h : [0, T ] → R a step function which has the properties that h(0) = 0 and jumps
are of magnitude 1. Further let F : Rn+1 → R be a continuously differentiable function. If
g = (g1, ..., gn) has the property
{s ∈ [0, T ] : g discontinuous at s} ⊆ {s ∈ [0, T ] : h discontinuous at s}
then
F (g(t)) = F (g(0)) +
n+1∑
i=1
t∫
0
∂F
∂xi
(gi(s))dg
c
i (s) +
t∫
0
F (g(s−) + j(s))− F (g(s−))dh(s)
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where gci is the continuous part of gi , i = 1, ..., n + 1 and j(s) = g(s) − g(s−) the jump of
g at time s.
Proof of Theorem 4.17: Every path qt(ω) of the Poisson process has the properties of
the step function h. According to Theorem 4.16 the Rn- valued process Xt in (4.21) has
right-continuous path. Continuity of α and β on [0, T ] together with finite variation of the
Poisson process qt implies finite variation of Xt. Hence every component of the path Xt(ω)
is a real-valued, right-continuous function of bounded variation like the gi(t) in the above
stated result. Clearly Xt(ω) has discontinuities (jumps) exactly at those time points when qt
has discontinuities. Thus all conditions are satisfied and by taking g(t) = (Xt, t) the above
stated result yields that equation (4.22) holds for every ω ∈ Ω.

Remark: The Change of Variable Formula is a generalization of the Fundamental Theorem
of Integration, since without a Poisson process it reduces to∫ t
t0
d
ds
F (s,Xs)ds = F (t,Xt)− F (t0, x)
4.5.3 Solution Formulas for Poisson SDE and other Results
The following corollary presents solution formulas for autonomous, homogenous and linear
differential equations with respect to a Poisson process. These solution formulas will be
frequently used in the following chapters. The proofs are applications of the previously
derived change of variable formula.
Corollary 4.18 (Solution Formulas for Poisson SDE) Suppose the situation of Theo-
rem 4.16 with x ∈ Θ.
(i) Let α1 and β1 satisfy the Lipschitz conditions. Then the homogeneous linear Poisson
SDE
dXt = α1(t)Xtdt+ β1(t)Xt−dqt
has the unique solution
Xt = X0 exp
{
t∫
0
α1(s)ds+
t∫
0
ln(1 + β1(s))dqs
}
where X0 = x.
(ii) Let α(t, x) := α1(t)x+α2(t) and β(t, x) := β1(t)x+β2(t) satisfy the Lipschitz conditions.
Then the linear Poisson SDE
dXt = [α1(t)Xt + α2(t)]dt+ [β1(t)Xt− + β2(t)]dqt
has the unique solution
Xt = e
Vt [X0 +
t∫
0
α2(s)e
−Vsds+
t∫
0
β2(s)
1 + β1(s)
e−Vsdqs]
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where X0 = x and e
Vt is the solution of the associated homogenous equation with
Vt =
t∫
0
α1(s)ds+
t∫
0
ln(1 + β1(s))dqs
(iii) The autonomous homogeneous linear Poisson SDE with constant α, β ∈ R of
the form
dXt = αXtdt+ βXt−dqt
has the unique solution
Xt = X0 ∗ e
αt(1 + β)qt
where X0 = x.
Proof: Applying Theorem 4.17 to F (Xt, t) = lnXt in part (i) gives
lnXt = lnX0 +
t∫
0
1
Xs
α1(s)Xsds +
t∫
0
ln(Xs−(1 + β1(s)))− lnXs−dqs
= lnX0 +
t∫
0
α1(s)ds+
t∫
0
ln(1 + β1(s))dqs
Hence Xt is as given in part (i) of the Corollary. The proof of Part (ii) also uses only Theorem
4.17, it is given in chapter 7 of Garcia and Griego (1994). Part (iii) is a special case of (i).

The following theorem which will be applied in the proof of the Bellmann equation and during
the analysis of the Poisson RBC model is the important martingale property of a Poisson
integral. When taking conditional expectation given all information at time t (This will later
be denoted by Et), a Poisson integral may be replaced by a deterministic integral with the
same integrand times the parameter λ. The reason is the already stated property of a Poisson
process that the process {(qt − λt) : t ∈ R+} is a martingale. The theorem corresponds to
Theorem 3.5. in Garcia and Griego (1994).
Theorem 4.19 (Martingale property) Let qt be a Poisson process adapted to the filtration
(̥t : t ≥ 0) over the probability space (Ω,̥, P ) with parameter λ. Further let Zt be a
predictable (adapted, left-continuous, existing right limits) process such that E
∫ t
0
|Zs|dqs <∞
for all t ≥ 0. Then the process Mt = E
∫ t
0
Zsd(qs − λs) is a martingale and hence
E(
∫ t+h
t
Zsdqs|̥t) = λ ∗ E(
∫ t+h
t
Zsds|̥t) , t ≥ 0 , h > 0
The following theorem is one of the basic theorems of probability theory. It may be found in
Bauer (1992), Theorem 15.6 or any other textbook on probability or measure theory.
Theorem 4.20 (Bounded Convergence Theorem) Let Xn be a sequence of
bounded integrable random variables converging almost surely to a random variable X. Then
X is also integrable and limit and expectation may be interchanged
lim
n→∞
E(Xn) = E( lim
n→∞
Xn) = E(X)
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Remarks on notation:
• Equation (4.21) is the integral form of a stochastic differential equation (SDE). The
differential form of this SDE is
dXt = α(t,Xt)dt+ β(t,Xt−)dqt
Integral and differential form are equivalent. The integral form is the mathematically
rigorous expression, the differential form is often used in applications. The integral
form must not be confused with a solution for Xt. In the remainder of this thesis both
forms will be used, in model descriptions mostly the differential form, in proofs the
integral form.
• Whenever a SDE as in (4.21) is considered, formally the left limit value Xt− appears in
the Poisson term. In the following chapters this formal notation will often be dropped,
since the focus is on application.
• Whenever in this and subsequent chapters a Poisson process qt is introduced, it is
associated with the probability space (Ω,̥, P ) and the Filtration (̥t : t ≥ 0). The
probability space (Ω,̥, P ) is the source of randomness for all stochastic processes
considered.
• Whenever a subspace of Rn is considered it shall be associated with the Borel-σ-Algebra.
Rn-valued processes are adapted to the Borel-σ-Algebra Bn. Measurability of a sto-
chastic process from Ω to Rn means always ̥−Bn− measurability.
• Unless otherwise stated, taking Expectation E is always with respect to the governing
Probability Measure P of the probability space, i.e.
E(X) =
∫
Ω
X(ω)dP (ω)
• In the following chapter often the expectation operator Et will appear. This is a short
notation for E(.|̥t), the conditional expectation with respect to all information given
at time t.
The following Lemma provides moments and probabilities for random variables with a Poisson
process in the exponent. Such random variables arise during the analysis of the Poisson RBC
model in chapter 5. The proof uses elementary properties of the Poisson and the Gamma
distribution.
Lemma 4.21 Let (qt) be a Poisson process with parameter λ and let A > 0 and c > 1 be
constants. Then
E(Acqt) = Ae(c−1)λt
E(Acqt)k = Ake(c
k−1)λt
V ar(Acqt) = A2e2(c−1)λt[e(c−1)
2λt − 1]
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The discrete probabilities g(y) = P (Acqt = y) for the random variable Acqt are given by
g(y) = y
ln(λt)
ln c (λt)−
lnA
ln c e−λt[Γ(
ln y − lnA
ln c
+ 1)]−1 , if y ∈ N (4.23)
and zero otherwise, where N = {y ∈ R : ∃n ∈ N : y = Acn}.The distribution function G(y)
of the random variable Acqtis given by
G(y) = P (Acqt ≤ y) = 1− FG(λt) (4.24)
where FG is the distribution function of a Gamma(b,p)-Distribution with parameters b = 1
and p = ln y−lnA
ln c
+ 1.
Proof :
The random variable qt has a Poisson-(λt)-distribution. The discrete probabilities are given
by
f(n) = P (qt = n) =
(λt)n
n!
e−λt , n ∈ N (4.25)
The formula for the kth moment can be obtained as follows
E(Acqt)k =
∞∑
n=0
(Acn)kf(n) = Ak
∞∑
n=0
ckn
(λt)n
n!
e−λt
= Akec
kλt−λt
∞∑
n=0
(ckλt)n
n!
e−c
kλt
︸ ︷︷ ︸
=1
= Ake(c
k−1)λt
The terms in the last sum are the discrete probabilities of some Poisson-(ckλt)-distribution.
Thus the sum equals one. The variance is given by
V ar(Acqt) = E(Acqt)2 − [E(Acqt)]2 = A2[e(c
2−1)λt − e2(c−1)λt]
= A2[e[(c−1)
2+2(c−1)]λt − e2(c−1)λt] = A2e2(c−1)λt[e(c−1)
2λt − 1]
Hence the three equations for mean, kth moment and variance are proved.
The discrete probabilities can be calculated according to
g(y) = P (Acqt = y) = P (lnA+ qt ln c = ln y) = P (qt =
ln y − lnA
ln c
)
Since the Poisson-(λt)-distributed random variable qt takes values only in N, the probability
g(y) is zero, if ln y−lnA
ln c
is not a natural number. With the set
N := {y ∈ R : ∃n ∈ N : y = Acn}
it is g(y) = 0 for y /∈ N and for y ∈ N the probability g(y) can be calculated using (4.25) to
yield
g(y) =
(λt)
ln y−lnA
ln c
( ln y−lnA
ln c
)!
e−λt = [Γ(
ln y − lnA
ln c
+ 1)]−1(λt)−
lnA
ln c (λt)
ln y
ln c e−λt
THE BELLMANN EQUATION / MATHEMATICAL TOOLS 91
where Γ is the Gamma-Function with the property that n! = Γ(n+ 1). Finally inserting
(λt)
ln y
ln c = exp[ln((λt)
ln y
ln c )] = exp[
ln y
ln c
ln(λt)] = exp[ln y
ln(λt)
ln c
] = y
ln(λt)
ln c
gives (4.23).
Now the expression for the distribution function G(y) is derived. From the monotony of the
logarithm it follows that
G(y) = P (Acqt ≤ y) = P (lnA+ qt ln c ≤ ln y) = P (qt ≤
ln y − lnA
ln c
)
The following formula applies to general Poisson distributed variables qt. It can be found in
Müller (1991), p. 301:
P (qt ≥ r) =
∞∑
m=r
(λt)m
m!
e−λt =
1
Γ(r)
∫ λt
0
sr−1e−sds
Setting r := ln y−lnA
ln c
and using this formula gives
G(y) = 1− P (qt ≥ r + 1) = 1−
1
Γ(r + 1)
∫ λt
0
sre−sds
This can be expressed by the distribution function FG of a Gamma(b,p)-distribution with
parameters b = 1 and p = r + 1 which is
FG(v) =
1
Γ(p)
∫ v
0
sp−1e−sds
Inserting gives the result
G(y) = 1− FG(λt) = 1− [Γ(
ln y − lnA
ln c
+ 1)]−1
∫ λt
0
s
ln y−lnA
ln c e−sds

Chapter 5
Optimal Consumption Policy:
Properties and Analytical Solution in
a Special Case
5.1 Introduction
For now twenty years RBC theory has been the mainstream of Business Cycle theory. Origi-
nating from the seminal contributions of Kydland and Prescott (1982) and Long and Plosser
(1983) the theory has been extended by many authors. Some important extensions are the
introduction of a monetary sector by King and Plosser (1984), the assumption of indivisible
labor by Hansen (1985), the consideration of government spending by Burnside, Eichenbaum
and Rebelo (1993), and the analysis of an open economy by Backus, Kehoe and Kydland
(1994). There are three reasons why this research line generated so much attention: Firstly,
the basic theory is quite simple. It aims at explaining Business Cycles as the result of ex-
ogenous technology shocks in a competitive economy. Secondly, the resulting models are
well understood. They usually evolve in discrete time and use a sequence of i.i.d. random
variables thus building on a well established mathematical theory. Thirdly, simulation results
of RBC models usually match observed Business Cycle facts rather well.
Many authors, however, among them Mankiw (1989), McCallum (1989) and Stadler (1994),
have presented critical views of the approach, pointing out that sizable aggregate fluctua-
tions require frequent and persistent economy wide shocks for which there is no evidence1.
Another main criticism focuses on the fact that the RBC approach artificially separates the
mechanisms for short term cycles and long term growth, and thus requires periods of falling
levels of technology to explain recessions.
The Poisson RBC model presented in this chapter is able to address some of this criticism.
Shocks are rather seldom, occurring not every quarter like in the basic RBC approach, but
only every 4-6 years. No correlation of subsequent shocks is necessary to generate persistence
in output fluctuations. A single shock is able to cause a full cycle. Moreover, the same
mechanism is responsible for short term fluctuations and long term growth. Thus no negative
shocks on technology are required to account for recessions. The Poisson RBC model stays
within the basic RBC framework as it considers only exogenous technology shocks in a
1According to Blanchard and Fischer (1989), ch. 7, the often cited oil price shocks do not fit the theory,
since they do not shift the production function, but move along it.
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competitive economy without any market imperfections. The main differences are that the
model evolves in continuous time and shocks are due to a Poisson process.
Real Business Cycle models in continuous time have not received much attention in the
literature although they inherit two natural advantages over discrete time models. The timing
of shocks is not bound to distinct time points but completely irregular and the development
of variables is more smooth. The reason for the lack of attention in the literature might
be that as mentioned in the introduction of the last chapter, the mathematical theory for
continuous stochastic dynamic models is more complex and not yet as well understood as in
the discrete time case. The result of the last chapter, however, the necessity and sufficiency
of the Bellmann equation for a control problem with Poisson SDE allows to analyze the
Poisson RBC model and solve it analytically in a special case which is done in this chapter.
Moreover, the next chapter provides a numerical solution algorithm for the general case based
on the method of steps for delay differential equations. Together both chapters constitute
a complete analysis of the Poisson RBC model which allows simulation, calibration, and
comparison to observed Business Cycle facts as in the standard RBC approach. Here in this
thesis however, only a qualitative simulation is presented. Calibration and comparison is
postponed for future research.
One RBC model in continuous time has been studied by Boucekkine, Del Rio and Licandro
(1999), who combine it with vintage capital and Leontief production technology. The con-
tinuous time approach is required in their model to appropriately determine the time point
when certain capital vintages become obsolete. Closer to the here presented work is the
model of Wälde (2002), who also considers Poisson shocks in a continuous time framework.
His work is extended here by two important aspects. By deriving an invariance property of
optimal consumption policies, it is shown that the reduced system of the model never leaves
its optimal path. After a jump in the Poisson process, consumption jumps exactly in such
a way that the economy is on a different position but on the same path. Further the model
is solved in a special case providing an analytical expression for the optimal consumption
policy. This result is achieved using the verification method for optimal policy function and
Value function derived in chapter 4. The special case considered requires that the produc-
tion elasticity of capital in the Cobb-Douglas production function α equals the inverse of
the intertemporal elasticity of substitution for consumption σ. The analytical solution is a
generalization of the well-known result for a deterministic Ramsey model that there exists a
unique linear optimal consumption policy in this special case (see Xie 2002).
The chapter is organized as follows: Section 2 presents the model and introduces the Poisson
SDE for the level of technology which causes growth and cycles. Section 3 derives two proper-
ties of the optimal consumption policy that hold in general. The first is the Keynes-Ramsey
rule which describes the deterministic and stochastic development of optimal consumption in
form of a Poisson SDE. The second is the invariance property which ensures that the reduced
system of the model always stays on its optimal path. The sections ends with a discussion
of the literature about the problem of existence and uniqueness of optimal policies in the
general case in stochastic optimal control problems in continuous time. Section 4 considers
the already mentioned special case. Analytical expressions for optimal policy function and
value function are presented and verified using the main result of the last chapter. Section
5 describes more closely the mechanism that causes cycles. It also presents results from a
qualitatively motivated simulation of the model to illustrate the nature of cycles. Section
6 presents extensions of the stochastic technology arrival mechanism. The model as intro-
duced in section 2 features constant intensity and constant average frequency of technology
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shocks, which is very restrictive. It is shown that the main results are preserved, if both
parameters are allowed to vary stochastically. The final section 7 presents a brief excursus
on the basic RBC framework intended as reference to facilitate understanding of the often
made comparisons between the Poisson RBC model and the basic RBC approach.
5.2 The Model
There is a single good in the economy which is used for investment as well as consumption.
Its price is set to unity. Output Yt is produced employing capital Kt and labor L according
to a Cobb-Douglas production function. Technological progress At is labor augmenting. The
production elasticity of capital is α ∈ (0, 1).
Yt = K
α
t (AtL)
1−α (5.1)
There are L households in the economy, each supplying one unit of labor. There is no change
in the number of households, no substitution between labour and leisure and no voluntary
or involuntary unemployment. Hence L is constant at all times. Output Yt is used for
gross investment It and consumption Ct. The model evolves in continuous time under an
infinite time horizon. Capital Kt depreciates with rate δ and is accumulated according to the
following resource constraint:
dKt = (Yt − δKt − Ct)dt (5.2)
The level of aggregate technology At grows deterministically over time with an exogenous rate
g > 0 and is subject to positive2 stochastic shocks of size γ ∈ (0, 1) which arrive according
to a Poisson process (qt) with arrival rate λ. Following the approach of Redding (2002),
the idea is that there are two types of technological progress: Incremental development of
existing technologies and fundamental inventions. Incremental development is a permanent
and deterministic process taking place all over the economy at every time. Small technological
advances aggregate up to a continuously growing aggregate production technology. The
fundamental inventions are of very different nature. They are very rare, occurring only every
4-6 years. Their effect is a leap forward in aggregate production technology. The level of At
is increased by the factor γ. The occurrence of fundamental inventions is modeled by the
jump times of the Poisson process (qt). The dynamics of technological progress are
dAt = gAtdt+ γAtdqt (5.3)
If at time instant t a jump in the Poisson process occurs (qt increases by one, dqt = 1), then
At− denotes the level of technology before the jump and A˜t = (1 + γ)At− the value after the
jump. With an initial level of technology A0 the development of At may be described by
At = A0e
gt(1 + γ)qt (5.4)
which is the solution of the linear Poisson SDE (5.3). By Lemma 4.21 of chapter 4 the
expected growth rate of technology is g + λγ.
2The analytical solution of this chapter applies also to the case of negative shocks on technology. All
results hold for γ ∈ (−1, 1).
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All households have the same preferences which are represented by an instantaneous utility
function u and a time preference rate ρ > 0 for intertemporal substitution of consumption.
The economy is governed by a central planner, who takes the consumption/saving decision
on a macro-level, and then divides aggregate consumption C equally among households.
The central planner not only optimizes present consumption, but chooses the whole future
consumption path {Cs : s ≥ t} in an optimal way. As usual, this future consumption
path is described by a consumption policy ĉ which is a function of the state variables, here
the aggregate levels of capital Kt and technology At. For each set of state variables, a
consumption policy returns the value of the control variable aggregate consumption by Ct =
ĉ(Kt, At). An optimal consumption policy maximizes the expected discounted total utility
function3
W (Kt, At, ĉ) = E
ĉ
t
∫ ∞
t
e−ρ(s−t)u(Cs)ds
The instantaneous utility function u shall be of standard CES form with intertemporal elas-
ticity of substitution 1/σ, where σ > 04:
u(C) =
C1−σ − 1
1− σ
, C ∈ [1,∞)
The control problem of the model is the following:
V (Kt, At) = max
ĉ
W (Kt, At, ĉ) = max
ĉ
E ĉt
∫ ∞
t
e−ρ(s−t)u(Cs)ds (5.5)
subject to (5.2) which is an ordinary differential equation, and (5.3) which is a Poisson SDE.
A solution of the control problem consists of the Value function V and an optimal policy
function ĉ.
5.3 Properties of the Optimal Consumption
Policy
In this section two properties of optimal consumption policies are established: The Keynes-
Ramsey rule and the Invariance property. The first, the Keynes-Ramsey rule, is derived from
the necessity part of the result about the Bellmann equation in the last chapter. It describes
the development of optimal consumption Ct in form of a Poisson SDE. The Keynes-Ramsey
rule is a necessary condition. That means, every optimal consumption policy that might
exists, will satisfy it, but no statement can be made, wether one exists at all.
The significance of the invariance property is the same as in the models in discrete time stud-
ied in chapters 2 and 3. It ensures that the reduced system of the model which is stationary
always stays on its optimal path. In deterministic times the system moves forward along its
current path, and when a jump in the Poisson process occurs, it jumps backwards. The jump
3The expectation operator Eĉt has to be understood as follows: Expectation is with respect to all infroma-
tion available at time t. The values of the current state variables (Kt, At) are known. The controlled process
as defined in chapter 4 is controlled by the policy ĉ. The control variable Ct is determined by ĉ(Kt, At).
4If σ < 1 the instant utility function u(C) is potentially unbounded. To apply the results of chapter 4
consumption then has to be assumed bounded by some very large constant.
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induces a multiplicative change in the state variables. The invariance property provides that
the jump is such that afterwards the system is on the same path. The reduced system will
be introduced in the first section of the next chapter. The invariance property is again just a
necessary condition, leaving out the question of existence of an optimal consumption policy.
This question is dealt with in the final part of this section which includes a discussion of the
literature on the existence problem for stochastic optimal control models in continuous time.
5.3.1 The Keynes-Ramsey Rule
The following theorem states the Keynes-Ramsey rule. It describes the development of
optimal consumption Ct in form of a Poisson SDE.
Theorem 5.1 Suppose a solution (V, ĉ) to the control problem (5.5) exists. Then the devel-
opment of optimal consumption Ct is according to
dCt = {
α
σ
(
AtL
Kt
)1−α −
1
σ
(ρ+ δ − λ[(
C˜t
Ct
)−σ − 1])}Ctdt+ [C˜t − Ct]dqt (5.6)
where C˜t = ĉ(Kt, A˜t) is the level of consumption that will be attained, if the Poisson process
jumps at time t.
Proof: From Theorem 4.3 it follows that if a solution (V, ĉ) to the control problem (5.5)
exists, is satisfies the following Bellmann equation:
ρV (Kt, At) = max
Ct
{u(Ct) +D
CtV (Kt, At)} (5.7)
= u(ĉ(Kt, At)) +D
ĉ(Kt,At)V (Kt, At)
= u(ĉ(Kt,, At)) + [Yt − δKt − ĉ(Kt, At)]VK(Kt, At) + gAtVA(Kt, At)
+λ[V (Kt, (1 + γ)At−)− V (Kt, At−)]
The optimal consumption policy ĉ maximizes the Bellmann equation in the sense that the
maximizing arguments Ct are given by Ct = ĉ(Kt, At). If Ct = ĉ(Kt, At) is an interior
maximum, there must be a critical point in the first derivative of the right hand side. The
first order condition obtained from differentiating by Ct is
VK(Kt, At) = u
′(ĉ(Kt, At)) = ĉ(Kt, At)
−σ (5.8)
The Bellmann equation (5.7) and the first order condition (5.8) can be combined to deduce a
weaker, but more insightful condition, the Keynes-Ramsey-rule. Differentiating (5.7) by Kt
gives
ρVK(Kt, At) = u
′(ĉ(Kt, At))
d
dKt
ĉ(Kt, At) + [
dYt
dKt
− δ]VK(Kt, At)
−
d
dKt
ĉ(Kt, At)VK(Kt, At) + [Yt − δKt − ĉ(Kt, At)]VKK(Kt, At)
+gAtVAK(Kt, At) + λ[VK(Kt, (1 + γ)At−)− VK(Kt, At−)]
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Using the first order condition (5.8) and rearranging gives
[Yt − δKt − ĉ(Kt, At)]VKK(Kt, At) + gAtVAK(Kt, At) (5.9)
= [ρ+ δ −
dYt
dKt
]VK(Kt, At)− λ[VK(Kt, (1 + γ)At−)− VK(Kt, At−)]
Applying the change of variable formula (Theorem 4.17) to the function VK(Kt, At) given
the development of Kt in (5.2) and At in (5.3) gives
dVK(Kt, At) = {[Yt − δKt − ĉ(Kt, At)]VKK(Kt, At) (5.10)
+gAtVKA(Kt, At)}dt+ [VK(Kt, (1 + γ)At−)− VK(Kt, At−)]dqt
Inserting (5.9) into (5.10) yields
dVK(Kt, At) = [ρ+ δ −
dYt
dKt
]VK(Kt, At)dt− λ[VK(Kt, A˜t)− VK(Kt, At−)]dt
+[VK(Kt, A˜t)− VK(Kt, At−)]dqt
By the first order condition (5.8) and the form of the instantaneous utility function u it
follows that5
VK(Kt, At) = VK(Kt, At−) = C
−σ
t−
= C−σt− and VK(Kt, A˜t) = C˜
−σ
t
where C˜t = ĉ(Kt, A˜t) is the consumption level that will be attained, if the Poisson process
jumps at time t. Hence the last equation is equivalent to
dC−σt = [ρ+ δ −
dYt
dKt
]C−σt dt− λ[C˜
−σ
t − C
−σ
t− ]dt+ [C˜
−σ
t − C
−σ
t− ]dqt
An equation for dCt at a non-jump times t (where Ct = Ct−) is obtained applying the change
of variable formula (Theorem 4.17) to the function f(x) = x−1/σ given the development of
C−σt as above. Then f(C
−σ
t ) = Ct and f
′(C−σt ) = −
1
σ
Cσ+1t and hence
dCt = −
1
σ
{ρ+ δ −
dYt
dKt
− λ[(
C˜t
Ct
)−σ − 1]}Ctdt+ [C˜t − Ct]dqt
The derivation so far holds for an arbitrary production function. Inserting the special Cobb-
Douglas form as in (5.1) for dYt
dKt
gives the final form of the Keynes-Ramsey-rule as in (5.6).

5.3.2 The Invariance Property
It is shown that any solution (V, ĉ) to the control problem (5.5) has the property that the
optimal consumption policy ĉ is homogenous of degree one. Both are consequences of the
special design of the model. This is a consequence of the constant elasticity of scale of the
Cobb-Douglas production function and the linear dynamics of (At). The homogeneity of
the optimal consumption policy ĉ is called invariance property, because it makes it invariant
5At non-jump times Ct = Ct− .
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to multiplicative changes in the state variables. This fact ensures that after a jump in the
Poisson process, the reduced system stays on its optimal path. The result is the following:
Theorem 5.2 Suppose a solution (V, ĉ) to the control problem (5.5) exists and let (Kt, At)
be an arbitrary vector of state variables. Then
ĉ(Kt, At) = θĉ(
Kt
θ
,
At
θ
) for any θ > 0 (5.11)
Proof: Let θ > 0 and define Kt :=
Kt
θ
, At :=
At
θ
and Ct :=
Ct
θ
. The constraints of the
optimal control problem (5.5) then become
dKt = d
Kt
θ
=
1
θ
dKt = (
Yt
θ
− δ
Kt
θ
−
Ct
θ
)dt = (Y t − δKt − Ct)dt (5.12)
and
dAt = d
At
θ
=
1
θ
dAt = g
At
θ
dt+ γ
At
θ
dqt = gAtdt+ γAtdqt (5.13)
Consider the following optimization problem:
V (K t, At) = max
c
Ect
∫ ∞
t
e−δ(s−t)u(Cs)ds
subject to (5.12) and (5.13). This optimization problem has the same structure as (5.5).
Existence of a solution (V, ĉ) for (5.5) is equivalent to existence of a solution (V , c) with the
same structure, i.e. c = ĉ and V = V . On the one hand the optimal value Ct is then given
by c(Kt, At). On the other hand Ct =
Ct
θ
. Hence for an arbitrary vector of state variables
(Kt, At) the following holds:
ĉ(Kt, At) = Ct = θCt = θc(Kt, At) = θc(
Kt
θ
,
At
θ
) = θĉ(
Kt
θ
,
At
θ
)

An immediate consequence of the invariance property is that if an analytical solution (V, ĉ)
exists, the optimal consumption policy ĉ is of the form
ĉ(Kt, At) =
∑
i
ϕiK
νi
t A
υi−1
t (5.14)
with constants ϕi, νi , i = 1, 2, ... No other closed-form expression for ĉ satisfies the invariance
property. In the following section it is shown in a special case that a solution (V, ĉ) indeed
exists and that ĉ is of the form (5.14).
5.3.3 Review of Literature about Existence of Solutions
So far only necessary conditions for an optimal policy ĉ were derived. These necessary
conditions strictly speaking only make sense, if a solution (ĉ, V ) to the control problem (5.5)
exists. There is a large amount of literature about the existence and uniqueness of solutions
to optimal control problems of the type (5.5) or similar types both in the deterministic
and stochastic case. In the deterministic case existence and uniqueness can be guaranteed
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under quite general conditions, in particular a strictly concave utility function and a convex
control space. Existence and uniqueness proofs go back to Cass (1965) and Koopmans (1965
) who analyze the basic neoclassical growth model with optimal consumption following the
mechanism of Ramsey (1928). More recently Montrucchio (1995) provides an elegant proof
of existence and uniqueness for a general type of deterministic model.
Stochastic models in continuous time like the present one are more complex. According to
Yano (1989) the strict concavity of the utility function does not guarantee uniqueness like
it was shown in the case of discrete stochastic models by Brock and Mirman (1972) or in
continuous deterministic models by the above cited authors. In the case of a stationary
stochastic model in continuous time Yano (1989) proved existence and uniqueness of an
optimal policy function by transforming the problem into a deterministic problem in a Banach
space. The present model, however, is not stationary, because the Poisson process is an
increasing stochastic process.
If existence and uniqueness of a solution is guaranteed, then mostly only in an abstract way.
Even in the deterministic case it is in general not possible to obtain a closed-form expression
for a solution. A well known special case where this is possible is the so called linear quadratic
case, meaning a model with a linear differential equation and a quadratic utility (or cost)
functional. This special result applies to both, the deterministic and the stochastic case.
The stochastic case was treated among others by Chow (1979) and Bergstrom (1987) who
provides a rigorous treatment for a wide range of stochastic processes including explicitly the
Poisson process. Bergstrom proved existence of an unique linear optimal policy. Another
special case arises, if the production elasticity of capital in the Cobb-Douglas function α
equals the inverse of intertemporal elasticity of substitution σ in a standard deterministic
Ramsey model. In this case there exist a unique optimal policy which is a linear function
of capital (see Xie 2002). In the next section it is shown that this special case extends to
the stochastic Poisson RBC model. In the general case treated in the chapter 6 abstract
existence of a solution will be assumed.
5.4 Analytical Solution in the Special
Case α = σ : A Linear Optimal Policy
In the special case α = σ the control problem (5.5) has an unique analytical solution (V, ĉ).
The optimal consumption policy ĉ is a linear function of capital. The following theorem
establishes the closed-form expressions for Value function V and optimal policy function ĉ
and shows the uniqueness:
Theorem 5.3 Consider the control problem (5.5).
(i) If an optimal consumption policy ĉ with
ĉ(Kt, At) = µKt (5.15)
exists, then α = σ and the linear factor µ is given by
µ = σ−1{ρ+ (1− σ)δ} (5.16)
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(ii) If α = σ and the parameters are such that either
σ < 1 and γ < 0
or
σ < 1 +
ρ
δ
and ρ > (1− σ)g + λ[(1 + γ)1−σ − 1]
then the linear function ĉ given by (5.15) and (5.16) is an optimal consumption policy
and the value function V is given by
V (Kt, At) =
µ−σK1−σt
1− σ
−
1
ρ(1− σ)
−
µ−σ(AtL)
1−σ
(1− σ)g + λ[(1 + γ)1−σ − 1]− ρ
(5.17)
Part (i) of this theorem establishes three things. Firstly, it states that a linear optimal policy
of the form (5.15) can only exist in the special case α = σ. Secondly, it states that if such a
linear optimal policy exists, it is unique. And thirdly, it gives the linear factor µ. Part (i) will
be proved using the Keynes-Ramsey rule. Like this rule the three statements of part (i) are
only necessary conditions, conditional on the existence of an optimal policy. The existence
itself is not guaranteed. In part (ii) the existence is established in the case α = σ and subject
to further parameter conditions. This part will be proved using the sufficiency part of the
result about the Bellmann equation in chapter 4, or more precisely the verification method
of Corollary 4.4(ii).
It can be seen from the expression for ĉ that the optimal policy function indeed posses
the invariance property (5.11) and is of the form (5.14). One fact is remarkably, however:
Although there is a 2-dimensional state variable (Kt, At) and the Value function V depends
on both components as can be seen from (5.17), the optimal policy function ĉ only depends
on the first component, capital Kt. Clearly the level of optimal consumption Ct must depend
on the level of technology At, but the dependence is indirect. When At rises, output Yt rises
and hence dKt is higher according to (5.2). Because the model evolves in continuous time
the increase in Kt and hence the increase in Ct follows immediately at the same time instant.
Another remarkable fact is that the linear factor µ is completely independent of the dy-
namics of technological progress At. The optimal consumption policy is determined only by
the deterministic parameters of the model σ, ρ and δ. The frequency λ and the size γ of
fundamental technology inventions do not change the optimal consumption policy.
The parameter case of practical interest is that with positive jumps in technology, γ > 0.
Then part (ii) of the theorem demands two parameter conditions. The first one, σ < 1 + ρ
δ
,
is not very restrictive, since in observed economies the inverse of intertemporal elasticity of
substitution σ is always around one. The second condition
ρ > (1− σ)g + λ[(1 + γ)1−σ − 1]
is slightly more restrictive. It is not satisfied, if fundamental inventions are very large and
frequent (high γ and high λ) and σ < 1. For example the parameter combination ρ = 0.04 ,
g = 0.02 , σ = 0.7 , γ = 0.3 , λ = 0.5 does not satisfy the condition. However, no problems
arise, is technology inventions are more small and infrequent, which is appropriate in practical
application.
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Proof of 5.3 (i):
This part is proved using the Keynes-Ramsey rule (5.6). Assume optimal consumption is
given by Ct = ĉ(Kt, At) = µKt with an unknown constant µ. Since the optimal consumption
policy ĉ is then independent of At and the development of Kt is completely deterministic,
the level of Ct is independent from a jump in the Poisson process (qt). Hence C˜t = Ct and
the Keynes-Ramsey rule (5.6) becomes
dCt = [
α
σ
(
AtL
Kt
)1−α −
1
σ
(ρ+ δ)]Ctdt
This is a linear homogeneous differential equation. Its solution is
Ct = C0 exp
{∫ t
0
α
σ
(
AsL
Ks
)1−α −
1
σ
(ρ+ δ)ds
}
Inserting Ct = µKt into the resource constraint of the economy (5.2) gives
dKt = [(
AtL
Kt
)1−α − δ − µ)]Ktdt
Although this differential equation is not linear, one may formally apply the same solution
formula to get an integral expression for Kt. Then
Kt = K0 exp
{∫ t
0
((
AsL
Ks
)1−α − δ − µ)ds
}
Since C0 = µK0 and Ct = µKt for all t > 0 the following identity must hold:∫ t
0
(
α
σ
− 1)(
AsL
Ks
)1−α + µ+ δ −
1
σ
(ρ+ δ)ds = 0 , ∀t > 0
This condition must also hold for tց 0. Hence it follows that the integrand must be equal
to zero for all s ∈ (0, t). The only way this can be achieved is
α = σ and µ = σ−1{ρ+ (1− σ)δ}
Thus part (i) is proved.
Proof of 5.3 (ii):
This part is proved using the verification method of Corollary 4.4(ii). The deterministic
growth terms of the 2-dimensional state variable (Kt, At) are (Yt − δKt − Ct) and gAt.
Both are linear in the control variable Ct. Furthermore, the instantaneous utility function
u is non-negative. Under these assumptions it was shown in Corollary 4.4(ii) that if the
candidates ĉ and V for optimal consumption policy and Value function satisfy the following
three conditions:
(i) Maximized Bellmann equation
ρV (Kt, At) = u(ĉ(Kt, At)) + [K
α
t (AtL)
1−α − δKt − ĉ(Kt, At)]VK(Kt, At)
+gAtVA(Kt, At) + λ[V (Kt, (1 + γ)At−)− V (Kt, At−)]
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(ii) First order condition
VK(Kt, At) = u
′(Ct)
(iii) Limiting condition
lim
t→∞
Ee−ρtV (Kt, At) = 0
then ĉ and V are indeed optimal consumption policy and Value function for the control
problem (5.5). Thus the task is to check these three conditions for the candidates ĉ(Kt, At) =
µKt and V (Kt, At) as in (5.17) with µ as in (5.16).
Condition (ii): After differentiating (5.17) by capital Kt and using the form of u it is easy
to see that the first order condition as in (ii) is satisfied:
VK(Kt, At) = µ
−σK−σt = ĉ(Kt, At)
−σ = C−σt = u
′(Ct)
Condition (i): Inserting the candidates ĉ and V into the right hand side of the above
maximized Bellmann equation and using the form of u and the equality α = σ yields:
µ1−σK1−σt − 1
1− σ
+ [Kαt (AtL)
1−α − (δ + µ)Kt]µ
−σK−σt
−g(1− σ)At
µ−σA−σt L
1−σ
(1− σ)g + λ[(1 + γ)1−σ − 1]− ρ
+λ[−
µ−σ(1 + γ)1−σA1−σt L
1−σ
(1− σ)g + λ[(1 + γ)1−σ − 1]− ρ
+
µ−σA1−σt L
1−σ
(1− σ)g + λ[(1 + γ)1−σ − 1]− ρ
]
=
µ−σK1−σt
1− σ
{µ− (1− σ)(δ + µ)} −
1
1− σ
+ µ−σ(AtL)
1−α
−(1− σ)g
µ−σ(AtL)
1−σ
(1− σ)g + λ[(1 + γ)1−σ − 1]− ρ
−λ[(1 + γ)1−σ − 1]
µ−σ(AtL)
1−σ
(1− σ)g + λ[(1 + γ)1−σ − 1]− ρ
=
µ−σK1−σt
1− σ
{σµ− (1− σ)δ} −
1
1− σ
+µ−σ(AtL)
1−α (1− σ)g + λ[(1 + γ)
1−σ − 1]− ρ
(1− σ)g + λ[(1 + γ)1−σ − 1]− ρ
−{(1− σ)g + λ[(1 + γ)1−σ − 1]}
µ−σ(AtL)
1−σ
(1− σ)g + λ[(1 + γ)1−σ − 1]− ρ
Inserting the expression for µ gives further
=
µ−σK1−σt
1− σ
{ρ} −
1
1− σ
+
µ−σ(AtL)
1−σ
(1− σ)g + λ[(1 + γ)1−σ − 1]− ρ
{−ρ}
= ρV (Kt, At)
Thus condition (i) is satisfied.
Condition (iii): For the limiting condition it has to be shown that
lim
t→∞
Ee−ρtV (Kt, At) = 0
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From the structure of the Value function in (5.17) it follows that it is sufficient to show
lim
t→∞
e−ρtE(A1−αt ) = 0 and lim
t→∞
e−ρtE(K1−αt ) = 0
To get an expression for E(A1−αt ) apply the change of variable formula (Theorem 4.17) to
the function f(x) = x1−α given the development of (At) as given in (5.3). This yields:
A1−αt = A
1−α
0 +
∫ t
0
(1− α)A−αs gAsds+
∫ t
0
[(1 + γ)As]
1−α − A1−αs dqs
Now set Xt := A
1−α
t and take expectations. Since α = σ the whole formula simplifies to
E(Xt) = E(X0) +
∫ t
0
(1− σ)gE(Xs)ds+ E
∫ t
0
[(1 + γ)1−σ − 1]Xsdqs
The integral with respect to the Poisson process has the martingale property (Theorem 4.19).
Hence applying the rule E
∫ t
0
.dqs = λ
∫ t
0
.ds gives
E(Xt) = E(X0) +
∫ t
0
{(1− σ)g + λ[(1 + γ)1−σ − 1]}E(Xs)ds
This is a linear homogeneous differential equation in E(Xt). Its solution is
E(Xt) = E(X0) exp[{(1− σ)g + λ[(1 + γ)
1−σ − 1]}t]
From this equation it can be seen that limt→∞ e
−ρtE(A1−αt ) = 0 if and only if
ρ > (1− σ)g + λ[(1 + γ)1−σ − 1] (5.18)
Since ρ > 0 this condition is certainly satisfied if σ < 1 and γ < 0.
To get an expression for E(K1−αt ) again apply the change of variable formula (Theorem 4.17)
to the function f(x) = x1−α this time given the development of (Kt) as given in (5.2). This
yields:
K1−αt = K
1−α
0 +
∫ t
0
(1− σ)K−σs [K
α
s (AtL)
1−α − δKs − µKs]ds
Set Zt := K
1−α
t and take expectations. Again with α = σ the whole formula simplifies to
E(Zt) = E(Z0) +
∫ t
0
(1− σ)E[(AtL)
1−σ]− (1− σ)(δ + µ)E(Zs)ds
= E(Z0) +
∫ t
0
(1− σ)L1−αE(A1−σt )− (µ− ρ)E(Zs)ds
104 THE POISSON RBC MODEL
This is a linear (non-homogeneous) differential equation in E(Zt). Its solution is
E(Zt) = e
−(µ−ρ)t[E(Z0) +
∫ t
0
(1− σ)L1−αE(A1−σt )e
(µ−ρ)sds]
= e−(µ−ρ)t[E(Z0) +
(1− σ)L1−α
µ− ρ
E(A1−σt )(e
(µ−ρ)t − 1)]
= e−(µ−ρ)t[E(Z0)−
(1− σ)L1−α
µ− ρ
E(A1−σt )] +
(1− σ)L1−α
µ− ρ
E(A1−σt )
Hence
lim
t→∞
e−ρtE(K1−αt ) = lim
t→∞
e−µtE(K1−α0 ) +
(1− σ)L1−α
µ− ρ
∗ [ lim
t→∞
e−ρtE(A1−σt )
− lim
t→∞
e−µtE(A1−σt )]
This limit is zero if condition (5.18) holds and µ > 0. According to the expression for µ which
is µ = ρ
σ
+ 1−σ
σ
δ, this is certainly positive if σ < 1. If that is not the case then σ < ρ
δ
+ 1 is
required. Summing up, the limiting condition is satisfied, if and only if the parameters are
such that either
σ < 1 and γ < 0
or
σ < 1 +
ρ
δ
and ρ > (1− σ)g + λ[(1 + γ)1−σ − 1]
as was stated in the theorem. Hence condition (iii) is satisfied and thus the theorem proved.

5.5 Cycles in the Model and Comparison with RBC
Theory
This section describes how cycles arise in the Poisson RBC model and illustrates the behavior
of the model with a qualitative simulation. The properties of the model are then compared
with the basic RBC model and some advantages are discussed. The following considerations
apply to the general case (not only α = σ).
The Poisson RBC model is able to generate cycles, although in the presented form only in
a rather simple and regular manner. A boom is caused by a new fundamental technology
invention. Following this invention output immediately jumps upwards. The new technology
is more productive and hence with the given resources more output can be produced. The
higher output is initially mainly used for new investment. Consumption does not jump with
output, but develops very gradually. It is optimal for the economy first to accumulate more
capital to make use of the more productive technology and to postpone a strong rise in
consumption. After the initial jump output rises further with growth rates above trend as
more capital is accumulated. Then due to diminishing returns investment declines and the
speed of capital accumulation slows down. In this phase consumption grows more strongly,
as it is optimal now to allocate more resources to producing consumption goods and less to
investment in new capital goods. Eventually the growth in both output and consumption
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levels off and falls below long-term trend as the effect from the productivity rise caused by
the new fundamental technology invention fades out and only incremental progress is made.
The following graphic shows a simulation of the model over 100 quarters6 with very large
shock intensity γ = 0.25. Given a realization of the Poisson process (qt) the time paths for
the level of technology (At), capital (Kt), consumption (Ct), output (Yt) and investment (It)
were calculated using equation (5.4), the resource constraint (5.2), the optimal linear policy
Ct = µKt and the production function (5.1). The graphic shows the time paths for output
(Yt) (top), investment (It) (middle) and consumption (Ct) (lowest)
7.
Yt
It
Ct
Yt, It, Ct
t
Time Paths of Yt, Ct and It with Large Shocks (γ = 0.25).
It is easy to see that at the arrival times of the Poisson process output jumps upwards and that
this increase is alone due to a jump in aggregate investment. The response of consumption is
very gradual. Overall, investment is more volatile and consumption less volatile than output.
If a more realistic shock intensity γ is considered, i.e. 1% instead of the 25% in the above
graphic, then the jumps in output and investment are less drastic and no longer visible in the
plots. The following graphic shows the development of the aggregate variables in a simulation
with the same parameters as above with the small shock intensity γ = 0.01.
t
Yt
It
Ct
Yt, It, Ct
Time Paths of Yt, Ct and It with Small Shocks (γ = 0.25).
6The following parameters were used for the quarterly data: α = σ = 2/3, δ = 2%, ρ = 1.5%, and
g = 0.5%. Time horizon T = 100, jumps in (qt) at t = 15, 38, 50, 80. All initial values equal to one.
7It would be possible to apply the HP-filter to the model generated data and then calibrate the model,
but these quantitative steps are not the focus of this chapter and the present form of the model is too simple
for a realistic calibration.
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The case α = σ is restrictive. If only physical capital is taken into account, the production
elasticity of capital α should be much lower than the inverse of the intertemporal rate of
substitution σ. Estimated values for α range usually between 0.3 and 0.4, whereas estimations
of σ yield values around one. If capital is viewed more broadly to include human and physical
components, however, Barro, Mankiw and Sala-i-Martin (1995) note that a value of α = 0.8
is reasonable8. Under this assumption, the special case α = σ treated here is not unrealistic.
In the last section of this chapter the basic RBC framework is presented for reference. The
Poisson RBC model considered here can be seen as a variant of the basic RBC model. Both
models have in common the Cobb-Douglas production, the CES utility function and the
basic optimization problem. In both models the RBC paradigm applies: The aim is to
explain aggregate fluctuations from exogenous technology shocks under perfect competition
without any rigidities. Money is irrelevant and there are no shocks from the demand side.
The Poisson RBC model differs from the basic RBC model in the treatment of the labor
market. There is no choice between labor and leisure, all households supply one unit of labor
and the total number of households is constant. The wage rate is determined as marginal
product of labor. This most simple form of a labor market is chosen, because the focus is
on the dynamics of capital and technological progress as the sources for aggregate output
fluctuations. The differences to the basic RBC model lie further in the modelling of the
process (At) for technological progress and the treatment of time. The basic RBC model
evolves in discrete time and features an autocorrelated process for (At) given by (5.21) which
can alternatively be written as
At = A
ρ
t−1 ∗ exp(εt) (5.19)
with ρ ∈ [0, 1] and the (εt) i.i.d. random variables. The Poisson RBC model on the other
hand evolves in continuous time and the process (At) is given by the Poisson SDE
dAt = gAtdt+ γAtdqt
with deterministic growth rate g, shock frequency λ and shock intensity γ.
What are the advantages of the Poisson RBC model? Firstly, the timing of shocks is more
irregular. The RBC approach always assumes one shock every quarter. Here the timing is
completely irregular, two shocks can occur shortly after each other, and there can be long
periods without a shock at all. Secondly, shocks are more seldom, they occur only every
4-6 years. This is especially important in the light of the fundamental criticism of the RBC
approach that there is no evidence for those frequent large shocks that are required to generate
cycles. Here shocks also have to be large, but much less frequent9. Thirdly, long-term growth
is already included in the present model through the deterministic growth rate g. Hence no
negative shocks on technology are needed to account for recessions. Finally, the Poisson RBC
model does not require autocorrelation of shocks to generate sufficient persistence in output
fluctuations. A single shock is able to cause a full and persistent output cycle.
A clear disadvantage of the present model which it shares with the RBC approach, is that
the change in output is very abrupt. A technology shock shifts the whole production function
8Barro, Mankiw and Sala-i-Martin (1995) point out that the neoclassical growth model is able to explain
observed rates of convergence towards the steady state, if economies are closed and α = 0.8.
9The vintage capital mechanism of the models of chapters 2 and 3 is more successful in this respect, there
shocks are very small.
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upwards. This effect was already discussed in chapters 2 and 3. There, the vintage capi-
tal approach with embodied technological change removed the problem of large shocks and
abrupt change in aggregate variables. Thus a promising extension of the present model would
be to add the vintage capital structure, but to keep the exogenous Poisson shocks. This is
left for future work. Another natural extension is to use a more sophisticated mechanism for
the stochastic technology arrival mechanism, i.e. allow technology shocks of varying size and
frequency. This is pursued in the next section.
5.6 Extensions of the Stochastic Technology
Arrival Mechanism
This section discusses some possible extensions of the stochastic mechanism that governs the
technology shocks to make the model more suited for application. Having only one Poisson
process (qt) with fixed parameters λ and γ influencing the level of technology At is very
restrictive. Productivity shocks are much more likely to be diverse in nature rather than
occurring always with the same frequency λ and with the same intensity γ. Closer to reality
comes a model where these parameters vary. Two cases are considered in the following: Many
overlapping Poisson processes with fixed λ and γ and one Poisson process with varying shock
intensity γ.
Many overlapping Poisson processes
There are n Poisson processes with different frequencies λi and shock intensities γi for i =
1, ..., n. Instead of (5.3) the level of technology then develops according to
dAt = gAtdt+
∑n
i=1 γiAtdq
i
t
where the process (qit) has parameter λi. It is easy to check that all results apply to this case,
since the technical tools developed in chapter 4 all apply to the case of for more than one
Poisson process. The Keynes-Ramsey rule (5.6) in particular becomes
dCt = {
α
σ
Kα−1t (AtL)
1−α −
1
σ
(ρ+ δ −
∑n
i=1 λi[εt(i)
−σ − 1])}Ctdt+
∑n
i=1[εt(i)− 1]Ctdq
i
t
where εt(i) is the consumption jump factor for process (q
i
t) and C˜t(i) the level of consumption
after a jump in (qit):
εt(i) =
C˜t(i)
Ct
and C˜t(i) = ĉ(Kt, (1 + γi)At−)
Theorem 5.3 about the linear optimal consumption policy in the special case α = σ continues
to hold with the linear factor given by
µ = σ−1{ρ+ (1− σ)δ −
∑n
i=1 λi[(1 + γi)
1−σ − 1]}
In the next chapter a basic delay differential equation (DDE)10 (6.4) is solved by a numerical
solution method. The solution is the optimal policy function in the general case α = σ. With
10See the mathematical appendix of chapter 6 for the definition of a DDE.
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the here discussed extension the basic DDE has n multiplicative delay arguments instead of
one:
c′(k) = f [k, c(k), c(
k
1 + γ1
), ..., c(
k
1 + γn
)]
=
α
σ
kα−1c(k)− 1
σ
(δ + g + ρ+ λ)c(k) + λ
σ
∑n
i=1(1 + γi)
−σ[c(k)]1+σ[c( k
1+γi
)]−σ
kα − c(k)− (δ + g)k
The numerical solution algorithm can be adapted to the case with many Poisson processes.
The method of steps just requires more and smaller intervals, where the interval borders are
defined by the parameters γ1, ..., γn.
Varying shock intensity γ - Discrete and Continuous Distribution
If only the shock intensity γ should vary and not the frequency λ of shocks, it is sufficient
to assume one Poisson process (qt) with fixed parameter λ but take the shock intensity γ as
a random variable. If it has a discrete distribution on a finite set, i.e. takes values γi with
probability pi for i = 1, ..., n, this is equivalent to the previous approach. To see this let
(q1t ), ..., (q
n
t ) be n independent Poisson processes with parameters λp1, ..., λpn. Then γdqt is
equivalent to
∑n
i=1 γidq
i
t.
If γ is a random variable on the governing probability space (Ω,F , P ) with a continuous
distribution P γ taking values x in the interval B, the above representation is not possible.
The results are transferred one by one. The derivation of the Keynes-Ramsey follows the
way in the main section. Equation (5.6) becomes
dCt = {
α
σ
Kα−1t −
1
σ
(ρ+ δ − λ
∫
B
[εt(x)
−σ − 1]dP γ(x))}Ctdt+ λ
∫
B
[εt(x)− 1]dP
γ(x)Ctdqt
where
εt(x) =
C˜t(x)
Ct
and C˜t(x) = ĉ(Kt, (1 + x)At−) for x ∈ B
If the distribution P γ has a density function fγ(x) on the interval B one can also write∫
B
...dP γ(x) =
∫
B
...fγ(x)dx
for the integrals. The factor µ for the linear optimal consumption policy in the special case
α = σ becomes
µ = σ−1{ρ+ (1− σ)δ − λ
∫
B
[εt(x)
−σ − 1]dP γ(x)}
and the condition in part (ii) of Theorem 5.3 reads as follows: "If the parameters and the
distribution P γ are such that µ > 0, then...". One part in the proof of part (ii) requires
attention. An expression for Xt := A
1−α
t was derived using the change of variable formula.
Taking expectation E = EP now is with respect to the governing probability space (Ω,F , P ).
For an arbitrary function g on the interval B taking the expectation EP of g(γ) is equivalent
to taking expectation with respect to the the measure P γ of g (see Bauer 1992, p. 16):
EP (g(γ)) = EPγ (g) =
∫
B
g(x)dP γ(x)
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Hence
EP
∫ t
0
[(1 + γ)1−σ − 1]Xsdqs =
∫ t
0
λ
∫
B
[(1 + x)1−σ − 1]dP γ(x)EP (Xs)ds
and one can proceed as in the main part.
The basic DDE (6.4) of the numerical solution algorithm in the next chapter is now no longer
a delay differential equation with finitely many distinct delay arguments. Rather it is a more
complex functional differential equation (FDE)11 with the interval B as continuous delay
interval.
c′(k) = f [k, c(k), c(
k
1 + γ
)] , γ ∈ B
Obviously this case requires a more sophisticated algorithm which is beyond the scope of the
present work.
5.7 Conclusion
In a Ramsey model in continuous time with infinitely lived households the level of tech-
nology grows deterministically by incremental development of existing technologies and sto-
chastically by fundamental inventions which arrive according to a Poisson process. Every
fundamental invention causes a full Business Cycle. The model stays within the basic RBC
framework, but offers some advantages: Shocks are seldom and a single shock is able to
generate a full cycle, no auto-correlation of subsequent shocks is necessary.
In the special case α = σ an analytical solution for the optimal consumption policy was
presented and its optimality verified by the verification method established in chapter 4.
Furthermore, a Keynes-Ramsey rule describing the deterministic and stochastic development
of optimal consumption in form of a Poisson SDE was derived, and an invariance property
which ensures that the reduced system of the model always stays on its optimal path was
proven. Extensions of the stochastic technology arrival mechanism to account for stochasti-
cally varying intensity and frequency of shocks are possible with all main results preserved.
11See the mathematical appendix of chapter 6 for the definition of a FDE.
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5.8 Excursus: The RBC Framework
The following excursus briefly presents and explains the basic RBC framework. The aim is
not to give an overview of the entire field. There are many good overviews of RBC theory
available, among others King and Rebelo (1999) and Stadler (1994). The aim is only to
facilitate understanding of the often made comparisons between the Poisson RBC model and
the basic RBC model.
The Basic Model
The basic RBC model may be described by the following elements:
1.) A production function of the Cobb-Douglas type12:
Yt = AtK
α
t (XtLt)
1−α (5.20)
where Xt is a deterministic labor-augmenting
13 process of technological progress given by
Xt = γXt−1. If no trend growth is considered, then Xt is identically one.
2.) A driving process for the natural logarithm of total factor productivity:
lnAt = ρ ∗ lnAt−1 + εt (5.21)
where ρ is the persistence parameter and the {εt} are i.i.d. random variables with mean zero
and variance σ2.
3.) A basic maximization problem
max
{Cs,Ls}∞s=t
Et
∞∑
s=t
βs−tu(Cs, 1− Ls) (5.22)
subject to
Kt+1 = (1− δ)Kt + Yt − Ct (5.23)
where β is the time-preference rate, δ the depreciation rate of capital and u(Ct, 1− Lt) the
instantaneous utility function, which is concave in both components, consumption Ct and
leisure 1− Lt.
The Solow Residual
Equations (5.20) and (5.21) describe how the technology shocks resulting from the i.i.d.
random variables (εt) influence the level of output Yt. The justification for setting up the
model in that way, is the observed development of the Solow residual. The Solow residual can
be obtained from economic time series using the growth accounting technique introduced by
Solow (1957). The technique is described in detail in Barro and Sala-i-Martin (1998). The
Solow residual is the component of output growth that can not be explained by the growth
of an input factor. If the production function is assumed to be of the form (5.20), then the
12The basic approach is usually more general, demanding just a neo-classical production function.
13With a general neo-classical production function labor-augmenting technological progress is the only form
consistent with steady state growth. With a Cobb-Douglas function all forms of technological progress are
equivalent. (See Barro and Sala-i-Martin 1998)
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growth rate14 of output gY = lnYt+1− lnYt can be broken down into the following expression
gY = α ∗ gK + (1− α) ∗ gL + gA
where gK and gL are the growth rates of the input factors capital and labor and gA =
lnAt+1− lnAt is the Solow residual. Given time series (Ŷ1, ...Ŷk) , (K̂1, ..., K̂k) and (L̂1, ..., L̂k)
and an approximation for the value of α, one can calculate a time series for the Solow residual
by
gA(t) = ln
Ŷt+1
Ŷt
− α ln
K̂t+1
K̂t
− (1− α) ln
L̂t+1
L̂t
The following graphic shows the development of the detrended Solow residual in the (West-
)German economy between 1962 and 199215.
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It can be seen that the time series of the de-trended Solow residual is roughly stationary and
the variation shows a high degree of persistence. This fact is the justification of using an highly
auto-correlated process as in equation (5.21) as driving process for the basic RBC model.
According to Prescott (1986) the best fit between a time series of the Solow residual and a
time series generated by (5.21) is usually achieved for values of the persistence parameter of
ρ ≈ 0.9.
14The growth rate of a variable Xt evolving in discrete time is defined by
gX =
Xt+1 −Xt
Xt
Since in economic theory growth rates are usually fairly small, the growth rate is mostly taken as
gX = lnXt+1 − lnXt
The use of the logarithmic expression for the growth rate simplifies many calculations. Its use is justified by
the following properties of the ln function:
ln
x
y
= lnx− ln y and ln(z + 1) ≈ z for small z > 0
15Solow residual calculated from quaterly data for (west-)german economy for years 1962-1992. Output Y :
GNP to prices of 1992 (Source: DIW), Labor L: Hours worked (Source: DIW), Capital K: Effective capital
stock (Source: StBuA), de-trended with HP-filter.
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The Persistence Parameter
Shocks can be modeled as transitory, permanent or persistent with the persistence parameter
ρ determining the level of auto-correlation.
Transitory shocks ρ = 0 : In this case a shock εt influences At only in period t. Output Yt
rises sharply in the period of the shock but then falls back to its trend.
Permanent shocks ρ = 1 : In this case a shock εt has a permanent influence. An increase in
At in period t is passed over to all following periods. There is no tendency of the process for
At to return to its previous level after the shock, rather it follows a random walk. This case is
called difference stationary, because the process of differences At−At−1 = εt is stationary. It
is also referred to as Random Walk case, Unit Root case or Integrated case. Although most
authors believe that ρ is strictly less than one, i.e. that shocks are not permanent, according
to Stadler (1994) statistical tests usually fail to rule out the hypothesis of ρ = 1. Output Yt
rises sharply in the period of the shock and then stays on this level. The shock has shifted
the trend line upwards.
Persistent shocks ρ ∈ (0, 1) : In this case a shock εt in period t has influence for many
periods, but that influence diminishes and eventually vanishes. For example in period t+ k
the influence has shrunken to ρkεt << εt. Depending on the value of ρ the influence of shocks
diminishes slower or faster. The effect on output is a sharp rise in the period of the shock,
followed by a slow decline back to the trend. In the long run both the growth of At and Yt
return to their trend. Therefore this case is called trend stationary.
Detrending with the HP-Filter and Moment Calculations
Stylized facts about Business Cycles are usually expressed by the statistical concepts of
variance and correlation. The problem is that these concepts require stationary time series.
Observed ones, however, are usually not stationary (output always grows in the long-run).
The approach in RBC theory is to split the development of a variable into two components, a
trend component and a cyclical component, the latter of which is then a stationary variable
which fluctuates around zero. The cyclical component is calculated from the original time
series by removing the trend component, by detrending. The simplest detrending method
is to assume a linear trend. This often works well, when only a relatively short period of
observations is considered, e.g. as by Chari, Kehoe and McGrattan (2002) for the Great
Depression. For longer periods a linear trend is too restrictive. Then a polynomial function
is more appropriate which produces a smooth trend line. The standard method in the RBC
literature and beyond to underlie a smooth trend is applying the HP-filter developed by
Hodrick and Prescott (1980)16.
A variable Yt is assumed to consist of a trend component Y
g
t and a cyclical component
Y ct . Both are determined by solving the following optimization problem by the least square
method:
min
{Y gt }
T
t=1
T∑
t=1
(Y ct )
2 + λHP
T∑
t=3
[(Y gt − Y
g
t−1)− (Y
g
t−1 − Y
g
t−2)]
2 w.r.t. Yt = Y
c
t + Y
g
t
The larger the parameter λHP is chosen, the closer the trend variables resemble a linear trend.
All fluctuations, short-run as well as long-run are then captured in the cyclical component.
16Printed in Hodrick and Prescott (1997).
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The smaller λHP is chosen, the more fluctuations are captured in the trend and not in the
cyclical component. Generally speaking, long-run fluctuations are captured in the trend
component and short-run fluctuations in the cyclical component, with the parameter λHP
defining what is long-run and what is short-run. The standard value in Business Cycles
models for quarterly data is λHP = 1600. One can think of the HP-filter of a filter that stops
long waves but lets short waves pass.
The resulting time series of the cyclical components of output(Ŷ c1 , ...Ŷ
c
k ) and consumption
(Ĉc1, ..., Ĉ
c
k) are stationary with mean µ = 0. Standard deviation σY and correlation coefficient
ρY,C can be calculated by
σY = [
1
k − 1
k∑
n=1
(Ŷ cn − µY )
2]1/2
ρY,C =
1
k−1
∑k
n=1(Ŷ
c
n − µY )(Ĉ
c
n − µC)
σY σC
These and other moments are then used to describe the properties of cycles and check wether
simulation results from a model match certain stylized facts. In the following the RBC
approach is summarized in nine steps.
The RBC Approach Step by Step
• Step 1: Gathering data: Collect time series for all relevant variables from observed
economic data: Output (Ŷ1, ...Ŷk), Consumption (Ĉ1, ..., Ĉk), etc.
• Step 2: Detrending / HP-Filtering: Apply the HP-filter as described above or alterna-
tive detrending methods to produce stationary time series for the cyclical components
(Ŷ c1 , ...Ŷ
c
k ) and (Ĉ
c
1, ..., Ĉ
c
k).
• Step 3: Model building: Construct a model from the basic RBC framework and addi-
tional features that are claimed to be relevant. Choose distribution of the shocks (εt),
without yet specifying the variance σ2.
• Step 4: Model solving: In this non-trivial step solve the model by solving the opti-
mization problem (5.22). For the special case of complete depreciation (δ = 1) and
logarithmic utility it can be solved directly (see e.g. McCallum 1989). Otherwise use
the numerical solution method by King, Plosser and Rebelo (1988).
• Step 5: Parameter estimation / Calibration: Estimate the model parameters like de-
preciation rate δ or production elasticity α from the observed data or rely on widely
accepted standard values.
• Step 6: Simulating: Generate a realization of the random sequence (ε1, ..., εk) and calcu-
late the resulting sequence of total factor productivity (A1, ..., Ak) from equation (5.21)
and an initial value A0. Then use the solution formulas or approximations obtained
in step 4 to produce the time series of all important variables: Output (Y1, ..., Yk),
Consumption (C1, ..., Ck), etc.
• Step 7: Determination of variance σ2: Repeat step 6 with a different variance σ2 for the
(εt). Repeat this until the variance of simulated output equals the variance of observed
HP-filtered output.
114 THE POISSON RBC MODEL
• Step 8: Calculating statistical characteristics: Calculate standard deviations, correla-
tion coefficients and other characteristics for both the simulated time series and the
observed HP-filtered time series and compare both.
• Step 9: Evaluating results: Judge the value / relevance of the model by the degree of
meeting certain stylized facts about Business Cycles.
In this thesis the focus is on the steps 3 and 4, model building and model solving. It is not
the aim to gather and process data and to perform parameter estimation and calibration,
like described in steps 1,2,5,7 and 8. Simulation (step 6) is done to a small extend to show
the possibility of applying the presented models and the relevance is evaluated as far as that
is possible qualitatively (step 9).
Chapter 6
Optimal Consumption Policy:
Numerical Solution in the General
Case
6.1 Introduction
General forms of RBC models always require numerical solution methods. Even the deter-
ministic neoclassical growth model studied by Cass (1965) and Koopmans (1965), on which
all RBC models are based, does not allow an analytical solution, except for special parame-
terizations of utility and production function. Some RBC authors thus focused on special
cases where analytical closed-form solutions for the optimal dynamics of models are avail-
able. In discrete time the best-known is the case with logarithmic utility and Cobb-Douglas
production function assuming 100% depreciation studied by Long and Plosser (1983) and
McCallum (1989). In a continuous time framework the most widely mentioned is the α = σ
case of the previous chapter. Xie (2002) showed that in deterministic models this case can
be extended to more general functional forms of utility and production function, where both
are connected in a certain way.
This chapter presents a numerical solution method for the Poisson RBC model, which is
completely different from the methods used for the neoclassical growth model and standard
RBC models developed by King, Plosser and Rebello (1988). There it is in general possible
to calculate the steady state or at least an approximation of it a priori from the optimality
equations. The transitional dynamics are then obtained by a linearization around the steady
state which yields linear difference or differential equations that can be solved using standard
computational procedures. This approach fails with the Poisson RBC model, since the steady
state is path-dependent. The steady state can not be calculated or approximated before the
optimal consumption path is known. This path-dependence is most impressively recognized
by the fact that the increasing and decreasing branch of the optimal consumption path lead
to two different steady states.
Kydland and Prescott (1982) already presented a numerical approximation method for their
model which works by inserting the resource constraint into the utility function. This is
then approximated by a quadratic function near the steady state and in a likely range of the
variables. The resulting optimization system is of linear quadratic type and can be solved.
King, Plosser and Rebello (1988) improved this method introducing the now standard method
of loglinearizing around the steady state. In the deterministic neoclassical growth model it
116 THE POISSON RBC MODEL
works as follows: First, the system of growing variables is transformed to a stationary system
by dividing all variables by their growth components. Then the steady state of the stationary
system is calculated from the optimality equations. The crucial step then is to linearize
each optimality condition by introducing new variables x̂t expressing the deviation of the
original variables xt from their steady state value x. These new variables are taken as the
logarithm x̂t = log(xt/x). In deterministic models the resulting system can then be solved.
In stochastic models like the standard RBC model a further step is necessary, called the
certainty equivalence assumption. Random variables are replaced by their expected values
to obtain a deterministic system which can be solved.
The approach taken in this chapter to solve the Poisson RBC model numerically follows the
above described method, only in the first step. The system describing the development of the
growing variables of the economy is transformed into a reduced system which is stationary.
The term "reduced system" is appropriate, since the system no longer includes the increasing
Poisson process (qt). Eliminating time dependence in the next step yields a single equation
which is a delay differential equation (DDE)1 with a single multiplicative delay argument. The
solution of this basic DDE is the optimal consumption policy (or optimal path). The delay
argument is the level of optimal consumption after an invention, i.e. a jump in the Poisson
process. Without this delay argument one could proceed as in the above described standard
method calculating the steady state and loglinearizing. But since the delay argument is
present, there are not enough equations for the variables to be determined to calculate the
steady state a priori. First, the basic DDE has to be solved to find the optimal path, then
the steady state can be calculated. The method presented here delivers approximations for
the optimal path and the steady state by generating an approximative solution for the basic
DDE. Moreover, an envelope result is proved which provides upper and lower boundaries for
the true steady state values. The boundaries are obtained from two paths which envelope
the true optimal path. These enveloping paths are defined in an abstract way, but a practical
implementation is possible by using functions defined by corner values.
The solution algorithm for the basic DDE is based on the method of steps for functional
differential equations by Hale (1971) modified to the case of a DDE with multiplicative delay.
A similar algorithm generating approximations was described by Boucekkine, Licandro and
Paul (1997), who applied it to the vintage capital model of Solow2. The present result
extends their work, since not only approximations are provided, but also enveloping paths
for the optimal path and boundaries for the steady state. This allows to measure the accuracy
of the approximations.
A numerical solution makes only sense, if beforehand the existence of a solution is guaranteed
in an abstract way. As the discussion of literature about the existence problem for general
stochastic problems of optimal control in the last chapter showed, this is far from trivial.
Since a formal proof of existence is beyond the scope of this thesis, abstract existence of a
solution is assumed. The fact that the numerical solution algorithm produces very plausible
results, justifies this technical shortcut.
Section 2 of the present chapter states the assumption of abstract existence of a solution
and then establishes the reduced system of the Poisson RBC model. The reduced system
is obtained by dividing all variables by the level of technology and labor. The system is
1See the mathematical appendix of this chapter for the definition of a DDE.
2Solow, Tobin, Weizsäcker and Yaari (1966).
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stationary and defined by two equations for consumption and capital. Combining the two
equations by eliminating time dependence a single equation is obtained which is the basic
DDE. Section 3 describes and applies the modified method of steps. Starting with an ini-
tial function a sequence of ordinary initial value problems is solved. The solutions of these
are partial solutions of the basic DDE on subsequent subintervals. Combining together the
partial solutions yields an approximation for the optimal path. Applying the basic existence
and uniqueness results for DDEs presented in the mathematical appendix, it is further shown
using a transformation by Kato and McLoed (1971) that for any initial function the solution
of the basic DDE and hence the optimal path is unique. After the proof of this uniqueness
result the basic algorithm and a first numerical result from its implementation are presented.
The section ends with providing expressions for the zero motion lines for capital and con-
sumption. The first is independent of the optimal path, but the second is path dependent. An
approximation for the steady state is obtained as the intersection point of the two zero mo-
tion lines. Section 4 is concerned with the envelope result. In the first subsection a theorem
is proved which provides upper and lower boundaries for the true steady state value, if two
paths are available which envelope the true optimal path. The second subsection describes
how these enveloping path can be defined. Section 5 shows a practical implementation for
finding the enveloping paths using representatives at corner points of the set of admissible
of path. Then parameters are specified and the whole solution method is applied. For the
optimal path a table of values with approximative value and error bound is provided as well
as some plots. For the steady state upper and lower boundary values are given. Section 6
covers two additional topics: A second method for obtaining boundaries for the steady state
and the discussion of the second steady state. The uniqueness result of section 3 establishes
uniqueness of the optimal path only in the region above or below the zero motion line for
capital. Initial functions from these two different regions generate two different branches of
the optimal path, the increasing branch which is the one of interest in the economic theory,
and a decreasing one. Since the zero motion line for consumption and thus the steady state
are path dependent, the decreasing branch leads to a different steady state of the system.
6.2 The Reduced System and the Basic DDE
A prerequisite for studying numerical solution methods for stochastic optimal control prob-
lems is the guarantee of abstract existence of a solution. For the control problem (5.5) of the
Poisson RBC model established in the previous chapter the following assumption is made:
Assumption 1: There exists a solution (V, ĉ) to the control problem (5.5).
The remainder of this section presents the reduced system of the Poisson RBC model which
is obtained by adjusting the aggregate variables output, capital and consumption for labor
and the level of technology. The new adjusted variables may be called effective per capita
variables, variables per efficiency labor or just stationary variables3. The new variables are
ct =
Ct
AtL
, kt =
Kt
AtL
and yt =
Yt
AtL
3If no consfusion with the original growing variables can arise, they are from time to time just refered to
as output, capital or consumption.
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In the following two equations in kt and ct are derived which completely describe the devel-
opment of the economy. The starting point are the resource constraint (5.2) and the Keynes-
Ramsey rule (5.6). Applying the change of variable formula to the function f(A,x) = x
AL
given the development of technology At as in (5.3) gives for the resource constraint (5.2)
dkt =
1
AtL
(Yt − δKt − Ct)dt−
Kt
A2tL
gAtdt+ [
Kt
(1 + γ)AtL
−
Kt
AtL
]dqt
= (yt − δkt − gkt − ct)dt−
γ
1 + γ
ktdqt (6.1)
and for the Keynes-Ramsey rule (5.6)
dct =
1
AtL
Ct{
α
σ
(
Kt
AtL
)α−1 −
1
σ
(ρ+ δ − λ[(
C˜t
Ct
)−σ − 1])}dt
−
Ct
A2tL
gAtdt+ [
C˜t
A˜tL
−
Ct
AtL
]dqt
= {
α
σ
kα−1t −
1
σ
(ρ+ δ − λ[(
c˜tA˜tL
ctAtL
)−σ − 1])− g}ctdt+ (c˜t − ct)dqt (6.2)
= {
α
σ
kα−1t −
1
σ
(ρ+ δ + σg − λ[(1 + γ)−σ(
c˜t
ct
)−σ − 1])}ctdt+ (c˜t − ct)dqt
The system (6.1)+(6.2) defines the reduced system of the economy. It completely describes
the model dynamics. The increasing stochastic processes (qt) and (At) no longer appear in
the equations. The reduced system further allows to illustrate the model dynamics in the
2-dimensional (k, c)-plane.
For any given state (Kt, At) there exists an optimal value of Ct given by ĉ(Kt, At), where ĉ
is the optimal policy function that was assumed to exist in Assumption 1. By the invariance
property of the optimal policy function (5.11) the optimal value ct in the reduced system is
only dependent on kt =
Kt
AtL
and not on the absolute values of Kt and At, since
ct =
Ct
AtL
=
1
AtL
ĉ(Kt, At) = ĉ(
Kt
AtL
,
1
L
) = ĉ(kt,
1
L
)
Hence a new function c can be defined by
c(k) := ĉ(k,
1
L
) (6.3)
which is dependent on kt and gives the optimal stationary consumption value by ct = c(kt).
The function c describes the optimal path of the reduced system in the 2-dimensional (k, c)-
plane. As can be seen from (6.1) a jump in the Poisson process shifts the level of kt backwards.
The resulting optimal value ct is given by c(kt) and hence the system is on the same path
described by the function c just further to the left. Hence the function c describes the
economy in deterministic times as well as after jumps.
The two equations (6.1) and (6.2) can be combined to just one equation, the basic DDE.
When replacing ct by c(kt) in equation (6.2) the resulting system has only one variable: kt.
Since the optimal value ct is a function of kt only and independent of time t one may further
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eliminate the time dependence in the system. By applying the fact c′(k) = dc
dt
(dk
dt
)−1 the
following single equation for the function c is obtained:
c′(k) =
α
σ
kα−1c(k)− 1
σ
(δ + g + ρ+ λ)c(k) + λ
σ
(1 + γ)−σ[c(k)]1+σ[c( k
1+γ
)]−σ
kα − c(k)− (δ + g)k
(6.4)
This is a non-linear delay differential equation (DDE) with the single multiplicative delay
argument c(γ̂k), where γ̂ = 1
1+γ
. It is of the general form
c′(k) = f [k, c(k), c(γ̂k)]
with γ̂ ∈ (0, 1). The unknown optimal function c is the solution to equation (6.4). The task
is to solve this basic DDE numerically, or rather find a good approximation for the solution.
If this approximation is found, it is then straight forward to get an approximation for the
original optimal consumption policy ĉ = ĉ(Kt, At). From the definition of the function c and
the invariance property (5.11) of ĉ it follows that the optimal consumption policy ĉ or an
approximation of it is given by
ĉ(Kt, At) = AtL ∗ c(
Kt
AtL
) (6.5)
6.3 The Modified Method of Steps
The task is to find a numerical approximation for the solution c(k) of equation (6.4) given
an initial level of capital k0. The equation is a non-linear delay differential equation (DDE)
with a single multiplicative delay argument c( k
1+γ
). It will be solved using a modified method
of steps. The method of steps was described by Hale (1971) for the case of a single additive
delay argument c(k − τ ). In the economic literature Boucekkine, Licandro and Paul (1997)
have described - also for the additive case - how this method may be applied in continuous-
time modelling of a vintage capital growth model. Kato and McLoed (1971) study a linear
DDE with a single multiplicative delay argument. The present DDE is non-linear, but a
modification of the method described by Hale adapted to the multiplicative case is possible.
It is described in the following.
Starting at the initial level of capital k0 the k-axis is divided into intervals
I0 = [
k0
1 + γ
, k0] and Ii = [x(i− 1), x(i)] , i = 1, 2, ...
with the interval boundaries given by
x(i) = k0(1 + γ)
i , i = 0, 1, 2, ...
The initial interval I0 lies to the left of k0, all other intervals to the right. The intervals have
the property that for any k ∈ Ii the value
k
1+γ
lies in the adjoining interval to the left Ii−1.
The basic idea of the method of steps is to assume, a solution ci−1(.) to (6.4) on the interval
Ii−1 is known. By replacing the delay term c(
k
1+γ
) in (6.4) by this known function ci−1(
k
1+γ
)
for k ∈ Ii, equation (6.4) reduces to an ordinary differential equation on the interval Ii. It is
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then of the form
c′(k) = f [k, c(k), ci−1(
k
1 + γ
)] k ∈ Ii
with a known function ci−1 and an initial condition at the left interval boundary
c(x(i− 1)) = ci−1(x(i− 1))
This initial value problem may be solved numerically using standard methods yielding a
solution ci(.) on the interval Ii. The general solution c(.) may then be defined piecewise by
c(k) = ci(k) , k ∈ Ii
Repeating the method extends the solution c(.) to the right step by step. The procedure is
stopped at the interval In which includes the steady state value k
∗ of the reduced system.
This is the value, such that the point (k∗, c(k∗)) generates no more deterministic movement
in the system (6.1) + (6.2). In general, the smaller the jump size γ of the Poisson process,
the more intervals and hence steps will be necessary until the solution c(k) is sufficiently
determined.
From the so far description of the method of steps it is clear that an initial part of the solution
c(.) must be known or at least approximated. An initial function φ(k) on the initial interval
I0 = [
k0
1+γ
, k0] is necessary to start the method. This φ is then used to find the first partial
solution c1 of (6.4) on the interval I1. Then c1 is used to find the second partial solution c2
of (6.4) on the interval I2 and so on until the interval In including the steady state value k
∗
is reached.
k0 (1+g)k0 (1+g)2k0(1+g)-1k0
I0 I1 I2
f c1 c2
Step 1: Solve
(6.4) with f
Step 2: Solve
(6.4) with c1
Step 3: Solve
(6.4) with c2
Illustration of Modified Method of Steps
The method of steps has some valuable properties. Firstly, the partial solutions ci depend less
and less on the initial function φ proceeding further to the right. This fact can be observed
in the following implementation4. The theoretical result is explained in Kolmanovskii and
Myshkis (1992). It justifies the here used approach of working with rather simple (mostly
linear) initial functions. Secondly, the method of steps guarantees increasing smoothness of
the solution. Since at the interval boundaries x(i) the partial solutions ci and ci+1 equal each
other, the overall solution c is continuous. Kolmanovskii and Myshkis (1992) further show
that the partial solutions ci are i times differentiable.
4In the example described hereafter taking two completely different initial functions φ1 and φ2, the cor-
responding solutions ci(., φ1) and ci(., φ2) for i = 10 differed by less than 10
−4.
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6.3.1 Uniqueness of Solutions to the Basic DDE
In the following it is shown that given an initial function on the interval [γ̂k0, k0], equation
(6.4) has a unique solution. This property is vital for the method of step algorithm to provide
sensible results. The following Theorem is an application of the standard results on existence
and uniqueness of solutions to an initial value problem for a DDE with a single additive delay
argument which are stated the mathematical appendix. The standard results are transformed
to the case with a single multiplicative delay argument.
Theorem 6.1 Consider the following initial value problem for a delay differential equation
(DDE) with single multiplicative delay argument:
.
x(t) = f(t, x(t), x(γt)) , t ∈ (0,∞) , x(t) ∈ Rn (6.6)
x(t) = φ(t) , t ∈ [γt0, t0] , γ ∈ (0, 1)
Let D be an open subset of (0,∞)×Rn×Rn and let f : D −→ Rn be continuous and satisfy
the following Lipschitz condition on every compact subset Ω of D:
∃K > 0 ∀(t, ui, vi) ∈ Ω, i = 1, 2 :
||f(t, u1, v1)− f(t, u2, v2)|| ≤ Kmax{|u1 − u2|, |v1 − v2|}
If (t0, φ(t0), φ(γt0)) ∈ D, then there exists a unique solution x(.) of the initial value problem
(6.6).
Proof: The following transformation follows Kato and McLoed (1971). Let t = es, x(t) =
z(s) and r = ln γ. Then
x(γt) = x(e−res) = x(es−r) = z(s− r)
.
x(t) =
d
dt
z(ln t) =
1
t
.
z(s) = e−s
.
z(s)
Hence
.
z(s) = es
.
x(t) = esf(t, x(t), x(γt)) = esf(es, z(s), z(s− r)) =: f˜(s, z(s), z(s− r))
s ∈ (−∞,∞)
The problem (6.6) was transformed into a problem of standard type (6.10) which is treated
in the mathematical appendix:
.
z(s) = f˜(s, z(s), z(s− r)) , s ∈ (−∞,∞)
z(s) = ψ(s) , s ∈ [s0 − r, s0] , r > 0
Clearly if f is continuous on the open set D then f˜ is continuos on the open set D˜ =
{(ln t, u, v) : (t, u, v) ∈ D}. Now let Ω be a compact subset of D and K > 0 the corresponding
Lipschitz constant. Then
||f(t, u1, v1)− f(t, u2, v2)|| ≤ Kmax{|u1 − u2|, |v1 − v2|} , (t, ui, vi) ∈ Ω, i = 1, 2
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is equivalent to
||f˜(s, u1, v1)− f˜(s, u2, v2)|| ≤ Kmax{|u1 − u2|, |v1 − v2|} , (s, ui, vi) ∈ Ω˜, i = 1, 2
where Ω˜ = {(ln t, u, v) : (t, u, v) ∈ Ω} is a compact subset of D˜. Hence if f satisfies the
Lipschitz condition on every compact subset of D then so does f˜ on every compact subset of
D˜. Theorem 6.6 then guarantees the existence of a unique solution z(.) of the transformed
problem. Since x(t) = z(ln t) this implies the existence of a unique solution x(.) of the original
problem (6.6).

To apply the result to equation (6.4) the open set D must be defined and the formal conditions
on f checked. Let
D := {(k, u, v) ∈ (0,∞)× R2 : kα − u− (δ + g)k > 0}
Clearly D is an open set. The function f : (0,∞)× R× R −→ R defined by the right hand
side of (6.4) is a composition of elementary continuous functions and hence is continuous
on D (Note that the denominator can not become zero by the choice of D). Now we check
wether f satisfies the Lipschitz condition of Theorem 6.1. Let Ω be a compact subset of D.
The set D is connected, and thus so is Ω. Since f is continuously differentiable on Ω the
Mean Value Theorem gives
||f(k, u1, v1)− f(k, u2, v2)|| ≤ max
(k,u,v)∈Ω
||f ′(k, u, v)|| ∗max{|u1 − u2|, |v1 − v2|}
Because Ω is compact
K := max
(k,u,v)∈Ω
||f ′(k, u, v)||
is well defined and may serve as Lipschitz constant. Hence all conditions of Theorem 6.1
are satisfied. The Theorem implies that given any initial function on the interval [γ̂k0, k0]
equation (6.4) has a unique solution.
Remark about Increasing and Decreasing Branch: The set D has to be defined in
such a way that the denominator in (6.4) can not become zero. For that it would suffice to
define it as
{(k, u, v) ∈ (0,∞)× R2 : kα − u− (δ + g)k = 0}
which corresponds to the whole (k, c)-plane excluding the zero-motion line for capital (dk =
0). However this set is not connected and hence the Mean Value Theorem not applicable.
Hence the set D was defined as above with > instead of =. Then D corresponds to the lower
part of the (k, c)-plane below the zero-motion line for capital (dk = 0). The existence of a
unique solution is guaranteed only in the case of an initial function below the zero-motion
line. The solution is the increasing branch of the optimal path. If the initial function lies
above the zero-motion line, the same line of argument with taking
D′ = {(k, u, v) ∈ (0,∞)× R2 : kα − u− (δ + g)k < 0}
i.e. the part of the (k, c)-plane above the zero-motion line for capital (dk = 0), implies the
existence of another unique solution on this set D′. This solution is the decreasing branch of
the optimal path, which will be mentioned again later.
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6.3.2 The Basic Algorithm
In the following the basic algorithm is described and then a first numerical result is presented.
Step 1: Set initial values
• Set parameter values for α, σ, ρ, δ, g, λ and γ
• Set initial value k0
• Set number n of intervals to be considered5
• Calculate intervals
Ii = [x(i− 1), x(i)] for i = 1, 2, ..., n with x(i) = k0(1 + γ)
i
• Define initial function φµ depending on parameters in the parameter vector µ = (µ1, µ2, ..., µr)
• Set accuracy level ζ for parameters µ
Step 2: Parameterize initial function φµ
• Set values for the parameters µ of the initial function
Step 3: Generate solution c(., φµ)
• Solve the system (6.4) with c( k
1+γ
) = φµ(k) on I0 yielding a solution c1(., φµ) on I1
• For i = 2 to n solve the system (6.4) with c( k
1+γ
) = ci−1(
k
1+γ
, φµ) on Ii yielding a
solution ci(., φµ) on Ii
• Define overall solution c(., φµ) by c(k, φµ) := ci(k, φµ) , k ∈ Ii , i = 1, ..., n
Step 4: Test result and repeat
• If µ has reached predefined accuracy level ζ STOP, c(., φµ) is a good approximation
• If c(., φµ) diverges go back to Step 2 and adjust parameters µ of initial function (lower)
• If c(., φµ) attains maximum go back to Step 2 and adjust parameters µ of initial function
(higher)
5The appropriate number n is not known a priori. Rather it has to be found by a sequential approach of
increasing n.
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This algorithm was implemented in a Mathematica program. A first approximation was
conducted with the following parameter values
α = 0.3 , δ = 0.02 , ρ = 0.04 , σ = 0.8 (6.7)
g = 0.02 , λ = 0.1 , γ = 0.1
initial k0 = 1, n = 21 intervals and an accuracy level of ζ = 10
−12. The initial function was
taken as
φ(k) = µk with µ = 0.5
Hence there is only a single parameter to specify. In the recursive approach described in
the above algorithm the appropriate value for the single parameter was found to be µ∗ =
0.472377785302. The resulting approximation c(., φµ∗) for the solution of (6.4) looks as
follows:
H(k)
c(k,φµ*)
Approximation Path c(k, φµ∗) with Zero Motion Line H(k)
Further an approximation for the deterministic steady state was found at
(k∗, c∗) = (6.769, 1.504). As the theory suggests, this result is fairly independent of the
initial function φ. The algorithm was run for three types of initial functions, a linear φ1, a
logarithmic φ2 and a polynomial of 3rd degree φ3. The resulting approximations c(., φj) for
j = 1, 2, 3 differed only at the beginning slightly. At k = 1.1 the maximum difference was less
than 0.02 and at k = 1.5 it was already less than 0.0002. With increasing k it got less and less
significant. The smoothness property was also found in the implementation result. Whatever
the initial function φ, the partial approximations c(., i, φ) interchange very smoothly at the
interval boundaries x(i). There are no jumps at the interval boundaries between ci(x(i), φ)
and ci+1(x(i), φ) and only very little difference between first order derivative from the left
and from the right at the interval boundaries. With standard settings this difference was
about 10−3, but with increased calculation accuracy it could be reduced to less than 10−6,
suggesting that it is just a calculation accuracy problem of computation.
6.3.3 The Zero Motion Lines: Independence and
Path-Dependence
The zero motion lines H for capital and G for consumption are those points in the (k, c)-plane
at which there is no deterministic movement in the reduced system (6.1) + (6.2) in either
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capital k or consumption c, i.e. where dk = 0 or dc = 0 respectively. The expressions are:
H = {(k, c) ∈ R2 : kα − c− (δ + g)k = 0}
and
G = {(k, c) ∈ R2 :
α
σ
kα−1c−
1
σ
(ρ+ δ + σg + λ)c +
λ
σ
(1 + γ)−σc(
k
1 + γ
)−σc1+σ = 0}
Both H and G can be expressed as functions of k. Then
H(k) = kα − (δ + g)k
and
G(k) = [
1
λ
(ρ+ δ + σg + λ)−
α
λ
kα−1]1/σ(1 + γ)c(
k
1 + γ
)
Whereas the zero motion line for capital H(k) is completely determined by the above func-
tional expression, the zero motion line for consumption G(k) is unknown, unless the optimal
policy function c is specified, since it depends on the delay term c( k
1+γ
). If an approximation
c(., φ) for c is found, an approximation G(., φ) for G is obtained by
G(k, φ) = [
1
λ
(ρ+ δ + σg + λ)−
α
λ
kα−1]1/σ(1 + γ)c(
k
1 + γ
, φ) (6.8)
The zero motion line for capital is independent from the optimal path, but the zero motion
line for consumption is path dependent.
The numerically generated functions c(., φµ) never equal the accurate solution c(.) of equa-
tion (6.4), which describes the true optimal path {c(k) : k ≥ k0}. They are always only
approximations. In particular, the paths {c(k, φµ) : k ≥ k0} of the numerically generated
functions c(., φµ) do always one of two things: Hit the zero motion line for capital H(k) and
diverge left upwards or attain a maximum and turn right downwards before hitting H(k).
The following illustration shows the two zero motion lines, the unknown true optimal path
c(k) and the two possible behaviors of approximating paths.
k
c optimal
c(k)
H(k)
G(k)
k*
c*
k0k0
1+ γ
0
Illustration of Possible Path Behaviour
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The steady state (k∗, c∗) of the reduced system is the point, where the optimal path c(k)
intersects with the zero motion lines for capital H(k) and consumption G(k). As was men-
tioned earlier, H(k) is known a priori, but neither c(k) nor G(k). Hence the steady state
can not be determined a priori before finding the optimal path c(k). In the first numerical
result presented above it was just assumed that the true steady state value k∗ is close to both
of the following k-values: The value at which a good6 diverging left upwards path hits the
zero motion line for capital H(k) and the value at which a good diverging right downwards
path attains its maximum. Both these values are lower bounds for the true steady sate value
k∗. Heuristically speaking, in the above illustration it is not known how far the true steady
state value k∗ lies towards the right, if only the two outer paths and the zero motion line
for capital H(k) are observable, and not the optimal path c(k) and the zero motion line for
consumption G(k).
Hence two questions remain: Firstly, how big is the error between the numerically generated
paths c(k, φµ) and the unknown true optimal path c(k) excluding the region around the steady
state? And secondly, how can upper and lower bounds for the true steady state (k∗, c∗) can
be determined?
6.4 The Envelope Result
6.4.1 Boundaries for the Steady State
If the optimal path c(k) is known, the steady state (k∗, c∗) can be determined by the intersec-
tion of the zero motion lines H(k) and G(k). The envelope result presented in the following
uses this property to find upper and lower bounds for the steady state. The bounds are
determined by the intersection of H(k) with different G(k, φ) generated according to (6.8)
by different approximations c(k, φ) resulting from different initial functions φ. The approxi-
mations c(k, φ) are chosen in such a way that they envelope the true optimal path c(k). The
following theorem states that when using two enveloping paths, these define boundary values
which indeed have the true steady state in between them.
Theorem 6.2 If there are positive, increasing approximation functions c(., φ1) and c(., φ2)
enveloping the true optimal path c(.) on the second last interval
c(k, φ1) ≤ c(k) ≤ c(k, φ2) for all k ∈ In−1
then there is a lower bound k2 and an upper bound k1 for the k-value of the steady state
k2 ≤ k
∗ ≤ k1
The bounds k1 and k2 are the intersection points of the zero motion lines for capital and
consumption and can be determined as the unique solutions to the following equations
G(ki, φi) = H(ki) , i = 1, 2
6Good in the sense that the path satisfies the accuracy level ζ for the parameters given in the algorithm.
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Upper and lower bounds for the c-value of the steady state are among H(k1) , H(k2) and
H(kmax), where
kmax = [
1
α
(δ + g)]1/(α−1)
is the value, at which the zero motion line H(k) for capital attains its maximum.
Proof: Let
c(k, φ1) ≤ c(k, φ2) for all k ∈ In−1
This is equivalent to
c(
k
1 + γ
, φ1) ≤ c(
k
1 + γ
, φ2) , k ∈ In
By (6.8) the resulting approximations for the zero motion line for consumption satisfy
G(k, φ1) ≤ G(k, φ2) , k ∈ In (6.9)
From (6.8) it is easy to see that all functions G(., φi) have a common zero at
k0G = [
1
α
(ρ+ δ + σg + λ)]1/(α−1)
Further it can be shown that the functions G(., φi) are increasing for k ≥ k
0
G. To see this let
k0G ≤ x ≤ y. Then −x
α−1 ≤ −yα−1 and since all parameters are positive and the c(., φi) are
increasing functions, it follows that
G(x, φi) = [
1
λ
(ρ+ δ + σg + λ)−
α
λ
xα−1]1/σ(1 + γ)c(
x
1 + γ
, φi)
≤ [
1
λ
(ρ+ δ + σg + λ)−
α
λ
yα−1]1/σ(1 + γ)c(
y
1 + γ
, φi) = G(y, φi)
It is easily verified that the function H(k) has a maximum at
kmax = [
1
α
(δ + g)]1/(α−1)
and is strictly increasing for k < kmax and strictly decreasing for k > kmax. Further the
function H(k) has zeros at 0 and
k0H = (δ + g)
1/(α−1)
Since 0 < k0G the function H lies above the two functions G(., φi) for small k. But since the
G(., φi) increase and H eventually decreases after kmax the function H lies below the G(., φi)
for large k. Thus for i = 1, 2 there exist unique values ki, where H and G(., φi) intersect.
These ki are the unique solutions to the equation
H(k) = G(k, φi)
⇔ kα − (δ + g)k = [
1
λ
(ρ+ δ + σg + λ)−
α
λ
kα−1]1/σ(1 + γ)c(
k
1 + γ
, φi)
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From (6.9) it then follows that k2 ≤ k1. Repeating the whole line of argument with the true
optimal path c(k) in between the approximation functions
c(k, φ1) ≤ c(k) ≤ c(k, φ2) for all k ∈ In−1
it can be deduced that the values k2 and k1 are lower and upper bound for the true steady
state value:
k2 ≤ k
∗ ≤ k1
There are four different cases for the bounds of the steady state value c∗, depending on
wether G(., φ1) and G(., φ2) intersect with H in the increasing or decreasing part, i.e. wether
k2 and/or k1 are greater or less than kmax. In the four possible cases the boundaries for
c∗ = H(k∗) are as follows
k2 ≤ k
∗ ≤ k1 ≤ kmax =⇒ H(k2) ≤ c
∗ ≤ H(k1)
k2 ≤ k
∗ ≤ kmax ≤ k1 =⇒ H(k2) ≤ c
∗ ≤ H(kmax)
k2 ≤ kmax ≤ k
∗ ≤ k1 =⇒ H(k1) ≤ c
∗ ≤ H(kmax)
kmax ≤ k2 ≤ k
∗ ≤ k1 =⇒ H(k1) ≤ c
∗ ≤ H(k2)
Hence upper and lower bounds for c∗ can always be found among H(k1) , H(k2) and H(kmax)
as stated in the theorem.

The following graphic illustrates the first of the four cases, where both G(., φ1) and G(., φ2)
intersect with H in the increasing part left of kmax.
H(k)
G(k,φ2) G(k,φ1)G(k)
k1k2 k*
k
c
Illustration of Boundary Values k1 and k2 for Steady State Value k
∗
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6.4.2 The Enveloping Paths
The last theorem allows to proceed from enveloping approximation functions to boundaries
for the steady state. In the following a formal way of defining the necessary enveloping
approximation functions is presented. Later it is described, how this rather formal definition
may be implemented.
Let M be the set of all continuous initial functions on the interval I0 = [
k0
1+γ
, k0]. We first
show that the subset M of all linear initial functions is sufficient.
M = {φ ∈M : ∃(µ, c0) : φ(k) = µ(k − k0) + c0}
Suppose there is a function φ ∈M . Since φ is continuous it attains maximum and minimum
on the interval I0. Let c0 = φ(k0). Then one can define linear functions φu, φo ∈M through
the point (k0, c0) with the property that φu and φo envelope φ on I0 in the following way:
φu(k) ≤ φ(k) ≤ φo(k) , k ∈ I0
From (6.4) is can be deduced that the resulting approximation functions on the first interval
I1 are such that
c(k, φu) ≥ c(k, φ) ≥ c(k, φo) , k ∈ I1
Hence it is sufficient to consider only the set M of linear initial functions.7
By the definition of the set M a linear initial function is completely described by a pair
(µ, c0). We denote all members of M by φ(µ, c0). Now we restrict the search for initial
functions to a subset of M by putting restrictions on the parameter pair (µ, c0). Firstly we
take only those linear functions φ(µ, c0) with steepness µ in a certain interval [νu, νo] (From
the first numerical result achieved above we have a rough idea about the steepness µ that
any sensible initial linear function must have. In the current example νu = 0.2 and νo = 0.6).
Secondly, only those values of c0 are considered, where a small deviation in either direction
leads to opposite path behavior. This is motivated by the fact that a small deviation from
the true optimal path also leads to opposite path behavior. As was explained and illustrated
above, there are exactly two possible ways an approximating path can follow: Diverging left
upwards or attaining a maximum and turning right downwards. With a small ε (In the
present example 10−12) define the following subset
Mε = {φ(µ, c0) ∈M : νu ≤ µ ≤ νo , c(., φ(µ, c0 + ε) diverges and
c(., φ(µ, c0 − ε) attains Max}
In the 2-dimensional (µ, c0)-plane in which every point defines an initial function φ(µ, c0),
this set Mε can be illustrated as a strip of thickness ε. Only initial functions taken from Mε
may lead to good approximation functions. Good here is understood in the sense that the
approximation functions are so close to the optimal path that a small deviation of size ε to
either side makes them diverge or attain a maximum. Initial functions from outside Mε lead
to bad approximation functions in this sense. The following illustration shows the set Mε in
the (µ, c0)-plane together with certain corner points. Each point defines an initial function.
7A formal proof would require the last property for all intervals, not just for I1.
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Illustration of Set Mε with Corner Points
Having defined the set Mε for initial functions, now the desired enveloping approximation
functions can be defined. First consider the following error bounds:
δ(i) := max
φ∈Mε
k∈Ii
c(k, φ)− min
φ∈Mε
k∈Ii
c(k, φ)
The value δ(i) is the maximum difference that any two approximation functions resulting
from initial functions out of Mε may attain on the interval Ii. Now let φ̂ be any element of
Mε and let ĉ = c(., φ̂) be the resulting approximation function called the reference function or
reference path. (The choice of φ̂ should of course be motivated by the first numerical result.
It should be chosen in such a way that ĉ = c(., φ̂) is the best guess for the true solution c).
Finally define
cmin(k) : = ĉ(k)− δ(i) , k ∈ Ii
cmax(k) : = ĉ(k) + δ(i) , k ∈ Ii
The two functions cmin and cmax envelope all paths c(., φ) generated by initial functions
φ ∈ Mε. Since for φ /∈ Mε the resulting paths either diverge or attain a maximum, the true
optimal path c(.) must be among those generated from Mε Hence the true optimal path is
enveloped by cmin and cmax. These two functions may serve as enveloping approximation
functions in Theorem 6.28. The following illustration shows the reference path, three other
arbitrary approximation paths, the error bounds δ(i) and the enveloping paths cmin and cmax:
.
8By way of their definition both are not continuous, but have jumps at every interval border. This can be
avoided, when using a global δ = maxi=1,...,n δ(i). But it turns out that this is not useful. Within the first
few intervals, the values δ(i) are rather large, but diminish quickly moving away from the initial interval.
Hence the above definition allows smaller error bounds for the reference function ĉ(k) for most values of k
than would have been achieved with a global error bound δ.
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Reference Path
cmax
Interval k Interval k+1
δ(k)
δ(k+1)
cmin
Reference Path ĉ, Error Bounds δ(k) and Enveloping Paths cmin and cmax
Summing up, the following results were achieved in this section9: An approximation function
ĉ for the true optimal path c was determined. Error bounds δ(i) for every interval Ii were
defined such that
|ĉ(k)− c(k)| ≤ δ(i) , k ∈ Ii
Finally, lower (k∗l , c
∗
l ) and upper bound (k
∗
u, c
∗
u) for the true steady state (k
∗, c∗) were obtained
according to Theorem 6.2. In the next section a numerical example will further illustrate
these results.
6.5 Practical Implementation and Numerical
Results
This section explains how a practical implementation of the above described enveloping result
can be achieved and presents some numerical results of the implementation. In a practical
implementation, clearly not all linear initial functions in the set Mε can be considered to
define the enveloping paths cmin and cmax. What can be done, is taking a small collection of
initial functions {φ1, ..., φr, φ̂} out of Mε in such a way that all corner points of Mε are covered
and the reference function ĉ is the best guess for the true optimal path. This collection of
initial functions then yields a collection of approximation functions {c(., φ1), ..., c(., φr), ĉ}.
From these the following error bounds10 can be defined
δ(i) = max
k∈Ii
{c(k, φ1), ..., c(k, φr), ĉ(k)} −min
k∈Ii
{c(k, φ1), ..., c(k, φr), ĉ(k)} , i = 1, ..., n
The enveloping approximation functions cmin and cmax are then defined as above. Lower and
upper bounds for the steady state can be derived as described in Theorem 6.2. This approach
9The results are no formal convergence proof of the presented algorithm. A formal proof could be achieved
along the lines of Santos and Vigo-Aguiar (1998), but is beyond the scope of this thesis.
10Recalling Theorem 6.2 it is clear that to get a small confidence interval for the steady state, i.e. upper
and lower bounds which are close together it is crucial to have a small error bound in the second last interval
δ(n− 1). To achieve this one may take in the maximum definition of δ(n − 1) not the whole interval In−1,
but instead only the part from the left border up to an k which is choosen in such a way that k(1 + γ) is a
clear upper bound for the steady state.
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was implemented into a Mathematica program, which can be found in the Appendix of this
thesis.
For the numerical calculation the parameters were chosen as in (6.7) and the following seven
initial functions were considered. The first one φ̂, generates the reference path ĉ which is
the best guess for the true optimal path, and the other six cover the corner points of Mε as
shown in the illustration of the set Mε in the (µ, c0)-plane 2 pages above.
φ̂(k) = µk
φ1(k) = 0.2(k − k0) + η1 , φ2(k) = 0.2(k − k0) + η1 + ε
φ3(k) = 0.4(k − k0) + η2 , φ4(k) = 0.4(k − k0) + η2 + ε
φ5(k) = 0.6(k − k0) + η3 , φ6(k) = 0.6(k − k0) + η3 + ε
where ε = 10−12. The values η1, η2, η3 and µ were determined by the recursive approach
described in step 4 of the basic algorithm in such that the paths c(., φi) generated by φ1, φ3
and φ5 attain a maximum and the paths generated by φ2, φ4 and φ6 diverge. The following
values were obtained:
µ = 0.472377785302
η1 = 0.472637231498 , η2 = 0.472448508603 , η3 = 0.472249769050
The following graphic shows the seven initial functions φ̂, φ1, ..., φ6 on the initial interval
I0(below 1.0) together with a small part of the resulting approximation functions ĉ(k), c(k, φ1), ..., c(k, φ6)
on the first interval I1(beyond 1.0). Because of the small ε only four are distinguishable.
c(k,φ1)
φ1
φ6
c(k,φ6)
Initial Functions φi and Resulting Approximation Functions c(., φi) around k0 = 1
The next graphic shows the reference path ĉ(k) together with the zero motion line for capital
H(k) and the approximated zero motion line for consumption G(k, φ̂). All three intersect in
the approximation of the steady state.
OPTIMAL CONSUMPTION POLICY: NUMERICAL SOLUTION 133
G(k,φ)^c(k)
H(k)
^
Reference Path ĉ with Zero Motion Lines
The following table provides values of the reference path ĉ for the mid point of each interval
and the error bounds δ(i) for each interval Ii, for i = 1, ..., n. It can be observed that the
error bounds quickly become very small. The reference path is a very good approximation
of the true optimal path for most values of k. Getting closer to the steady state in the last
few intervals, the error bounds become a bit larger again.
Interval k ĉ(k) Error δ(i)
1 1.050 0.486 3.87 ∗ 10−4
2 1.155 0.513 3.11 ∗ 10−6
3 1.271 0.542 2.34 ∗ 10−8
4 1.398 0.572 2.11 ∗ 10−10
5 1.537 0.605 2.75 ∗ 10−10
6 1.691 0.640 3.00 ∗ 10−10
7 1.860 0.676 3.42 ∗ 10−10
8 2.046 0.716 4.49 ∗ 10−10
9 2.251 0.758 5.50 ∗ 10−10
10 2.476 0.802 5.64 ∗ 10−10
Interval k ĉ(k) Error δ(i)
11 2.723 0.850 6.71 ∗ 10−10
12 2.996 0.901 7.56 ∗ 10−10
13 3.295 0.955 8.23 ∗ 10−10
14 3.635 1.013 1.46 ∗ 10−9
15 3.987 1.074 1.97 ∗ 10−9
16 4.386 1.140 2.79 ∗ 10−9
17 4.825 1.211 4.31 ∗ 10−9
18 5.307 1.286 7.79 ∗ 10−9
19 5.838 1.367 1.99 ∗ 10−8
20 6.422 1.453 1.84 ∗ 10−7
The resulting upper and lower bounds for the steady state are
Steady State Value Lower Bound Upper Bound Difference
k∗ 6.7688046 6.7688053 7.39 ∗ 10−7
c∗ 1.5040648 1.5040649 2.85 ∗ 10−8
There is an accuracy of more than 10−6 for the k-value and more than 10−7 for the c-value
of the steady state. Upper and lower bound are the intersection points of the zero motion
line for capital H(k) with the two approximated zero motion lines for consumption G(k, cmin)
and G(k, cmax) belonging to the enveloping paths
cmin(k) : = ĉ(k)− δ(i) , k ∈ Ii
cmax(k) : = ĉ(k) + δ(i) , k ∈ Ii
with error bounds δ(i) taken constant at 10−7. Comparing with the above table this is well
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below the effective error bounds given there for the relevant intervals11. Relevant are those
intervals to the right of the common zero of all G(k, .) which is
k0G = [
1
α
(ρ+ δ + σg + λ)]1/(α−1) ≈ 2.14
The next graphic shows the paths which attain a maximum (those generated by φ1, φ3, φ5
and the reference path) near the steady state value. One can observe that indeed all paths
come close to the zero motion line for capital H(.), but turn right downwards before they
intersect with it.
H(k)
c(k,φ1)
Paths Attaining Maximum near the Steady State
The numerically generated paths c(., φ) are available in the form of interpolating functions.
They may be drawn into graphics or used to produce a table of values as above. It is not
possible, however, to give analytical expressions for them. Attempts to find a polynomial
expression failed even for very high degree polynomials.
6.6 Additional Topics
This section describes an alternative method for determining boundaries for the steady state.
Implementation suggests, however, that in most cases the already presented method leads
to superior results. Further it is explained that the optimal path c(.) in fact consists of two
branches. While this is also the case in standard models defined by ordinary differential
equations, here the two branches do not intersect in the unique steady state. Rather there
are two different steady states.
11The exception is the second last interval I20. There the maximum error at the mid point of the interval
as given in the above table is 1.84 ∗ 10−7 and at the right interval border it is down to 2.6 ∗ 10−5. But as
mentioned earlier one does not need the whole second last interval, but only the part up to some k, such that
k(1+ γ) is clearly an upper bound for the steady state value k∗. In the calculation k(1+ γ) = 6.8 was taken.
This yields a maximum difference between the approximation pathes of 3.94 ∗ 10−8 at k which is well below
the 10−7 used.
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6.6.1 Further Boundaries for the Steady State
Additional upper and lower boundaries for the steady state value k∗ may be obtained by
taking those k-values, where good diverging approximation functions hit the zero motion line
for capital. To get a lower bound is straight forward. The numerical example presented in
the last section includes a collection of approximating functions that envelope the unknown
true optimal path. Changing the initial functions by a small κ makes all these approximating
functions diverge left upwards and hit the zero motion line for capital. Hence a collection
of hit-points can be generated. The true steady state can not lie to the left of the left-
most hit-point. Thus this may be taken as a lower bound for k∗. Finding an upper bound
with this method requires a different approach. One has to consider diverging paths coming
from the right side of the steady state. The approach works as follows: Consider the right
interval border of the last interval In and denote it by kE. Through a recursive procedure
find the appropriate start value cE. Then solve equation (6.4) on In with the final condition
c(kE) = cE. The solution is a path that approaches the steady state from the right, but hits
the zero motion line for capital and diverges, before reaching it. The hit point may serve as
upper bound for k∗.
Numerical implementation showed that this second method of generating boundaries for the
steady state leads to less accurate results than the first method, described in detail. In the
above considered example the confidence interval for k∗ generated by this second method is
[6.762, 6.770], which is far larger than the one achieved with the first method, presented in
the above table. The second method is limited by the fact that path approximations coming
from the right may only be generated for one interval. The reason is that the delay argument
k
1+γ
, which enters c( k
1+γ
) in the basic DDE (6.4) always lies to the left of k for γ > 0.
The following graphic shows two paths approaching the steady state from the right. One
attains a minimum before hitting the zero motion line for capital H and then turns right
upwards, the other one intersects with H and then diverges left downwards. This second one
provides the upper boundary value for k∗.
Approximation Paths approaching the Steady State from the right
The described approach may be extended to approximate the function c to the right of the
steady state. If an approximation on the interval In is available, one has to choose a value
cn+1E at the right interval border k
n+1
E of interval In+1 and then solve the basic DDE (6.4)
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on the interval In+1 with final condition c(k
n+1
E ) = c
n+1
E . The solution is an approximation
of the function c on the interval In+1. Proceeding this way, it is possible to extend the
approximation arbitrarily far to the right. However, the optimal path c(.) to the right of the
steady state is not of interest in the considered economic model.
6.6.2 The Second Steady State
In a standard deterministic growth model12 the development of k and c is described by
an ordinary differential equation instead of the delay differential equation (6.4). In such a
model (see e.g. Barro and Sala-i-Martin (1998), ch. 2 ) the optimal path c(.) consists of
two branches, an increasing branch, which is the one of interest for economic theory and
a decreasing branch, which extends from the upper left to the lower right corner in the
(k, c)-plane13. Both branches intersects in the unique steady state.
In the present model the governing equation describing the evolution of the system (6.4)
includes the delay argument c( k
1+γ
). The delay argument implies the following property
of the model: Where the system moves to, depends on where it comes from. There is
also a decreasing branch of the optimal path c(.) in this model, but this branch leads to a
different steady state. By definition the steady state is the point, where there is no more
(deterministic) movement in the variables k and c. It lies at the intersection of the zero
motion line for capital H(k) which is independent, and the zero motion line for consumption
G(k, c(.)), which by (6.8) depends on the optimal path through the values c( k
1+γ
). If the
system is on the decreasing branch of the optimal path c(.) then clearly the values c( k
1+γ
) are
different. Hence the zero motion line for consumption G(k, c(.)) is different and the steady
state is different. The following illustration shows the two branches of the optimal path. The
two steady states are the intersection points with the zero motion line H(k).
k
c Increasing
branch c(k)
H(k)
Decreasing
branch c(k)
Increasing and Decreasing Branch of c(k) with two Steady States
With the parameter set (6.7) an algorithm very similar to the basic algorithm presented
above was implemented to yield an approximation c(., φd) for the decreasing branch of the
optimal path. The decreasing initial function φd was taken as
φd(k) = 2.47795− 0.2(k − k0)
12The Poisson RBC model reduces to such a standard deterministic growth model, if the stochastic shock
is taken away, i.e. λ = 0.
13Although named decreasing branch the direction of the trajectory actually is towards increasing c-values.
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The resulting approximation for the second steady state is
(k˜∗, c˜∗) = (5.90, 1.47)
The second steady state lies on the same function H(k) but below and to the left of the first
steady state (k∗, c∗) considered so far. This is not surprising, if considering the basic DDE
(6.4) and noticing that the values c( k
1+γ
) taken from the decreasing branch are larger than
those taken form the increasing branch of the optimal path.
The following graphic shows the approximation path c(., φd) which attains a minimum shortly
before it reaches the second steady state on the zero motion line H(k).
c(k,φd)
H(k)
Approximation c(k, φd) for the Decreasing Branch togehter with H(k)
The existence of a second steady state is consistent with the above established uniqueness
result, since as mentioned in the remark there, uniqueness of the optimal path is only guaran-
teed in the region above or below the zero motion line for capital. So far, only the increasing
branch was considered, which is the unique optimal path below the zero motion line for cap-
ital. Above this line, the decreasing branch is the unique optimal path. Another interesting
fact of the present model is that the trajectories generated by the delay differential equation
(6.4) may indeed intersect with each other. In a standard deterministic growth model with
an ordinary differential equation the trajectories never intersect with each other.
6.7 Conclusion
Like all models based on the neoclassical growth model in continuous time the Poisson RBC
model requires numerical solution for general parameter sets. The standard method for
numerical solution of RBC models fails, since it is not possible to calculate the steady state
of the model a priori. The steady state is path dependent and the optimal consumption path
is described by a delay differential equation.
In this chapter a new numerical solution method was presented which allows approximation
of the optimal consumption path and the steady state of the Poisson RBC model. The
method is a modified method of steps for the solution of the basic DDE describing the op-
timal consumption path. It is complemented by an envelope result. The method extends
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a previously available method, since in addition to the approximations it also provides en-
veloping paths for the optimal consumption path and boundaries for the steady state, thus
allowing to measure the accuracy of the numerical results.
Application of the new solution method is not restricted to the Poisson RBC model. It is
applicable to all models where a Poisson or other jump process leads to optimality equations,
which are DDEs with a multiplicative delay argument.
Two extensions of the presented work would be of interest. If an endogenous mechanism is
introduced, where the arrival rate of the Poisson process is dependent on optimally determined
R&D expenditure in the economy like in chapter 3 of this thesis, there are two optimality
equations describing the optimal consumption policy. Can the numerical solution method
be adapted to this case? The second extension would be to allow for the variation in the
jump size and average jump frequency of the Poisson process already described in section
5.6. A varying jump frequency should be relatively easy to handle. It would only make the
basic DDE describing the optimal consumption path more complicated. But the parameter
for the jump size determines the intervals over which the basic DDE is solved. A variation
of this parameter would require an additional method for the determination of the interval
boundaries.
6.8 Mathematical Appendix: Delay Differential Equa-
tions
This appendix introduces functional differential equations (FDE) and delay differential equa-
tions (DDE). Definitions are given and basic existence and uniqueness theorems are stated.
DDE arise naturally in models with Poisson shocks like the Poisson RBC model. The nu-
merical solution method of this chapter as well as the delay extension to the Pearson System
in chapter 7 both rely on DDE solution.
Definition 6.3 A functional differential equation (FDE) is an equation of the form
.
x(t) = f(t, xt)
where xt = x(t− θ) for θ ∈ [0, r] is a functional mapping from [0, r] into Rn.
Other than in the case of an ordinary differential equation the right hand side depends not
only on the value x(t) but on all values of x(.) along the interval [t− r, t]. A special type of a
functional differential equation is a delay differential equation (DDE), where the dependence
is not on the values of x(.) along the whole interval [t− r, t], but only at some discrete points
within this interval.
Definition 6.4 A delay differential equation (DDE) is an equation of the form
.
x(t) = f(t, x(t), x(t− h1), ..., x(t− hm))
where 0 < h1 < ... < hm = r and m ≥ 1.
OPTIMAL CONSUMPTION POLICY: NUMERICAL SOLUTION 139
The theory of delay differential equations is more easy to understand, since it does not require
concepts of functional analysis. Since the subject of interest for the remainder of this thesis
are DDEs with a single delay argument, the following theorems are presented only for such
DDEs, whereas in the reference cited they are formulated and proved for more general FDEs.
An initial value problem for an ordinary differential equation involves a condition of the form
x(t0) = x0 for an initial point t0. For a FDE and also for a DDE an initial value problem
requires an initial function φ defined on the initial interval [t0− r, t0]. The solution x(.) must
be identical to the initial function φ(.) on this initial interval. The initial value problem for
a DDE with a single delay argument is
.
x(t) = f(t, x(t), x(t− r)) , t ∈ R , x(t) ∈ Rn (6.10)
x(t) = φ(t) , t ∈ [t0 − r, t0] , r > 0
The following two theorems provide conditions for existence and uniqueness of a solution
of this initial value problem. They are simplified versions of Theorems 3.1 and 5.2 in Hale
(1971). Note that ‖.‖ is the maximum norm.
Theorem 6.5 (Existence) Suppose D is an open subset of R×Rn×Rn and f : D −→ Rn
is continuous. If (t0, φ(t0), φ(t0− r)) ∈ D, then there exists a solution x(.) of the initial value
problem (6.10).
Theorem 6.6 (Uniqueness) Suppose D is an open subset of R× Rn × Rn, f : D −→ Rn
is continuous and satisfies the following Lipschitz condition on every compact subset Ω of D:
∃K > 0 ∀(t, ui, vi) ∈ Ω, i = 1, 2 :
||f(t, u1, v1)− f(t, u2, v2)|| ≤ Kmax{|u1 − u2|, |v1 − v2|}
If (t0, φ(t0), φ(t0−r)) ∈ D, then there exists a unique solution x(.) of the initial value problem
(6.10).
Chapter 7
A Delay Extension to the Pearson
System of Distributions
7.1 Introduction
It is well known that many of the most commonly used statistical distributions, among
them the Normal, Exponential, Gamma and Beta distribution, are members of the Pearson
System of distributions. This system is characterized by an ordinary differential equation in
six parameters, the Pearson equation. The members of the Pearson System, or more precisely
their density functions, are the solutions of this Pearson equation for different values of the
parameters. An overview of the Pearson System and its members can be found in Johnson
and Kotz (1970). Under certain parameter conditions the Beta distribution arises as solution
to the Pearson equation. The result of this chapter is the following: When extending the
Pearson equation under these parameter conditions with a multiplicative delay term, the
resulting solution is an extension of the Beta distribution.
Adding a multiplicative delay term to the Pearson equation makes it a delay differential
equation (DDE) with a single multiplicative delay argument. This equation, here called the
DDE of extended Pearson type or extended Pearson equation, is solved applying a modified
backwards method of steps, which is based on the standard method of steps for DDEs with
additive delay arguments by Hale (1971) and uses a transformation by Kato and McLoed
(1971). The resulting solution is a piecewise defined function which equals the density of
the Beta distribution on its first definition interval. On the subsequent intervals the defining
expressions also include the Beta density. It can be shown that overall the piecewise defined
solution is a density function of some continuous distribution over a bounded interval.
The extension result allows to describe the stochastic long-term behavior of the Poisson
RBC model. This behavior is captured by the long-term equilibrium distributions of the
stationary variables for output, capital and optimal consumption of the reduced system.
Using the extension result analytical solutions for the density functions of these long-term
equilibrium distributions can be derived. This in turn allows to give a closed form expression
for the balanced growth path of the model.
The balanced growth path is the key tool to describe long-term growth in stochastic growth
models (e.g. Aghion and Howitt 1992, Grossman and Helpman 1991). Whereas models in
discrete time can rely on the fundamental result about existence and uniqueness of long-term
equilibrium distributions, if an optimal policy is used, by Brock and Mirman (1972), no
such general result is available in the continuous time case. A general result would require
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two elements: Firstly, the existence and uniqueness of an optimal policy and secondly the
convergence of the distribution functions of the stationary variables, if the optimal policy
is applied. As was discussed in section 5.3, already the first element is far from a trivial
problem (see also Yano 1989). Hence the focus here is on the special case of the Poisson RBC
model, where existence and uniqueness of an optimal policy was shown in chapter 5. For
the second element, the convergence of distribution functions, if the optimal policy is used,
a similar approach as in the last chapter is applied, where abstract existence of an optimal
policy function for the Poisson RBC model in the general case was assumed. In this chapter
the convergence of distribution functions is assumed. The limits of this convergence are the
long-term equilibrium distributions.
If the convergence is guaranteed, the long-term equilibrium distributions of the stationary
variables in the Poisson RBC model are the solutions of the Kolmogorov Forward equation
associated with the linear Poisson SDE describing the development of these variables. The
form of the Kolmogorov Forward equation associated with a differential equation including
a jump process which influences the system variable multiplicatively was first established
by Feller (1937). It is used here to derive a delay differential equation (DDE) of extended
Pearson Type. The result about the delay extension to the Pearson System then allows to
specify the density functions of the long-term equilibrium distributions.
There is extensive work about various forms of the Kolmogorov Forward equation in the
mathematical literature. Risken (1984) provides a good overview over how these equations
arise, what their purpose is and how they can be solved for the case of Brownian Motion.
An overview of the different forms of the Kolmogorov Forward equation for different types of
jump processes is provided by Schertzer et al. (1999). In the economic literature Kolmogorov
Forward equations for jump processes were used by Das and Foresi (1996) and Duffie, Pan
and Singelton (2000) in models of option pricing. Both, however, consider the case where the
jump process influences the system variable additively. The application of the Kolmogorov
Forward equation for a jump process which influences the system variable multiplicatively is
a new approach in Business Cycle theory.
Section 2 of this chapter presents the result about the delay extension to the Pearson Sys-
tem. The delay differential equation (DDE) of extended Pearson type is introduced and its
solution derived by a modified backward method of steps. Section 3 starts with considering
a stochastic differential equation (SDE) with a linear multiplicative Poisson jump defining a
Markov process (Xt) and then presents the Kolmogorov Forward equation for this Markov
process. Using this equation it is then shown that the density function of the limiting dis-
tribution of (Xt), provided it exists, is the solution of a DDE of extended Pearson type.
Section 4 applies these results to the Poisson RBC model in the special case α = σ. The
section provides analytical expressions for the density functions and the nth moments of the
long-term equilibrium distribution of the stationary variables for output, capital and opti-
mal consumption. Analytical expression are given also for the balanced growth paths of the
original growing variables. Some numerical examples illustrate the results and give insights
on the parameter dependencies. It turns out that the density functions take three different
forms depending on the parameters. Finally, it is discussed, wether the results obtained can
serve as an approximation for more general cases.
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7.2 The Extension Result
This section introduces the DDE of extended Pearson type and presents the modified back-
wards method of steps which generates a piecewise defined solution.
7.2.1 The Extended Pearson Equation
Consider the following delay differential equation (DDE):
g′(x) = −
d+ x
c0 + c1x+ c2x2
g(x) + s(x)g(α+
x− α
1− c
) , x ∈ (α, β) (7.1)
g(x) = 0 , x /∈ (α, β)
with parameters α, β ∈ R, d, c0, c1, c2 ∈ R and c ∈ (0, 1]. In the trivial case c = 1 the delay
term in the first equation is zero1 and the equation reduces to the Pearson equation, the
ordinary differential equation defining the Pearson System of distributions:
p′(x) = −
d+ x
c0 + c1x+ c2x2
p(x) , x ∈ (α, β) (7.2)
with parameters α, β ∈ R and d, c0, c1, c2 ∈ R. Hence equation (7.1) can be seen as an
extension of the Pearson equation (7.2).
The Pearson equation (7.2) defines the members of the Pearson System of distributions by
the property that their density functions are the solutions p(x) of the Pearson equation for
different values of the parameters. The solutions of the Pearson equation and hence the
members of the Pearson System fall into seven classes. An overview about the Pearson
System and the seven member classes is given in Johnson and Kotz (1970), Chapter 12. The
class of interest here is the one, where the range of x is a finite interval, i.e. |α|, |β| <∞ and
the parameters d, c0, c1, c2 ∈ R are such that the solution p(x) is the density function of the
Beta(p,q) distribution2
p(x) =
(β − α)1−p−q
B(p, q)
(x− α)p−1(β − x)q−1 , x ∈ (α, β) (7.3)
In the following it is shown that there exists a solution g to the DDE of extended Pearson type
(7.1) which is a piecewise defined function on the interval (α, β). On its first definition interval
it equals the Beta density p. On the subsequent definition intervals it can be expressed as p
multiplied with a correction term which is a multiple integral over the functions s and p.
1Since the solutions are density functions g(−∞) = g(+∞) = 0.
2The parameters are such that c0 + c1x+ c2x
2 = −c2(x− α)(β − x) and p and q are given by
p = 1 +
d+ α
c2(β − α)
and q = 1−
d+ β
c2(β − α)
The function B(p, q) is the Beta function defined by the Gamma function according to
B(p, q) =
Γ(p)Γ(q)
Γ(p+ q)
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7.2.2 A Piecewise Defined Solution: The Extended Beta Density
In the non-trivial case c ∈ (0, 1) the extended Pearson equation (7.1) is a delay differential
equation with a single multiplicative delay argument. This type of equation was already
encountered in the last chapter, where a modified method of steps leading to a piecewise
defined solution was presented. The method was based on the standard method of steps for
additive delay arguments by Hale (1971) and used a transformation by Kato and McLoed
(1971). It can be used here as well with the difference that the starting point is the right
border β of the interval (α, β) and that the method proceeds backwards towards the left
border α. The single definition intervals get smaller and smaller and reach α only in the
limit.
The modified backwards method of steps
The interval (α, β) is divided into half-open subintervals
In = [βn, βn−1) , n = 1, 2, ...
with the interval borders
βn = α+ (β − α)(1− c)
n , n = 0, 1, ...
The first subinterval is I1 = [α+(β−α)(1−c), β). With increasing n the left interval borders
converge towards α and the length of the subintervals decreases towards zero. The function
v(x) := α+ x−α
1−c
always takes a value x from the subinterval In into the adjoining subinterval
to the right:
x ∈ In ⇒ α+
x− α
1− c
∈ In−1 , n = 2, 3, ...
Given a solution gn−1(x) to the extended Pearson equation (7.1) on a subinterval In−1 reduces
the problem of finding a solution gn(x) of (7.1) on the adjoining subinterval In to the problem
of finding a solution of an ordinary differential equation with given final value. The details
are described below.
If an initial solution g1 on the first subinterval I1 can be found, successive solution of ordinary
differential equations yields partial solutions g2, g3, ... on the subintervals I2, I3, .... An overall
solution g(x) of the extended Pearson equation (7.1) on the whole interval (α, β) can then
be defined piecewise by
g(x) = gn(x) , x ∈ In (7.4)
and zero otherwise.
Initial Solution g1 on the First Subinterval I1
An initial solution can be found straight forwardly. For x ∈ I1 the value α +
x−α
1−c
is greater
or equal to β0 = β and thus outside the interval (α, β), where by (7.1) the solution g(x) is
zero. Hence
g(α+
x− α
1− c
) = 0 , x ∈ I1
The delay term in (7.1) is zero on the whole first subinterval. The initial solution g1 to
(7.1) on the first subinterval I1 can thus be defined as the solution of the following ordinary
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differential equation with given final value:
g′1(x) = −
d+ x
c0 + c1x+ c2x2
g1(x) , x ∈ I1 = [β1, β0)
g1(β0) = 0
where β0 = β. This equation is of the simple Pearson type (7.2) and as was shown in the
previous section its solution is the Beta density p in the general form (7.3). Hence
g(x) = g1(x) = p(x) , x ∈ I1
Recursive Solution gn on the nth Subinterval In
Assuming a partial solution gn−1 on the subinterval In−1 is given, the above described back-
ward method of steps yields a partial solution gn to on the subinterval In. Inserting
g(α+
x− α
1− c
) = gn−1(α+
x− α
1− c
) for x ∈ In
into equation (7.1) the following ordinary differential equation with given final value is ob-
tained:
g′n(x) = −
d+ x
c0 + c1x+ c2x2
gn(x) + s(x)gn−1(α+
x− α
1− c
) , x ∈ In = [βn, βn−1)
gn(βn−1) = gn−1(βn−1) (7.5)
The solution gn of this final value problem (7.5) can be found using the general solution
formula for linear ordinary differential equations. This is accomplished in the Appendix
"Recursive Solution for gn". It turns out that the solution is dependent on the Beta density
p and the known functions s and gn−1 only:
gn(x) = p(x) ∗
{
gn−1(βn−1)
p(βn−1)
−
∫ βn−1
x
gn−1(
y
1− c
)
s(y)
p(y)
dy
}
(7.6)
It is easily verified that this solution indeed satisfies the final value condition of (7.5).
Closed-form Solution for gn
The solution gn in (7.6) is in a recursive form. It depends on gn−1 which in turn depends
on gn−2 and so on. By successively inserting (7.6) into itself, it is also possible to express
the gn just in terms of the Beta density p, the known function s and constant values. In the
Appendix "Closed-form Solution for gn", where this is performed, the following closed-form
expression is obtained:
gn(x) = p(x)

gn−1(βn−1)
p(βn−1)
+
∑n−1
i=1 (−1)
i gn−i−1(βn−i−1)
p(βn−i−1)
∫ βn−1
α+
xn+1−α
1−c
..∫ βn−i
α+
xn−i+2−α
1−c
p(α+ xn−i+1−α
1−c
) s(xn−i+1)
p(xn−i+1)
dxn−i+1..p(α+
xn−α
1−c
) s(xn)
p(xn)
dxn

where α + xn+1−α
1−c
= x and g0 = p. The solution gn depends on the functions s and p and
on the constant values gk(βk) for k = 0, ..., n− 1. For these values it is also possible to give
A DELAY EXTENSION TO THE PEARSON SYSTEM 145
closed-form expressions depending on s and p3. Hence one can write
gn(x) = p(x) ∗ δn(x)
where the correction terms δn(x) are multiple integrals over the functions s and p.
Overall solution on (α, β): The extended Beta density g
The overall solution g to the extended Pearson equation (7.1) can be defined by
g(x) =

p(x) , x ∈ I1 according to (7.3)
gn(x) , x ∈ In according to (7.6) , n > 1
0 , x /∈ (α, β)

Since at the interval borders gn(βn−1) = gn−1(βn−1) for all n ∈ N, the parts of g fit together
continuously, there are no jumps. If the function s is such that g(x) ≥ 0 for all x ∈ (α, β),
then g can be made a density function by multiplying it with an appropriate integration
constant.
Summing up, the following result was achieved: A delay differential equation (7.1) which is
an extension of the Pearson equation was solved using a modified backwards method of steps.
It turned out that the solution g is an extension of the Beta density p in the following sense:
It is defined piecewise as gn on subinterval In, where the gn are given by gn(x) = p(x)∗ δn(x).
The presented extension to the Pearson System is limited to the member class of the Beta-
Distribution, where the density is zero outside a finite interval (α, β). All other members of
the Pearson System have the infinite intervals (0,∞) or (−∞,∞) as definition intervals for
their density functions. In these cases no initial solution g1 can be found and the method
described here can not be applied.
7.3 The Kolmogorov Forward Equation
In this section a stochastic differential equation (SDE) with linear deterministic part and
linear multiplicative Poisson jump is considered. The SDE defines a Markov process (Xt).
Using the Kolmogorov Forward Equation corresponding to (Xt) derived by Feller (1937), the
limiting distribution of (Xt) is obtained as the solution of a delay differential equation of
extended Pearson type.
The object of study is the following initial value problem, where the SDE includes a Poisson
process (qt) with parameter λ > 0:
dXt = (a0 − a1Xt) dt− cXtdqt (7.7)
X0 = x0 ∈ (0,
a0
a1
)
All parameters are positive and c ≤ 1. The aim is to find the density function g of the
limiting distribution of (Xt), if it exists. The limiting distribution is the distribution of the
3The expressions are not given here, since they are even more complicated. Nevertheless they are analyt-
ical.
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limiting random variable X := limt→∞Xt, if it exists. It is easy to see from (7.7) that if the
density g exists, it must be constant zero outside the interval (0, a0
a1
).
7.3.1 Direct Solution in a Special Case
In this subsection it is shown that in the special case c = 1 the density of the limiting
distribution of (Xt) is the Beta density. If Xt in equation (7.7) represents some stock which
grows deterministically and is reduced by a share cXt, whenever the Poisson process qt jumps,
the special case c = 1 describes the case of complete destruction of this stock.
Lemma 7.1 Let Xt be according to (7.7) with c = 1. If it exists, the limiting random variable
X := limt→∞Xt has a Beta(1, 1/b1) distribution. Its density f is given by
f(x) = b
−1/b1
0 ∗ (b0 − b1x)
1/b1−1 (7.8)
where bi =
ai
λ
, i = 0, 1.
The proof of this Lemma calculates the nth moments EXn from equation (7.7) by apply-
ing the change of variable formula for Poisson SDE derived in the mathematical appendix of
chapter 4. The moments are then compared to the nth moments of the Beta(1, 1/b1) distribu-
tion. Then the argument is applied that for distributions with compact support the moment
generating functions always exists, and that the distributions are uniquely determined by
their nth moments. The complete proof is in the Appendix.
7.3.2 The Kolmogorov Forward Equation for a Linear Poisson SDE
This subsection derives the Kolmogorov Forward Equation4 for the linear Poisson SDE (7.7)
in the general case c ∈ (0, 1]. After a substitution it yields a defining equation for the density
g of the limiting distribution of (Xt). This equation will be a DDE of extended Pearson type.
In general the Kolmogorov Forward equation applies to the transition probability density
p(s, x, t, y) of a Markov process (Yt). In the discrete time case the transition probability
density equals the transition probabilities
p(s, x, t, y) = P (Yt = y|Ys = x)
Thus in the continuous time case the transition probability density p(s, x, t, y) can be thought
of the probability that being at time s in state x the process will at time t be in state y.
The following Lemmatas establish the Kolmogorov Forward Equation for processes defined
by Poisson SDE. The first provides an initial result. It considers the simple case of a SDE
with linear Poisson jump, but without deterministic part.
4Also called Fokker-Planck Equation in the case of Brownian Motion or general diffusion processes and
Kolmogorov-Feller Equation in the case of pure jump processes.
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Lemma 7.2 The Kolmogorov Forward Equation for the process (Yt) defined by dYt = cYtdqt
is
d
dt
p(s, x, t, y) = λ[p(s, x, t,
y
1 + c
)− p(s, x, t, y)]
This Lemma is proven in the Appendix deriving the Kolmogorov Forward Equation directly
from the transition probability density p(s, x, t, y).
Theorem 7.3 The Kolmogorov Forward Equation for the process (Xt) defined by (7.7) is
d
dt
p(s, z, t, x) = −
d
dx
{[a0 − a1x]p(s, z, t, x)}+ λ[p(s, z, t,
x
1− c
)− p(s, z, t, x)] (7.9)
This theorem is a special case of the result of Feller (1937). He establishes and proves
a more general version of the Kolmogorov Forward equation which applies to pure jump
processes, a family that includes Poisson processes. Intuitively it is easy to see, why the
Kolmogorov Forward equation in the case of a linear Poisson jump is according to (7.9).
The first summand appears exactly in the same form in the standard Kolmogorov Forward
equation for Brownian Motion, which can be found for example in Gihman and Skorohod
(1972). The second summand is the same as in the simple case of the above Lemma, where
a SDE with linear Poisson jump but without deterministic part is considered.
In general for every Markov process (Yt) a transition probability density p(s, x, t, y) exists.
But a density g(y) for the limiting distribution does not exists necessarily. If it exists,
however, it is equal to the transition probability density starting at time zero in some state
x0 towards some state y as t approaches infinity:
g(y) = lim
t→∞
p(0, x0, t, y) (7.10)
This result can be found for example in Chung (1967), I.6 Th.4. To get from the transition
probability density p(s, z, t, x) for Markov process (Xt) defined by (7.7) to the density g(x)
of the limiting random variable X := limt→∞Xt the following assumption is necessary:
Assumption 1: There exists a density g for the limiting distribution of the Markov process
(Xt) defined by (7.7)
Under this assumption the density g exists and is given by (7.10). Thus it solves the Kol-
mogorov Forward equation (7.9). Because it is independent of time, the left hand side of
(7.9) is zero, since d
dt
g(y) = 0. Hence the following equation arises which has the density g
as a solution:
−[a0 − a1x]g
′(x) + a1g(y) + λ[g(
x
1− c
)− g(x)] = 0
With bi =
ai
λ
, i = 0, 1 the last equation is equivalent to
g′(x) =
b1 − 1
b0 − b1x
g(x) + [b0 − b1x]
−1g(
x
1− c
) (7.11)
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This equation defines g on the whole interval (0, a0
a1
). It is a DDE of the Pearson type (7.2)5.
7.3.3 Solution in the General Case with the Kolmogorov Forward
Equation
Now the result of the previous section about the extension to the Pearson system is applied.
It provides analytical expressions for the function g defined by (7.11) on certain subintervals.
The subintervals are
In = [βn, βn−1) = [
a0
a1
(1− c)n,
a0
a1
(1− c)n−1) , n ∈ N
The function g can be expressed by
g(x) = gn(x) , x ∈ In , n ∈ N (7.12)
and zero otherwise, where
g1(x) = µ ∗ f(x) , x ∈ I1 (7.13)
and6
gn(x) = g1(x) ∗
{
gn−1(βn−1)
f(βn−1)
−
∫ βn−1
x
gn−1(
y
1− c
)
s(y)
f(y)
dy
}
, x ∈ In , n = 2, 3, ... (7.14)
with f being the density of the Beta(1, 1/b1) distribution according to (7.8) and µ an integra-
tion constant such that the function g is a density, i.e. satisfies
∫
g(x)dx = 1. Furthermore,
the gn have the following closed-form expressions:
gn(x) = µ ∗ f(x) ∗

gn−1(βn−1)
f(βn−1)
+
∑n−1
i=1 (−1)
i gn−i−1(βn−i−1)
f(βn−i−1)
∫ βn−1
xn+1
1−c
...
...
∫ βn−i
xn−i+2
1−c
f(xn−i+1
1−c
) s(xn−i+1)
f(xn−i+1)
dxn−i+1...f(
xn
1−c
) s(xn)
f(xn)
dxn

where xn+1
1−c
= x and g0 = f .
Summing up, it was shown in this section that if there exists a density g for the limiting
distribution of the Markov process (Xt) defined by (7.7), it is given by (7.12),(7.13) and
(7.14).
If in equation (7.7) the linear deterministic term is replaced by a quadratic term of the form
(a0 − a1Xt + a2X
2
t ) a similar result can be obtained. The derivation is performed in the
Appendix. The quadratic case is the only more general case of an equation like (7.7) defining
a Markov process (Xt), where the result presented here applies, i.e. where the application of
the Kolmogorov Forward equation yields an equation which is a DDE of extended Pearson
type. More complex deterministic parts in (7.7) than linear or quadratic do not lead to the
extended Pearson equation.
5To see this let s(x) = [b0 − b1x]−1 and the parameters be according to c2 =
b1
b1−1
, c1 = c2(d−
b0
b1
) and
c0 = −c2d
b0
b1
. Then
−
d+ x
c0 + c1x+ c2x2
=
d+ x
−c2(x+ d)(
b0
b1
− x)
=
b1 − 1
b0 − b1x
6Note s(y)f(y) = (1− b1/b0y)
−1/b1 .
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7.4 The Stochastic Long-term Behavior of the
Poisson RBC Model
So far the focus in the analysis of the Poisson RBC model was on the optimal consumption
policy and the deterministic steady state. Now the aim is to describe the stochastic long-
term behavior. This behavior is determined by the long-term equilibrium distributions of
the stationary variables for capital, output and consumption. In this section the previous
results of this chapter are applied to the reduced system of the Poisson RBC model7 in the
special case α = σ. Under the assumption that always the optimal policy is used for the
consumption decision, a single equation is derived which captures the development of all
stationary variables. This equation is a SDE with a linear Poisson jump like equation (7.7)
studied in the previous section. Application of the result obtained there provides analytical
expressions for the density functions and the nth moments of the long-term equilibrium
distributions of the stationary variables for capital, output and consumption. Furthermore,
an analytical expression for the balanced growth path of the Poisson RBC model is derived.
The results are illustrated with some numerical examples.
7.4.1 Analytical Expressions for Density Functions and Moments
In chapter 6 the reduced system of the Poisson RBC model was derived applying a transfor-
mation from original growing variables to stationary variables:
kt =
Kt
AtL
, yt =
Yt
AtL
and ct =
Ct
AtL
The reduced system is described by equations (6.1) and (6.2). If the system develops with
the optimal consumption policy in the α = σ case, consumption ct is a linear function of
capital kt with the linear factor µ given by (5.16). Equations (6.1) and (6.2) then simplify
to8
dkt = {k
α
t − (δ + g)kt − µkt}dt−
γ
1 + γ
ktdqt
dct = {k
α−1
t −
1
σ
(ρ+ δ + σg)}µktdt+ (µkt − µ
1
1 + γ
kt)dqt
= µ{kαt − (δ + g)kt − µkt}dt− µ
γ
1 + γ
ktdqt
Both equations are linearly dependent. Hence the reduced system of the Poisson RBC model
is completely described by the following single equation
dkt = (k
α−1
t − (δ + g)− µ)ktdt−
γ
1 + γ
ktdqt
and by the functional relationships ct = µkt and yt = k
α
t . Applying the change of variable
formula for Poisson SDE (Theorem 4.17) to the function f(kt) = k
1−α
t =: xt given the
7The results here only apply to the case of positive technology shocks, i.e. γ ∈ (0, 1).
8Note c˜t = µk˜t = µ
1
1+γ kt.
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development of kt as above yields the following differential equation
dxt = (1− α)− (1− α)(δ + g + µ)xtdt− [1− (
1
1 + γ
)1−α]xtdqt
With a0 = 1 − α , a1 = (1 − α)(δ + g + µ) and c = [1 − (1 + γ)
α−1] this equation is of the
form
dxt = a0 − a1xtdt− cxtdqt (7.15)
with a1, a2 > 0 and c ∈ (0, 1]. The deterministic end point of the system (xt) that can never
be reached is a1
a0
= (δ+ g+µ). Hence with some initial value x0 ∈ (0,
a1
a0
) equation (7.15) is a
linear Poisson SDE of the type (7.7) considered in the previous section. Applying the result
obtained there implies that the density function of the long-term equilibrium distribution of
(xt), provided it exists, is a function g defined on the interval (0,
a1
a0
) given by (7.12), (7.13)
and (7.14).
Using the general transformation formula for density functions (see e.g. Theorem 2.4.1 in
Karr 1993) and the functional relationships k1−αt = xt, ct = µkt and yt = k
α
t one may deduce
density functions for the long-term equilibrium distributions of all stationary variables of the
Poisson RBC model. The density for capital k is given by
fk(x) = g(h(x))|h
′(x)| , x ∈ (h−1(0), h−1(
a0
a1
)) with h(x) = x1−α
From α ∈ (0, 1) it follows that h′(x) > 0 and hence
fk(x) = (1− α)x
−αg(x1−α) , x ∈ (0, (
a0
a1
)
1
1−α )
The nth moments of k may be calculated by
E(k)n =
∫ ( a0
a1
)
1
1−α
0
xnfk(x)dx
Applying the transformation formula with ct = µkt the density for consumption c can be
obtained as
fc(x) =
1
µ
fk(
x
µ
) = µα−1(1− α)x−αg((
x
µ
)1−α) , x ∈ (0, µ(
a0
a1
)
1
1−α )
The nth moments of c may be calculated by
E(c)n =
∫ µ(a0
a1
)
1
1−α
0
xnfc(x)dx
Similarly with yt = k
α
t it follows that the density for output y is
fy(x) = (
1
α
− 1)x
1
α
−2g(x
1−α
α ) , x ∈ (0, (
a0
a1
)
α
1−α )
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The nth moments of y may be calculated by
E(y)n =
∫ (a0
a1
)
α
1−α
0
xnfy(x)dx (7.16)
7.4.2 The Balanced Growth Path
The stochastic long-term behavior of the Poisson RBC model may also be described by the
balanced growth path of the original growing variables. Other than the stationary variables
of the reduced system, the original variables Kt , Ct and Yt grow exponentially over time.
They follow a balanced growth path determined by the model parameters. Using the moment
expressions derived above, it is possible to provide analytical expressions for the balanced
growth paths of all three variables.
The balanced growth path of output is the function φY (t) = E(Yt). The expectation E(yt)
converges to the above found E(y). Hence for large t the following approximation is valid
E(Yt) ≈ E(y) ∗ L ∗ E(At)
By (5.4) the level of technology At is given by At = A0e
gt(1 + γ)qt. Applying Lemma 4.21 of
chapter 4 it follows that the expectation is given by
E(At) = A0e
(g+λγ)t
Hence the balanced growth path for output is
φY (t) = E(y) ∗ L ∗ A0e
(g+λγ)t
with E(y) as given in (7.16).
7.4.3 Numerical Examples
This subsection presents numerical examples for the analytical expressions obtained for den-
sity functions and balanced growth paths. It turns out that the shapes of the three density
functions fy, fc and fk are similar among each other, but show significant variation for dif-
ferent values of the parameters. Three different cases can be distinguished by the value of
the parameter η given below.
η =
1
b1
=
λ
(1− α)(δ + g + µ)
=
λ
(1− α)(δ + g + σ−1[ρ+ (1− σ)δ]
(7.17)
The following three examples cover the three cases: η less than one, between one and two
and greater than two. A plot of the density fy for output is provided together with a table of
moments and an expression for the balanced growth path φY (t). The table of moments also
includes the definition interval for the density functions. The right end point of this interval
is the deterministic steady state value of the corresponding variable. All examples use the
following parameter values:
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δ = 0.02 , ρ = 0.04 , g = 0.02 , γ = 0.1 , A0 = 1 , L = 1 (7.18)
Example 1: The case η > 2
The remaining parameters are α = σ = 0.4 and λ = 0.25. This gives η = 2.45.
Density f(y) for Output in the case η > 2
Table of Moments Mean Interval St. Deviation
Output y 2.86 (0 , 3.26) 0.32
Capital k 14.11 (0 , 19.17) 3.25
Consumption c 1.83 (0 , 2.50) 0.42
The balanced growth path for output is
φY (t) = 2.86 ∗ exp(0.045 t)
Example 2: The case 1 < η < 2
The remaining parameters are α = σ = 0.3 and λ = 0.25. This gives η = 1.62.
Density f(y) for Output in the case 1 < η < 2
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Table of Moments Mean Interval St. Deviation
Output y 1.78 (0 , 1.91) 0.14
Capital k 7.00 (0 , 8.70) 1.43
Consumption c 1.26 (0 , 1.56) 0.26
The balanced growth path for output is
φY (t) = 1.78 ∗ exp(0.045 t)
Example 3: The case η < 1
The remaining parameters are α = σ = 0.3 and λ = 0.1. This gives η = 0.65
Density f(y) for Output in the case η < 1
Table of Moments Mean Interval St. Deviation
Output y 1.86 (0 , 1.91) 0.10
Capital k 7.93 (0 , 8.70) 1.09
Consumption c 1.43 (0 , 1.57) 0.20
The balanced growth path for output is
φY (t) = 1.86 ∗ exp(0.03 t)
From the table of moments it can be observed that with decreasing η the standard deviation
is smaller and the mean of all variables is closer to the right end-point of the definition
interval which is the deterministic steady state. Furthermore, the standard deviation is
smaller. From (7.17) it is easy to see that the value η decreases with both α = σ and λ. If
a decrease in η results from a fall in the jump frequency λ, the above observation is easily
explained: If jumps are less frequent, the variables in the reduced system are on average
closer to their steady state values and show less variation. If the decrease results from α = σ,
the dependency is more complicated. The most obvious explanation is that lower σ means
a higher intertemporal elasticity of substitution and this allows faster capital accumulation.
Hence after a jump backwards all variables obtain their previous values more quickly and
are thus on average closer to their steady state values. The following illustration shows the
dependency of η on α = σ and λ:
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7.4.4 Approximation of the General Case α = σ
This subsection intends to give an idea in how far the achieved results may serve as an
approximation for the general case α = σ. In the general case there is an optimal policy
function c with ct = c(kt) which can be approximated by the numerical solution algorithm
of the last chapter. The dynamics of capital in the reduced system are given by
dkt = (k
α−1
t − (δ + g)−
ct
kt
)ktdt−
γ
1 + γ
ktdqt
In the special case there is equality ct
kt
≡ µ and a density fk for the limiting random variable
k = limt→∞ kt is available. Let f̂k be the respective density for the general case, provided
it exists. Then fk is a good approximation for f̂k, if in the range of k, where most of the
probability mass lies, the quotients ct
kt
are close to µ. For two examples9 the numerical solution
algorithm of the last chapter was used to calculate the values c(k)
k
= ct
kt
. The examples indicate
that a rough estimation is possible, if α and σ are close to each other.
Example A: σ = 0.8, α = 0.3 and λ = 0.1
The values of c(k)
k
decrease from 0.47 to 0.21 for k ∈ [1, 6.75]. This is far away from µ = 0.1810.
In this case no sensible approximation is possible.
Example B: α = 0.75, σ = 0.8 and λ = 0.25.
The value of the linear factor11 is µ = 0.06. The density of the transformed variable x = k1−α
looks as follows:
9All parameters not specified were taken as in (7.18).
10With α = σ = 0.75.
11With α = σ = 0.75.
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Density g(x)
It can be noticed that most of the probability mass lies in the interval [6.69 , 9.14]. In this
interval the values c(k)
k
are within a range between 0.064 and 0.061 which has to be compared
to µ = 0.06. Hence a rough approximation is possible in this case12.
7.5 Conclusion
The Pearson System of Distribution consists of those distributions, whose density functions
arise as solutions to an ordinary differential equation in six parameters. Under certain pa-
rameter conditions the density function of the Beta distribution arises as solution to this
Pearson equation. If this equation is extended by a multiplicative delay term, the result-
ing solution is a piecewise defined density function, which can be seen as an extension of
the Beta density. On its first definition interval it exactly equals the Beta density. On the
subsequent intervals it can be expressed as a multiple integral over the Beta density and a
correction term. The Beta distribution is the only member of the Pearson System which can
be extended in this way.
Applied to the Poisson RBC model the result allowed to describe the stochastic long-term
behavior in the special case. In the growing variables for output, consumption and investment
this behavior is described by the balanced growth paths for which analytical expressions were
presented. In the stationary variables the behavior is described by the long-term equilibrium
distributions. The density functions of these long-term equilibrium distributions are of the
extended Beta type. Analytical expressions were provided for the density functions and
mean and variance calculated for three different numerical examples. The application uses
a Kolmogorov Forward equation for a jump process which influences the system variable
multiplicatively. This is a new approach in Business Cycle theory. An extension to the
general case of the Poisson RBC model is not possible, since then the deterministic term in
the resulting Poisson SDE is neither linear nor quadratic.
12A value of α = 0.75 is too high, even if human capital is taken into account. But good approximations
can also be achieved for other parameter combinations, where α and σ are close to each other.
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7.6 Appendix
Recursive Solution for gn
Let
h(x) = −
d+ x
c0 + c1x+ c2x2
Suppose gn−1 is known on In−1 and solve
g′n(x) = h(x)gn(x) + s(x)gn−1(α+
x− α
1− c
) , x ∈ In = [βn, βn−1)
with final value gn(βn−1) = gn−1(βn−1). By the general solution formula for a linear differen-
tial equation with given final value the solution gn is
gn(x) = exp{−
∫ βn−1
x
h(y)dy}gn−1(βn−1) (7.19)
−
∫ βn−1
x
s(y)gn−1(α+
y − α
1− c
) exp{−
∫ y
x
h(t)dt}dy
Consider the corresponding homogenous final value problem
ĝ′n(x) = h(x)ĝn(x) , x ∈ In = [βn, βn−1) (7.20)
ĝn(βn−1) = gn−1(βn−1)
One the one hand its solution is
ĝn(x) = exp{−
∫ βn−1
x
h(y)dy}gn−1(βn−1)
On the other hand we have seen that the solution of equation (7.20) is the density of the
Beta-Distribution p(x) as in (7.3). Hence the solution to the homogenous final value problem
(7.20) is
ĝn(x) = L ∗ p(x)
with the constant L given by the end value condition
ĝn(βn−1) = gn−1(βn−1) = L ∗ p(βn−1)
⇔ L =
gn−1(βn−1)
p(βn−1)
Together it follows that
exp{−
∫ βn−1
x
h(y)dy}gn−1(βn−1) = ĝn(x) =
gn−1(βn−1)
p(βn−1)
p(x)
Inserting y for βn−1 gives further
exp{−
∫ y
x
h(t)dt} =
p(x)
p(y)
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Inserting the last two equations into (7.19) then yields the result
gn(x) =
gn−1(βn−1)
p(βn−1)
p(x)−
∫ βn−1
x
s(y)gn−1(α+
y − α
1− c
)
p(x)
p(y)
dy
= p(x) ∗
{
gn−1(βn−1)
p(βn−1)
−
∫ βn−1
x
gn−1(α+
y − α
1− c
)
s(y)
p(y)
dy
}
(7.21)
Closed-form Solution for gn
Recall
v(x) = α+
x− α
1− c
Inserting (7.21) for gn−1 into (7.21) for gn gives
gn(x) = p(x)
gn−1(βn−1)
p(βn−1)
− p(x)
∫ βn−1
x
gn−1(v(xn))
s(xn)
p(xn)
dxn
= p(x)
gn−1(βn−1)
p(βn−1)
− p(x)
∫ βn−1
x
{p(v(xn))
gn−2(βn−2)
p(βn−2)
−p(v(xn)
∫ βn−2
v(xn)
gn−2(v(xn−1))
s(xn−1)
p(xn−1)
dxn−1}
s(xn)
p(xn)
dxn
= p(x)
gn−1(βn−1)
p(βn−1)
− p(x)
gn−2(βn−2)
p(βn−2)
∫ βn−1
x
p(v(xn))
s(xn)
p(xn)
dxn
+p(x)
∫ βn−1
x
p(v(xn))
∫ βn−2
v(xn)
gn−2(v(xn−1))
s(xn−1)
p(xn−1)
dxn−1
s(xn)
p(xn)
dxn
In the last term again (7.21) for gn−2 is inserted:
gn(x) = p(x)
gn−1(βn−1)
p(βn−1)
− p(x)
gn−2(βn−2)
p(βn−2)
∫ βn−1
x
p(v(xn))
s(xn)
p(xn)
dxn
+p(x)
∫ βn−1
x
p(v(xn))
∫ βn−2
v(xn)
{p(v(xn−1))
gn−3(x
n−3
0 )
p(xn−30 )
−p(v(xn−1))
∫ βn−3
v(xn−1)
gn−3(v(xn−2))
s(xn−2)
p(xn−2)
dxn−2}
s(xn−1)
p(xn−1)
dxn−1
s(xn)
p(xn)
dxn
= p(x)
gn−1(βn−1)
p(βn−1)
− p(x)
gn−2(βn−2)
p(βn−2)
∫ βn−1
x
p(v(xn))
s(xn)
p(xn)
dxn
+p(x)
gn−3(βn−3)
p(βn−3)
∫ βn−1
x
p(v(xn))
∫ βn−2
v(xn)
p(v(xn−1))
s(xn−1)
p(xn−1)
dxn−1
s(xn)
p(xn)
dxn
−p(x)
∫ βn−1
x
p(v(xn))
∫ βn−2
v(xn)
p(v(xn−1))
∫ βn−3
v(xn−1)
gn−3(v(xn−2))
s(xn−2)
p(xn−2)
dxn−2
s(xn−1)
p(xn−1)
dxn−1
s(xn)
p(xn)
dxn
Proceeding this way one finally arrives in at g1 which equals the Beta density p. Thus the
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final term is
p(x)
∫ βn−1
x
p(v(xn))
∫ βn−2
v(xn)
p(v(xn−1))...
∫ β1
v(x3)
p(v(x2))
s(x2)
p(x2)
dx2...
...
s(xn−1)
p(xn−1)
dxn−1
s(xn)
p(xn)
dxn =: p(x) ∗ F (x)
Summing up, the partial solution gn can be expressed as a sum of an initial term, a sum of
middle terms, and a final term:
gn(x) = p(x)
gn−1(βn−1)
p(βn−1)
+ p(x)
n−2∑
i=1
(−1)i
gn−i−1(βn−i−1)
p(βn−i−1)
∫ βn−1
v(xn+1)
...
...
∫ βn−i
v(xn−i+2)
p(v(xn−i+1))
s(xn−i+1)
p(xn−i+1)
dxn−i+1...p(
xn
1− c
)
s(xn)
p(xn)
dxn
+(−1)n−1p(x) ∗ F (x)
where xn+1
1−c
= x. In this expression for gn only p and the values of g1,..., gn−1 at the interval
borders β1, ..., βn−1 are needed. These values gk(βk) can also be replaced by term of p(x) and
s(x).Defining g0 := p one can take the final term into the sum as well. Then
gn(x) = p(x)
{
gn−1(βn−1)
p(βn−1)
+
∑n−1
i=1 (−1)
i gn−i−1(βn−i−1)
p(βn−i−1)
∫ βn−1
v(xn+1)
..
..
∫ βn−i
v(xn−i+2)
p(v(xn−i+1))
s(xn−i+1)
p(xn−i+1)
dxn−i+1....p(v(xn))
s(xn)
p(xn)
dxn
}
Proof of Lemma 7.1
This proof uses some results from the mathematical appendix of chapter 4. Applying the
change of variable formula for Poisson SDE (Theorem 4.17) given the development of Xt as
in (7.7) with c = 1 an integral equation for Xnt can be obtained:
Xnt = x
n
0 +
∫ t
0
(a0 − a1Xs)nX
n−1
s ds−
∫ t
0
Xns dqs
= xn0 +
∫ t
0
na0X
n−1
s − na1X
n
s ds−
∫ t
0
Xns dqs
Taking expectations and applying the martingale property (Theorem 4.19) gives an equation
defining the nth moments for Xt.
mn(t) = E(X
n
t ) = x
n
0 +
∫ t
0
na0E(X
n−1
s )− (na1 + λ)E(X
n
s )ds
In differential form this integral equation is an ordinary differential equation for the nth
moments
m′n(t) = na0mn−1(t)− (na1 + λ)mn(t)
If the limiting random variable X := limt→∞Xt exists, its nth moments mn are also given by
this equation, but are independent of time t. Hence one can set m′n(t) = 0 and conclude
0 = na0mn−1 + (na1 + λ)mn =⇒ mn =
na0
(na1 + λ)
mn−1
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Starting with m0 = E(X
0) = 1 all nth moments of X can be calculated by this equation:
m1 =
a0
(a1 + λ)
m2 =
2a0
(2a1 + λ)
a0
(a1 + λ)
More general
mn =
n∏
i=1
i ∗ a0
(i ∗ a1 + λ)
=
n∏
i=1
i ∗ b0
(i ∗ b1 + 1)
= (
b0
b1
)n ∗
n∏
i=1
i
i+ 1
b1
(7.22)
Now consider a random variable Y which has a Beta(p, q) Distribution with parameters p = 1
and q = 1
b1
on the interval [a, b] = [0, b0
b1
]. Then its density is
f(y) =
(b− a)1−p−q
B(p, q)
(y − a)p−1(b− y)q−1 = b−1/b10 ∗ (b0 − b1y)
1/b1−1
and its nth moments are given by13
E(Y − a)n = (b− a)n
B(n+ p, q)
B(p, q)
Replacing the Beta function by the Gamma function according to
B(p, q) =
Γ(p)Γ(q)
Γ(p+ q)
and using the recursive definition of the Gamma function Γ(n+ 1) = nΓ(n) the expressions
for the nth moments of Y can be transformed as follows
EY n = (
b0
b1
)n
B(n+ 1, 1
b1
)
B(1, 1
b1
)
= (
b0
b1
)n
Γ(n+ 1)Γ( 1
b1
)Γ(1 + 1
b1
)
Γ(n+ 1 + 1
b1
)Γ(1)Γ( 1
b1
)
= (
b0
b1
)n
Γ(n+ 1)Γ(1 + 1
b1
)
Γ(n+ 1 + 1
b1
)
= (
b0
b1
)n
Γ(n+ 1)Γ(1 + 1
b1
)
(n+ 1
b1
)...(1 + 1
b1
)Γ(1 + 1
b1
)
= (
b0
b1
)n
n(n− 1)...1
(n+ 1
b1
)...(1 + 1
b1
)
= (
b0
b1
)n
n∏
i=1
i
i+ 1
b1
Hence the limiting random variable X has the same nth moments as a random variable Y
with Beta(1, 1
b1
) Distribution. Since the support of the distributions of both X and Y is the
compact interval [0, b0
b1
], both distributions must in fact be identical. This is a consequence
of two facts: Firstly, for a random variable with compact support the moment generating
function always exists. Secondly, if a moment generating function exists, the distribution
of the random variable is uniquely determined by its nth moments (see Karr 1993, Section
6.5.3).

13See e.g. Müller (1991), p. 36.
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Proof of Lemma 7.2:
In this simple case it is possible to derive the Kolmogorov Forward Equation directly. The
process (Yt) is given by
Yt = Y0(1 + c)
qt
The random variable qt−s has a Poisson(λ(t− s)) distribution. Its density is
h(v) =
(λ(t− s))v
v!
e−λ(t−s)
Hence
P (qt−s ∈ B) =
∫
B
h(v)dv
and ∫
A
p(s, x, t, y)dy = P (Yt ∈ A|Ys = x) = P (Yt−s ∈ A|Y0 = x)
= P ((x(1 + c)qt−s ∈ A)
= P (qt−s ∈ {
ln y − lnx
ln(1 + c)
: y ∈ A})
=
∫
A
h(
ln y − ln x
ln(1 + c)
)dy
With
V (y) :=
ln y − ln x
ln(1 + c)
then
p(s, x, t, y) = h(V (y))
Now d
dt
p(s, x, t, y) is calculated directly:
d
dt
p(s, x, t, y)
=
d
dt
(λ(t− s))V (y) ∗ V (y)! + (λ(t− s))V (y) ∗ d
dt
V (y)!
(Vt!)2
e−λ(t−s)
+
(λ(t− s))V (y)
V (y)!
(−λ)e−λ(t−s)
=
(λ(t− s))V (y) d
dt
[V (y) ln(λ(t− s))] ∗ V (y)!
(V (y)!)2
e−λ(t−s)
+
(λ(t− s))V (y) ∗ (V (y)!)′ d
dt
V (y)
(V (y)!)2
− λh(V (y))
With d
dt
V (y) = 0 and d
dt
[Vt ln(λ(t− s))] =
λVt
λ(t−s)
it follows that
d
dt
p(s, x, t, y) = h(V (y))
λVt
λ(t− s)
− λh(V (y))
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Noting further that
h(V (y))
λV (y)
λ(t− s)
= λe−λ(t−s)
(λ(t− s))V (y)
V (y)!
V (y)
λ(t− s)
= λe−λ(t−s)
(λ(t− s))V (y)−1
[V (y)− 1]!
= λh(V (y)− 1) = λh(V (y)− 1) = λh(
ln y − ln x
ln(1 + c)
−
ln(1 + c)
ln(1 + c)
)
= λh(
ln( y
1−c
)− ln x
ln(1 + c)
) = λh(V (
y
1− c
))
it follows that
d
dt
p(s, x, t, y) = λ[h(V (
y
1− c
))− λh(Vt)]
= λ[p(s, x, t,
y
1− c
)− p(s, x, t, y)]
and the Lemma is proved.

The Quadratic Case
Consider instead of (7.7) the following SDE with a quadratic deterministic term and a linear
Poisson jump:
dXt = (a0 − a1Xt + a2X
2
t )dt− cXtdqt
X0 = x0 ∈ [0,
a0
a1
)
with all parameters positive and c ≤ 1. With the approach using the Kolmogorov Forward
equation as in the linear case, the following DDE defining the density g of the limiting
distribution of (Xt) is obtained
g′(x) =
(1− b1
b2
) + x
b0
b2
+ b1
b2
x− x2
g(x) + b−12 [
b0
b2
+
b1
b2
x− x2]−1g(
x
1− c
)
where again bi =
ai
λ
, i = 0, 1, 2. This DDE is again of extended Pearson type and hence
a solution can be found using the extension result of the first section. The solution g is of
the form (7.12),(7.13) and (7.14), but now the function f is not the density of a Beta(1, 1
b1
)
distribution, but the density of a Beta(p, q) distribution with parameters
p = 1 +
−(b2 −
1
2
b1) +
1
2
√
b21 + 4b0b2√
b21 + 4b0b2
and q = 1 +
(b2 −
1
2
b1) +
1
2
√
b21 + 4b0b2√
b21 + 4b0b2
on the interval (α, β) where
α =
b1 −
√
b21 + 4b0b2
2b2
< 0 and β =
b1 +
√
b21 + 4b0b2
2b2
> 0
Chapter 8
Appendix
Chapters 2,3,6 and 7 include numerical solution and/or simulation of a model. This Appendix
provides the programming codes for the implementation. They include some additional nu-
merical results and graphical illustrations, that were not presented in the respective chapters.
The programs are written in Mathematica, Version 3.0.
8.1 Programming Code for Chapter 2: Numerical So-
lution and Simulation
The following program generates approximations for the optimal consumption path ĉ(k) and
the the steady state (K̂∗, Ĉ∗) of the reduced system. Furthermore, the temporary optimal
consumption paths of the original system for different levels of technology qt are calculated.
Various plots illustrate the behavior of the optimal paths.
A simulation over 200 periods is conducted and the resulting time series are de-trended using
the HP-Filter. The results of the simulation are presented in form of plots for the original
growing variables and the cyclical components. The plots are further complemented by a
table of values.
(∗ Parameters ∗)
α = 0.3; δ = 0.02;A = 1.05;σ = 0.8;L = 50; β = 0.985;
B = Aˆ((1− α)/α); θ = 0.05;
(∗ Initial Values and Initial Function ∗)
n = 180; k[0] = 0; c[0] = 0; t = 1; k[t] = 100;
c[t] = 29.167617573 (∗ Has to be found by shooting ∗)
p[t, x_] =Interpolation[Table[{k[i]}, c[i]}, {i, 0, t}]][x];
Off[Interpolation::inhr];Off[InterpolatingFunction::dmval];
Off[General::spell1];Off[Plot::plnr];
(∗ Calculation of Optimal Consumption Path
-> Available as set of discrete points t=1,2,...
-> Interpolation p using more and more of the discrete data points ∗)
Do[{
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ku[t+ 1] = (1− δ)k[t] + k[t]ˆαLˆ(1− α)− c[t];
ko[t+ 1] = (1− δ)k[t]Aˆ(−1/α) +Aˆ(−1)(k[t]ˆαLˆ(1− α)− c[t]);
ru[t+ 1] = α(ku[t+ 1]/L)ˆ(α− 1)− δ;
ro[t+ 1] = α(ko[t+ 1]/L)ˆ(α− 1)− δ;
co[t+ 1] = p[t, ko[t+ 1]];
cu[t + 1] = ((c[t]ˆ(−σ) − βθ(1 + ro[t+ 1])(co[t + 1]A)ˆ(−σ)Bˆ(−1)) / (β(1 − θ)(1 + ru[t +
1])))ˆ(−1/σ);
c[t+ 1] = cu[t+ 1]; k[t+ 1] = ku[t+ 1];
p[t+ 1; x_] =Interpolation[Table[{k[i], c[i]}, {i, 0, t+ 1}]][x];
t = t+ 1}, {n}];
(∗ Plot of Discrete Points for Optimal Consumption Path ∗)
ListPlot[Table[{k[i], c[i]}, {i, 1, n}]];
(∗ Smoothed Plot of Discrete Points for Optimal Consumption Path with Zero Motion Line
for Capital ∗)
g[y_] = Lˆ(1− α)yˆα− δy;
Show[Plot[g[y], {y, 100, 1000}],
ParametricPlot[{k[Round[t]], c[Round[t]]}, {t, 1, n},PlotRange− > All]];
(∗ Data Table for Values of k and c ∗)
For[l = 0, l < n+ 1, l ++,
Print[l, ”, k = ”,N [k[l], 10], ”, c = ”, N [c[l], 10]]];
0, k= 0 , c= 0
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1, k= 100, c= 29.16761757
2, k= 130.3896031, c= 33.19338937
3, k= 161.2463623, c= 37.03787826
4, k= 192.0273237, c= 40.59584879
5, k= 222.4574942, c= 43.92518548
6, k= 252.3275319, c= 47.04387462
7, k= 281.4955306, c= 49.97057545
8, k= 309.8643294, c= 52.72136765
9, k= 337.3689021, c= 55.31009072
10, k= 363.9679201, c= 57.74888365
.
.
.
147, k= 935.1213245, c= 101.630327
148, k= 935.1644277, c= 101.6307761
149, k= 935.2078844, c= 101.6309386
150, k= 935.2519876, c= 101.6307956
151, k= 935.2970547, c= 101.6303253
152, k= 935.3434311, c= 101.629502
153, k= 935.3914938, c= 101.6282965
154, k= 935.4416567, c= 101.6266749
155, k= 935.4943746, c= 101.6245984
.
.
.
179, k= 940.3927692, c= 101.1537072
180, k= 941.0102371, c= 101.089592
(∗ Choice of Step t for Approximation (Interpolation) p[t,k] of Optimal Consumption Path
∗)
max = 154;
(∗ From data table step+5, where c-values start declining ∗)
(∗ Plot of Approximation p[max,k] for Optimal Consumption Path ∗)
Plot[{g[y], p[max, y]}, {y, k[1], k[max]}];
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(∗ Magnification of Right End ∗)
Plot[{g[y], p[max, y]}, {y, k[max]− 5, k[max]}];
(∗ Definition of Zero Motion Line for Consumption ∗)
kso := ks Aˆ(−1/α);
rs := α(ks/L)ˆ(1− α)− δ; rso := α(kso/L)ˆ(1− α)− δ;
cso := p[max, kso];
f [ks_] =
(
βθ(1+rso)
1−β(1−θ)(1+rs)
)
ˆ(−1/σ)ABˆ(1/σ)cso;
(∗ Graphical Determination of Steady State as Intersection between Zero Motion Lines for
Capital g and Consumption f ∗)
Plot[{g[ks], f [ks]}, {ks, 936.863771, 936.863772}];
(∗ Steady State Values and Movement dk ∗)
ksappr = 936.863771 (∗ Enter k-Value of Steady State from Graphic ∗);
csappr = N [f [ksappr], 10]
Print[”Steady State Values:”, ”k = ”, ksappr, ”c = ”, csappr];
Print[”Movement dk =”, (1− δ)ksappr + ksapprˆαLˆ(1− α)− csappr − ksappr];
Steady State Values: k = 936.863771, c = 101.7058277
Movement dk = 4.3432 ∗ 10−8
(∗ Plot of Optimal Consumption Path with both Zero Motion Lines ∗)
Plot[{g[y], f [y], p[max, y]}, {y, 100, 938}];
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(∗ Temporary Optimal Consumption Paths for Different Levels of q ∗)
c[k_, v_] := Aˆvp[max, kAˆ(−v/α)];
path[v_] :=Plot[c[k, v], {k, 0, (ksappr − 15)Aˆ(v/α)}];
Show[Array[path, 7]];
(∗ HP-Filter by Ellis, L. (1999) ∗)
HPFilter[data_?V ectorQ, lambda_Integer] :=Module[{τ , focs, taulist, answer},
With[{π = Length[data], λ = N [lambda]}, taulist =Table[τ [t], {t, 1, π}];
focs =Thread[Flatten[Join[{−2.data[[1]] + 2.τ [1] + 2.λτ [1]− 4.λτ [2] + 2.λτ [3],−2.
data[[2]]− 4.λτ [1] + 2.τ [2] + 10.λτ [2]− 8.λτ [3] + 2.λτ [4]}, Table[−2.data[[t]] + 2.λτ [t− 2]
−8.λτ [t−1]+2.τ [t]+12.λτ [t]−8.λτ [t+1]+2.τ [t+2], {t, 3, π−2}], {−2data[[π−1]]+2.λτ [π−3]
−8.λτ [π−2]+2.τ [π−1]+10.λτ [π−1]−4.λτ [π], 2.λτ [π−2]−4.λτ [π−1]+2.λτ [π]}]] == 0];
answer =Solve[focs, taulist];
Flatten[Expand[N [taulist/.answer]]]]];
(∗ Initial Values for Simulation ∗)
ka[0] = 100;
qa[0] = 1;
ca[0] = Aˆ(qa[0])p[max,Aˆ(−qa[0]/α)ka[0]];
ya[0] = ka[0]ˆαLˆ(1− α);
(∗ Number of Steps for Simulation ∗)
m = 200;
(∗ Calculating Values for t=1,2,...,m with Random Shocks eps[t+1] ∗)
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For[t = 0, t < m, t++,
{eps[t+ 1] =Random[];
If[eps[t+ 1] ≤ θ, s[t+ 1] = 1, s[t+ 1] = 0];
qa[t+ 1] = qa[t] + s[t+ 1];
ka[t+ 1] = (1− δ)ka[t] +Bˆ(qa[t])(ya[t]− ca[t]);
ya[t+ 1] = ka[t+ 1]ˆαLˆ(1− α);
ri[t+ 1] = α(ka[t+ 1]/L)ˆ(α− 1)Bˆ(qa[t+ 1])− δ;
ca[t+ 1] = Aˆ(qa[t+ 1])p[max,Aˆ(−qa[t+ 1]/α)ka[t+ 1]];
ia[t+ 1] = (ya[t+ 1]− ca[t+ 1])
}];
(∗ Plots of Simulation Results for Output, Consumption and Investment ∗)
Show[ListPlot[Array[ya,m]],
ListPlot[Array[ca,m]],ListPlot[Array[ia,m]]];
(∗ HP-Filtering Time Series for Output: Original, Trend and Cyclical Component ∗)
datay =Table[ya[t], {t, 10,m}];
ListPlot[datay,PlotJoined− > True];
ListPlot[HPFilter[datay, 1600],PlotJoined− > True];
ListPlot[datay/HPFilter[datay, 1600],PlotJoined− > True];
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(∗ HP-Filtering Time Series for Consumption: Cyclical Component ∗)
datac =Table[ca[t], {t, 10,m}];
ListPlot[datac/HPFilter[datac, 1600],PlotJoined− > True];
(∗ HP-Filtering Time Series for Investment: Cyclical Component ∗)
datai =Table[ia[t], {t, 10,m}];
ListPlot[datai/HPFilter[datai, 1600],PlotJoined− > True];
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(∗ Magnification of a Single Output Cycle ∗)
n1 = 145;n2 = 175;
yc[x_] := ya[x]/Part[HPFilter[datay, 1600], x− 9];
ListPlot[Table[yc[t], {t, n1, n2}],PlotJoined− > True];
(∗ Data Table for Simulation Results ∗)
For[t = 0, t < m, t++,
Print[”t : ”, t+ 1, ”, ε : ”, eps[t+ 1], ”, θ : ”, θ,
”, s : ”, s[t+ 1], ”, q[t] : ”, qa[t+ 1], ”, K[t](obs) : ”, Bˆ(−qa[t+ 1])ka[t+ 1],
”, r[t] : ”, ri[t+ 1], ”, Y [t] : ”, ya[t+ 1], ”, C[t] : ”, ca[t+ 1], ”, I[t] : ”, ia[t+ 1]]];
.
.
.
t: 110, ǫ: 0.798, θ: 0.05, s: 0, q[t]: 7, K[t](obs): 1177.28,
r[t]: 0.0217, Y[t]: 163.82, C[t]: 133.44, I[t]: 30.38
t: 111, ǫ: 0.259, θ: 0.05, s: 0, q[t]: 7, K[t](obs): 1184.11,
r[t]: 0.0216, Y[t]: 164.11, C[t]: 133.92, I[t]: 30.19
t: 112, ǫ: 0.555, θ: 0.05, s: 0, q[t]: 7, K[t](obs): 1190.62,
r[t]: 0.0214, Y[t]: 164.38, C[t]: 134.38, I[t]: 30.00
t: 113, ǫ: 0.038, θ: 0.05, s: 1, q[t]: 8, K[t](obs): 1068.02.92,
r[t]: 0.0262, Y[t]: 164.63, C[t]: 128.04, I[t]: 36.59
t: 114, ǫ: 0.371, θ: 0.05, s: 0, q[t]: 8, K[t](obs): 1083.25,
r[t]: 0.0258, Y[t]: 165.33, C[t]: 129.16, I[t]: 36.17
.
.
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8.2 Programming Code for Chapter 3: Numerical So-
lution and Simulation
The following program generates approximations for the optimal paths for consumption ĉ and
R&D Expenditure d̂ in the reduced system of the model presented in chapter 3. The paths
are available as interpolating functions for which a table of values and graphical illustrations
are provided. Two methods are implemented which yield an approximation for the steady
state (K̂∗, Ĉ∗, R̂∗) of the reduced system. The accuracy of the approximation is measured by
the movement of the reduced system in the capital component. For the original system of the
growing variables the temporary optimal paths for consumption and R&D are calculated for
different levels of technology qt. Various plots illustrate the behavior of the optimal paths.
A simulation over 200 periods is conducted and the resulting time series are de-trended
using the HP-Filter. Plots are available for both, the original time series and the cyclical
components of output, investment, consumption and R&D expenditure. From the cyclical
components correlation coefficients of all variables with output are calculated. In addition a
complete table of values for the simulation results is presented.
(∗ Parameters and Probability Function θ ∗)
α = 0.3; δ = 0.02;A = 1.05;σ = 0.8;L = 50; β = 0.985;
B = Aˆ((1− α)/α); θ[x_] := (1−Exp[−3x])/3;κ = 1;
(∗ Initial Values and Initial Function ∗)
n = 220; k[0] = 0; c[0] = 0; r[0] = 0; t = 1; k[t] = 100;
c[t] = 29.130574715 (∗ Has to be found by shooting ∗)
p[t, x_] =Interpolation[Table[{k[i]}, c[i]}, {i, 0, t}]][x];
Off[Interpolation::inhr];Off[InterpolatingFunction::dmval];
Off[General::spell1];Off[Plot::plnr];
(∗ Calculation of Optimal Consumption and R&D Paths
-> Available as set of discrete points t=1,2,...
-> Interpolations p and q using more and more of the discrete data points ∗)
Do[{r[t] = rr /.FindRoot[c[t]ˆ(−σ) == θ[rr]β(1 + α((1− δ)k[t]Aˆ(−1/α)
+Aˆ(−1)(k[t]ˆαLˆ(1− α)− c[t]− rr) + κ)/L)ˆ(α− 1)− δ)Aˆ(−σ)
(p[t, ((1− δ)k[t]Aˆ(−1/α) +Aˆ(−1)(k[t]ˆαLˆ(1− α)− c[t]− rr) + κ)])ˆ(−σ)(κA/rr),
{rr, 0.1, 10}, MaxIterations − > 100];
ku[t+ 1] = (1− δ)k[t] + k[t]ˆαLˆ(1− α)− c[t]− r[t];
ko[t+ 1] = (1− δ)k[t]Aˆ(−1/α) +Aˆ(−1)(k[t]ˆαLˆ(1− α)− c[t]− r[t]) + κ);
ru[t+ 1] = α(ku[t+ 1]/L)ˆ(α− 1)− δ;
ro[t+ 1] = α(ko[t+ 1]/L)ˆ(α− 1)− δ;
co[t+ 1] = p[t, ko[t+ 1]];
cu[t+ 1] = ((c[t]ˆ(−σ)(1− r[t]/(κAˆ(1/α))))/(β(1− θ[r[t]])(1 + ru[t+ 1])))ˆ(−1/σ);
c[t+ 1] = cu[t+ 1]; k[t+ 1] = ku[t+ 1];
p[t+ 1;x_] =Interpolation[Table[{k[i], c[i]}, {i, 0, t+ 1}]][x];
q[t+ 1; x_] =Interpolation[Table[{k[i], r[i]}, {i, 0, t+ 1}]][x];
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t = t+ 1}, {n}];
(∗ Plot of Discrete Points for Optimal Consumption Path ∗)
ListPlot[Table[{k[i], c[i]}, {i, 1, n}]];
(∗ Smoothed Plot of Discrete Points for Optimal Consumption Path with Zero Motion Line
for Capital ∗)
g[y_] = Lˆ(1− α)yˆα− δy;
Show[Plot[g[y], {y, 100, 1000}],
ParametricPlot[{k[Round[t]], c[Round[t]]}, {t, 1, n},PlotRange− > All]];
(∗ Data Table for Values of k, c and r ∗)
For[l = 0, l < n+ 1, l ++,Print[l, ”, k = ”,N [k[l], 10],
”, c = ”,N [c[l], 10], ”, r = ”,N [r[l], 10]]];
0, k= 0 , c= 0 , r= 0
1, k= 100, c= 29.13057472, r= 0.01279141812
2, k= 130.4138545, c= 33.35616846, r= 0.06032169496
3, k= 161.050747, c= 37.19644193, r= 0.05436290411
4, k= 191.5968272, c= 40.77272792, r= 0.0566700228
5, k= 221.7516671, c= 44.11345691, r= 0.05772421346
6, k= 251.3152652, c= 47.24127041, r= 0.05857419023
7, k= 280.149606, c= 50.17503596, r= 0.05929178959
8, k= 308.1609232, c= 52.93085792, r= 0.0599081631
9, k= 335.2873631, c= 55.52269746, r= 0.060444442
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10, k= 361.4905041, c= 57.96281505, r= 0.06091574844
.
.
.
169, k= 911.7463065, c= 101.1499984, r= 0.0662177064
170, k= 911.7603071, c= 101.150081, r= 0.06621250797
171, k= 911.7745007, c= 101.1500918, r= 0.06620680791
172, k= 911.7889632, c= 101.150028, r= 0.06620055886
173, k= 911.803775, c= 101.1498864, r= 0.0661937091
174, k= 911.8190213, c= 101.1496632, r= 0.06618620176
175, k= 911.8347925, c= 101.1493541, r= 0.06617797474
176, k= 911.8511856, c= 101.1489543, r= 0.06616896001
177, k= 911.868304, c= 101.1484581, r= 0.06615908309
.
.
.
219, k= 917.7864161, c= 100.7351591, r= 0.06132911078
220, k= 918.3362227, c= 100.6974306, r= 0.06088542444
(∗ Choice of Step t for Approximation (Interpolation) p[t,k] of Optimal Consumption Path
∗)
max = 176;
(∗ From data table step+5, where c-values start declining ∗)
(∗ Plot of Approximation p[max,k] for Optimal Consumption Path ∗)
Plot[{g[y]− q[max, y], p[max, y]}, {y, k[1], k[max]}];
(∗ Magnification of Right End ∗)
Plot[{g[y]− q[max, y], p[max, y]}, {y, k[max]− 1, k[max]}];
PROGRAMMING CODE 173
(∗ Plot of Approximation q[max,k] for Optimal R&D Path ∗)
Plot[q[max, y], {y, k[5], k[max]− 10}];
(∗ Determination of Steady State, Method 1 : Take Value rs from Data Table ∗)
ks[rr_] := L(αˆ(−1)(δ − 1 + (1− rr/(Aˆ(1/α)κ))/(β(1− θ[rr]))))ˆ(1/(α− 1));
cs[rr_] := ks[rr]ˆαLˆ(1− α)− δks[rr]− rr;
rs := 0.066; (∗ Look for r-value in Data Table and set rs ∗)
Print[”Steady State Values: ”, ”k = ”, ks[rs], ”c = ”, cs[rs], ”r = ”, rs];
Print[”Movement dk =”, ks[rs]ˆαLˆ(1− α)− δks[rs]− cs[rs]− rs];
Steady State Values: k = 911.576, c = 101.161, r = 0.066
Movement dk = 2.498 ∗ 10−15
(∗ Determination of Steady State, Method 2 : Use Approximation p[max,k] to Solve Equations
∗)
rs = .; rr = .;
kso[rr_] := ks[rr]Aˆ(−1/α) + κ;
rso[rr_] := α(kso[rr]/L)ˆ(α− 1)− δ;
cso[rr_] := p[max, kso[rr]];
(∗ Choose appropriate Value of rr which solves the following equation,
i.e. returns value close to zero ∗)
rr := 0.0669461;
cs[rr]ˆ(−σ)− βθ[rr](1 + rso[rr])Aˆ(−σ)(cso[rr])ˆ(−σ)(Aκ)/rr
1.11707 ∗ 10−9
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rs := rr;
Print[”Steady State Values:”, ”k = ”, ks[rs], ”c = ”, cs[rs], ”r = ”, rs];
Print[”Movement dk =”, ks[rs]ˆαLˆ(1− α)− δks[rs]− cs[rs]− rs];
Steady State Values: k = 912.505, c = 101.178, r =0.0669461
Movement dk = −4.427 ∗ 10−15
(∗ Temporary Optimal Consumption Paths for Different Levels of q ∗)
c[k_, v_] := Aˆvp[max, kAˆ(−v/α)];
path[v_] :=Plot[c[k, v], {k, 0, (ks[rs]− 1)Aˆ(v/α)}];
Show[Array[path, 7]];
(∗ Temporary Optimal R&D Paths for Different Levels of q ∗)
rq[k_, v_] := Aˆvq[max, kAˆ(−v/α)];
pathr[v_] :=Plot[rq[k, v], {k, k[5]Aˆ(v/α), (k[max]− 1)Aˆ(v/α)}];
Show[Array[pathr, 7]];
(∗ HP-Filter by Ellis, L. (1999) ∗)
HPFilter[data_?V ectorQ, lambda_Integer] :=Module[{τ , focs, taulist, answer},
With[{π = Length[data], λ = N [lambda]}, taulist =Table[τ [t], {t, 1, π}];
focs =Thread[Flatten[Join[{−2.data[[1]] + 2.τ [1] + 2.λτ [1]− 4.λτ [2] + 2.λτ [3],−2.
data[[2]]− 4.λτ [1] + 2.τ [2] + 10.λτ [2]− 8.λτ [3] + 2.λτ [4]}, Table[−2.data[[t]] + 2.λτ [t− 2]
−8.λτ [t−1]+2.τ [t]+12.λτ [t]−8.λτ [t+1]+2.τ [t+2], {t, 3, π−2}], {−2data[[π−1]]+2.λτ [π−3]
−8.λτ [π − 2] + 2.τ [π − 1] + 10.λτ [π − 1]− 4.λτ [π], 2.λτ [π − 2]− 4.λτ [π − 1] + 2.λτ [π]}]
== 0];
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answer =Solve[focs, taulist];
Flatten[Expand[N [taulist/.answer]]]]];
(∗ Initial Values for Simulation ∗)
ka[0] = 100; qa[0] = 1;
ra[0] = Aˆ(qa[0])q[max,Aˆ(−qa[0]/α)ka[0]];
ca[0] = Aˆ(qa[0])p[max,Aˆ(−qa[0]/α)ka[0]];
ya[0] = ka[0]ˆαLˆ(1− α);
(∗ Number of Steps for Simulation ∗)
m = 200;
(∗ Calculating Values for t=1,2,...,m with Random Shock eps[t] ∗)
For[t = 0, t < m, t++,
{eps[t] =Random[];
If[eps[t] ≤ θ[Aˆ(−qa[t])ra[t]], s[t] = 1, s[t] = 0];
qa[t+ 1] = qa[t] + s[t];
ka[t+ 1] = (1− δ)ka[t] +Bˆ(qa[t])(ya[t]− ca[t]− ra[t]) + s[t]κAˆ((−qa[t] + 1)/α);
ya[t+ 1] = ka[t+ 1]ˆαLˆ(1− α);
ri[t+ 1] = α(ka[t+ 1]/L)ˆ(α− 1)Bˆ(qa[t+ 1])− δ;
ca[t+ 1] = Aˆ(qa[t+ 1])p[max,Aˆ(−qa[t+ 1]/α)ka[t+ 1]];
ra[t+ 1] = Aˆ(qa[t+ 1])q[max,Aˆ(−qa[t+ 1]/α)ka[t+ 1]];
ia[t+ 1] = (ya[t+ 1]− ca[t+ 1]− ra[t+ 1])
}];
(∗ Plots of Simulation Results for Output, Consumption and R&D Expenditure ∗)
Show[ListPlot[Array[ya,m]],ListPlot[Array[ca,m]],ListPlot[Array[ra,m]]];
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(∗ HP-Filtering Time Series for Output: Original, Trend and Cyclical Component ∗)
datay =Table[ya[t], {t, 10,m}];
ListPlot[datay,PlotJoined− > True];
ListPlot[HPFilter[datay, 1600],PlotJoined− > True];
ListPlot[datay/HPFilter[datay, 1600],PlotJoined− > True];
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(∗ HP-Filtering Time Series for Consumption: Cyclical Component ∗)
datac =Table[ca[t], {t, 10,m}];
ListPlot[datac/HPFilter[datac, 1600],PlotJoined− > True];
(∗ HP-Filtering Time Series for Investment: Cyclical Component ∗)
datai =Table[ia[t], {t, 10,m}];
ListPlot[datai/HPFilter[datai, 1600],PlotJoined− > True];
(∗ HP-Filtering Time Series for R&D: Original and Cyclical Component ∗)
datar =Table[ra[t], {t, 10,m}];
ListPlot[datar,PlotJoined− > True];
ListPlot[datar/HPFilter[datar, 1600],PlotJoined− > True];
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(∗ HP-Filtering Time Series for the Real Interest Rate: Cyclical Component ∗)
datari =Table[ri[t], {t, 10,m}];
ListPlot[datari/HPFilter[datari, 1600],PlotJoined− > True];
(∗ Plots of Single Cycles between n1 and n2 ∗)
n1 = 100;n2 = 130;
yc[x_] := ya[x]/Part[HPFilter[datay, 1600], x− 9];
rc[x_] := ra[x]/Part[HPFilter[datar, 1600], x− 9];
cc[x_] := ca[x]/Part[HPFilter[datac, 1600], x− 9];
ic[x_] := ia[x]/Part[HPFilter[datai, 1600], x− 9];
ric[x_] := ri[x]/Part[HPFilter[datari, 1600], x− 9];
ListPlot[Table[yc[t], {t, n1, n2}],PlotJoined− > True];
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ListPlot[Table[rc[t], {t, n1, n2}],PlotJoined− > True];
ListPlot[Table[cc[t], {t, n1, n2}],PlotJoined− > True];
ListPlot[Table[ic[t], {t, n1, n2}],PlotJoined− > True];
ListPlot[Table[ric[t], {t, n1, n2}],PlotJoined− > True];
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(∗ Calculation of Correlation Coefficients ∗)
ErwY = 1/(m− 9)
∑m
i=10 yc[i];
ErwR = 1/(m− 9)
∑m
i=10 rc[i];
ErwC = 1/(m− 9)
∑m
i=10 cc[i];
ErwI = 1/(m− 9)
∑m
i=10 ic[i];
ErwRI = 1/(m− 9)
∑m
i=10 ric[i];
StDevY = (1/(m− 10)
∑m
i=10 (yc[i]− ErwY )ˆ2)ˆ(1/2);
StDevR = (1/(m− 10)
∑m
i=10 (rc[i]− ErwR)ˆ2)ˆ(1/2);
StDevC = (1/(m− 10)
∑m
i=10 (cc[i]−ErwC)ˆ2)ˆ(1/2);
StDevI = (1/(m− 10)
∑m
i=10 (ic[i]−ErwI)ˆ2)ˆ(1/2);
StDevRI = (1/(m− 10)
∑m
i=10 (ric[i]− ErwRI)ˆ2)ˆ(1/2);
CorrY R = (1/(m− 10)
∑m
i=10(yc[i]− ErwY )(rc[i]− ErwR))/(StDevY StDevR);
CorrY C = (1/(m− 10)
∑m
i=10(yc[i]− ErwY )(cc[i]− ErwC))/(StDevY StDevC);
CorrY I = (1/(m− 10)
∑m
i=10(yc[i]− ErwY )(ic[i]−ErwI))/(StDevY StDevI);
CorrY RI = (1/(m− 10)
∑m
i=10(yc[i]− ErwY )(ric[i]− ErwRI))
/(StDevY StDevRI);
Print[”Standard Deviations and Correlation Coefficients”];
Print[”σ(Y ) = ”, StDevY, ”, σ(C) = ”, StDevC, ”, σ(I) = ”, StDevI,
”, σ(R) = ”, StDevR, ”, σ(RI) = ”, StDevRI];
Print[”ρ(Y, C) = ”, CorrY C, ”, ρ(Y,R) = ”, CorrY R, ”, ρ(Y, I) = ”,
CorrY I, ”, ρ(Y,RI) = ”, CorrY RI];
Standard Deviations and Correlation Coefficients
σ(Y ) = 0.00493532, σ(C) = 0.0173323, σ(I) = 0.0553848,
σ(R) = 0.0111502, σ(RI) = 0.0630853
ρ(Y,C) = 0.422208, ρ(Y,R) = 0.260623,
ρ(Y, I) = −0.0237806, ρ(Y,RI) = −0.238869
(∗ Data Table for Simulation Results ∗)
For[t = 1, t < m, t++,
Print[”t : ”, t+ 1, ”, ε : ”, eps[t], ”, θ : ”, θ[Aˆ(−qa[t])ra[t]],
”, s : ”, s[t], ”, q[t] : ”, qa[t+ 1], ”, K[t](obs) : ”, Bˆ(−qa[t+ 1])ka[t+ 1],
”, r[t] : ”, ri[t+ 1], ”, Y [t] : ”, ya[t+ 1], ”, C[t] : ”, ca[t+ 1], ”,
I[t] : ”, ia[t+ 1], ”, R[t] : ”, ra[t+ 1]]];
.
.
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t: 88, ǫ: 0.344, θ: 0.0599026, s: 0, q[t]: 4, K[t](obs): 1062.74,
r[t]: 0.02048, Y[t]: 143.40, C[t]: 119.76, I[t]: 23.55, R[t]: 0.08028
t: 89, ǫ: 0.442, θ: 0.0599129, s: 0, q[t]: 4, K[t](obs): 1065.04,
r[t]: 0.02042, Y[t]: 143.49, C[t]: 119.93, I[t]: 23.48, R[t]: 0.08029
t: 90, ǫ: 0.027, θ: 0.0599226, s: 1, q[t]: 5, K[t](obs): 952.74,
r[t]: 0.02522, Y[t]: 143.59, C[t]: 113.97, I[t]: 29.54, R[t]: 0.08318
t: 91, ǫ: 0.446, θ: 0.0591956, s: 0, q[t]: 5, K[t](obs): 963.22,
r[t]: 0.02487, Y[t]: 144.07, C[t]: 114.74, I[t]: 29.24, R[t]: 0.08325
t: 92, ǫ: 0.113, θ: 0.0592458, s: 0, q[t]: 5, K[t](obs): 973.20,
r[t]: 0.02455, Y[t]: 144.51, C[t]: 115.48, I[t]: 28.95, R[t]: 0.08333
.
.
.
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8.3 Programming Code for Chapter 6:
The Numerical Solution Algorithm
The following program is the implementation of the numerical solution algorithm for the
Poisson RBC model described in chapter 6. The program generates seven approximation
paths for the optimal consumption path c(k) in the reduced system. The seven initial func-
tions are chosen in such a way, that they cover the corner points in the set of admissible
parameters for all initial functions. Further they include a best guess for the parameters
which yields the reference path. A table of values for the reference path is provided, as well
as plots of this path together with the two zero motion lines. The program then calculates
the maximum deviation between all approximation path and sets an error bound accordingly.
The enveloping paths are defined as the reference path +/- the error bound on the interval
before the steady state. This procedure is described in section 6.5. The program provides
lower and upper boundaries for the steady state obtained from the intersection points of the
zero motion line for capital and the two approximations for the path dependent zero motion
line for consumption belonging to the two enveloping paths.
(∗ Parameters and Initial Values ∗)
α = 0.3; δ = 0.02; g = 0.02; σ = 0.8; ρ = 0.04;
λ = 0.1; γ = 0.1;µ := αˆ(−1)(ρ+ (1− α)δ);
startingstepsize = 0.00001;maxsteps = 5000;
Off[General::spell];Off[NDSolve::ndsz];Off[InterpolatingFunction::dmval];
k0 = 1; int = 21; k = .; c = .;no = .;
x[i_] := k0(1 + γ)ˆ(i);
eps = 0.000000000001;
mu := 0.472377785302;
nu1 := 0.472637231498;
nu2 := 0.472448508603;
nu3 := 0.472249769050;
p[k_, 1] := mu+mu(k − k0);
p[k_, 2] := nu1 + 0.2(k − k0); p[k_, 3] := p[k, 2] + eps;
p[k_, 4] := nu2 + 0.4(k − k0); p[k_, 5] := p[k, 4] + eps;
p[k_, 6] := nu3 + 0.6(k − k0); p[k_, 7] := p[k, 6] + eps;
(∗ Calculation:
Main Loop for 7 Approximating Functions z(.,i,no) on Intervals i=1,...,int.
Initial Interval: Solution of Basic DDE with Initial Function in Delay Term.
Interval Loop: Solution of Basic DDE on Interval i with Solution for i-1 in Delay Term.
Calculation of Solution z, First Derrivative zd and Derrivatives at Interval Boundaries ∗)
no = 0;
Do[no = no+ 1;
solutiond := NDSolve[{d′[k] == ((α/σ)kˆ(α− 1)d[k]− (1/σ)(ρ+ δ + σg + λ)d[k]
+λ/σ(d[k])ˆ(σ + 1)((1 + γ)p[k/(1 + γ), no])ˆ(−σ))/(kˆα− d[k]− (g + δ)k),
d[k0] == Evaluate[p[k0, no]]}, d, {k, x[0], x[1]},
StartingStepSize − > startingstepsize, MaxSteps − > maxsteps];
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z[k_, 0, no] := Evaluate[d[k] /. solutiond];
zd[k_, 0, no] := Evaluate[d′[k] /. solutiond];
dl[x[1], no] := Evaluate[d′[x[1]] /. solutiond];
d2l[x[1], no] := Evaluate[d′′[x[1]] /. solutiond];
For[i = 1, i < int, i++,
solutionj := NDSolve[{j′[k] == ((α/σ)kˆ(α− 1)j[k]− (1/σ)(ρ+ δ + σg + λ)j[k]
+λ/σ(j[k])ˆ(σ + 1)((1 + γ)z[k/(1 + γ), i− 1, no])ˆ(−σ))/(kˆα− j[k]− (g + δ)k),
j[x[i]] == Fit[Evaluate[z[x[i], i− 1, no]], 1, 1]}, j, {k, x[i], x[i+ 1]},
StartingStepSize − > startingstepsize, MaxSteps − > maxsteps];
z[k_, i, no] := Evaluate[j[k] /. solutionj];
zd[k_, i, no] := Evaluate[j′[k] /. solutionj];
dr[x[i], no] = Evaluate[j′[x[i]] /. solutionj];
dl[x[i+ 1], no] = Evaluate[j′[x[i+ 1]] /. solutionj];
d2r[x[i], no] = Evaluate[j′′[x[i]] /. solutionj];
d2l[x[i+ 1], no] = Evaluate[j′′[x[i+ 1]] /. solutionj]] , {7}];
(∗ Plot of Initial Functions with Resulting Approximation Functions ∗)
pak :=Plot[{p[k, 1], p[k, 2], p[k, 3], p[k, 4], p[k, 5], p[k, 6], p[k, 7]}, {k, k0− 0.005, k0}];
pbk :=Plot[{z[k, 0, 1], z[k, 0, 2], z[k, 0, 3], z[k, 0, 4], z[k, 0, 5], z[k, 0, 6], z[k, 0, 7]}
, {k, k0, k0 + 0.005}];Show[pak, pbk];
(∗ Plot of Reference Path z[., ., 1] over all Intervals together with dk=0 Line ∗)
bild[int+ 1] := Plot[kˆα− (g + δ)k, {k, x[0], x[int]}];
For[i = 1, i < int, i++, bild[i_] := Plot[z[k, i− 1, 1], {k, x[i− 1], x[i]}]];
Show[Array[bild, int+ 1]];
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(∗ Plots of Paths Diverging and Attaining Maximum on Last Interval ∗)
Plot[{z[k, int− 1, 2], z[k, int− 1, 4], z[k, int− 1, 6], z[k, int− 1, 1], kˆα− (g + δ)k},
{k, x[int− 1], x[int]− 0.62}];
Plot[{z[k, int− 1, 3], z[k, int− 1, 5], z[k, int− 1, 7], kˆα− (g + δ)k},
{k, x[int− 1], x[int]− 0.64029}];
(∗ Table of Values for all 7 Paths and Maximum Deviation ∗)
n = 2; k = .;
For[i = 1, i < int+ 1, i++,
For[h = 1, h < n+ 1, h++,
For[r = 1, r < 13, r ++,
w[r] = N [z[x[i− 1] + (h− 1)/n(x[i]− x[i− 1]), i− 1, r], 12]];
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list = {1, 2, 3, 4, 5, 6, 7}; order =Sort[list, (Fit[w[#2], 1, 1] <Fit[w[#1], 1, 1])&];
Print[” Interval: ”, i, ”k-value: ”, x[i− 1] + (h− 1)/n(x[i]− x[i− 1]), ”
Path c-values: ”, w[1], w[2], w[3], w[4], w[5], w[6], w[7], ” Path order: ”, order, ”
Max. Deviation: ”,Max[w[1], w[2], w[3], w[4], w[5], w[6], w[7]]−
Min[w[1], w[2], w[3], w[4], w[5], w[6], w[7]]];Clear[w]]];
Interval: 1 , k-value: 1
Path c-values: {0.472377785302}, {0.472637231498}, {0.472637231499},
{0.472448508603}, {0.472448508604}, {0.47224976905}, {0.472249769051},
Path order: {3,2,5,4,1,7,6} , Max. Deviation: 0.000387462
Interval: 1 , k-value: 1.05
Path c-values: {0.485775788162}, {0.485844353177}, {0.485844353181},
{0.485794287242}, {0.485794287246}, {0.485742672707}, {0.485742672706},
Path order: {3,2,5,4,1,6,7} , Max. Deviation: 0.00010168
Interval: 2 , k-value: 1.1
Path c-values: {0.498851827686}, {0.498853913510}, {0.498853913516},
{0.498852394482}, {0.498852394488}, {0.498850805767}, {0.498850805765},
Path order: {3, 2, 5, 4, 1, 6, 7} , Max. Deviation: 0.310775122969*10^-5
Interval: 2 , k-value: 1.155
Path c-values: {0.512935182687}, {0.512935530961}, {0.512935530972},
{0.512935277402}, {0.512935277403}, {0.512935012090}, {0.512935012086},
Path order: {3, 2, 5, 4, 1, 6, 7} , Max. Deviation: 0.518885826084*10^-6
.
.
.
Interval: 20 , k-value: 6.1159
Path c-values: {1.40866410350}, {1.40866407244}, {1.40866410750},
{1.40866410208}, {1.4086641158}, {1.40866410316}, {1.40866411038},
Path order: {5, 7, 3, 1, 6, 4, 2} , Max. Deviation: 0.434318518927*10^-7
Interval: 20 , k-value: 6.4217
Path c-values: {1.45368326847}, {1.45368313643}, {1.45368328549},
{1.45368326246}, {1.45368332110}, {1.453683267}, {1.45368329774},
Path order: {5, 7, 3, 1, 6, 4, 2} , Max. Deviation: 0.184664951330*10^-6
Interval: 21 , k-value: 6.7275
Path c-values: {1.49810732595}, {1.49808131294}, {1.49811069723},
{1.49810613716}, {1.49811776178}, {1.49810704138}, {1.49811312494}
Path order: {5,7,3,1,6,4,2} , Max. Deviation: 0.0000364488
(∗ Error Bounds for Reference Path on Second Last Interval ∗)
For[t = 1, t < 8, t++, b[t_] :=N[z[x[int− 2], int− 2, t], 14]];
Print[”Error Bound at Left Interval Boundary: ”,
Max[b[1]−Min[Array[b, 7]],Max[Array[b, 7]]− b[1]]];
For[t = 1, t < 8, t++, b[t_] :=N[z[x[int− 1], int− 2, t], 9]];
Print[”Error Bound at Right Interval Boundary: ”,
Max[b[1]−Min[Array[b, 7]],Max[Array[b, 7]]− b[1]]];
For[t = 1, t < 8, t++, b[t_] :=N[z[6.8/(1 + γ), int− 2, t], 9]];
Print[”Error Bound at Relevant Right Boundary: ”,
Max[b[1]−Min[Array[b, 7]],Max[Array[b, 7]]− b[1]]];
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Error Bound at Left Interval Boundary: 3.1054 ∗ 10−8
Error Bound at Right Interval Boundary: 0.00002601
Error Bound at Relevant Right Boundary: 3.9396 ∗ 10−8
(∗ Setting of Fixed Error Bound for Calculation of Steady State Boundaries and Definition
of Enveloping Paths on Second Last Interval ∗)
epsilonlinks := 10ˆ(−7);
ctOS[k_] = (1 + γ)z[k/(1 + γ), int− 2, 1]− epsilonlinks;
ctUS[k_] = (1 + γ)z[k/(1 + γ), int− 2, 1] + epsilonlinks;
(∗ Determination of Steady State. Graphical Solution for Intersection Point of Zero Motion
Lines for Capital, dk=0 and Consumption dc=0. Adjust Plot Intervals for k-values up to
desired Accuracy. Then set values kUS and kOS according to mid point of interval. ∗)
Plot[{(1/(k λ))(ctUS[k]ˆσ (g σ k − kˆα α+ k δ + kλ+ k ρ)))ˆ(1/σ), kˆα− (g + δ)k},
{k, 6.76880460996, 6.76880460997}];
Plot[{(1/(k λ))(ctOS[k]ˆσ (g σ k − kˆα α+ k δ + k λ+ k ρ)))ˆ(1/σ), kˆα− (g + δ)k},
{k, 6.768805349309, 6.768805349310}];
kUS := 6.76880460996;
cUS := (1/(kUS λ)(ctUS[kUS]ˆσ (g σkUS−kUSˆα α+kUS δ+kUS λ+kUS ρ)))ˆ(1/σ);
dcUS := (α/σ)kUSˆ(α−1) cUS−(1/σ)(ρ+δ+g σ+λ)cUS+λ/σ cUSˆ(σ+1) (ctUS[kUS])ˆ(−σ);
dkUS := kUSˆα− cUS − (g + δ)kUS;
kOS := 6.768805349310;
cOS := (1/(kOS λ)(ctOS[kOS]ˆσ (g σkOS−kOSˆα α+kOS δ+kOS λ+kOS ρ)))ˆ(1/σ);
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dcOS := (α/σ)kOSˆ(α−1) cOS−(1/σ)(ρ+δ+g σ+λ)cOS+λ/σ cOSˆ(σ+1) (ctOS[kOS])ˆ(−σ);
dkOS := kOSˆα− cOS − (g + δ)kOS;
Print[”Steady State Boundaries:”];
Print[”Lower and Upper Bounary for k-Value: ”, {{N[kUS, 9]}, {N[kOS, 9]}},
”Accuracy: ”, {kOS − kUS}];
Print[”Movement dk in Boundaries: ”, {dkUS, dkOS}];
Print[”Lower and Upper Bounary for c-Value: ”, {N[cUS, 9],N[cOS, 9]},
”Accuracy: ”, cOS − cUS];
Print[”Movement dc in Boundaries: ”, {dcUS, dcOS}];
Steady State Boundaries:
Lower and Upper Boundary for k-Value: {6.7688046, 6.7688053},
Accuracy: 7.3935 ∗ 10−7
Movement dk in Boundaries: {6.54587 ∗ 10−13,−3.57492 ∗ 10−14}
Lower and Upper Boundary for c-Value: {1.50406487, .50406489},
Accuracy: 2.85852 ∗ 10−8
Movement dc in Boundaries: {8.32667 ∗ 10−17, 8.32667 ∗ 10−17}
(∗ Plot of Reference Path with dk=0 and dc=0 Line ∗)
bildclinie[i_] := Plot[(1/(k λ)) (((1 + γ)z[k/(1 + γ), i − 1, 1])ˆσ (g σ k− kˆα α + k δ + k
λ+ k ρ)))ˆ(1/σ) , {k, x[i], x[i+ 1]}];
Show[Array[bild, int],Table[bildclinie[i], {i, 8, int− 1}], bild[int+ 1]];
8.4 Programming Code for Chapter 7:
Calculation of Density and Moments
The following program calculates the density functions of the long-term equilibrium distrib-
utions for the stationary variables of output, capital and consumption in the Poisson RBC
model. All three variables have the extended Beta distribution, and their densities are piece-
wise defined functions on certain bounded intervals as described in chapter 7. The program
provides plots of the density functions and calculates mean, variance and standard deviation
for all three variables.
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(∗ Initial Parameters, Value of q and Definition of Beta Density ∗)
α = 0.4; δ = 0.02; gr = 0.02;σ = 0.4; ρ = 0.04;
λ = 0.25; γ = 0.1;µ := αˆ(−1)(ρ+ (1− α)δ);
a0 = 1− α;
a1 = (1− α)(δ + gr + µ);
c = 1− (1 + γ)ˆ(α− 1);
b1 = a1/λ; b0 = a0/λ;
Print[”Value of q: ",q = 1/b1];
Off[General::spell];
Value of q: 2.45098
f [x_] = b0ˆ((−1/b1)(b0− b1x))ˆ(1/b1− 1);
F [x_] =
∫ x
0
f [u]du;
(∗ Definition of Interval Boundaries and Number of Intervals ∗)
x0[i_] := a0
a1
(1− c)ˆi;
nmax = 20;
(∗ First partial solution g[., 1] of density g equals Beta density f times a factor, that has to
be chosen such that the integral over the resulting whole density is one. See value d further
below ∗)
g[x_, 1] = (1/0.01162433)List[f [x]];
(∗ Calculation of Partial Solutions g[., n] ∗)
For[n = 2, n < nmax+ 1, n++,
solution =NDSolve[{
d′[y] == (b1− 1)/(b0− b1y)d[y] + (b0− b1y)ˆ(−1)Chop[Re[g[y/(1− c), n− 1]]],
d[x0[n− 1]] == Fit[g[x0[n− 1], n− 1], 1, 1]}, d, {y, x0[n], x0[n− 1]}];
g[x_, n] =Evaluate[d[x] /. solution]];
g[x_] :=Which[
x0[0] ≥ x > x0[1], g[x, 1], x0[1] ≥ x > x0[2], g[x, 2],
x0[2] ≥ x > x0[3], g[x, 3], x0[3] ≥ x > x0[4], g[x, 4],
x0[4] ≥ x > x0[5], g[x, 5], x0[5] ≥ x > x0[6], g[x, 6],
x0[6] ≥ x > x0[7], g[x, 7], x0[7] ≥ x > x0[8], g[x, 8],
x0[8] ≥ x > x0[9], g[x, 9], x0[9] ≥ x > x0[10], g[x, 10],
x0[10] ≥ x > x0[11], g[x, 11], x0[11] ≥ x > x0[12], g[x, 12],
x0[12] ≥ x > x0[13], g[x, 13], x0[13] ≥ x > x0[14], g[x, 14],
x0[14] ≥ x > x0[15], g[x, 15], x0[15] ≥ x > x0[16], g[x, 16],
x0[16] ≥ x > x0[17], g[x, 17], x0[17] ≥ x > x0[18], g[x, 18],
x0[18] ≥ x > x0[19], g[x, 19], x0[19] ≥ x > x0[20], g[x, 20], T rue, 0];
(∗ Definition and Plots of Densities for Capital, Consumption and Output ∗)
u[y_] := g[yˆ(1− α)](1− α)yˆ(−α); (∗ Capital ∗)
u[y_, 1] := g[yˆ(1− α), 1](1− α)yˆ(−α);
u[y_,m_] :=Evaluate[g[yˆ(1− α),m](1− α)yˆ(−α)];
e0[t_] := x0[t]ˆ(1/(1− α));
z[y_] := g[(y/µ)ˆ(1− α)]µˆ(α− 1)(1− α)yˆ(−α); (∗ Consumption ∗)
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z[y_, 1] := g[(y/µ)ˆ(1− α), 1]µˆ(α− 1)(1− α)yˆ(−α);
z[y_,m_] := Evaluate[g[(y/µ)ˆ(1− α),m]µˆ(α− 1)(1− α)yˆ(−α)];
w0[t_] := µx0[t]ˆ(1/(1− α));
h[y_] := g[yˆ((1− α)/α)](1/α− 1)yˆ(1/α− 2); (∗ Output ∗)
h[y_, 1] := g[yˆ((1− α)/α), 1](1/α− 1)yˆ(1/α− 2);
h[y_,m_] := Evaluate[g[yˆ((1− α)/α),m](1/α− 1)yˆ(1/α− 2)];
y0[t_] := x0[t]ˆ(α/(1− α));
Plot[u[y], {y, e0[nmax/2], e0[0]},PlotStyle − > {{Thickness[0.006]}},
AxesLabel − > {”k”, ”f(k)”},AxesOrigin− > {e0[nmax/2], 0}];
Plot[z[y], {y, w0[nmax/2], w0[0]},PlotStyle − > {{Thickness[0.006]}},
AxesLabel − > {”c”, ”f(c)”},AxesOrigin− > {w0[nmax/2], 0}];
Plot[h[y], {y, y0[nmax/2], y0[0]},PlotStyle − > {{Thickness[0.006]}},
AxesLabel − > {”y”, ”f(y)”},AxesOrigin− > {y0[nmax/2], 0}];
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(∗ Calculation of Mean, Variance and St. Deviation for Capital, Conumption and Output ∗)
HK[v_] = Integrate[v u[v, 1], v];
ew1K = HK[e0[0]− 10ˆ(−10)]−HK[e0[1]];
For[m = 2,m < nmax+ 1,m++,
eWertK[m] =N[Integrate[v u[v,m], {v, e0[m], e0[m− 1]}]]];
ew2K =
∑nmax
i=2 eWertK[i];
erwK = ew1K + ew2K;
H2K[v_] =Integrate[vˆ2 u[v, 1], v];
qew1K = H2K[e0[0]− 10ˆ(−10)]−H2K[e0[1]];
For[m = 2,m < nmax+ 1,m++,
qeWertK[m] =N[Integrate[vˆ2 u[v,m], {v, e0[m], e0[m− 1]}]]];
qew2K =
∑nmax
i=2 qeWertK[i];
qerwK = qew1K + qew2K;
HC[v_] =Integrate[v z[v, 1], v];
ew1C = HC[w0[0]− 10ˆ(−10)]−HC[w0[1]];
For[m = 2,m < nmax+ 1,m++,
eWertC[m] =N[Integrate[v z[v,m], {v,w0[m], w0[m− 1]}]]];
ew2C =
∑nmax
i=2 eWertC[i];
erwC = ew1C + ew2C;
H2C[v_] =Integrate[vˆ2 z[v, 1], v];
qew1C = H2C[w0[0]− 10ˆ(−10)]−H2C[w0[1]];
For[m = 2,m < nmax+ 1,m++,
qeWertC[m] =N[Integrate[vˆ2 z[v,m], {v, w0[m], w0[m− 1]}]]];
qew2C =
∑nmax
i=2 qeWertC[i];
qerwC = qew1C + qew2C;
H[v_] = Integrate[v h[v, 1], v];
ew1 = H[y0[0]− 10ˆ(−10)]−H[y0[1]];
For[m = 2,m < nmax+ 1,m++,
eWert[m] =N[Integrate[v h[v,m], {v, y0[m], y0[m− 1]}]]];
ew2 =
∑nmax
i=2 eWert[i];
erw = ew1 + ew2;
H2[v_] = Integrate[vˆ2 h[v, 1], v];
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qew1 = H2[y0[0]− 10ˆ(−10)]−H2[y0[1]];
For[m = 2,m < nmax+ 1,m++,
qeWert[m] =N[Integrate[vˆ2 h[v,m], {v, y0[m], y0[m− 1]}]]];
qew2 =
∑nmax
i=2 qeWert[i];
qerw = qew1 + qew2;
(∗ Check wether integral over density is approximately equal to one: The value d ∗)
H0[v_] =Integrate[h[v, 1], v];
d1 = H0[y0[0]− 10ˆ(−10)]−H0[y0[1]];
For[m = 2,m < nmax+ 1,m++,
dWert[m] =N[Integrate[h[v,m], {v, y0[m], y0[m− 1]}]]];
d2 =
∑nmax
i=2 dWert[i];
Print[”Value d: ”, d =Fit[d1 + d2, 1, 1]];
Value d: 0.999987
(∗ If value d is not near one, adjust factor in definition of g[., 1] accordingly ∗)
Print[”Output Values:”];
Print[”LeftBound: ”, y0[nmax], ”,Mean: ”,Fit[erw, 1, 1], ”,RightBound: ”, y0[0]];
Print[”Variance: ”, var =Fit[qerw − (erw)ˆ2, 1, 1], ”,St. Deviation: ”, varˆ(0.5)];
Print[”Consumption Values:”];
Print[”LeftBound: ”, w0[nmax], ”, Mean: ”,Fit[erwC, 1, 1], ”,RightBound: ”, w0[0]];
Print[”Variance: ”, varC =Fit[qerwC − (erwC)ˆ2, 1, 1],
”,St. Deviation: ”, varCˆ(0.5)]
Print[”Capital Values:”];
Print[”LeftBound: ”, e0[nmax], ”,Mean: ”,Fit[erwK, 1, 1], ”,RightBound: ”, e0[0]];
Print[”Variance: ”, varK =Fit[qerwK − (erwK)ˆ2, 1, 1],
”,St. Deviation:”, varKˆ(0.5)]
Output Values:
LeftBound: 1.52017 , Mean: 2.85703 , RightBound: 3.25862
Variance: 0.101444 , St. Deviation: 0.318502
Consumption Values:
LeftBound: 0.370403 , Mean: 1.83366 , RightBound: 2.49189
Variance: 0.1803 , St. Deviation: 0.424617
Capital Values:
LeftBound: 2.84926 , Mean: 14.1104 , RightBound: 19.1684
Variance: 10.5567 , St. Deviation: 3.24911
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