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This paper considers Hotelling’s duopoly model on a tree with parametric service prices.
Two competitors, the leader and the follower, sequentially place a server in a network.
Users decide for a server according to the sum of distance and server price. The goal of
the competitors is to maximize their proﬁt induced by the total demand served. García
and Pelegrín (2003) develop an algorithm with O (n3 logn) running time to compute the
Stackelberg set, i.e., the set of all optimal leader positions.
In this paper we ﬁrst provide an algorithm to compute the Stackelberg set and the
relaxed Simpson set with worst case running time O (n). Second we suggest an algorithm
to compute the optimal set for general monotonous gain functions. Its running time is
O (n logn) and we prove that this bound is tight even for computing the security set.
© 2009 Elsevier B.V. All rights reserved.
Location theory deals with problems of optimally placing facilities to serve the individual demands of a given set of
users. Many problems in that area consider the case where one monopolistic provider places all of the facilities. In contrast,
competitive location investigates scenarios where two (or more) providers place their facilities and users can decide between
the providers [4,6,9,13].
It is assumed that all competitors provide the same type of good or service, hence the user preference can be expressed
solely in terms of distances to the locations of the servers. In our scenario the distances are induced by an underlying edge
weighted tree graph.
The beneﬁt of each competitor is measured by the size of his party, i.e., the total demand (or weight) of the users
connecting to the competitor. The providers act in a non-cooperative way and only aim at maximizing their own beneﬁt. In
this paper we work with a general model for competitive and voting location theory called monotonous gain functions and
introduced in [15].
In the competitive location scenario investigated here, two competitors, called leader and follower, sequentially place one
server each [5,14]. Once the leader has chosen his position, the follower is able to determine an optimal location. Hence the
follower’s reaction is predictable, which the leader can take into account when he makes the initial decision.
Similar questions arise in voting location problems on graphs [2,3,10]. Here a set of users is asked to decide between two
candidates by means of an election, while the user preference is determined by graph distances. Interesting solutions are
particularly stable candidates, i.e., where there is no strong party of users who agree in preferring the same opposition over
that candidate. It turns out that ﬁnding an optimal leader in competitive location is closely related to ﬁnding a most stable
candidate in voting location.
Campos and Moreno [2] introduced a relaxation parameter α into the voting scenario which speciﬁes a grade of reluctance
of users against moving over to the opposition: a user votes for the opposition only if this decreases the distance by at
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J. Spoerhase, H.-C. Wirth / Journal of Discrete Algorithms 7 (2009) 256–266 257least α. This relaxation parameter can also be interpreted in a competitive scenario known as mill pricing [6]: here the two
competitors sell the good at a ﬁxed price speciﬁc to this competitor and the individual user costs are determined by the
sum of the distance and the service price of the server connected to. The relaxation parameter α is closely related to the
difference of the ﬁxed service prices.
The notion parametric prices [8] means that the server prices are part of the input instance and not subject to be adjusted
by the algorithm.
For an overview on the organization of this paper we refer the reader to Section 1.3.
1. Problem formulation and preliminaries
We are given a tree T = (V , E) with node set V and edge set E together with positive edge lengths d: E → R+ (if
the tree contains zero length edges, each of them can be shrinked to a single node in advance). A node weight function
w: V → R+0 speciﬁes the demand at user nodes. The unique path between nodes u, v ∈ V is denoted by P (u, v), and d(u, v)
is its length. By Tu(v) we denote the subtree hanging from node v when T is rooted at u, and by wu(v) :=∑z∈Tu(v) w(z)
its weight.
An edge of the tree can be considered as an inﬁnite set of points. A point x on edge e = (u, v) is speciﬁed by the distance
from one of the endpoints of e, and the remaining distance is derived from the invariant d(u, x)+d(x, v) = d(e). Notice that
the set of points of a graph includes the set of nodes. All points which are not nodes are called inner points. In the sequel
we will use T (and e) both for denoting the tree (the edge) and for denoting all of its points, as the meaning will become
clear from the context. In the sense of these considerations the edge length function d is extended to a distance function
d: T × T → R+0 deﬁned on all pairs of points.
If u ∈ V is a node, the neighborhood of u is denoted by N(u) and contains all adjacent nodes. For an inner point x of
edge (u, v) the neighborhood is deﬁned as N(x) := {u, v}.
Two competing players, the leader and the follower, choose sequentially two points x, y in the tree to place a facility
which serves the customers’ demand. We brieﬂy recall the deﬁnitions of [15]: Given a relaxation parameter α, the set
U (z ≺ z′) consists of all users u preferring z over z′ , i.e.,
U (z ≺ z′) := {u ∈ V | d(u, z′) − d(u, z) > α}. (1)
By w(z ≺ z′) := w(U (z ≺ z′)) =∑{w(u) | u ∈ U (z ≺ z′)} we denote the weight of this set. If x and y are the positions of the
leader and the follower, then U (x ≺ y) and U (y ≺ x) are called the leader party and follower party, respectively. Users neither
in the leader nor in the follower party are undecided and characterized as {u ∈ V | |d(u, x) − d(u, y)| α}.
1.1. Monotonous gain functions
A gain function Φ: T × T → R maps a point pair (y, x) to the value Φ(y ≺ x) which measures in some sense the inﬂuence
of the follower point y after the leader x has been placed into the graph.
Deﬁnition 1 (Monotonous gain function). A gain function Φ is called monotonous, if there is a function ϕ:R+0 ×R+0 → R such
that
1. Φ(y ≺ x) = ϕ(w(y ≺ x),w(x ≺ y)) for all points x, y ∈ T
2. ϕ is (weakly) increasing in the ﬁrst parameter and (weakly) decreasing in the second parameter
3. ϕ can be evaluated in constant time.
The monotonicity requirement is a natural property of many competitive location and voting models.
Deﬁnition 2 (Absolute Φ-score and solution). For a monotonous gain function Φ , the absolute Φ-score of the leader x is
deﬁned as
Φ(x) := max
y∈T Φ(y ≺ x)
and the absolute Φ-score of the graph is deﬁned as
Φ∗ :=min
x∈T Φ(x).
An absolute Φ-solution of a graph is a leader point x with Φ(x) = Φ∗ .
If leader and follower are restricted to place on nodes of the graph only, we speak of discrete score and solution, respec-
tively.
Intuitively speaking, the score Φ(x) denotes the portion of the users leader x must leave to the follower, and Φ∗ is
associated with optimal points from the view of the leader. In the sequel we brieﬂy review a few typical monotonous gain
functions from voting location theory in the sense of the deﬁnitions given in [2]:
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Simpson score (absolute Simpson solution).
Observe that in the deﬁnition of the Simpson score of a point x, all undecided users are actually treated as if they voted
for x. This can pretend a high stability of a solution which does not really exist. To take into account only the sets of users
actually preferring x and y, respectively, and to ignore the undecided users, one sets
(y ≺ x) := w(y ≺ x) − w(x ≺ y) (2)
and deﬁnes the security score as follows:
Deﬁnition 4 (Absoluteα-security). The absolute -score (absolute -solution) is called absolute security score (absolute security
solution).
A closely related monotonous gain function is induced when we take the ratio of the weight of the server parties into
account, which is accomplished by setting Φ(y ≺ x) := w(y ≺ x)/w(x ≺ y).
We brieﬂy report some results on working with monotonous gain functions derived in [15]: Consider that a leader x is
ﬁxed and a follower y moves in the tree approaching the leader. As long as d(x, y) > α, the movement of y can affect the
weights of the parties in two ways: The inﬂuence w(y ≺ x) of the follower can increase (e.g. when y reaches a user node)
or the inﬂuence w(x ≺ y) of the leader can decrease (e.g. when y reaches a position in distance d(y,u) = α of a node u
member of the leader party, thus turning u into an undecided node). By monotonicity property Φ increases with decreasing
d(x, y); however when the distance reaches α all users become suddenly undecided. Hence a local maximum of Φ(y ≺ x)
is attained when the follower has reached a distance d(x, y) “slightly larger than α”. More formally this means that there is
no longer a node u on the path P (x, y) such that 0< d(x,u) < d(x, y)− α or α < d(x,u) < d(x, y). To this end we deﬁne
ε(x) :=min({d(x,u),d(x,u) − α | u ∈ V }∩ R+)
and observe that a point y in distance d(x, y) = α + ε(x) satisﬁes the above condition.
Deﬁnition 5 (α-neighborhood). Let x be a leader point. Any point y with d(x, y) = α + ε(x) is called an α-neighbor of x. The
set of all α-neighbors of x is denoted by Nα(x).
Lemma 6 (Witness). For each point x there is a point y ∈ Nα(x) ∪ {x}, called awitness, such that Φ(x) = Φ(y ≺ x).
Lemma 7 (Characterization of leader and follower party). Let x be a point, y be an α-neighbor of x. If leader places at x and follower
at y, then the leader party is a subtree U (x ≺ y) = T y(x) and the follower party is a subtree U (y ≺ x) = Tx(y).
As a consequence, the weight of the leader and follower party is always the weight of a subtree hanging from a node.
The weights of all those possible subtrees can be pre-computed by two depth ﬁrst search traversals in linear time. Hence
we can afterwards evaluate the monotonous gain function in constant time. (We brieﬂy remark that in the case of discrete
solutions the α-neighborhood is deﬁned differently and the characterization of the leader party is more complex.) For the
sake of easier presentation we introduce ϕ(y, x) := ϕ(wx(y),wy(x)) = ϕ(w(Tx(y)),w(T y(x))).
1.2. Stackelberg
As mentioned above we can apply the relaxed monotonous gain function model also to describe a competitive mill
pricing scenario. Input parameters p,q ∈ R+0 specify the prices when a user connects to the leader or the follower: The total
serving cost of user u when connecting to the leader x or the follower y, respectively, are deﬁned by L(u) := p + d(u, x) or
F (u) := q + d(u, y). Each user u decides to connect to one of the servers according to the following rule set deﬁned in [8].
1. If L(u) 	= F (u), then the user chooses the server with smaller total serving costs.
2. If L(u) = F (u) and d(u, x) 	= d(u, y), then the user chooses the nearest server.
(3. If L(u) = F (u) and d(u, x) = d(u, y), then the user splits his demand w(u): the leader serves (1− f (u)) · w(u) and the
follower serves f (u) · w(u), where f : V → [0,1] is an additional function speciﬁed by the input instance.)
Similar to above we write Σ(y ≺ x) to denote the weight of the user party connecting to the follower according to these
rules.
In [8] the authors state that for the case p > q the problem becomes trivial: the follower can place right at the leader’s
position and thus gain all users. Also when p = q the problem can be solved in linear time O (n) as it becomes equivalent
to the median problem. So we assume throughout the rest of this paper that the prices satisfy p < q. As in this case rule
3 never applies, the user preference rules are greatly simpliﬁed: a user u prefers the follower y over leader x if and only
if d(u, x) − d(u, y) α where α := q − p. Except for the equality in this condition this yields a problem equivalent to the
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we plug the above deﬁnition into Deﬁnition 2 which yields the Stackelberg score Σ(x) of a point x and the optimal score
Σ∗ of the tree.
We brieﬂy remark that in [8] the authors introduce not only prices p,q but also an additional transportation cost factor
c which induces leader costs L(u) := p + c · d(u, x) and similar for follower costs. Is clear that by scaling α := (q − p)/c this
generalization can be handled by our simpliﬁed settings.
Notice that the notion Stackelberg solution with parametric prices used in the current paper must not be confused with the
(relaxed) Stackelberg solution investigated in [10,15]: as pointed out above, the former is similar to the α-Simpson problem,
while the latter is equivalent to the α-security problem.
1.3. Related work and contribution of this paper
In [8] the authors provide an algorithm which computes the set of all (absolute) Stackelberg solutions of a tree in time
O (n3 logn) when p < q. The main idea of their algorithm is in a ﬁrst phase to move a point in small steps along edges in
the tree until an arbitrary optimal position has been found, and in a second phase extend the set of optimal solutions by
similar small step point shifts.
In Section 2 of the current paper we provide an algorithm for the same problem with linear running time O (n). Our
approach computes ﬁrst the optimal value Σ∗ and then determines the set of optimal points with the help of depth ﬁrst
search traversals. The algorithm of the current paper is in fact a combination and modiﬁcation of two ideas: In [15] we
solve the problem of ﬁnding one arbitrary Simpson solution. In [12] the problem to compute the set of all discrete Simpson
solutions is solved, i.e., the competitors place only on nodes of the tree but not on inner points.
We continue with investigating the problem of computing the set of all absolute Φ-solutions for an arbitrary monotonous
gain function Φ . To this end we derive a lower bound of Ω(n logn) in Section 3 and then develop an algorithm with
a matching running time in Section 4. The main idea behind this new approach is, once the optimal solution value Φ∗
has been computed, to recursively subdivide the tree into so called two terminal subtrees in order to determine all points
belonging to the solution set.
The paper concludes in Section 5 with discussing some special cases.
2. Computing the set of Stackelberg solutions
In this section we describe the computation of the set of all Stackelberg solutions. We assume for now that the Stackel-
berg score Σ∗ of the tree is already known. At ﬁrst we deﬁne for each pair (u, v) of points the value δu(v) as follows:
δu(v) := sup
{
d(u, y) | node y ∈ Tu(v) and wu(y) > Σ∗
}
. (3)
This value δu(v) denotes the largest distance between the current candidate u and any node in the subtree Tu(v) which
dominates u. Here, dominating means only that there exists a subtree whose weight is suﬃciently large. If additionally the
distance δu(v) α this means that there is a node y such that Σ(u)Σ(y ≺ u) = wu(y) > Σ∗ proving that the Stackelberg
score Σ(u) exceeds the bound Σ∗ and hence cannot be optimal. We now use these values to characterize the Stackelberg
set:
Lemma 8. A point or node x ∈ T belongs to the Stackelberg set if and only if δx(v) < α for all neighbors v of x.
Proof. Adapting Lemmas 6 and 7 to the Stackelberg criterion we obtain that x has Stackelberg score at most Σ∗ , if and only
if for each point y with d(x, y) = α the condition wx(y)Σ∗ holds. See also Fig. 1(a). 
We argue that knowledge of the values δu(v), δv (u) for all edges (u, v) of the tree is already suﬃcient to output the
desired Stackelberg set as a collection of nodes, edges, and edge segments. According to Lemma 8, to ﬁnd out whether a
node u ∈ V is contained in the Stackelberg solution, it suﬃces to inspect the δ-values on the edges incident with u. The
inner points of edges which are part of the solution set can be characterized as intervals: Let x ∈ (u, v) be an inner point
on an edge (u, v). Then x is a Stackelberg point if and only if (confer also Fig. 1(b))
δu(v) − α < d(u, x) < d(u, v) − δv (u) + α. (4)
These tests can be performed for all nodes and edges in total linear time.
Theorem 9. The set of all (absolute) Stackelberg solutions on a tree with n nodes can be computed in linear time O (n).
Proof. We ﬁrst compute the Stackelberg score Σ∗ with the help of the algorithm described in [15]: The essential difference
between the underlying user preference models is that users satisfying the equality d(u, y) = d(u, x) − α decide for the
y-party in the Stackelberg case while they are undecided in the monotonous gain function model. This suggests to redeﬁne
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the α-neighborhood of a point x to be the set Nα(x) := {y | d(y, x) = α}, and it is easy to observe that with this alternative
deﬁnition the algorithm indeed computes the Stackelberg score.
The linear time computation of the δ-values has been outlined in [12]; essentially the tree is traversed twice while
the δ-values are propagated between incident edges. The subsequent tests and output of the solution have been discussed
above. 
3. Computational lower bound for the absolute security set
In this section we contrast the linear time algorithm results for the Simpson and Stackelberg set established above with
a lower bound of Ω(n logn) for computing the whole security set. This shows that in general computing the set of all
Φ-solutions becomes harder when the monotonous gain function no longer depends solely on the weight of the follower
party. Furthermore it demonstrates that the computation of all Φ-solutions is more diﬃcult than ﬁnding an arbitrary rep-
resentative of that set, since the latter problem can be solved in linear time [15]. More formally we prove a lower bound of
Ω(n logn) for the exploration of the absolute security set in a unit cost RAM model as deﬁned in [1]. In Section 4 we will
complement this result by developing an algorithm with a matching running time O (n logn).
To derive the lower bound we make use of general results for several computation models from [1,16] which can essen-
tially be summarized as follows: Let (Wn)n∈N be a sequence of point sets where each set Wn ⊆ Rn is scale invariant (this
means that z ∈ W implies λz ∈ W for all λ > 0) and rationally dispersed (which means that for every x ∈ Rn and every ε > 0
there is a rational z in the ε-neighborhood of x such that x ∈ W ⇔ z ∈ W ). Then the problem of deciding whether a given
x ∈ Zn is contained in Wn needs Ω(logβ((Wn)◦)) running time. Here, β(X) denotes the number of connected components
of a set X , X the closure of X , X◦ the interior of X , and ∂ X = X − X◦ the boundary of X .
In the sequel we are going to deﬁne a set W with n! connected components which according to the above mentioned
results needs time Ω(n logn) to be decided. Then we show that the set W can be decided by computing the security set,
which yields the desired lower bound. To this end we deﬁne the set
W := {(d1, . . . ,dn,w1, . . . ,wn) | d j  di ⇒ w j  wi for all i, j = 1, . . . ,n}⊆ R2n.
Observe that W is scale invariant and rationally dispersed.
Lemma 10. The set (W )◦ has at least n! many connected components.
Proof. Let π ∈ Sn be a permutation in the symmetric group Sn . Consider the set
Wπ :=
{
(d1, . . . ,dn,w1, . . . ,wn) ∈ W | dπ(1) < · · · < dπ(n) and wπ(1) < · · · < wπ(n)
}
.
For different permutations π the sets Wπ are maximally connected subsets of (W )◦ and pairwise disjoint. This follows
from the following observation: If z ∈ ∂W then there must be indices j 	= i such that d j = di or w j = wi . Since d j = di
implies w j = wi we can assume that d j  di and w j = wi . For each ε > 0 consider the point z′ which is derived from z by
replacing the coordinates d′i := di + ε, d′j := d j − ε, w ′i := wi − ε, w ′j := w j + ε. Then z′ /∈ W because in the ε2 -neighborhood
of z′ there is no point of W and hence z /∈ (W )◦ . Thus (W )◦ ⊆ W ◦ and in fact (W )◦ = W ◦ . It is easy to see that the sets
Wπ are the connected components of W ◦ . Hence W has at least n! many connected components. 
Together with the results of [1] it follows that in the unit cost RAM model with integer inputs the complexity of deciding
membership for W is Ω(n logn).
Now we are going to show that deciding if the security set of a given tree contains a particular subset of the nodes is
as least as hard as deciding membership in W . Let z := (d1, . . . ,dn,w1, . . . ,wn) ∈ Z2n be given. We construct a tree T as
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With α := 2 ·maxi di the edge lengths are set as d(v, xi) := di and d(v, yi) := α − di + 12 for all i.
Assume that the leader locates at a leaf xi with (xi) > 0. Then the follower won’t locate at an edge incident with some
x j since d(xi, x j) = di + d j  α for all i, j. Instead the follower will pick a position on an edge incident with some y j and
in particular where d j  di for otherwise we had again d(xi, y j) = di + α − d j + 12 < α. Hence the security score of xi is
determined by (xi) = max{w j − wi | d j  di} ∪ {0}. Then it is clear that (xi) = 0 for all i if and only if z ∈ W . On the
other hand ∗ = 0 since (v) = 0. We can conclude: the node set {x1, . . . , xn} is contained in the security set if and only if
z ∈ W which completes the reduction.
Theorem 11 (Lower bound). The complexity of the computation of the absolute security set of a tree is Ω(n logn) in the unit cost RAM
model.
As a consequence of this result the algorithm in Section 4 for general monotonous gain functions is optimal.
4. Computing the set of all absolute Φ-solutions
In this section we develop an algorithm which outputs the set of all absolute Φ-solutions in a tree where Φ is an
arbitrary monotonous gain function. As in the case of Stackelberg solution (confer Section 2) we ﬁrst compute the optimal
score Φ∗ using the algorithm from [15] and determine then the complete solution set based on this knowledge. To this end
we introduce for each point u and neighbor v ∈ N(u) a value δu(v) which denotes the maximum distance of u to a node
y ∈ Tu(v) that dominates u, i.e.,
δu(v) := sup
{
d(u, y) | node y ∈ Tu(v) and ϕ(y,u) > Φ∗
}
, (5)
where Φ∗ is the absolute Φ-score of the tree. This is a straightforward generalization of (3) since in the case of Stackelberg
we have ϕ(y,u) = wu(y). Observe that the set can become the empty set in which case δu(v) = sup∅ = −∞.
Lemma 12. A point or node x ∈ T is an absolute Φ-solution if and only if δx(v) α for all neighbors v of x.
Proof. Assume that δx(v) > α for some neighbor v of x. Then there is a node y ∈ Tx(v) with d(x, y) > α and ϕ(y, x) > Φ∗ .
Let y′ ∈ P (x, y) ∩ Nα(x). Obviously, wx(y′)  wx(y) and on the other hand the leader party is now exactly T y(x). Hence
Φ(x)Φ(y′ ≺ x) = ϕ(y′ ≺ x) ϕ(y ≺ x) > Φ∗ .
Conversely, if Φ(x) > Φ∗ then there is an α-neighbor y of x which is also a witness. Let y′ be the node in Tx(y) closest
to y (and possibly coinciding with y). Then ϕ(y′ ≺ x) = Φ(y ≺ x) = Φ(x) > Φ∗ and d(x, y′) > α. Hence δx(v) > α for the
neighbor v of x on the path P (x, y′). 
This allows to apply the interval test (4) described for the Stackelberg problem above, with < replaced by . Thus it
remains only to discuss how these δ-values can be computed when a general monotonous gain function is involved.
In the case of the Stackelberg problem we were able to base the computation of the δ-values on a fast propagation
of these values between incident edges (see [12]). More precisely, if (u, v) is an edge and wu(v) > Σ∗ , then δu(v) =
d(u, v) + max{δv(u′) | u′ ∈ N(v) and u′ 	= u} ∪ {0}. This reﬂects the fact that in some sense the Σ-score does depend only
on the weight of the follower party, namely for given u 	= y, the value ϕ(y, x) = wu(y) is constant for all x ∈ T y(u).
Unfortunately, an analogous relation does no longer hold in general for the absolute Φ-score: now the Φ-score depends
on the weights of both the follower and the leader party. See Section 5.1 for a further discussion of leader independent
monotonous gain function.
4.1. Degree bounded trees
We are now going to describe how to compute the desired δ-values. To simplify the presentation we ﬁrst restrict to the
case where the input tree is degree-3-bounded. We will argue in Section 4.2 how the algorithm can be modiﬁed to work
with general trees. Recall that the absolute score Φ∗ of the tree has already been determined.
A two terminal subtree (TTST) is a subtree with two designated leaves, the terminal nodes. We write Tst to denote a TTST
with terminals s, t . A valid subdivision of a TTST Tst is a partition of the edge set of Tst into TTSTs such that the resulting
subtrees (called child TTSTs) only intersect at terminals.
Lemma 13. A degree-3-bounded TTST with n′ nodes can be subdivided into at most ﬁve child TTSTs, each of them having no more than
n′/2 nodes. This subdivision can be computed in linear time.
Proof. Let Tst be a TTST with maximum degree 3. To denote the desired subdivision it suﬃces to specify a valid set of
terminal nodes: Such a valid set contains s and t and has the property that for any three nodes x, y, z in that set the
intersection of the paths P (x, y), P (y, z), and P (z, x) is always also a member of the set. Splitting the tree at these terminal
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Fig. 3. Situation in algorithm ComputeDeltaValues.
nodes yields subtrees with at most two delimiting terminals. If a subtree has only one terminal we can add an arbitrary
leaf to complete the construction.
In order to specify such a valid set of terminals determine an unweighted median node m (we refer to Goldman’s linear
time algorithm [7]) and ﬁx the nodes s, t,m as terminals. If m is not already on the path P (s, t), then add the node m′ on
P (s, t) which is closest to m to the terminal set. By construction there are no more than ﬁve child trees, and the selection
of the median guarantees the desired size bound. See also Fig. 2. 
The main algorithm divides the input tree recursively into TTSTs according to the above median rule and computes for
all edges (u, v) of a TTST S a restricted δ-value which is deﬁned as
δSu (v) := sup
{
d(u, y) | node y ∈ Tu(v) ∩ S and ϕ(y,u) > Φ∗
}
. (6)
A restricted value δSu (v) denotes the maximum distance to a node dominating u, where only nodes from the TTST S are
taken into account as valid opposition nodes. During the execution of the algorithm we propagate the restricted δ-values
from single edges (at the bottom of the recursion) towards larger TTSTs ending at the input tree, where the unrestricted
δ-values according to (5) will have been computed.
Let S be a TTST with child TTSTs Si and assume that the restricted δSi -values have already been computed. In order
to determine the δS -values for the father we essentially have to update the δSi -values with a loosened restriction that an
opposition may also place within a child S j 	= Si : For any edge (u, v) ∈ Si we have the relation
δSu (v) = max
({
δ
Si
u (v)
}∪ {d(u, y) | node y ∈ S j for some S j ⊆ Tu(v) and ϕ(y,u) > Φ∗}).
In the remainder of this section we will describe how all these values can be computed at once eﬃciently in total linear
time O (|S|).
To this end we consider each pair (Si, S j), Si 	= S j , and handle the case where the leader locates in Si and the follower
in S j (the opposite direction is similar). The above operation is supported by lists stored in the child TTSTs, and the update
of the restricted δ-values can be carried out for each edge in a single traversal of these lists.
For each TTST S := Tst with terminals s, t we maintain two lists LS(s), LS(t). We describe the construction of the LS(t)
only, as the other list is deﬁned symmetrically. The list LS(t) contains for each edge e = (u, v) ∈ Tst (directed such that v is
the endpoint of e closest to t) the entry (e,d(u, t),wt(u)). The lists are kept sorted by the weights.
If the TTST S contains only one edge, e = (s, t), the lists are initialized with one element each: LS(s) := (e,d(s, t),ws(t))
and LS (t) := (e,d(s, t),wt(s)). In this case, the restricted δ-values are initialized as follows
δSs (t) :=
{
d(s, t) if ϕ(t, s) > Φ∗,
−∞ otherwise.
If the TTST S consists of more than one edge and is subdivided into child TTSTs Si (with terminals si, ti), we consider each
pair (Si, S j) of distinct children and traverse their lists LSi (ti) and LS j (s j) in parallel and in descending order with respect
to the weights. (The situation is illustrated in Fig. 3 and the details of this algorithm are drawn out in Fig. 4.) We maintain
two pointers to an edge (u, v) in the list LSi (ti) and to an edge (z, y) in list LS j (s j), respectively, with the invariant that
y is the least weighted node still dominating u, i.e., ϕ(y,u) > Φ∗ . Moreover we remember in dmax the largest distance
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2 for all child TTSTs Si of S
3 initialize δSu (v) ← δSiu (v) and δSv (u) ← δSiv (u) for all (u, v) ∈ Si
4 for each pair Si , S j of different child TTSTs
5 let ti ∈ Si , s j ∈ S j be the terminals closest to each other
6 assume
wti (u1) · · · wti (ul) for the edges (uk, vk) ∈ LSi (ti)
ws j (y1) · · · ws j (yl′ ) for the edges (zk, yk) ∈ LS j (s j)
7 initialize k ← 1, k′ ← 1, dmax ← −∞
8 while k l
9 while k′  l′ and ϕ(yk′ ,uk) > Φ∗
10 dmax ←max{dmax,d(s j , yk′ )}
11 k′ ← k′ + 1
12 δSuk (vk) ← max{δSuk (vk),d(uk, ti)+ d(ti , s j)+ dmax)}
13 k ← k + 1
14 output: restricted values δSu (v) for all (u, v) ∈ S
Fig. 4. Algorithm ComputeDeltaValues.
encountered in the list LS j (s j) so far. In other words the value dmax describes the maximum distance from s j to a node in
S j which dominates u. Whenever the pointer in LS j (s j) reaches the least weighted node dominating u, we update the value
δSu (v) := max{δSu (v),d(u, ti)+d(ti, s j)+dmax} and advance the pointer in LSi (ti). This way by a single traversal of both child
lists all values in the parent list are updated, and the running time for handling a pair (Si, S j) is linear in the size of Si and
S j . Since the number of children is constant the execution of Algorithm ComputeDeltaValues in Fig. 4 is in fact O (|S|).
The list LS(t) of the parent S consists of a merge of the lists LSi (ti) of all children Si , where in each entry (·,d(u, ti), ·)
the distance is updated to d(u, t) := d(u, ti) + d(ti, t). (Here we assume that the terminal nodes si, ti of Si are ordered such
that ti is the terminal node closest to t .) This computation can be implemented by linear traversals of the LSi (ti) lists in a
merge-sort like manner, as these have already been presorted in the preceding recursion level.
Theorem 14. For any monotonous gain function Φ and any degree-3-bounded tree without zero length edges the set of all absolute
Φ-solutions can be computed in time O (n logn).
Proof. For proving the correctness it remains to show that the values computed by the algorithm comply with the deﬁnition
given in (6). This can be easily shown by structural induction over the depth of the decomposition into TTSTs.
We claim that the running time of the algorithm is O (n logn). This follows from the fact that the running time T (n) on
an n-node tree can be estimated as
T (n) = c · n +
r∑
i=1
T (ni) c · n · log2 n
where c is a constant (describing the effort for dividing the problem into and merging it from subproblems of size ni  n/2
each) and r  5 is the number of subproblems. The size bound ni  n/2 is guaranteed since we use a median node for
splitting the current subtree. 
4.2. General trees
We are now going to loosen the temporary restrictions imposed in the previous section. If an input tree is not degree-
3-bounded we can enforce this property by splitting nodes of larger degree and inserting zero length edges; the weight of
the original node can be distributed arbitrarily amongst the new representatives. This preprocessing enlarges the size of the
tree by a factor at most two.
If the tree contains zero length edges then the conclusions drawn from Lemma 12 are no longer true. This is due to the
fact that for a given leader-follower pair (x, y) with y ∈ Nα(x) Theorem 7 may not hold, i.e., the leader U (x ≺ y) party may
contain nodes not in T y(x), namely those with distance 0 to x. However this does not invalidate the correctness: at the
end of the algorithm the desired δ-values of edges in the original tree can be taken from the corresponding edges in the
expanded tree, while the values of the added zero length edges are simply ignored.
Corollary 15. For anymonotonous gain functionΦ and any tree the set of all absoluteΦ-solutions can be computed in time O (n logn).
5. Further remarks and conclusions
In the sequel we discuss some simpliﬁcations possible for particular monotonous gain functions and shed some light on
how far our approach can be applied to the discrete (i.e., non-absolute) model.
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As pointed out in Section 2 the exploration of the whole set of absolute Simpson and absolute Stackelberg solutions
can be performed in linear time. This is due to the fact that the corresponding function ϕ(· , ·) does not at all depend on
the second parameter, namely the weight of the leader party. We call a monotonous gain function which is induced by
a function ϕ(·, ·) increasing in the ﬁrst parameter and independent from the second parameter to be a leader independent
monotonous gain function. Clearly the same approach works for all leader independent monotonous gain functions.
Corollary 16. LetΦ be a leader independent monotonous gain function. Then the set of absoluteΦ-solutions can be computed in linear
time.
This is a generalization of Theorem 9. Moreover, if for a leader independent monotonous gain function the corresponding
function ϕ is even strictly monotonous in the ﬁrst parameter (the weight of the follower party) the Φ-solution always
coincides with the Simpson set.
5.2. Security score
As shown in Section 3 there is no similar improvement for the complete exploration of the security set, where ϕ obvi-
ously depends on both parameters. However in this case the ﬁrst phase of the algorithm, namely the computation of the
optimal score ∗ , becomes trivial; in fact we claim that ∗ = 0 holds for each tree: First observe that the follower may
replicate the leader position. Hence we have (x)(x ≺ x) = 0 for each point x ∈ T and thus ∗  0. On the other hand
subtrees Tm(y) hanging from a weighted median m have always weight wm(y)  12w(T ) for all y 	= m [11]. Hence if the
leader places at a weighted median m, (y ≺m) 0 for all y implies (m) 0 as well. This shows the claim.
5.3. Strong Φ-solutions
To establish the following results we assume that the underlying tree does not contain zero length edges and that each
zero weight node has degree of at least three. This is certainly not a strong limitation and can always be enforced by
preprocessing the tree.
Observe that w(y ≺ x) = 0 if and only if d(x, y) α. In this case the monotonicity property of a gain function requires
that Φ(y ≺ x) equals the same constant Φ0 for all pairs (x, y) with distance at most α. The relation Φ(x ≺ x) = Φ0 thus
establishes a lower bound on Φ(x) for each point x. However the value Φ0 ∈ R can be chosen arbitrarily without violating
the monotonicity property. To be more exact, if we decrease Φ0 the set of Φ-solutions shrinks simultaneously. From a
certain point of view the observation that the follower y can always locate at x and enforce the gain Φ(y ≺ x) = Φ(x ≺ x) =
Φ0 yields somewhat uninteresting solutions: it provides no further information on the stability of x as this placement is
possible for each point. This suggests to fade out the impact of location duplication and require that the follower takes on a
location substantially different from the leader, which is achieved by setting Φ0 := −∞. In the case of (· , ·) we arrive at
the strong security notion ′ as discussed in [15]:
′(y ≺ x) :=
{
w(y ≺ x) − w(x ≺ y) if d(x, y) > α
−∞ otherwise.
In contrast to the original security score  deﬁned by (2) now the case ′(x) < 0 may indeed occur. Moreover the solution
set does not necessarily contain a weighted median as shown in [15]. Although this complicates the computation of the
optimal ′-score, i.e., the ﬁrst phase of our algorithm, the exploration phase is now much simpler since the solution set
cannot contain inner points of more than one edge: If x1 and x2 are inner points of different edges, each node u on path
P (x1, x2) can easily be shown to have a modiﬁed security score ′(u) <max{′(x1),′(x2)}.
These considerations carry over to all functions ϕ strictly monotonous in the second parameter.
Deﬁnition 17 (Strong Φ-solution). Let Φ be a monotonous gain function induced by a ϕ:R × R → R. Let Φ ′ be the
monotonous gain function deﬁned by
Φ ′(y ≺ x) :=
{
ϕ(w(y ≺ x),w(x ≺ y)) if d(x, y) > α
−∞ otherwise.
Then the Φ ′-solutions are called strong Φ-solutions.
Theorem 18. Let ϕ:R × R → R be a function increasing in the ﬁrst and strictly decreasing in the second parameter. Let Φ be the
induced monotonous gain function. Then the set of all strong Φ-solutions is a closed segment of one single edge and can be determined
in linear time.
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Proof. Let x1, x2 be inner points of distinct edges and u be a node on path P (x1, x2). Let y be a witness of u, i.e., Φ(y ≺
u) = Φ(u). Then P (u, y) cannot meet both of the points x1 and x2. Assume that x1 /∈ P (u, y). Then wy(x1) < wy(u) and
wx1 (y) = wu(y) and hence
Φ(x1)Φ(y ≺ x1) ϕ(y, x1) > ϕ(y,u) = Φ(u).
To prove the second claim consider an optimal point x. We are going to show that it is possible to identify the edge
(u, v) containing the solution set in linear time. This establishes the claim since once we know edge (u, v) we are able to
compute δu(v) as well as δv (u) in linear time and thus can determine the solution set by intersecting the corresponding
intervals.
If x is an inner point of an edge (u, v) we are done. Otherwise let x be a node. Compute an optimal follower location
y and a neighbor v ∈ N(x) such that y is not contained in the subtree Tv (x). This is possible in O (n). Owing to the strict
monotonicity of ϕ all points x′ 	= x in Tv (x) have a score Φ(x′)  Φ(y ≺ x′) > Φ(x). This shows that the solution set is a
subset of the edge (x, v) and completes the proof. 
5.4. Comparing absolute and discrete model
Let us ﬁnally take a look at the discrete model where leader and follower place their facilities only at nodes of the
tree. There seems to be no obvious way to adapt our approach to this model. This is surprising at ﬁrst glance since one
could suspect that a solution arising from discrete model is merely a subset of the absolute solution set constructed by
intersecting with the node set. However this conjecture is not true: The example in Fig. 5 shows that in fact it is possible
that the absolute strong security set and the discrete strong security set may fall arbitrary many nodes apart from each
other. For a given k ∈ N, the graph consists of 2k + 3 nodes. All but one node have unit weight. In the absolute case, the
leader places at node xa with a leader party weight of 2k+1 and a follower party weight of 1, resulting in a strong security
score of −2k. In the discrete case, the leader places at xd and gains 4k while the follower gains 1, resulting in strong security
score 1− 4k.
What prevents the discrete model from using the recursive dividing algorithm described in the previous sections is that
the leader party U (x ≺ y) may contain nodes outside the subtree T y(x) hanging from leader node x; in fact it can be a
subtree with a root node on the path P (x, y). Determining these subtrees is handled in [15] with the concept of front nodes.
On the other hand if we restrict our attention to leader independent gain functions the structure of the leader party is
clearly no longer important. This enables us to formulate Corollary 16 also for the discrete model.
Theorem 19. Let Φ be a leader independent monotonous gain function. Then the corresponding set of discrete Φ-solutions can be
computed in linear time.
Proof. We claim that the approach of Section 5.1 works also for determining the set of discrete Φ-solutions. It is easy
to observe that in the case of leader independence the discrete and the absolute Φ-scores of a node are identical. As a
consequence, if the absolute optimum found by the algorithm suggested in [15] falls on a node then it is also a discrete
optimum. If it falls on an inner point of an edge then by the monotonicity property one of the endpoints of that edge must
be a discrete optimum. The Φ-scores of these two endpoints can be determined in linear time.
For the computation of the δ-values we can use the algorithm for the absolute model with Σ∗ set accordingly. 
5.5. Conclusions
In this paper we have provided a linear time algorithm for computing the set of all absolute Simpson and Stackelberg so-
lutions. This improves the running time of O (n3 logn) from [8]. This result carries over to all leader independent monotonous
gain functions. For general monotonous gain functions Φ we have provided an algorithm to compute the set of all absolute
Φ-solutions with running time O (n logn) and a matching lower bound which proves that this running time is optimal.
Computing the Φ-score or an arbitrary single Φ-solution only can be achieved with the O (n) algorithm from [15].
For computing the set of all discrete α-Simpson solutions there is the O (n logn) algorithm from [12]. Theorem 19 shows
that this time can be improved to optimality O (n). An interesting open problem is to develop an algorithm for determining
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of MGF absolute (at points) discrete (at nodes)
Φ-score O (n) [15] O (n(logn)2) [15]
(optimal)
set of general O (n logn) Corollary 15 O (n2 logn)
Φ-solutions (optimal) Theorem 11 [enumeration]
strong O (n) Theorem 18
(optimal)
leader O (n) Corollary 16 O (n) Theorem 19
independent (optimal) (optimal)
Fig. 6. Overview of the complexity of monotonous gain function related problems. The class of leader independent MGFs includes the Simpson and Stack-
elberg problems.
the discrete α-security set (more generally, for all non-leader-independent monotonous gain functions) which is faster than
the O (n2 logn) exhaustive search approach.
Fig. 6 gives an overview of the most important complexity results known for monotonous gain functions.
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