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Introduccio´n
Tradicionalmente, hablamos de dos tipos de ondas. Por un lado esta´n las
ondas lineales y por otro lado las ondas no lineales. Las primeras, las ondas
lineales, son las ondas familiares de la vida diaria, como, por ejemplo, las
ondas de luz y las ondas de sonido. E´stas tienen sea cua´l sea su forma,
velocidad, amplitud y longitud de onda constante. Mientras que en el caso
de las ondas no lineales esta propiedad no se cumple.
Un ejemplo claro de ondas no lineales, las cuales son menos familiares y son
bien distintas de las lineales, es una ola en el mar aproxima´ndose hacia la
orilla. En este ejemplo se puede apreciar que la distancia entre las crestas
va decreciendo, la altura de las olas va creciendo mientras van percibiendo
el fondo, y la velocidad cambia lo que permite que la parte superior de la
ola se adelante sobre la inferior cayendo sobre ella y rompiendo la ola.
Centra´ndonos ahora en la Matema´tica y F´ısica No lineal, uno de los logros
ma´s notables se consiguio´ en la segunda mitad del siglo XX con la Teor´ıa
de Solitones.
Los solitones son ondas no lineales que exhiben un comportamiento ex-
tremadamente inesperado e interesante, se trata de ondas solitarias que se
propagan sin deformarse.
Para aclarar algunas ideas, haremos un pequen˜o repaso histo´rico sobre el
tema.
Transcurr´ıa el an˜o 1834, mientras se realizaban experimentos para deter-
minar un disen˜o eficiente para barcos de canal, cuando un joven ingeniero
escoce´s llamado John Scott Russell (1808-1882) hizo un notable descubri-
miento cient´ıfico.
Durante un paseo a caballo por los alrededores de Edimburgo, en el Union
Canal en Hermiston, muy cerca del campus Riccarton de la Universidad
Heriot-Watt, el ingeniero observo´ co´mo una barcaza era remolcada a lo largo
de un estrecho canal por dos caballos que tiraban desde tierra. Mientras
Russell, contemplaba el especta´culo, la barcaza se detuvo repentinamente,
ocasionando un movimiento violento del agua. Ante el asombro de Russell,
se levanto´ una ola en la proa de la nave y “fue´ desliza´ndose a gran velocidad
hacia delante, formando una u´nica ondulacio´n de gran altura; una montan˜a
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de agua, redondeada y bien diferenciable, que continuo´ su recorrido por el
canal, sin variar aparentemente su forma o reducir la velocidad”.
Russell al observar este feno´meno monto´ en su caballo y persiguio´ a la ola
hasta que desaparecio´ entre las innumerables curvas del canal. La gigantesca
ola que vio Russell en el canal era un promontorio u´nico sobre la superficie
en calma del agua, que manten´ıa su forma intacta mientras avanzaba. Sor-
prendido por aquella visio´n, Russell ten´ıa que averiguar sin demora si hab´ıa
sido v´ıctima, quiza´s, de alguna ilusio´n o´ptica. Por este motivo, el ingeniero
volvio´ una y otra vez al canal para hacer nuevas observaciones, y en cada
ocasio´n ten´ıa la oportunidad de contemplar ato´nito olas u´nicas. Russell las
llamo´ “great waves of translation” y se dedico´ a perfeccionar diferentes
te´cnicas para reproducirlas en su laboratorio (el jard´ın trasero de su casa).
Entre sus resultados emp´ıricos se encuentra que la amplitud es proporcional
a la velocidad de la onda, que el volumen de agua en la onda es igual al
del agua desplazada, y fue capaz de obtener una fo´rmula que expresaba la
velocidad de la onda en te´rminos de la amplitud y profundidad del canal.
As´ı, en 1844 en su “Report on Waves” Russell describio´ lo ocurrido como:
I believe I shall best introduce the phenomenon by describing the circumstan-
ces of my own first acquaintance with it. I was observing the motion of a boat
which was rapidly drawn along a narrow channel by a pair of horses, when
the boat suddenly stopped - not so the mass of water in the channel which it
had put in motion; it accumulated round the prow of the vessel in a state of
violent agitation, then suddenly leaving it behind, rolled forward with great
velocity, assuming the form of a large solitary elevation, a rounded, smooth
and well-defined heap of water, which continued its course along the channel
apparently without change of form or diminution of speed. I followed it on
horseback, and overtook it still rolling on at a rate of some eight or nine
miles an hour, preserving its original figure some thirty feet long and a foot
to a foot and a half in height. Its height gradually diminished, and after a
chase of one or two miles I lost it in the windings of the channel. Such,
in the month of August 1834, was my first chance interview with that sin-
gular and beautiful phenomenon which I have called the Wave of Translation.
Finalmente, pudo recopilar los datos suficientes como para redactar un in-
forme coherente, que envio´ a la Royal Society de Edimburgo. Su pu-
blicacio´n impresiono´ tanto a los investigadores de la naturaleza de todo
el mundo, que e´stos tambie´n intentaron observar las misteriosas olas en
charcas, estanques, lagos y canales, para desvelar los mecanismos de su for-
macio´n. El descubrimiento de las olas u´nicas por parte del investigador
escoce´s tuvo como consecuencia el despertar de un nuevo y enorme intere´s
por este feno´meno desconocido hasta entonces.
Muchos cient´ıficos investigaron este feno´meno durante an˜os, pero no fue
hasta 1895, cuando Diederick Johannes Korteweg (1848-1941) y su estu-
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diante Gustav de Vries (1866-1934) presentaron la ecuacio´n en derivadas
parciales no lineal que captura la esencia de este feno´meno, la ecuacio´n de
Korteweg-de Vries o KdV:
ut + εuux + uxxx = 0, u = u(x, t),
donde como veremos en el primer cap´ıtulo de la presente memoria, el se-
gundo y tercer te´rmino son los responsables de este curioso feno´meno. De
hecho, en el primer cap´ıtulo estudiaremos la ecuacio´n KdV y explicaremos
el equilibrio entre los efectos de dispersio´n y no linealidad que dan lugar a
la solucio´n de tipo solito´n.
En el segundo cap´ıtulo, presentaremos el concepto de integrabilidad. Apli-
caremos la te´cnica del par de Lax a la ma´s simple ecuacio´n en derivadas
parciales de primer orden y lineal, la ecuacio´n de adveccio´n, y a la ecuacio´n
KdV indicada arriba. En este caso se mostrara´ la no unicidad de los opera-
dores que intervienen en el par de Lax y se mostrara´n algunos casos con-
cretos. Adema´s, se analizara´ el formato matricial del par de Lax tambie´n
aplicado a la ecuacio´n KdV citada anteriormente.
Asimismo, en el tercer cap´ıtulo usaremos el par de Lax para volver a obtener
la solucio´n de tipo solito´n obtenida en el cap´ıtulo introductorio y se dara´n
unas pinceladas de las posibles generalizaciones para poder obtener otras
soluciones de la ecuacio´n KdV.
Por u´ltimo, cabe destacar que se an˜aden tres ape´ndices, uno por cada
cap´ıtulo. En el Ape´ndice A, se presentan brevemente los me´todos nume´ricos
necesarios para realizar la resolucio´n nume´rica de la ecuacio´n KdV en Mathe-
matica.
En el Ape´ndice B se adjuntan cuatro programas en Mathematica. En los
dos primeros se desarrollan las “manipulaciones” para obtener la ecuacio´n
KdV como una condicio´n de compatibilidad de la ecuacio´n de Lax a trave´s
de diferentes operadores que constituyen el denominado par de Lax. En el
tercero, se desarrolla un programa en Mathematica donde se obtiene una
variante de la ecuacio´n KdV mencionada arriba donde el coeficiente que
acompan˜a al termino no lineal es −6, utilizando un par de Lax donde los
operadores contienen variables desconocidas. En el u´ltimo, se da un ejemplo
del par de Lax en formato matricial aplicado tambie´n a la ecuacio´n KdV
citada anteriormente.
Finalmente, en el Ape´ndice C se an˜aden las ideas para poder demostrar unas
Propiedades, Lemas y Proposiciones mencionadas en el tercer cap´ıtulo.

Cap´ıtulo 1
La ecuacio´n de Korteweg-de
Vries o KdV
La ecuacio´n de Korteweg-de Vries o ecuacio´n KdV es una de las ecuaciones
en derivadas parciales no lineal completamente integrable. Existen muchas
definiciones de sistema integrable, que consisten en la pra´ctica en una lista de
propiedades comunes de este tipo de sistemas (quiza´s con alguna excepcio´n).
Entre estas propiedades podemos citar: solubilidad mediante la Transfor-
mada Inversa de Scattering y el problema lineal subyacente asociado (el
Par de Lax), transformaciones de Darboux, transformaciones de Ba¨cklund
y las correspondientes fo´rmulas de superposicio´n no lineales; la propiedad
de Painleve´, tanto para la propia ecuacio´n en derivadas parciales (EDPs),
como para sus reducciones a ecuaciones diferenciales ordinarias (EDOs); un
nu´mero infinito de leyes de conservacio´n; estructura multihamiltoniana, ope-
radores de recurrencia y jerarqu´ıas asociadas; as´ı como la forma bilineal de
Hirota.
En este primer cap´ıtulo vamos a describir la ecuacio´n KdV explicando la
solucio´n de tipo solito´n. Adema´s, vamos a realizar una resolucio´n nume´rica
mediante Mathematica para entender con una representacio´n gra´fica el com-
portamiento del solito´n.
1.1 Ondas lineales
Una onda es una sen˜al que se transfiere de una parte de un medio a otra con
una velocidad de propagacio´n dada, transportando energ´ıa y cantidad de
movimiento pero sin transporte de materia. Las part´ıculas vibran alrededor
de la posicio´n de equilibrio pero no viajan con la perturbacio´n. Su origen
puede deberse a cualquier disturbio ocasionado en el medio al variar alguna
cantidad espec´ıfica, pero que permite identificar claramente su ubicacio´n en
cualquier tiempo determinado.
1
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Consideremos inicialmente la ecuacio´n de onda unidimensional [1, 2]
∂2u
∂t2
= c2
∂2u
∂x2
, u = u(x, t), (1.1)
donde c es la velocidad de propagacio´n de la onda. Dicha ecuacio´n describe
la altura de una cuerda vibrante en funcio´n del tiempo y el espacio. Cuando
la onda se propaga por la cuerda, cada punto de la cuerda se mueve hacia
arriba y hacia abajo (perpendicularmente a la direccio´n de propagacio´n)
experimentando un movimiento armo´nico simple cuya frecuencia es la del
diapaso´n.
A continuacio´n, vamos a definir algunos elementos de una onda, los cuales
aparecera´n en la Figura 1.1.
- Periodo (T ): es el tiempo que emplea el objeto desplazado para realizar
una oscilacio´n completa alrededor de su posicio´n de equilibrio.
- Frecuencia (f): es el numero de oscilaciones que efectu´a cualquier punto
de la onda por unidad de tiempo.
Se puede ver que el rec´ıproco del periodo es la frecuencia:
f =
1
T
.
- Amplitud (A): es el desplazamiento ma´ximo respecto de la posicio´n de
equilibrio. La posicio´n ma´s alta con respecto a la posicio´n de equilibrio se
llama cresta, mientras que la posicio´n ma´s baja respecto a la posicio´n de
equilibrio es denominada valle.
- Longitud de onda (λ): es la distancia mı´nima recorrida en el espacio hasta
que la funcio´n de onda se repite (la distancia entre crestas por ejemplo).
- Velocidad de propagacio´n: es la velocidad con la que se propaga una onda.
Figura 1.1: Onda.
Una solucio´n sencilla de la ecuacio´n de onda (1.1) es [3, 4]
u(x, t) = Aei(kx+ωt), (1.2)
que se trata de una onda plana donde A, k y ω son constantes.
A k se le denomina numero de onda, A es la amplitud de la onda y ω es
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la frecuencia angular. El nu´mero de onda esta´ relacionado con la longitud
de onda λ y la frecuencia ω, mediante la expresio´n k =
2pi
λ
=
ω
c
, de donde
obtenemos que ω = c k, donde c = c(k), que es la denominada relacio´n de
dispersio´n para este tipo de ondas.
En general, la relacio´n de dispersio´n indica que la frecuencia ω depende del
nu´mero de onda, es decir, ω = ω(k), lo cual significa, f´ısicamente, que existe
una relacio´n entre la energ´ıa del sistema y su momento.
Para una onda plana como (1.2) se tiene que ei(kx+ωt) = eik(x+
ω
k
t), por lo
tanto la velocidad de la onda depende del nu´mero de onda, lo que nos lleva
a concluir que ondas con diferente nu´mero de onda se mueven a diferente
velocidad, as´ı que la propagacio´n es dispersiva.
En definitiva, se puede concluir que un problema de propagacio´n de ondas
es no dispersivo si la velocidad de la onda ω(k)k es constante.
La relacio´n de dispersio´n es importante porque gracias a ella podemos des-
cribir como se disipa la energ´ıa en un sistema dado, esto indica que es posible
definir dos tipos de velocidades, la velocidad de fase y la velocidad de grupo.
Para una onda de la forma u(x, t) = f(kx+ ωt) donde k y ω son contantes,
la velocidad de fase es
vp =
ω
k
.
Y la propagacio´n de la energ´ıa en un sistema esta´ dado por la velocidad
de los paquetes de onda, dicha velocidad se denomina velocidad de grupo y
esta´ definida por
vg =
∂ω
∂k
.
En el caso de la onda plana, la velocidad de fase y la velocidad de grupo son
iguales, puesto que ω(k) = c k, por lo tanto, tenemos que:
vp =
ω
k
=
c k
k
= c = vg.
Si aplicamos lo explicado anteriormente a distintas ecuaciones de evolucio´n
asumiendo la solucio´n (1.2), podemos ver distintos tipos de relaciones de
dispersio´n. Por ejemplo, veamos tres casos ba´sicos [4].
Sea
u(x, t) = Aei(kx+ωt). (1.2)
Sus derivadas parciales son
∂u
∂t
= iωAei(kx+ωt),
∂u
∂x
= ikAei(kx+ωt),
∂2u
∂x2
= (ik)2Aei(kx+ωt) = i2k2Aei(kx+ωt).
Entonces, las relaciones de dispersio´n vienen dadas por
∂u
∂t
=
∂u
∂x
⇒ iωAei(kx+ωt) = ikAei(kx+ωt) ⇒ ω = k,
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∂u
∂t
=
∂2u
∂x2
⇒ iωAei(kx+ωt) = i2k2Aei(kx+ωt) ⇒ ω = ik2,
∂u
∂t
= i
∂2u
∂x2
⇒ iωAei(kx+ωt) = −ik2Aei(kx+ωt) ⇒ ω = −k2.
Por lo tanto, la solucio´n para cada caso se reduce a
u(x, t) = Aei(kx+ωt) = Aei(kx+kt) = Aeik(x+t) = A[cos k(x+t)+i sen k(x+t)],
donde la velocidad es c = 1, para el primer caso.
Para el segundo caso la solucio´n viene dada por:
u(x, t) = Aei(kx+ωt) = Aei(kx+ik
2t) = A(eikx · e−k2t),
de manera que cuando t −→∞, la solucio´n u(x, t) −→ 0.
Finalmente,
u(x, t) = Aei(kx−k
2t) = Aeik(x−kt) = A[cos k(x− kt) + i sen k(x− kt)],
en este u´ltimo caso la velocidad es c = −k que depende del valor k.
De esta forma podemos concluir que la primera ecuacio´n corresponde a una
onda viajera lineal, la segunda aparece en la ecuacio´n del calor y es la que
refleja la disipacio´n, y por u´ltimo, la tercera es la que muestra la dispersio´n.
Y como veremos ma´s adelante, en la ecuacio´n KdV linealizada la relacio´n
de dispersio´n es ω = k3 que tambie´n muestra dispersio´n.
1.2 La ecuacio´n de Korteweg-de Vries o KdV
La ecuacio´n de Korteweg-de Vries aparece escrita en la literatura de muchas
formas, una de ellas es la siguiente:
ut + εuux + uxxx = 0, u = u(x, t). (1.3)
Como se puede apreciar se trata de una ecuacio´n en derivadas parciales no
lineal.
En esta ecuacio´n, el primer te´rmino denota la variacio´n temporal de la onda,
el segundo te´rmino es el termino no lineal debido a la multiplicacio´n entre
u y su primera derivada parcial con respecto al espacio y el tercer te´rmino
es el dispersivo debido a la tercera derivada parcial respecto al espacio.
Cabe destacar que el coeficiente ε que acompan˜a al te´rmino no lineal se
puede escalar a un nu´mero real y en la literatura suele tomar los valores
ε = ±1 y ε = ±6.
A continuacio´n, vamos a trabajar con la ecuacio´n KdV, analizando que
ocurre cuando eliminamos el te´rmino no lineal y el te´rmino dispersivo.
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(i) En primer lugar eliminamos el te´rmino no lineal, obteniendo de esta
forma la ecuacio´n KdV linealizada
ut + uxxx = 0, u = u(x, t), (1.4)
que se trata de una ecuacio´n de tercer orden.
Resolvemos este problema aplicando el me´todo de separacio´n de varia-
bles [1], de forma que la solucio´n viene dada por:
u(x, t) = Aei(kx+ωt), k ∈ R, ω ∈ C, (1.2)
donde k es el nu´mero de onda y ω es la frecuencia angular.
Mientras que la relacio´n de dispersio´n es en este caso:
∂u
∂t
= −∂
3u
∂x3
⇒ iωAei(kx+ωt) = −(ik)3Aei(kx+ωt) ⇒ ω = k3.
Observacio´n. Resolvemos el problema:
ut + uxxx = 0, u = u(x, t), (1.5)
usando el me´todo de separacio´n de variables (SV).
En primer lugar, definimos la solucio´n u(x, t) como producto de una
funcio´n dependiente de la variable espacial x y otra dependiente de la
variable temporal t, es decir,
u(x, t) = X(x)T (t)
de forma que:
ut + uxxx = 0 ⇐⇒ X(x)T ′(t) +X ′′′(x)T (t) = 0
⇒ X
′′′(x)
X(x)
= −T
′(t)
T (t)
= −λi λ ∈ R.
De esta forma obtenemos el siguiente sistema de ecuaciones:{
X ′′′(x) + λiX(x) = 0,
T ′(t)− λiT (t) = 0.
Resolvemos en primer lugar la segunda, obteniendo una solucio´n del
tipo:
T ′(t) = λiT (t) ⇒ T
′(t)
T (t)
= λi ⇒ Ln(T (t)) = λit+K1 ⇒
T (t) = K2e
λit, K1 y K2 ∈ R.
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A continuacio´n, resolvemos la primera. Como es un problema de coefi-
cientes constantes calculamos las ra´ıces de su polinomio caracter´ıstico,
por lo tanto:
r3 + λi = 0, λ ∈ R.
Y las soluciones vienen dadas por (aplicamos la fo´rmula para hallar
las ra´ıces cu´bicas de −λi):
rk = λ
1/3
[
cos
(−pi/2 + 2kpi
3
)
+i sen
(−pi/2 + 2kpi
3
)]
, para k = 0, 1, 2.
Distinguimos casos y obtenemos los valores de las tres ra´ıces del poli-
nomio caracter´ıstico:
r0 = λ
1/3
[
cos
(−pi
6
)
+ i sen
(−pi
6
)]
= λ1/3
(√
3
2
− i1
2
)
,
r1 = λ
1/3
[
cos
(
3pi
6
)
+i sen
(
3pi
6
)]
= λ1/3
[
cos
(
pi
2
)
+i sen
(
pi
2
)]
= λ1/3i,
r2 = λ
1/3
[
cos
(
7pi
6
)
+ i sen
(
7pi
6
)]
= λ1/3
(
−
√
3
2
− i1
2
)
.
Por lo que, las soluciones son las siguientes:
X0(x) = C1e
λ1/3(
√
3
2
−i 1
2
)x,
X1(x) = C2e
λ1/3ix,
X2(x) = C3e
λ1/3(−
√
3
2
−i 1
2
)x.
Pero queremos conseguir una solucio´n en concreto, por lo que elegimos
como valor de las constantes:
C1 = 0, C2 = 1, C3 = 0.
De esta manera la solucio´n de e´ste problema viene dada por
X(x) = eλ
1/3ix.
Una vez obtenidas las soluciones de cada problema por separado obte-
nemos que la solucio´n del sistema viene dada por (para seguir con la
notacio´n anterior sustituimos la constante K2 = A):
u(x, t) = X(x)T (t) = Aeλ
1/3ixeλit = Aei(λ
1/3x+λt).
Si definimos λ = ω y hacemos uso de la relacio´n de dispersio´n ω = k3
obtenida anteriormente, obtenemos el siguiente resultado:
u(x, t) = Aei(λ
1/3x+λt) = Aei(kx+ωt) = Aeik(x+k
2t).
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Ahora, si tenemos en cuenta que en este caso la relacio´n de dispersio´n
es ω = k3, podemos calcular su velocidad de fase y velocidad de grupo
vp =
ω
k
=
k3
k
= k2 y vg =
∂ω
∂k
=
∂k3
∂k
= 3k2.
Se puede apreciar en este caso que las ondas descritas por la ecuacio´n
(1.5) tendra´n velocidades de fase y grupo elevadas a medida que au-
mente el valor de k, siendo la velocidad de grupo el triple que la veloci-
dad de fase. Adema´s, como se trata de una onda formada por super-
posicio´n de componentes elementales con diferentes nu´mero de onda,
k, la onda se dispersa o cambia su forma a medida que se propaga.
(ii) A continuacio´n, eliminamos el te´rmino de dispersio´n de la ecuacio´n
KdV (1.3) de forma que obtenemos la siguiente ecuacio´n
ut + εuux = 0. (1.6)
Por lo tanto, vemos que tenemos una ecuacio´n no lineal que puede ser
resuelta por el me´todo de las caracter´ısticas.
Buscamos curvas caracter´ısticas
x = x(s), t = t(s),
de forma que
u(s) = u(x(s), t(s))
sea constante a lo largo de tales curvas, es decir,
du
ds
= 0. Por tanto, la
ecuacio´n (1.6) puede ser escrita en te´rmino de los nuevos para´metros
como
0 =
du
ds
= ux
dx
ds
+ ut
dt
ds
= ux
dx
ds
− εuux dt
ds
= ux
d(x− εut)
ds
.
Esto significa que las caracter´ısticas son las rectas de la forma:
x− εut = constante.
Entonces, la solucio´n general se puede escribir en forma impl´ıcita como
u = f(x− εut), u = u(x, t), (1.7)
donde f es una funcio´n arbitraria tal que
u(x, 0) = f(x).
Adema´s, esto implica que cada punto de la curva f(x) viaja con una
velocidad proporcional a su altura (ε u). Los puntos ma´s altos viajan
a mayor velocidad que los ma´s bajos. En consecuencia la curva se
estrecha y distorsiona.
Por lo tanto, se puede afirmar que la no linealidad conduce a un cambio
en la forma de la propagacio´n de la onda y a una rotura de la propia
onda.
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De esta forma quedan descritos los efectos de dispersio´n y no linealidad por
separado.
Pero en el caso de la ecuacio´n KdV, estos efectos se equilibran entre s´ı de
forma que este equilibrio permite que las soluciones de onda se propaguen
sin cambiar su forma. Este equilibrio es una propiedad fundamental de las
soluciones del tipo solito´n de la ecuacio´n KdV, que podemos apreciar en la
siguiente figura.
Figura 1.2: Equilibrio entre los efectos de dispersio´n y no linealidad.
1.3 Solucio´n exacta de la ecuacio´n KdV
En este apartado vamos a deducir la solucio´n de tipo solito´n que admite la
ecuacio´n KdV, mediante la obtencio´n de la solucio´n cano´nica exacta [3].
Supongamos que la solucio´n de la ecuacio´n KdV es una funcio´n de onda
viajera de la forma:
u(x, t) = v(x− ct) = v(ξ) con x ∈ R, t > 0,
para una funcio´n v, con velocidad de onda constante c.
Si ξ = x− ct, las derivadas de u respecto de x y t son:
ut =
dv
dξ
dξ
dt
= −cdv
dξ
,
ux =
dv
dξ
dξ
dx
=
dv
dξ
, uxxx =
d3v
dξ3
.
Por lo tanto, si sustituimos las expresiones de las derivadas de u en la
ecuacio´n KdV, entonces la funcio´n u sera´ solucion de la ecuacio´n KdV si
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la funcio´n v es solucio´n de la siguiente ecuacio´n diferencial ordinaria:
ut + εuux + uxxx = −cdv
dξ
+ εv
dv
dξ
+
d3v
dξ3
= 0.
Integramos dicha ecuacio´n una vez respecto de ξ obteniendo:
−cv + εv
2
2
+
d2v
dξ2
= A,
siendo A la constante de integracio´n.
A continuacio´n, multiplicamos ambos lados de la igualdad por
dv
dξ
, de forma
que obtenemos:
−cvdv
dξ
+ ε
v2
2
dv
dξ
+
d2v
dξ2
dv
dξ
= A
dv
dξ
.
Ahora integramos nuevamente respecto de ξ y obtenemos:
−cv
2
2
+ ε
v3
6
+
1
2
(
dv
dξ
)2
= Av +B.
En este momento, se tiene en cuenta que buscamos una onda solucio´n del
tipo onda solito´n, entonces si | ξ |−→ ∞, pedimos que:
v −→ 0, dv
dξ
−→ 0 y d
2v
dξ2
−→ 0.
E´sta es la razo´n por la cual las constantes A y B son cero.
De esta forma la ecuacio´n queda:
−cv
2
2
+ ε
v3
6
+
1
2
(
dv
dξ
)2
= 0,
de la cual despejamos
dv
dξ
1
2
(
dv
dξ
)2
=
cv2
2
− εv
3
6
,
(
dv
dξ
)2
= 2
(
cv2
2
− εv
3
6
)
,
(
dv
dξ
)2
= cv2 − εv
3
3
,
dv
dξ
= ±
√
cv2 − εv
3
3
,
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dv
dξ
= ±v
√
c− εv
3
.
Ahora, separando variables y realizando integrales indefinidas en ambos
miembros obtenemos:
dv
v
√
c− εv
3
= ±dξ,
eliminamos el caso en el que aparece el signo positivo, sin perdida de genera-
lidad, de forma que trabajamos con
−
∫
dv
v
√
c− εv
3
= ξ + k1,
ξ = −
∫
dv
v
√
c− εv
3
− k1,
donde k1 es una constante de integracio´n.
A continuacio´n, realizamos el cambio de variable v =
3c
ε
sech2y, entonces
dv = −6c
ε
sech2y tanh y dy y sustituimos en la ecuacio´n anterior obteniendo
ξ = −
∫
−6c
ε
sech2y tanh y dy
3c
ε
sech2y
√
c− ε
3
3c
ε
sech2y
− k1,
ξ =
∫
2 tanh y dy√
c(1− sech2y)
− k1.
Por u´ltimo, realizamos el cambio tanh2 y = (1 − sech2y), de modo que el
valor de ξ es:
ξ =
∫
2 tanh y dy√
c tanh2 y
− k1 = 2√
c
∫
dy − k1,
ξ =
2√
c
y + k2 − k1.
Con lo cual el valor de y queda:
y =
√
c
2
ξ + d,
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donde llamamos d = k2 − k1 a la nueva constante de integracio´n.
De manera que si sustituimos el valor de y en v =
3c
ε
sech2y obtenemos
v =
3c
ε
sech2
(√
c
2
ξ + d
)
.
Pero ξ = x− ct, por lo que deshaciendo el cambio u(x, t) = v(ξ) obtenemos
la solucio´n exacta de la ecuacio´n KdV.
u(x, t) =
3c
ε
sech2
(√
c
2
(x− ct) + d
)
.
Como d es una constante de integracio´n tomamos como valor de d:
d = −
√
c
2
x0,
que nos dice donde esta´ el ma´ximo de la campana.
Por lo tanto, una solucio´n exacta de la ecuacio´n KdV, que es con la cual
vamos a trabajar a lo largo de la presente memoria, queda como:
u(x, t) =
3c
ε
sech2
(√
c
2
(x− x0 − ct)
)
. (1.8)
A continuacio´n, damos un ejemplo nume´rico de la solucio´n solito´n correspon-
diente a la ecuacio´n KdV (1.3) donde el valor del coeficiente que acompan˜a
al te´rmino no lineal es ε = 1.
Una breve explicacio´n de los me´todos nume´ricos y el algoritmo espec´ıfico
para realizar la resolucio´n nume´rica de la ecuacio´n KdV se adjuntan en el
Ape´ndice A.
La ecuacio´n KdV es en este caso
ut + uux + uxxx = 0, u = u(x, t), (1.9)
y tiene soluciones de onda viajera del tipo:
u(x, t) = 3c sech2
(√
c
2
(x− x0 − ct)
)
, ∀x, t ∈ R. (1.10)
Se trata de ondas con amplitud 3c y velocidad c y al contrario que en el
caso lineal, donde la velocidad es independiente de la amplitud, vemos que
la velocidad y la amplitud en este caso esta´n relacionadas.
Adema´s, las colisiones entre soluciones solito´n son colisiones ela´sticas, es
decir, colisiones en las cuales dos cuerpos o ma´s chocan y tras el choque
emergen sin cambio de forma pero con un relativo cambio de fase.
Este feno´meno se puede apreciar en la siguiente figura en la cual se muestra
el resultado de la ejecucio´n en la versio´n 10.4.1 del software Mathematica
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del programa presentado en el Ape´ndice A.
Figura 1.3: Colisio´n entre dos solitones y cambio de fase.
Como se puede apreciar en la figura 1.3, tenemos dos ondas una de las cuales
tiene mayor amplitud que la otra (con condiciones c1 = 25
2 y x1 = −2 y
c2 = 16
2 y x2 = −1). Esta onda esta´ localizada en la parte izquierda y
debido a su mayor amplitud es ma´s ra´pida que la de menor amplitud. De
forma que la de mayor amplitud adelanta a la otra, con una interaccio´n no
lineal y entonces las dos emergen con sus formas inalteradas y un relativo
desplazamiento, conocido como “cambio de fase” .
Cap´ıtulo 2
Integrabilidad y pares de Lax
aplicados a la ecuacio´n KdV
El concepto “integrabilidad completa de un sistema de ecuaciones en deriva-
das parciales” ha sido un tema de investigacio´n activa durante ma´s o menos
los u´ltimos 40 an˜os [5, 6] y como ya se ha mencionado anteriormente existen
muchas definiciones.
Incluso a d´ıa de hoy, no hay una definicio´n del concepto integrabilidad acep-
tado generalmente.
Se han defendido muchos enfoques, todos ellos tienen sus me´ritos, pero
ninguno parece sintetizar la esencia de la integrabilidad. Sin embargo, un
concepto que ha aparecido en muchos enfoques es el me´todo del Par de Lax.
Este me´todo consiste en una reformulacio´n del sistema original de
ecuaciones no lineales como la condicio´n de compatibilidad de un
sistema de ecuaciones lineales asociados a dos operadores, cono-
cido como Par de Lax.
La historia de los pares de Lax comenzo´ con el descubrimiento por parte de
Peter Lax (1968) de un sistema lineal para la ecuacio´n KdV. Esta ecuacio´n
modela una variedad de feno´menos de ondas no lineales, incluyendo las on-
das de agua de poca profundidad y ondas acu´sticas de iones en plasmas.
Este descubrimiento de Lax arrojo´ luz al entonces recie´n encontrado me´todo
de la transformada inversa de Scattering (1967) que serv´ıa para resolver la
ecuacio´n KdV. Este me´todo permitio´ la extensio´n a una variedad de ecua-
ciones integrables. En 1979 el par de Lax se interpreto´ como una condicio´n
de curvatura cero. Esto condujo a generalizaciones del me´todo de la trans-
formada inversa de Scattering. Las aplicaciones posteriores al par de Lax
incluyen las transformaciones de Ba¨cklund-Darboux, operadores de recur-
sividad y generacio´n de jerarqu´ıas integrables a trave´s del me´todo de la ra´ız.
Sin embargo, hab´ıa un problema que todav´ıa es una cuestio´n por resolver.
El problema consiste en que dada una ecuacio´n no es posible saber a priori
si dicha ecuacio´n tiene una representacio´n a trave´s del par de Lax.
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El par de Lax es asociado con la propiedad de tener infinitas jerarqu´ıas de
leyes de conservacio´n local, precursora de la integrabilidad completa. Esta
propiedad excepcional la poseen las ecuaciones en derivadas parciales in-
tegrables por el me´todo de la transformada inversa de Scattering como la
ecuacio´n KdV. Por una “ley de conservacio´n local” queremos decir que exis-
te una funcio´n de las variables dependientes y sus derivadas que, cuando
se diferencian en el tiempo, resulta en una derivada espacial total de otra
funcio´n de las variables dependientes y sus derivadas. Aprovechando este
hecho H.D. Wahlquist y F.B. Estabrook propusieron un me´todo basado en
pseudopotenciales que en ciertos casos podr´ıa permitir una construccio´n del
par de Lax para una ecuacio´n dada. Pero este me´todo esta´ basado en un
nu´mero de conjeturas en la estructura del operador L y conduce a una
a´lgebra no trivial, un problema algebraico correspondiente a la denominada
a´lgebra de Lie que trata de encontrar una representacio´n del a´lgebra de Lie
cuando solo un subconjunto de relaciones de conmutacio´n son conocidos.
Otro enfoque para la construccio´n de los pares de Lax es proporcionado
por el ana´lisis de singularidad. En 1977 se puso de manifiesto que todas
las reducciones de simetr´ıa de las ecuaciones de completa integrabilidad
cla´sica resultan en ecuaciones que pueden ser transformadas a ecuaciones de
Painleve´. Esta observacio´n fue llamado test de Painleve´. En este enfoque
los pares de Lax son generados de expansiones de Painleve´ truncados. Sin
embargo, la complejidad de la expansio´n de Painleve´ depende cr´ıticamente
de la eleccio´n de la variable de expansio´n.
En este trabajo nos limitaremos a abordar el tema de trabajar con el par de
Lax, en forma de operador para la ecuacio´n KdV. En el presente cap´ıtulo va-
mos a ver los distintos operadores que dan como condicio´n de compatibilidad
a la ecuacio´n KdV [6, 7].
2.1 Pares de Lax en formato operador
Como se ha indicado en la introduccio´n, el termino Pares de Lax se refiere a
un conjunto de dos operadores que si existen, indican que su correspondiente
ecuacio´n de evolucio´n particular, obtenida como condicio´n de compatibili-
dad es integrable [7].
En este trabajo vamos a considerar un caso simple de un sistema de ecua-
ciones de evolucio´n no lineales en (1+1) dimensiones [6],
ut = F(u,ux,u2x, ...), (2.1)
donde x y t son las variables espacio y tiempo, respectivamente. El vector
u(x, t), en general, tiene N componentes ui y F es una funcio´n no lineal de
sus argumentos.
Peter Lax mostro´ que las EDPs no lineales completamente integrables tienen
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un sistema asociado de EDPs lineales en una funcio´n auxiliar φ(x, t):
Lφ = λφ, (2.2)
φt = Mφ, (2.3)
donde L y M son operadores diferenciales lineales y φ(x, t) es la autofuncio´n
de L correspondiente al valor propio λ. Los operadores (L,M) son conocidos
como Par de Lax para (2.1).
La propiedad de que (2.1) sea completamente integrable se ve reflejada en
el hecho de que los valores propios no cambian con el tiempo.
Dicho de otra forma [7], sea un operador lineal L, que puede depender de una
funcio´n u(x, t), la variable espacial x y las derivadas espaciales ux, uxx, ...,
etc., pero no de manera expl´ıcita de la variable temporal t, de forma que se
tiene
Lφ = λφ, φ = φ(x, t),
donde φ es la autofuncio´n de L correspondiente al valor propio λ.
La idea es encontrar otro operador M , a trave´s del cua´l:
φt = Mφ.
A continuacio´n, tomamos la derivada temporal de la ecuacio´n (2.2) y obte-
nemos
Ltφ+ Lφt = λtφ+ λφt
⇓ φt = Mφ
Ltφ+ LMφ = λtφ+ λMφ
⇓ λφ = Lφ
Ltφ+ LMφ = λtφ+MLφ
⇓
(Lt + LM −ML)φ = λtφ. (2.4)
Por lo tanto, con el fin de resolver para el caso de autofunciones no triviales
φ(x, t), se debe verificar que
Lt + [L,M ] = 0, (2.5)
donde el conmutador [L,M ] viene definido como
[L,M ] := LM −ML, (2.6)
que es cierto si y solo si λt = 0. La ecuacio´n (2.5) es conocida como la
representacio´n de Lax de una EDP dada, tambie´n conocida como ecuacio´n
de Lax, y [L,M ] en la ecuacio´n (2.6) representa el conmutador de los dos
operadores L y M , los cuales forman el par de Lax. De esta forma vemos que
el par de Lax, es decir, los operadores L y M que satisfacen las ecuaciones
(2.2) y (2.3), tienen las siguientes propiedades:
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(a) Los valores propios son independientes del tiempo, es decir, λt = 0.
(b) La relacio´n de compatibilidad Lt + (LM −ML) = 0 debe ser cierta.
Nota. La ecuacio´n (2.5), que es la condicio´n de compatibilidad, es equiva-
lente a
Lt = [M,L], (2.7)
ya que [M,L] = −(LM −ML) = ML− LM = −[L,M ].
2.2 El uso del operador
Dado que L es un operador compuesto que puede consistir en diferenciales,
funciones y escalares, por coherencia, cada te´rmino debe actuar como un
operador. Los diferenciales son operadores por definicio´n y, por ello, los no
diferenciales se considera que deben incluir un operador identidad.
Por consiguiente, un ejemplo de un operador puede ser definido como:
L = Dnx + αu(x, t)I, (2.8)
donde Dnx representa el ene´simo operador de la derivada total, la variable I
es el operador identidad, α es el escalar y u es una funcio´n que depende de
la variable espacial x y la variable temporal t.
El concepto derivada total hace referencia a lo siguiente [6]:
Sea G una funcio´n diferencial (funcional), es decir, una funcio´n de x, t, u
y las distintas derivadas parciales de orden superior de u con respecto de x
y t, esto es, las denotamos como up,q = ∂
p
x∂
q
t u. Las derivadas totales de G
vienen dadas por:
DxG =
∂G
∂x
+
∑
p,q
∂G
∂up,q
up+1,q
y
DtG =
∂G
∂t
+
∑
p,q
∂G
∂up,q
up,q+1.
Por lo tanto, en el caso de que L opere sobre una funcio´n auxiliar G≡ φ(x, t)
y si por ejemplo, n = 2, obtenemos:
Lφ = (D2x + αuI)φ, (2.9)
o equivalentemente
Lφ =
∂2φ
∂x2
+ αuφ. (2.10)
En este caso, vemos que la derivada total de orden 2, D2x, se reduce a la
derivada parcial respecto de x de orden 2 debido a que la funcio´n φ depende
solo de x y t. Por lo que el segundo te´rmino, el sumatorio de la expresio´n
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de la derivada total Dx desaparece.
Sin embargo, si L opera sobre un segundo operador, el resultado es otro
operador. Por ejemplo, si el segundo operador es M = φI, obtenemos
LM = (D2x + αuI)(φI) = D
2
x(φI) + αuI(φI) =
= Dx(Dx(φI)) + αuφI =
= Dx
(
∂φ
∂x
I + φDx
)
+ αuφI =
=
(
∂2φ
∂x2
I +
∂φ
∂x
Dx +
∂φ
∂x
Dx + φD
2
x
)
+ αuφI =
=
∂2φ
∂x2
I + 2
∂φ
∂x
Dx + φD
2
x + αuφI.
Y por otra parte
ML = (φI)(D2x + αuI) = φD
2
x + αuφI.
Claramente la composicio´n de los operadores no es conmutativa y por lo
tanto, hay que tener cuidado para asegurarse de que todos los te´rminos
actu´an correctamente.
Nota. En los ejemplos que se desarrollara´n a lo largo del cap´ıtulo se consi-
derara´ que el operador identidad esta impl´ıcito y no utilizaremos el s´ımbolo
I. Adema´s, los operadores actuara´n sobre la funcio´n auxiliar φ(x, t) y por lo
tanto, como ya se ha dicho anteriormente, las derivadas totales se reducira´n
a derivadas parciales.
2.2.1 La ecuacio´n de adveccio´n
La bien conocida ecuacio´n de adveccio´n en una dimensio´n viene dada por:
∂u
∂t
+ c
∂u
∂x
= 0, u = u(x, t). (2.11)
Ahora consideraremos el par de Lax siguiente:
L =
∂2
∂x2
− u, u = u(x, t), (2.12)
y
M = −c ∂
∂x
, (2.13)
donde c es una constante.
A continuacio´n, desarrollamos cada elemento del conmutador (2.6), por se-
parado, teniendo en cuenta que los operadores actu´an solo sobre los te´rminos
de su derecha, de manera que obtenemos los siguientes resultados.
LM =
(
∂2
∂x2
− u
)(
−c ∂
∂x
)
= −c ∂
3
∂x3
+ cu
∂
∂x
, (2.14)
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ML =
(
−c ∂
∂x
)(
∂2
∂x2
− u
)
= −c ∂
3
∂x3
+ cu
∂
∂x
+ c
∂u
∂x
. (2.15)
Por lo tanto, una vez obtenidas las expresiones de los operadores producto
LM y ML calculamos el valor de su diferencia, es decir, el conmutador y
obtenemos:
LM −ML = −c ∂
3
∂x3
+ cu
∂
∂x
−
(
−c ∂
3
∂x3
+ cu
∂
∂x
+ c
∂u
∂x
)
= −c∂u
∂x
. (2.16)
Y como la ecuacio´n de Lax viene dada por Lt + [L,M ], es decir, la ecuacio´n
(2.5), siendo Lt =
∂L
∂t
= −∂u
∂t
sustituyendo cada expresio´n en este caso
obtenemos:
Lt + [L,M ] = Lt + (LM −ML) = −∂u
∂t
− c∂u
∂x
= 0.
Vemos que salvo el signo se trata obviamente de la ecuacio´n de adveccio´n
(2.11)
∂u
∂t
+ c
∂u
∂x
= 0. (2.11)
Cabe destacar, que si c > 0, la funcio´n u representa una onda que se mueve
hacia la derecha, y si c < 0, u se mueve hacia la izquierda. De esta forma,
queda demostrado que L y M satisfacen la ecuacio´n de Lax (2.5) y que la
condicio´n de compatibilidad para u es la ecuacio´n de adveccio´n.
Por lo tanto, la ecuacio´n de adveccio´n puede ser pensada como una condicio´n
de compatibilidad para los operadores del par de Lax (2.12) y (2.13).
2.3 Pares de Lax para la ecuacio´n KdV
En esta seccio´n vamos a obtener algunas versiones de la ecuacio´n KdV como
condicio´n de compatibilidad (2.5), para distintos operadores L y M que
conforman el par de Lax. La ecuacio´n KdV viene dada por:
ut + εuux + uxxx = 0, (1.3)
donde el para´metro ε se puede escalar a cualquier nu´mero real; como ya
hemos dicho anteriormente y en la literatura mayoritariamente suelen usar-
se los valores ε = ±1 o ε = ±6.
Caso 2.3.1. Si trabajamos con el para´metro ε = 1 la ecuacio´n KdV viene
dada por:
ut + uux + uxxx = 0, u = u(x, t). (1.9)
Y un par de Lax correspondiente a la ecuacio´n (1.9) es:
L = −6 ∂
2
∂x2
− u, u = u(x, t), (2.17)
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y
M = −4 ∂
3
∂x3
− u ∂
∂x
− 1
2
∂u
∂x
, u = u(x, t). (2.18)
Cabe destacar, que la ecuacio´n Lφ = λφ, se convierte en la ecuacio´n de
Sturm-Liouville [1].
A continuacio´n, calculamos el valor del conmutador teniendo en cuenta que
los operadores actu´an solo sobre los te´rminos de su derecha, de forma que
obtenemos los siguientes resultados.
LM =
(
−6 ∂
2
∂x2
− u
)(
−4 ∂
3
∂x3
− u ∂
∂x
− 1
2
∂u
∂x
)
=
= 24
∂5
∂x5
+ 6
[
∂2
∂x2
(
u
∂
∂x
)]
+ 3
[
∂2
∂x2
(
∂u
∂x
)]
+ 4u
∂3
∂x3
+ u2
∂
∂x
+
u
2
∂u
∂x
.
Calculamos el valor expl´ıcito de los dos te´rmino entre corchetes:[
∂2
∂x2
(
u
∂
∂x
)]
=
∂
∂x
[
∂
∂x
(
u
∂
∂x
)]
=
∂
∂x
[
∂u
∂x
∂
∂x
+ u
∂2
∂x2
]
=
=
∂2u
∂x2
∂
∂x
+
∂u
∂x
∂2
∂x2
+
∂u
∂x
∂2
∂x2
+ u
∂3
∂x3
=
∂2u
∂x2
∂
∂x
+ 2
∂u
∂x
∂2
∂x2
+ u
∂3
∂x3
y[
∂2
∂x2
(
∂u
∂x
)]
=
∂
∂x
[
∂
∂x
(
∂u
∂x
)]
=
∂
∂x
[
∂2u
∂x2
+
∂u
∂x
∂
∂x
]
=
=
∂3u
∂x3
+
∂2u
∂x2
∂
∂x
+
∂2u
∂x2
∂
∂x
+
∂u
∂x
∂2
∂x2
=
∂3u
∂x3
+ 2
∂2u
∂x2
∂
∂x
+
∂u
∂x
∂2
∂x2
.
Nota. Recordar que se ha omitido el operador identidad I.
Sustituyendo dichos valores en el operador producto LM obtenemos:
LM = 24
∂5
∂x5
+6u
∂3
∂x3
+12
∂u
∂x
∂2
∂x2
+6
∂2u
∂x2
∂
∂x
+3
∂3u
∂x3
+6
∂2u
∂x2
∂
∂x
+3
∂u
∂x
∂2
∂x2
+
+4u
∂3
∂x3
+ u2
∂
∂x
+
u
2
∂u
∂x
=
= 24
∂5
∂x5
+ 10u
∂3
∂x3
+ 3
∂3u
∂x3
+ 15
∂u
∂x
∂2
∂x2
+ 12
∂2u
∂x2
∂
∂x
+ u2
∂
∂x
+
u
2
∂u
∂x
=
= 24
∂5
∂x5
+10u
∂3
∂x3
+
(
15
∂2
∂x2
+
u
2
)
∂u
∂x
+
(
12
∂2u
∂x2
+u2
)
∂
∂x
+3
∂3u
∂x3
. (2.19)
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Una vez hallado el valor del operador producto LM repetimos el mismo
proceso para el operador producto ML.
ML =
(
−4 ∂
3
∂x3
− u ∂
∂x
− 1
2
∂u
∂x
)(
−6 ∂
2
∂x2
− u
)
.
Calculamos el valor de la expresio´n siguiente:
−4 ∂
3
∂x3
(
−6 ∂
2
∂x2
− u
)
= −4 ∂
∂x
[
∂
∂x
[
∂
∂x
(
−6 ∂
2
∂x2
− u
)]]
=
= −4 ∂
∂x
[
∂
∂x
(
−6 ∂
3
∂x3
−∂u
∂x
−u ∂
∂x
)]
= −4 ∂
∂x
(
−6 ∂
4
∂x4
−∂u
∂x
∂
∂x
−∂
2u
∂x2
−u ∂
2
∂x2
−∂u
∂x
∂
∂x
)
=
= −4
(
−6 ∂
5
∂x5
−∂u
∂x
∂2
∂x2
−∂
2u
∂x2
∂
∂x
−∂
3u
∂x3
−∂
2u
∂x2
∂
∂x
−∂u
∂x
∂2
∂x2
−u ∂
3
∂x3
−∂
2u
∂x2
∂
∂x
−∂u
∂x
∂2
∂x2
)
=
= 24
∂5
∂x5
+ 4u
∂3
∂x3
+ 12
∂u
∂x
∂2
∂x2
+ 12
∂2u
∂x2
∂
∂x
+ 4
∂3u
∂x3
.
De esta forma el operador producto ML es de la forma:
ML = 24
∂5
∂x5
+ 4u
∂3
∂x3
+ 12
∂u
∂x
∂2
∂x2
+ 12
∂2u
∂x2
∂
∂x
+ 4
∂3u
∂x3
+
+6u
∂3
∂x3
+ u2
∂
∂x
+ u
∂u
∂x
+ 3
∂u
∂x
∂2
∂x2
+
u
2
∂u
∂x
=
= 24
∂5
∂x5
+ 10u
∂3
∂x3
+ 15
∂u
∂x
∂2
∂x2
+
(
12
∂2u
∂x2
+ u2
)
∂
∂x
+
(
4
∂3u
∂x3
+
3
2
u
∂u
∂x
)
.
(2.20)
Una vez obtenidas las expresiones (2.19) y (2.20) calculamos el valor de su
diferencia, es decir, el valor del conmutador y obtenemos:
LM−ML = 24 ∂
5
∂x5
+10u
∂3
∂x3
+
(
15
∂2
∂x2
+
u
2
)
∂u
∂x
+
(
12
∂2u
∂x2
+u2
)
∂
∂x
+3
∂3u
∂x3
+
−
[
24
∂5
∂x5
+ 10u
∂3
∂x3
+ 15
∂u
∂x
∂2
∂x2
+
(
12
∂2u
∂x2
+ u2
)
∂
∂x
+
(
4
∂3u
∂x3
+
3
2
u
∂u
∂x
)]
,
entonces,
[L,M ] = LM −ML = −u∂u
∂x
− ∂
3u
∂x3
. (2.21)
Finalmente, sustituimos dichas expresiones en la ecuacio´n de Lax, la ecuacio´n
(2.5), y cambiamos el signo del resultado, obteniendo la ecuacio´n KdV (1.9)
como condicio´n de compatibilidad:
Lt + [L,M ] = −∂u
∂t
− u∂u
∂x
− ∂
3u
∂x3
= 0,
∂u
∂t
+ u
∂u
∂x
+
∂3u
∂x3
= 0. (1.9)
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Caso 2.3.2. En este caso trabajaremos con la ecuacio´n KdV en la cual el
para´metro ε = −6, es decir, la ecuacio´n KdV que viene dada por:
ut − 6uux + uxxx = 0, u = u(x, t). (2.22)
Ahora, consideramos el siguiente par de Lax:
L =
∂2
∂x2
− u, u = u(x, t), (2.23)
y
M = −4 ∂
3
∂x3
+ 6u
∂
∂x
+ 3
∂u
∂x
, u = u(x, t). (2.24)
A continuacio´n, calculamos el valor del conmutador (2.6), desarrollando cada
elemento por separado y nuevamente teniendo en cuenta que los operadores
solo actu´an sobre los te´rminos de su derecha, de forma que obtenemos los
siguientes resultados.
LM =
(
∂2
∂x2
− u
)(
−4 ∂
3
∂x3
+ 6u
∂
∂x
+ 3
∂u
∂x
)
=
= −4 ∂
5
∂x5
+
[
∂2
∂x2
(
6u
∂
∂x
)]
+
[
∂2
∂x2
(
3
∂u
∂x
)]
+ 4u
∂3
∂x3
− 6u2 ∂
∂x
− 3u∂u
∂x
.
El calculo expl´ıcito de los dos te´rminos entre corchetes esta´ hecho en el caso
2.3.1. Por lo tanto, escribiremos el resultado final directamente.
LM = −4 ∂
5
∂x5
+6u
∂3
∂x3
+12
∂u
∂x
∂2
∂x2
+6
∂2u
∂x2
∂
∂x
+3
∂3u
∂x3
+6
∂2u
∂x2
∂
∂x
+3
∂u
∂x
∂2
∂x2
+
+4u
∂3
∂x3
− 6u2 ∂
∂x
− 3u∂u
∂x
=
= −4 ∂
5
∂x5
+ 10u
∂3
∂x3
+ 15
∂u
∂x
∂2
∂x2
+
(
12
∂u2
∂x2
− 6u2
)
∂
∂x
+
(
3
∂u3
∂x3
− 3u∂u
∂x
)
.
(2.25)
Una vez hallado el valor del operador producto LM repetimos el mismo
proceso para el operador producto ML.
ML =
(
−4 ∂
3
∂x3
+ 6u
∂
∂x
+ 3
∂u
∂x
)(
∂2
∂x2
− u
)
.
Al igual que el en caso anterior calculamos el valor de la expresio´n:
−4 ∂
3
∂x3
(
∂2
∂x2
− u
)
= −4 ∂
∂x
[
∂
∂x
[
∂
∂x
(
∂2
∂x2
− u
)]]
=
= −4 ∂
∂x
[
∂
∂x
(
∂3
∂x3
−∂u
∂x
−u ∂
∂x
)]
= −4 ∂
∂x
(
∂4
∂x4
−∂u
∂x
∂
∂x
−∂
2u
∂x2
−u ∂
2
∂x2
−∂u
∂x
∂
∂x
)
=
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= −4
(
∂5
∂x5
−∂u
∂x
∂2
∂x2
−∂
2u
∂x2
∂
∂x
−∂
3u
∂x3
−∂
2u
∂x2
∂
∂x
−∂u
∂x
∂2
∂x2
−u ∂
3
∂x3
−∂
2u
∂x2
∂
∂x
−∂u
∂x
∂2
∂x2
)
=
= −4 ∂
5
∂x5
+ 4u
∂3
∂x3
+ 12
∂u
∂x
∂2
∂x2
+ 12
∂2u
∂x2
∂
∂x
+ 4
∂3u
∂x3
.
De esta forma el operador producto ML es de la forma:
ML = −4 ∂
5
∂x5
+ 4u
∂3
∂x3
+ 12
∂u
∂x
∂2
∂x2
+ 12
∂2u
∂x2
∂
∂x
+ 4
∂3u
∂x3
+
+6u
∂3
∂x3
− 6u2 ∂
∂x
− 6u∂u
∂x
+ 3
∂u
∂x
∂2
∂x2
− 3u∂u
∂x
=
= −4 ∂
5
∂x5
+ 10u
∂3
∂x3
+ 15
∂u
∂x
∂2
∂x2
+
(
12
∂2u
∂x2
− 6u2
)
∂
∂x
+
(
4
∂3u
∂x3
− 9u∂u
∂x
)
.
(2.26)
Una vez obtenidas las expresiones de los operadores producto (2.25) y (2.26)
calculamos el valor del conmutador y obtenemos:
[L,M ] = LM −ML = +6u∂u
∂x
− ∂
3u
∂x3
. (2.27)
Finalmente, conocido el valor del conmutador, la ecuacio´n (2.27) y teniendo
en cuenta el valor de Lt sustituimos en la ecuacio´n de Lax, la ecuacio´n (2.5)
y cambiamos el signo de la expresio´n,
Lt + [L,M ] = −∂u
∂t
+ 6u
∂u
∂x
− ∂
3u
∂x3
= 0,
∂u
∂t
− 6u∂u
∂x
+
∂3u
∂x3
= 0. (2.22)
Vemos que de esta forma se obtiene la ecuacio´n KdV (2.22).
Caso 2.3.3. Ahora vamos a dar un ejemplo de un par de Lax generalizado
para la ecuacio´n KdV con el para´metro ε = −6, ecuacio´n (2.22), donde los
operadores a utilizar contienen variables desconocidas.
Consideremos el par de Lax:
L =
∂2
∂x2
− u, u = u(x, t), (2.28)
y
M = α
∂3
∂x3
−B(x, t) ∂
∂x
− C(x, t), (2.29)
donde α es una constante y B y C son funciones au´n por determinar.
Calculamos en primer lugar el valor del conmutador desarrollando cada ele-
mento por separado, de forma que obtenemos los siguientes resultados.
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LM =
(
∂2
∂x2
− u
)(
α
∂3
∂x3
−B(x, t) ∂
∂x
− C(x, t)
)
=
= α
∂5
∂x5
− ∂
∂x
[
∂
∂x
(
B
∂
∂x
)]
− ∂
∂x
[
∂
∂x
C
]
− uα ∂
3
∂x3
+ uB
∂
∂x
+ uC.
Como antes, calculamos el valor de los te´rminos entre corchetes por sepa-
rado:
∂
∂x
[
∂
∂x
(
B
∂
∂x
)]
=
∂
∂x
[
∂B
∂x
∂
∂x
+B
∂2
∂x2
]
=
=
∂2B
∂x2
∂
∂x
+
∂B
∂x
∂2
∂x2
+B
∂3
∂x3
+
∂B
∂x
∂2
∂x2
=
∂2B
∂x2
∂
∂x
+ 2
∂B
∂x
∂2
∂x2
+B
∂3
∂x3
y
∂
∂x
[
∂
∂x
C
]
=
∂
∂x
[
∂C
∂x
+ C
∂
∂x
]
=
∂2C
∂x2
+
∂C
∂x
∂
∂x
+ C
∂2
∂x2
+
∂C
∂x
∂
∂x
=
=
∂2C
∂x2
+ 2
∂C
∂x
∂
∂x
+ C
∂2
∂x2
.
Y sustituyendo dichos valores en el operador producto LM obtenemos:
LM = α
∂5
∂x5
−
(
∂2B
∂x2
∂
∂x
+2
∂B
∂x
∂2
∂x2
+B
∂3
∂x3
)
−
(
∂2C
∂x2
+2
∂C
∂x
∂
∂x
+C
∂2
∂x2
)
+
−uα ∂
3
∂x3
+ uB
∂
∂x
+ uC =
= α
∂5
∂x5
−(B+αu) ∂
3
∂x3
−
(
2
∂B
∂x
+C
)
∂2
∂x2
+
(
uB−∂
2B
∂x2
−2∂C
∂x
)
∂
∂x
+uC−∂
2C
∂x2
.
(2.30)
Una vez hallado el valor del operador producto LM repetimos el mismo
proceso para ML:
ML =
(
α
∂3
∂x3
−B(x, t) ∂
∂x
− C(x, t)
)(
∂2
∂x2
− u
)
=
= α
∂5
∂x5
− α ∂
∂x
[
∂
∂x
(
∂
∂x
u
)]
−B ∂
3
∂x3
+Bu
∂
∂x
+B
∂u
∂x
− C ∂
2
∂x2
+ uC.
Calculamos el valor de la expresio´n siguiente:
α
∂
∂x
[
∂
∂x
(
∂
∂x
u
)]
= α
∂
∂x
[
∂
∂x
(
∂u
∂x
+u
∂
∂x
)]
= α
∂
∂x
(
∂2u
∂x2
+
∂u
∂x
∂
∂x
+u
∂2
∂x2
+
∂u
∂x
∂
∂x
)
=
= α
(
∂3u
∂x3
+
∂2u
∂x2
∂
∂x
+
∂u
∂x
∂2
∂x2
+
∂2u
∂x2
∂
∂x
+u
∂3
∂x3
+
∂u
∂x
∂2
∂x2
+
∂u
∂x
∂2
∂x2
+
∂2u
∂x2
∂
∂x
)
=
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= α
(
∂3u
∂x3
+ 3
∂2u
∂x2
∂
∂x
+ 3
∂u
∂x
∂2
∂x2
+ u
∂3
∂x3
)
.
Sustituimos dicho valor en el operador producto ML y obtenemos:
ML = α
∂5
∂x5
−
(
α
∂3u
∂x3
+ 3α
∂2u
∂x2
∂
∂x
+ 3α
∂u
∂x
∂2
∂x2
+ αu
∂3
∂x3
)
+
−B ∂
3
∂x3
+ uB
∂
∂x
+B
∂u
∂x
− C ∂
2
∂x2
+ uC =
= α
∂5
∂x5
− (B + αu) ∂
3
∂x3
−
(
3α
∂u
∂x
+ C
)
∂2
∂x2
+
(
uB − 3α∂
2u
∂x2
)
∂
∂x
+
+uC − α∂
3u
∂x3
+B
∂u
∂x
. (2.31)
Una vez obtenidos los valores de los operadores producto (2.30) y (2.31)
calculamos el valor del conmutador y obtenemos:
[L,M ] = LM −ML = α ∂
5
∂x5
− (B + αu) ∂
3
∂x3
−
(
2
∂B
∂x
+ C
)
∂2
∂x2
+
+
(
uB − ∂
2B
∂x2
− 2∂C
∂x
)
∂
∂x
+ uC − ∂
2C
∂x2
−
[
α
∂5
∂x5
+
−(B+αu) ∂
3
∂x3
−
(
3α
∂u
∂x
+C
)
∂2
∂x2
+
(
uB−3α∂
2u
∂x2
)
∂
∂x
+uC−α∂
3u
∂x3
+B
∂u
∂x
]
=
=
(
3α
∂u
∂x
−2∂B
∂x
)
∂2
∂x2
+
(
3α
∂2u
∂x2
− ∂
2B
∂x2
−2∂C
∂x
)
∂
∂x
+α
∂3u
∂x3
−B∂u
∂x
− ∂
2C
∂x2
.
(2.32)
Finalmente, como el conmutador [L,M ] = LM −ML debe ser un operador
multiplicativo, se deben cumplir las siguientes condiciones:
3α
∂u
∂x
− 2∂B
∂x
= 0, (2.33)
3α
∂2u
∂x2
− ∂
2B
∂x2
− 2∂C
∂x
= 0, (2.34)
es decir, se deben anular los coeficientes que acompan˜an a los operadores
derivadas
∂
∂x
y
∂2
∂x2
.
Nota. Para que el conmutador sea un operador multiplicativo lo que se
debe cumplir es que e´l mismo no tiene que tener te´rminos del tipo operador.
De hecho, en los ejemplos vistos anteriormente (caso 2.3.1 y caso 2.3.2) y
como se vera´ en el caso 2.3.4, lo te´rminos de tipo operador se anulan entre
s´ı.
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Para hallar los valores de B y C integramos las ecuaciones (2.33) y (2.34)
respecto de la variable espacial x. De manera que si ignoramos las constantes
de integracio´n obtenemos:∫
3α
∂u
∂x
dx−
∫
2
∂B
∂x
dx = 0 =⇒ 3αu− 2B = 0,
∫
3α
∂2u
∂x2
dx−
∫
∂2B
∂x2
dx−
∫
2
∂C
∂x
dx = 0 =⇒ 3α∂u
∂x
− ∂B
∂x
− 2C = 0,
que nos lleva a obtener:
3αu− 2B = 0 =⇒ B = 3
2
αu,
3α
∂u
∂x
− ∂B
∂x
− 2C = 0 =⇒ C = 3
2
α
∂u
∂x
− 1
2
∂B
∂x
⇓ ∂B
∂x
=
3
2
α
∂u
∂x
C =
3
2
α
∂u
∂x
− 3
4
α
∂u
∂x
C =
3
4
α
∂u
∂x
.
En definitiva, los valores de B y C son:
B =
3
2
αu y C =
3
4
α
∂u
∂x
. (2.35)
Por lo que sustituyendo los valores de B y C en la ecuacio´n (2.32), obten-
dremos el resultado deseado.
[L,M ] = LM −ML = α∂
3u
∂x3
−B∂u
∂x
− ∂
2C
∂x2
= α
∂3u
∂x3
− 3
2
αu
∂u
∂x
− 3
4
α
∂3u
∂x3
=
= −3
2
αu
∂u
∂x
+
1
4
α
∂3u
∂x3
. (2.36)
Una vez ma´s, como la condicio´n de compatibilidad, la denominada ecuacio´n
de Lax, viene dada por Lt + [L,M ] = 0, y Lt = −∂u
∂t
cambiando de signo
dicha ecuacio´n obtenemos:
∂u
∂t
+
3
2
αu
∂u
∂x
− 1
4
α
∂3u
∂x3
= 0,
que es otra forma ma´s general de la ecuacio´n KdV.
Si tomamos α = −4 el resultado es, en efecto, la ecuacio´n KdV del caso
2.3.2, donde el coeficiente del te´rmino no lineal es ε = −6.
∂u
∂t
− 6u∂u
∂x
+
∂3u
∂x3
= 0 (2.22)
26 2.3. Pares de Lax para la ecuacio´n KdV
Y el par de Lax en este caso nos queda:
L =
∂2
∂x2
− u, u = u(x, t), (2.23)
y
M = α
∂3
∂x3
− 3
2
αu
∂
∂x
− 3
4
α
∂u
∂x
= −4 ∂
3
∂x3
+ 6u
∂
∂x
+ 3
∂u
∂x
, u = u(x, t),
(2.24)
que son justamente los operadores L y M asociados a la ecuacio´n (2.22) del
caso 2.3.2.
Caso 2.3.4. Por u´ltimo, vamos a dar un ejemplo de un par de Lax asociado
a la ecuacio´n general KdV, la ecuacio´n (1.3). Sea
ut + εuux + uxxx = 0, u = u(x, t). (1.3)
Consideremos el siguiente par de Lax:
L = −6
ε
∂2
∂x2
− u, u = u(x, t), (2.37)
y
M = −4 ∂
3
∂x3
− εu ∂
∂x
− ε
2
∂u
∂x
, u = u(x, t), (2.38)
A continuacio´n, calculamos el valor del conmutador desarrollando cada ele-
mento de la ecuacio´n (2.6) por separado, y nuevamente teniendo en cuenta
que los operadores actu´an solo sobre los te´rminos de su derecha, de forma
que obtenemos los siguientes resultados.
LM =
(
−6
ε
∂2
∂x2
− u
)(
−4 ∂
3
∂x3
− εu ∂
∂x
− ε
2
∂u
∂x
)
=
=
24
ε
∂5
∂x5
+ 6
[
∂2
∂x2
(
u
∂
∂x
)]
+ 3
[
∂2
∂x2
(
∂u
∂x
)]
+ 4u
∂3
∂x3
+ εu2
∂
∂x
+
εu
2
∂u
∂x
.
El calculo expl´ıcito de los dos te´rminos entre corchetes esta´ hecho en el caso
2.3.1. Por lo tanto, escribiremos el resultado final directamente.
LM =
24
ε
∂5
∂x5
+6u
∂3
∂x3
+12
∂u
∂x
∂2
∂x2
+6
∂2u
∂x2
∂
∂x
+3
∂3u
∂x3
+6
∂2u
∂x2
∂
∂x
+3
∂u
∂x
∂2
∂x2
+
+4u
∂3
∂x3
+ εu2
∂
∂x
+
εu
2
∂u
∂x
=
=
24
ε
∂5
∂x5
+ 10u
∂3
∂x3
+ 3
∂3u
∂x3
+ 15
∂u
∂x
∂2
∂x2
+ 12
∂2u
∂x2
∂
∂x
+ εu2
∂
∂x
+
εu
2
∂u
∂x
=
=
24
ε
∂5
∂x5
+ 10u
∂3
∂x3
+
(
15
∂2
∂x2
+
εu
2
)
∂u
∂x
+
(
12
∂2u
∂x2
+ εu2
)
∂
∂x
+ 3
∂3u
∂x3
.
(2.39)
Cap´ıtulo 2. Integrabilidad y pares de Lax aplicados a la ecuacio´n KdV 27
Una vez hallado el valor del operador producto LM repetimos el mismo
proceso para el operador producto ML:
ML =
(
−4 ∂
3
∂x3
− εu ∂
∂x
− ε
2
∂u
∂x
)(
−6
ε
∂2
∂x2
− u
)
.
Calculamos el valor de la siguiente expresio´n:
−4 ∂
3
∂x3
(
−6
ε
∂2
∂x2
− u
)
= −4 ∂
∂x
[
∂
∂x
[
∂
∂x
(
−6
ε
∂2
∂x2
− u
)]]
=
= −4 ∂
∂x
[
∂
∂x
(
−6
ε
∂3
∂x3
−∂u
∂x
−u ∂
∂x
)]
= −4 ∂
∂x
(
−6
ε
∂4
∂x4
−∂u
∂x
∂
∂x
−∂
2u
∂x2
−u ∂
2
∂x2
−∂u
∂x
∂
∂x
)
=
= −4
(
−6
ε
∂5
∂x5
−∂u
∂x
∂2
∂x2
−∂
2u
∂x2
∂
∂x
−∂
3u
∂x3
−∂
2u
∂x2
∂
∂x
−∂u
∂x
∂2
∂x2
−u ∂
3
∂x3
−∂
2u
∂x2
∂
∂x
−∂u
∂x
∂2
∂x2
)
=
=
24
ε
∂5
∂x5
+ 4u
∂3
∂x3
+ 12
∂u
∂x
∂2
∂x2
+ 12
∂2u
∂x2
∂
∂x
+ 4
∂3u
∂x3
.
De esta forma el operador producto ML es:
ML =
24
ε
∂5
∂x5
+4u
∂3
∂x3
+12
∂u
∂x
∂2
∂x2
+12
∂2u
∂x2
∂
∂x
+4
∂3u
∂x3
+6u
∂3
∂x3
+εu2
∂
∂x
+εu
∂u
∂x
+
+3
∂u
∂x
∂2
∂x2
+
εu
2
∂u
∂x
=
=
24
ε
∂5
∂x5
+ 10u
∂3
∂x3
+ 15
∂u
∂x
∂2
∂x2
+
(
12
∂2u
∂x2
+ εu2
)
∂
∂x
+
(
4
∂3u
∂x3
+
3ε
2
u
∂u
∂x
)
.
(2.40)
Una vez obtenidas las expresiones (2.39) y (2.40) calculamos el valor del
conmutador y obtenemos:
LM−ML = 24
ε
∂5
∂x5
+10u
∂3
∂x3
+
(
15
∂2
∂x2
+
εu
2
)
∂u
∂x
+
(
12
∂2u
∂x2
+εu2
)
∂
∂x
+3
∂3u
∂x3
+
−
[
24
∂5
∂x5
+10u
∂3
∂x3
+15
∂u
∂x
∂2
∂x2
+
(
12
∂2u
∂x2
+εu2
)
∂
∂x
+
(
4
∂3u
∂x3
+
3ε
2
u
∂u
∂x
)]
,
entonces
[L,M ] = LM −ML = −εu∂u
∂x
− ∂
3u
∂x3
. (2.41)
Por lo que si sustituimos estas expresiones en la condicio´n de compatibilidad,
la denominada ecuacio´n de Lax, la ecuacio´n (2.5), y cambiamos el signo del
resultado; obtenemos la ecuacio´n (1.3).
Lt + [L,M ] = −∂u
∂t
− εu∂u
∂x
− ∂
3u
∂x3
= 0,
∂u
∂t
+ εu
∂u
∂x
+
∂3u
∂x3
= 0. (1.3)
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Cabe destacar que los operadores L y M que se utilizan no son u´nicos. Por
ejemplo, en lugar del operador (2.37) tambie´n puede usarse como par de
Lax el operador
L =
∂2
∂x2
+
ε
6
u, u = u(x, t), (2.42)
asociado al mismo operador M , es decir, la ecuacio´n (2.38) que suele apare-
cer en la literatura.
Se an˜aden en el Ape´ndice B apartado B.1 tres programas escritos en Math-
ematica donde se implementan los diferentes casos, en los dos primeros pro-
gramas se implementa el par de Lax constituido por los operadores (2.37)
y (2.42) asociado cada uno con el operador M dado por (2.38). Y en el
u´ltimo, se desarrolla el caso en el que el par de Lax asociado a la ecuacio´n
KdV contiene variables desconocidas.
2.3.1 Generalizacio´n
Aparte de los operadores mencionados anteriormente, de forma ma´s general
existen varias alternativas para los operadores del par de Lax [6].
Por ejemplo, se puede definir L˜ = L − λI y M˜ = M −Dt de manera que,
Lφ = λφ, ecuacio´n (2.2) y, φt = Mφ, ecuacio´n (2.3) se convierten en L˜φ = 0
y M˜φ = 0, respectivamente.
Y la ecuacio´n de Lax, la ecuacio´n (2.5), es entonces [L˜, M˜ ] = 0.
El orden del operador M puede ser tambie´n disminuido. Si el orden de L es
n entonces cualquier te´rmino de la forma Dn+rx en M puede ser reescrito en
te´rminos de derivadas de orden como mucho n− 1. Es importante recalcar
que esto ocurre debido a que el operador reducido Mˆ tiene una dependencia
expl´ıcita de los valores propios λ.
A continuacio´n, aplicaremos lo explicado a la ecuacio´n KdV (1.3).
Consideramos el siguiente par de Lax:
L =
∂2
∂x2
+
ε
6
u, u = u(x, t), (2.42)
y
M = −4 ∂
3
∂x3
− εu ∂
∂x
− ε
2
∂u
∂x
, u = u(x, t). (2.38)
Hacemos uso de la ecuacio´n (2.2):
0 = Lφ− λφ = ∂
2φ
∂x2
+
ε
6
uφ− λφ =⇒ ∂
2φ
∂x2
=
(
λ− ε
6
u
)
φ. (2.43)
Una vez obtenido este resultado, nuestro objetivo es reducir el orden del
operador M , por lo que:
∂3φ
∂x3
=
∂
∂x
[
∂2φ
∂x2
]
=
∂
∂x
[(
λ− ε
6
u
)
φ
]
=
(
λ− ε
6
u
)
∂φ
∂x
− ε
6
∂u
∂x
φ. (2.44)
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Pensando ahora en operadores, el operador M que era de orden 3 queda
reducido a:
Mˆ = −4 ∂
3
∂x3
− εu ∂
∂x
− ε
2
∂u
∂x
= −4
[(
λ− ε
6
u
)
∂
∂x
− ε
6
∂u
∂x
]
− εu ∂
∂x
− ε
2
∂u
∂x
=
= −
(
4λ− 2
3
εu+εu
)
∂
∂x
+
(
4ε
6
− ε
2
)
∂u
∂x
= −
(
4λ+
ε
3
u
)
∂
∂x
+
ε
6
∂u
∂x
, (2.45)
que es un operador de orden 1 que depende de λ.
2.4 Formato matricial de los pares de Lax
En 1974 Ablowitz, Kaup, Newell y Segur publicaron el formalismo matricial
para los pares de Lax, donde introdujeron una construccio´n que evita la
necesidad de considerar operadores de Lax de orden elevado.
En sus ana´lisis ellos introdujeron el siguiente sistema:
DxΦ = XΦ, (2.46)
DtΦ = TΦ, (2.47)
donde X y T son matrices que corresponden a los operadores L y M respec-
tivamente, y Φ es una funcio´n vector auxiliar.
Las matrices X y T , en general, dependen del valor propio independiente
del tiempo λ, y la dimensio´n de Φ depende del orden del operador L. Esto
es, si L es de orden n, entonces el vector Φ tendra´ n elementos y X y T
sera´n matrices de dimensio´n n × n.
La condicio´n de compatibilidad para las ecuaciones (2.46) y (2.47) viene
dada por:
[Dt, Dx]Φ = (DtDx −DxDt)Φ = Dt(DxΦ)−Dx(DtΦ)=0.
Si sustituimos las ecuaciones (2.46) y (2.47) obtenemos
[Dt, Dx]Φ = Dt(XΦ)−Dx(TΦ) = (DtX)Φ+XDtΦ− (DxT )Φ−TDxΦ = 0,
o equivalentemente
[Dt, Dx]Φ = (DtX)Φ +XTΦ− (DxT )Φ− TXΦ = 0, (2.48)
que puede ser escrita como
(DtX −DxT + [X,T ])Φ = 0, (2.49)
donde [X,T ] es conocido como el conmutador matricial, que viene dado por:
[X,T ] := XT − TX. (2.50)
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La ecuacio´n (2.49) tiene que ser va´lida para toda funcio´n Φ, por tanto la
ecuacio´n matricial de Lax es la siguiente:
DtX −DxT + [X,T ] = 0. (2.51)
Dados los operadores (L,M) conocidos como el par de Lax correspondiente
a una ecuacio´n de evolucio´n particular, encontrar su correspondiente par de
Lax matricial (X,T ) es un calculo sencillo pero pesado [6]. Como hemos
visto en (2.44), el operador L permite escribir derivadas de orden elevado en
x en te´rminos de derivadas de orden inferior. Sea n el orden de L, suponga-
mos sin perdida de generalidad que el orden del coeficiente que acompan˜a a
la derivada ene´sima en x es 1. Por lo tanto:
L = Dnx + fn−1D
n−1
x + ...+ f0I. (2.52)
Sea:
Φ =

φ
Dxφ
...
Dn−1x φ
 ,
entonces la ecuacio´n Lφ = λφ es equivalente a la forma matricial:
DxΦ =

Dxφ
D2xφ
...
Dnxφ
 =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
λ− f0 −f1 −f2 · · · −fn−1
Φ = XΦ. (2.53)
El ca´lculo de T es algo ma´s elaborado. Partiendo de φt = Mφ su forma
matricial es:
DtΦ =

φt
Dxφt
...
Dn−1x φt
 =

Mφ
DxMφ
...
Dn−1x φt
 = TΦ. (2.54)
A continuacio´n, hacemos uso de (2.2) y (2.52) y obtenemos,
Lφ = λφ ⇐⇒ Lφ− λφ = 0 ⇐⇒
Lφ− λφ = [Dnx + fn−1Dn−1x + ...+ (f0 − λ)I]φ = 0
⇐⇒ Dnxφ = −[fn−1Dn−1x + ...+ (f0 − λ)I]φ.
Pero como se quiere aplicar esta fo´rmula para derivadas de orden elevado,
es decir, para r > 1 lo aplicamos:
Drx[D
n
xφ] = D
n+r
x φ = −Drx[fn−1Dn−1x + ...+ (f0 − λ)I]φ. (2.55)
Por lo tanto, toda derivada de φ en x de orden n o superior es eliminada
aplicando (2.55) sucesivamente, y el resultado es un vector que dependera´
linealmente de φ y sus primeras n− 1 derivadas, es decir, DtΦ = TΦ.
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2.4.1 Formato matricial del par de Lax para la ecuacio´n KdV
En este apartado vamos a aplicar el me´todo matricial del par de Lax a la
ecuacio´n general KdV, la ecuacio´n (1.3) que hemos utilizado en el caso 2.3.4.
ut + εuux + uxxx = 0, u = u(x, t). (1.3)
Para la ecuacio´n (1.3) consideraremos el siguiente par de Lax:
L =
∂2
∂x2
+
ε
6
u, u = u(x, t), (2.42)
y
Mˆ = −
(
4λ+
ε
3
u
)
∂
∂x
+
ε
6
∂u
∂x
, u = u(x, t). (2.45)
Podemos apreciar que aqu´ı el operador L es de orden 2, entonces tendremos
que las matrices X y T son de dimensio´n 2 × 2.
En este caso, la matriz X de la ecuacio´n (2.53) se reduce a
X =
 0 1
λ− ε
6
u 0
 , (2.56)
dado que n = 2, f0 =
ε
6
u y f1 = 0. Para obtener la matriz T debemos
realizar algu´n calculo ma´s. Teniendo en cuenta la ecuacio´n (2.3) obtenemos
Dtφ = Mˆφ = −
(
4λ+
ε
3
u
)
∂φ
∂x
+
ε
6
∂u
∂x
φ,
Dx(Dtφ) = −
(
4λ+
ε
3
u
)
∂2φ
∂x2
− ε
3
∂u
∂x
∂φ
∂x
+
ε
6
∂2u
∂x2
φ+
ε
6
∂u
∂x
∂φ
∂x
=
= −
(
4λ+
ε
3
u
)
∂2φ
∂x2
− ε
6
∂u
∂x
∂φ
∂x
+
ε
6
∂2u
∂x2
φ.
Sin embargo, sustituyendo la expresio´n de la derivada parcial de orden 2
dada en (2.43) podemos simplificar el valor de Dx(Dtφ) de forma que queda
como:
Dx(Dtφ) = −
(
4λ+
ε
3
u
)(
λ− ε
6
u
)
φ− ε
6
∂u
∂x
∂φ
∂x
+
ε
6
∂2u
∂x2
φ =
=
(
−4λ2 + 4λε
6
u− λε
3
u+
ε2
18
u2 +
ε
6
∂2u
∂x2
)
φ− ε
6
∂u
∂x
∂φ
∂x
=
=
(
−4λ2 + λε
3
u+
ε2
18
u2 +
ε
6
∂2u
∂x2
)
φ− ε
6
∂u
∂x
∂φ
∂x
.
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Entonces, sustituyendo los resultados en la ecuacio´n (2.54) obtenemos
DtΦ =

ε
6
∂u
∂x
−4λ− ε
3
u
−4λ2 + λε
3
u+
ε2
18
u2 +
ε
6
∂2u
∂x2
−ε
6
∂u
∂x
Φ = TΦ, (2.57)
que nos proporciona la matriz T .
A continuacio´n, procedemos a hallar la ecuacio´n KdV como condicio´n de
compatibilidad, a trave´s de la ecuacio´n (2.51).
Para ello calculamos:
XT =

0 1
λ− ε
6
u 0


ε
6
∂u
∂x
−4λ− ε
3
u
−4λ2 + λε
3
u+
ε2
18
u2 +
ε
6
∂2u
∂x2
−ε
6
∂u
∂x
 =
=

−4λ2 + λε
3
u+
ε2
18
u2 +
ε
6
∂2u
∂x2
−ε
6
∂u
∂x
λ
ε
6
∂u
∂x
− ε
2
36
u
∂u
∂x
−4λ2 − λε
3
u+ 4λ
ε
6
u+
ε2
18
u2

(2.58)
y
TX =

ε
6
∂u
∂x
−4λ− ε
3
u
−4λ2 + λε
3
u+
ε2
18
u2 +
ε
6
∂2u
∂x2
−ε
6
∂u
∂x


0 1
λ− ε
6
u 0
 =
=

−4λ2 − λε
3
u+ 4λ
ε
6
u+
ε2
18
u2
ε
6
∂u
∂x
−λε
6
∂u
∂x
+
ε2
36
u
∂u
∂x
−4λ2 + λε
3
u+
ε2
18
u2 +
ε
6
∂2u
∂x2

.
(2.59)
Una vez obtenidas los valores de los productos matriciales, ecuaciones (2.58)
y (2.59), hallamos el valor del conmutador matricial:
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[X,T ] = XT − TX =

ε
6
∂2u
∂x2
−ε
3
∂u
∂x
λ
ε
3
∂u
∂x
− ε
2
18
u
∂u
∂x
−ε
6
∂2u
∂x2

. (2.60)
Tras hallar el valor del conmutador, calculamos el valor de las derivadas par-
ciales para cada caso, para posteriormente sustituir las expresiones obtenidas
en la ecuacio´n matricial de Lax.
DtX = Dt

0 1
λ− ε
6
u 0
 =

0 0
−ε
6
∂u
∂t
0
 , (2.61)
DxT = Dx

ε
6
∂u
∂x
−4λ− ε
3
u
−4λ2 + λε
3
u+
ε2
18
u2 +
ε
6
∂2u
∂x2
−ε
6
∂u
∂x
 =
=

ε
6
∂2u
∂x2
−ε
3
∂u
∂x
λε
3
∂u
∂x
+
ε2
18
2u
∂u
∂x
+
ε
6
∂3u
∂x3
−ε
6
∂2u
∂x2
 . (2.62)
Por lo tanto, la ecuacio´n matricial de Lax
DtX −DxT + [X,T ] = 0, (2.51)
es ahora:
0 0
−ε
6
∂u
∂t
0
−

ε
6
∂2u
∂x2
−ε
3
∂u
∂x
λε
3
∂u
∂x
+
ε2
18
2u
∂u
∂x
+
ε
6
∂3u
∂x3
−ε
6
∂2u
∂x2
+
+

ε
6
∂2u
∂x2
−ε
3
∂u
∂x
λ
ε
3
∂u
∂x
− ε
2
18
u
∂u
∂x
−ε
6
∂2u
∂x2

=
0 0
0 0
 ,
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entonces, 
0 0
−ε
6
(
∂u
∂t
+ εu
∂u
∂x
+
∂3u
∂x3
)
0
 =
0 0
0 0
 . (2.63)
Y prestando atencio´n a la u´nica expresio´n no nula, vemos que obtenemos:
−ε
6
(
∂u
∂t
+ εu
∂u
∂x
+
∂3u
∂x3
)
= 0.
De esta forma queda demostrado que la condicio´n de compatibilidad para
las matrices X y T , es decir, la ecuacio´n matricial de Lax, es
∂u
∂t
+ εu
∂u
∂x
+
∂3u
∂x3
= 0, (1.3)
que es justamente la ecuacio´n KdV general que hemos usado en el caso
2.3.4.
En el Ape´ndice B apartado B.2 se an˜ade un programa escrito en Mathe-
matica donde se implementa el formato matricial del par de Lax explicado
anteriormente.
Cap´ıtulo 3
Operadores de Lax y
soluciones exactas
En el cap´ıtulo anterior se han usado los operadores de Lax y la ecuacio´n de
Lax para deducir las distintas formas de la ecuacio´n KdV como condicio´n
de compatibilidad. En este cap´ıtulo usaremos el par de Lax para deducir
la solucio´n de tipo solito´n ya obtenida en el cap´ıtulo introductorio de una
manera alternativa [8].
Al igual que en el cap´ıtulo anterior la ecuacio´n KdV con la que vamos a
trabajar es la siguiente:
ut + εuux + uxxx = 0, u = u(x, t), (1.3)
para la cual, como ya hemos visto en el Cap´ıtulo 1, una familia de soluciones
viene dada por:
u(x, t) =
3c
ε
sech2
(√
c
2
(x− x0 − ct)
)
. (1.8)
Esta familia de soluciones se obtiene directamente, mediante la bu´squeda de
soluciones de onda viajera de la forma u = v(ξ), siendo ξ = x − ct, y por
lo tanto, reduciendo la ecuacio´n KdV a una ecuacio´n no lineal diferencial
ordinaria, tal y como hemos hecho en el Cap´ıtulo 1.
A continuacio´n, veremos como la representacio´n de la ecuacio´n KdV como
una condicio´n de compatibilidad del par de Lax del caso 2.3.4 (ver (2.37) y
(2.38)) con
Lφ = −6
ε
φxx − uφ = λφ y φt = Mφ = −4φxxx − εuφx − ε
2
uxφ, (3.1)
nos permite volver a obtener la solucio´n (1.8) y otras muchas soluciones
exactas de una manera sistema´tica.
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De forma ana´loga se puede aplicar esta te´cnica a cualquier otra ecuacio´n
que pueda ser expresada mediante la ecuacio´n de Lax.
En concreto, la idea consiste en construir soluciones simulta´neas con las
autofunciones φ(x, t) asociadas al par de Lax (3.1) de la ecuacio´n KdV y
las soluciones u(x, t) de la ecuacio´n KdV (1.3) (u ≡ 0 y la solucio´n de
tipo solito´n (1.8)). Una vez obtenidas estas autofunciones particulares, se
pasara´ a una generalizacio´n que permita obtener nuevamente las soluciones
mencionadas anteriormente.
3.1 Las autofunciones del par de Lax asociadas a
la ecuacio´n KdV
La te´cnica para la elaboracio´n de soluciones de la ecuacio´n KdV a partir de
su par de Lax consiste en sustituir la expresio´n de la solucio´n u(x, t) en los
operadores L y M del par de Lax, y tras unas “manipulaciones” algebraicas,
resolver el sistema para obtener la autofuncio´n φ(x, t) asociada [8].
3.1.1 Solucio´n ide´nticamente cero
Una solucio´n trivial de la ecuacio´n KdV es u(x, t) ≡ 0.
Como se trata de una solucio´n de la ecuacio´n KdV, las ecuaciones del par
de Lax sustituyendo u ≡ 0 quedan de la forma
Lφ = −6
ε
φxx = λφ y φt = Mφ = −4φxxx, (3.2)
que pueden ser resueltas simulta´neamente para φ. De hecho, una solucio´n
simple es:
φ = ei(kx+4k
3t), donde k =
√
λε
6
, (3.3)
que se obtiene mediante la resolucio´n de cada ecuacio´n, como veremos a
continuacio´n.
Sea
Lφ = −6
ε
φxx = λφ,
hallamos su polinomio caracter´ıstico,
−6
ε
r2 − λ = 0 =⇒ −6
ε
r2 = λ =⇒ r2 = −λε
6
=⇒ r = ±i
√
λε
6
.
Procedemos a distinguir casos:
-λ = 0 : r = 0, φ(x) = C1 + C2x,
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-λ < 0 : r = ∓
√
λε
6
= ∓k, φ(x) = C1e−kx + C2e+kx,
-λ > 0 : r = ±i
√
λε
6
= ±ik, φ(x) = C1eikx + C2e−ikx.
La otra ecuacio´n es:
φt + 4φxxx = 0,
que podemos resolver de forma muy parecida a lo hecho en el cap´ıtulo 1,
para la ecuacio´n ut +uxxx = 0 usando el me´todo de separacio´n de variables.
La solucio´n viene dada por:
φ(x, t) = e(λ/4)
1/3ixeλit = ei[(λ/4)
1/3x+λt],
Si definimos λ = ω y hacemos uso de la relacio´n de dispersio´n que en este
caso es ω = 4k3, obtenemos el siguiente resultado:
φ(x, t) = ei[(λ/4)
1/3x+λt] = ei(kx+4k
3t). (3.4)
De esta manera queda probado que efectivamente (3.3) es solucio´n de las
ecuaciones (3.2), es decir, se trata de una solucio´n del par de Lax cuando
u ≡ 0. Otra solucio´n simultanea puede ser obtenida sustituyendo k por −k.
3.1.2 Solucio´n solito´n
Para empezar, dado que el solito´n decae a cero para todo x y t (| x− ct |→ ∞
ver apartado 1.3), tiene sentido realizar el cambio
φ(x, t) = ψ(x, t)ei(kx+4k
3t). (3.5)
Con este cambio, modificaremos las ecuaciones del par de Lax.
Sea:
φ = ψei(kx+4k
3t),
φx = ψxe
i(kx+4k3t) + ψ(ik)ei(kx+4k
3t),
φxx = ψxxe
i(kx+4k3t) + 2ψx(ik)e
i(kx+4k3t) − ψk2ei(kx+4k3t),
φxxx = ψxxxe
i(kx+4k3t)+3ψxx(ik)e
i(kx+4k3t)−3k2ψxei(kx+4k3t)−ψik3ei(kx+4k3t),
φt = ψte
i(kx+4k3t) + ψ4ik3ei(kx+4k
3t).
Sustituimos estos valores en las ecuaciones del par de Lax (3.1). Para la
primera ecuacio´n tenemos que:
0 = Lφ− λφ = −6
ε
φxx − uφ− λφ =
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−6
ε
[
ψxxe
i(kx+4k3t) + 2ψx(ik)e
i(kx+4k3t) − ψk2ei(kx+4k3t)
]
− uψei(kx+4k3t)+
−λψei(kx+4k3t) =
[
−6
ε
ψxx − 12
ε
ψx(ik) +
6
ε
ψk2 − uψ − λψ
]
ei(kx+4k
3t).
Sustituyendo el valor de λ =
6
ε
k2 y simplificando obtenemos:
0 = −6
ε
ψxx − 12
ε
ψx(ik) +
6
ε
ψk2 − uψ − 6
ε
k2ψ
=⇒ −6
ε
ψxx − 12
ε
ikψx − uψ = 0. (3.6)
Y para la segunda:
0 = Mφ− φt = −4φxxx − εuφx − ε
2
uxφ− φt =
= −4
[
ψxxxe
i(kx+4k3t)+3ψxx(ik)e
i(kx+4k3t)−3k2ψxei(kx+4k3t)−ψik3ei(kx+4k3t)
]
+
−εu
[
ψxe
i(kx+4k3t)+ψ(ik)ei(kx+4k
3t)
]
−ε
2
uxψe
i(kx+4k3t)−
[
ψte
i(kx+4k3t)+ψ4ik3ei(kx+4k
3t)
]
=
=
[
−4ψxxx−12ψxx(ik)+12k2ψx+4ψik3−εuψx−εuψ(ik)−ε
2
uxψ−ψt−ψ4ik3
]
ei(kx+4k
3t),
−4ψxxx − 12ikψxx + 12k2ψx − εuψx − εikuψ − ε
2
uxψ − ψt = 0,
entonces,
ψt = −4ψxxx − 12ikψxx + (12k2 − εu)ψx −
(
εiku+
ε
2
ux
)
ψ. (3.7)
Por lo tanto de esta forma ya tenemos las nuevas expresiones de las ecua-
ciones de Lax.
−6
ε
ψxx − 12
ε
ikψx − uψ = 0, (3.6)
ψt = −4ψxxx − 12ikψxx + (12k2 − εu)ψx −
(
εiku+
ε
2
ux
)
ψ. (3.7)
Nuestro objetivo ahora es obtener una nueva expresio´n de la ecuacio´n (3.7).
Por lo que usaremos la primera ecuacio´n, la ecuacio´n (3.6), para simplificar
la segunda, la ecuacio´n (3.7), y de esa forma hacer desaparecer las derivadas
parciales de orden superior (de orden elevado).
Para empezar reescribimos la ecuacio´n (3.6) como:
−6
ε
ψxx =
12
ε
ikψx + uψ ⇐⇒ ψxx = −2ikψx − ε
6
uψ. (3.8)
Cap´ıtulo 3. Operadores de Lax y soluciones exactas 39
Una vez obtenida la expresio´n de ψxx, ecuacio´n (3.8), sustituimos su valor
en la segunda ecuacio´n, la ecuacio´n (3.7):
ψt = −4ψxxx − 12ikψxx + (12k2 − εu)ψx −
(
εiku+
ε
2
ux
)
ψ, (3.7)
ψt = −4ψxxx − 12ik
(
−2ikψx − ε
6
uψ
)
+ (12k2 − εu)ψx −
(
εiku+
ε
2
ux
)
ψ,
ψt = −4ψxxx − 24k2ψx + 2εikuψ + (12k2 − εu)ψx −
(
εiku+
ε
2
ux
)
ψ,
ψt = −4ψxxx − (12k2 + εu)ψx +
(
εiku− ε
2
ux
)
ψ. (3.9)
Por otro lado, derivamos respecto de x la ecuacio´n (3.8), de manera que
obtenemos una expresio´n para la derivada tercera de ψ con respecto de x:
ψxxx = −2ikψxx − ε
6
uψx − ε
6
uxψ. (3.10)
A continuacio´n, volvemos a hacer uso de la ecuacio´n (3.8) sustituye´ndola en
la ecuacio´n (3.10) de manera que obtenemos:
ψxxx = −2ik
(
−2ikψx − ε
6
uψ
)
− ε
6
uψx − ε
6
uxψ =
=
(
−4k2 − ε
6
u
)
ψx +
(
ε
3
iku− ε
6
ux
)
ψ. (3.11)
Finalmente, sustituimos la nueva expresio´n de ψxxx, ecuacio´n (3.11), en la
ecuacio´n (3.9).
ψt = −4ψxxx − (12k2 + εu)ψx +
(
εiku− ε
2
ux
)
ψ =
= −4
[(
−4k2−ε
6
u
)
ψx+
(
ε
3
iku−ε
6
ux
)
ψ
]
−(12k2+εu)ψx+
(
εiku−ε
2
ux
)
ψ =
= 16k2ψx +
2
3
εuψx − 4
3
εikuψ+
2
3
εuxψ− 12k2ψx − εuψx + εikuψ− ε
2
uxψ =
= 4k2ψx − ε
3
uψx − ε
3
ikuψ +
ε
6
uxψ
ψt =
(
4k2 − ε
3
u
)
ψx +
(
−ε
3
iku+
ε
6
ux
)
ψ. (3.12)
De forma que la nueva escritura del par de Lax es:
−6
ε
ψxx − 12
ε
ikψx − uψ = 0, (3.6)
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ψt =
(
4k2 − ε
3
u
)
ψx +
(
−ε
3
iku+
ε
6
ux
)
ψ. (3.12)
Ahora vamos a resolver este sistema sujeto a que u sea la solucio´n:
u(x, t) =
3c
ε
sech2
(√
c
2
(x− x0 − ct)
)
. (1.8)
Dado que u involucra funciones hiperbo´licas, podemos conseguir expresiones
ma´s sencillas si usamos un cambio de coordenadas hiperbo´lico. La transfor-
macio´n que vamos a realizar va de (x, t) a (y, τ), donde
y = tanh
(√
c
2
(x− x0 − ct)
)
= tanh(ζ), τ = t, (3.13)
Este cambio transforma el intervalo −∞ < x < +∞ a −1 < y < 1. A con-
tinuacio´n, calcularemos el valor del Jacobiano con la ayuda de las siguientes
identidades
d
dζ
tanh(ζ) = sech2(ζ) y tanh2(ζ) + sech2(ζ) = 1. (3.14)
Y aplicando la regla de la cadena llegamos a:
∂ •
∂x
=
∂ •
∂y
· ∂y
∂x
+
∂ •
∂τ
· ∂τ
∂x
= sech2(ζ) · ∂
∂x
(√
c
2
(x− x0 − ct)
)
∂ •
∂y
+ 0 =
=
√
c
2
sech2(ζ)
∂ •
∂y
=
√
c
2
(1− tanh2(ζ))∂ •
∂y
,
∂ •
∂t
=
∂ •
∂y
· ∂y
∂t
+
∂ •
∂τ
· ∂τ
∂t
= sech2(ζ) · ∂
∂t
(√
c
2
(x− x0 − ct)
)
∂ •
∂y
+
∂ •
∂τ
=
= (1− tanh2(ζ))
(
−c
√
c
2
)
∂ •
∂y
+
∂ •
∂τ
,
entonces,
∂
∂x
=
√
c
2
(1− y2) ∂
∂y
y
∂
∂t
=
∂
∂τ
− c
3/2
2
(1− y2) ∂
∂y
. (3.15)
Por lo tanto, aplicando estas derivadas a la funcio´n ψ tenemos,
ψx =
√
c
2
(1− y2)ψy,
ψxx =
c
4
(1− y2) ∂
∂y
[(1− y2)ψy] = c
4
(1− y2)[(1− y2)ψyy − 2yψy] =
=
c
4
(1− y2)2ψyy − c
2
y(1− y2)ψy,
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ψt = ψτ − c
3/2
2
(1− y2)ψy.
Tambie´n, usando las ecuaciones (1.8) y (3.13) con la segunda igualdad de
(3.14) sobre u resulta que:
u =
3c
ε
(1− y2),
entonces,
ux =
√
c
2
(1− y2)uy =
√
c
2
(1− y2) ∂
∂y
[
3c
ε
(1− y2)
]
=
√
c
2
(1− y2)
[
−2y3c
ε
]
=
= −(1− y2)3c
3/2
ε
y = −3c
3/2
ε
y(1− y2).
Finalmente, con estos datos podemos transformar las ecuaciones en las
nuevas coordenadas (y, τ).
Para la primera:
−6
ε
ψxx − 12
ε
ikψx − uψ = 0,
−6
ε
[
c
4
(1− y2)2ψyy− c
2
y(1− y2)ψy
]
− 12
ε
ik
√
c
2
(1− y2)ψy− 3c
ε
(1− y2)ψ = 0,
−3c
2ε
(1− y2)2ψyy + 3c
ε
y(1− y2)ψy − 6
ε
ik
√
c(1− y2)ψy − 3c
ε
(1− y2)ψ = 0,
−3c
2ε
(1− y2)ψyy +
(
3c
ε
y − 6
ε
ik
√
c
)
ψy − 3c
ε
ψ = 0,
que para ε 6= 0 se reduce a
−3c
2
(1− y2)ψyy + (3cy − 6ik
√
c)ψy − 3cψ = 0. (3.16)
Para la segunda:
ψt =
(
4k2 − ε
3
u
)
ψx +
(
−ε
3
iku+
ε
6
ux
)
ψ,
ψt =
(
4k2−ε
3
3c
ε
(1−y2)
)√
c
2
(1−y2)ψy+
[
−ε
3
ik
3c
ε
(1−y2)+ε
6
(
−3c
3/2
ε
y(1−y2)
)]
ψ,
ψt = (4k
2 − c+ cy2)
√
c
2
(1− y2)ψy −
(
ik +
√
c
2
y
)
c(1− y2)ψ.
Adema´s, sabemos que:
ψt = ψτ − c
3/2
2
(1− y2)ψy ⇐⇒ ψτ = ψt + c
3/2
2
(1− y2)ψy,
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y combinando estas dos ecuaciones nos queda lo siguiente
ψτ = (4k
2−c+cy2)
√
c
2
(1−y2)ψy−
(
ik+
√
c
2
y
)
c(1−y2)ψ+ c
3/2
2
(1−y2)ψy,
ψτ = (4k
2 − c+ cy2 + c)
√
c
2
(1− y2)ψy −
(
ik +
√
c
2
y
)
c(1− y2)ψ,
entonces,
ψτ = (4k
2 + cy2)
√
c
2
(1− y2)ψy −
(
ik +
√
c
2
y
)
c(1− y2)ψ. (3.17)
De forma que hemos obtenido las nuevas expresiones:
−3c
2
(1− y2)ψyy + (3cy − 6ik
√
c)ψy − 3cψ = 0, (3.16)
ψτ = (4k
2 + cy2)
(√
c
2
(1− y2)ψy
)
−
(
ik +
√
c
2
y
)
c(1− y2)ψ. (3.17)
Si prestamos atencio´n a la ecuacio´n (3.16) es fa´cil ver que una solucio´n es
una familia de funciones lineales de y. De hecho, sustituyendo ψ = Ay +B
donde A = A(τ) y B = B(τ), podemos ver que se obtiene;
ψ = Ay +B, ψy = A, y ψyy = 0. (3.18)
Por lo tanto:
−3c
2
(1− y2)ψyy +
(
3cy − 6ik√c)ψy − 3cψ = 0,
0 +
(
3cy − 6ik√c)A− 3c(Ay +B) = 0,
3cyA− 6ik√cA− 3cAy − 3cB = 0,
−6ik√cA = 3cB,
A = − 3cB
6ik
√
c
,
A = −
√
c
2ik
B.
A continuacio´n, suponemos que la funcio´n ψ es constante con respecto de la
nueva variable τ , es decir, ψτ ≡ 0. Entonces, la ecuacio´n (3.17) se reduce a
una identidad, de forma que podemos dar un valor expl´ıcito a las variables
A y B.
ψτ = (4k
2 + cy2)
(√
c
2
(1− y2)ψy
)
−
(
ik +
√
c
2
y
)
c(1− y2)ψ,
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donde
ψ = −
√
c
2ik
By +B, ψy = −
√
c
2ik
B.
Entonces, si sustituimos las expresiones de ψ y ψy en la ecuacio´n (3.17) y
tenemos en cuenta que ψτ ≡ 0 obtenemos el valor de B.
ψτ = −(4k2+cy2) c
4ik
(1−y2)B−
(
ik+
√
c
2
y
)
c(1−y2)
(
−
√
c
2ik
By+B
)
= 0,
ψτ = −c(1− y2)
[
(4k2 + cy2)
B
4ik
+
(
ik +
√
c
2
y
)(
−
√
c
2ik
By +B
)]
= 0,
⇐⇒ (4k2 + cy2) B
4ik
+
(
ik +
√
c
2
y
)(
−
√
c
2ik
By +B
)
= 0
⇐⇒ Bk
i
+
c
4ik
By2 −
√
c
2
By +Bik − c
4ik
By2 +
√
c
2
By = 0
Bk
i
+Bik = 0 ⇒ Bk −Bk = 0
⇒ 0 = 0 ∀B.
Sin perdida de generalidad elegimos B = ik para simplificar la expresio´n de
A.
De esta forma, hemos obtenido los valores de A y B que son:
A = −
√
c
2ik
ik = −
√
c
2
y B = ik.
Por lo tanto, las expresiones de ψ y sus derivadas, que aparecen en (3.18)
quedan como:
ψ = −
√
c
2
y + ik, ψy = −
√
c
2
, ψyy = 0. (3.19)
Esto significa que hemos encontrado una solucio´n simultanea al problema
del par de Lax con L y M dados en (3.1), la solucio´n u(x, t) dada en (1.8)
y la funcion φ(x, t) con el cambio φ = ψei(kx+4k
3t) definido en (3.5).
Por lo tanto siendo φ = ψei(kx+4k
3t), la ecuacio´n (3.5), donde
ψ = −
√
c
2
y + ik, (3.20)
e y = tanh
(√
c
2
(x− x0 − ct)
)
, la ecuacio´n (3.13), la solucio´n simultanea es
φ(x, t, k) =
(
ik −
√
c
2
tanh
(√
c
2
(x− x0 − ct)
))
ei(kx+4k
3t), (3.21)
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con u(x, t) dada en (1.8).
Una vez obtenida la solucio´n φ(x, t), podemos observar una propiedad in-
teresante, que sera´ la base de la generalizacio´n posterior. El factor ei(kx+4k
3t)
es una parte de la tangente hiperbo´lica si k = ±i√c/2, es decir,
φ
∣∣∣
k=±i√c/2
=
(
±i
√
c
2
i−
√
c
2
tanh
(√
c
2
(x− x0 − ct)
))
ei
(
±i
√
c
2
x+4
(
∓i c3/2
8
)
t
)
,
φ
∣∣∣
k=±i√c/2
=
(
∓
√
c
2
−
√
c
2
tanh
(√
c
2
(x− x0 − ct)
))
e
(
∓
√
c
2
x±
√
c
2
ct
)
,
φ
∣∣∣
k=±i√c/2
=
√
c
2
(
∓1− tanh
(√
c
2
(x− x0 − ct)
))
e∓
√
c
2
(x−ct). (3.22)
En el ape´ndice C apartado C.1 mostramos los detalles que demuestran que
en realidad estas dos funciones dependientes de x y t son proporcionales la
una a la otra, es decir
φ
∣∣∣
k=+i
√
c/2
φ
∣∣∣
k=−i√c/2
=
−2e−
√
c
2
x0
2e
√
c
2
x0
= −e−
√
cx0 . (3.23)
En efecto, este es el rasgo distintivo que se trata de emular en la generacio´n
de soluciones ma´s complicadas de la ecuacio´n KdV a trave´s del par de Lax.
Pasamos por lo tanto a ver como generalizar la obtencio´n de soluciones del
par de Lax y de la ecuacio´n KdV.
3.2 Generalizacio´n y otras soluciones de la ecuacio´n
KdV
Generalizacio´n. La idea que se desarrolla a continuacio´n es pensar que
quiza´s para alguna otra solucio´n de la ecuacio´n KdV, existen soluciones
simulta´neas φ del par de Lax que tienen la siguiente forma:
φ(x, t, k) = ((ik)N+AN−1(x, t)(ik)N−1+AN−2(x, t)(ik)N−2+...+A1(x, t)(ik)+
+A0(x, t))e
i(kx+4k3t), para todo N = 0, 1, 2, 3, . . . . (3.24)
que es una generalizacio´n de la forma vista en (3.21).
Adema´s, supondremos que esta funcio´n satisface las siguientes relaciones:
φ(x, t, iκn) = (−1)ncnφ(x, t,−iκn), n = 1, ..., N, (3.25)
donde 0 < κ1 < κ2 < ... < κN−1 < κN y donde cn > 0 para todo n, que es
la relacio´n de proporcionalidad vista en (3.23).
De hecho, cabe destacar que para el caso N = 0 se obtiene la solucio´n trivial
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u ≡ 0 de la ecuacio´n KdV, y para N = 1 se obtiene la solucio´n soliton (1.8)
de la ecuacio´n KdV, como veremos expl´ıcitamente en el corolario 3.2.4.
La primera observacio´n importante es que las N condiciones homoge´neas
de (3.25) determinan realmente φ(x, t, k) u´nicamente para todo (x, t) ∈ R2.
Esto es una consecuencia de los siguientes resultados, cuyas lineas de de-
mostracio´n se indican en el Ape´ndice C apartado C.2.
Lema 3.2.1. Para cada (x, t) ∈ R2, el conjunto Λ de funciones f(x, t, k) de
variable compleja k de la forma
f(x, t, k) = ((ik)NFN + (ik)
N−1FN−1 + . . .+ (ik)F1 + F0)ei(kx+4k
3t)
es un espacio vectorial de dimensio´n N + 1 sobre C. Dado un conjunto de
nu´meros 0 < κ1 < κ2 < . . . < κN−1 < κN y cn > 0, para n = 1, . . . , N , el
conjunto de elementos de Λ que satisfacen las condiciones homoge´neas de
(3.25) forman un subespacio lineal Λ0. Adema´s,
dim(Λ0) = 1,
para todo (x, t) ∈ R2. En particular, esto significa que si f ∈ Λ0 se normaliza
asumiendo que FN = 1, entonces esta´ determinado de manera u´nica, y que
si f ∈ Λ0 satisface que FN = 0, entonces f(x, t, k) ≡ 0.
Proposicio´n 3.2.2. La funcio´n φ(x, t, k) satisface el operador L del par de
Lax (3.1)
Lφ = −6
ε
φxx − uφ = λφ,
donde λ =
6
ε
k2 y donde la funcio´n potencial viene dada por
u(x, t) = −12
ε
∂AN−1
∂x
. (3.26)
Proposicio´n 3.2.3. La funcio´n φ(x, t, k) satisface el operador M del par
de Lax (3.1)
φt = Mφ = −4φxxx − εuφx − ε
2
uxφ,
donde de nuevo la funcio´n potencial u(x, t) viene dada por
u(x, t) = −12
ε
∂AN−1
∂x
. (3.26)
Corolario 3.2.4. Dados los nu´meros positivos 0 < κ1 < κ2 < . . . < κN
y los nu´meros positivos c1, . . . , cN , los coeficientes AN−1(x, t) son construi-
dos imponiendo las condiciones homoge´neas (3.25) en la forma de (3.24).
Entonces la funcio´n
u(x, t) = −12
ε
∂AN−1
∂x
(3.26)
es una solucio´n de la ecuacio´n KdV, la ecuacio´n (1.3).
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Veamos que ocurre para los casos N = 0 y N = 1:
-N = 0 :
Como hemos visto en la generalizacio´n, las soluciones simultaneas φ del
par de Lax son de la forma:
φ(x, t, k) = ((ik)N+AN−1(x, t)(ik)N−1+AN−2(x, t)(ik)N−2+...+A1(x, t)(ik)+
+A0(x, t))e
i(kx+4k3t), para todo N = 0, 1, 2, 3, . . . . (3.24)
Como estamos trabajando en el caso N = 0 la solucio´n simultanea es,
φ(x, t, k) = ((ik)0)ei(kx+4k
3t) = ei(kx+4k
3t)
que coincide con la (3.4) vista al principio del apartado anterior. Sin em-
bargo, el Lema 3.2.1, las Proposiciones y el Corolario 3.2.4 tienen sentido
para N ≥ 1. Adema´s, los coeficientes AN−1(x, t) son construidos imponiendo
las condiciones homoge´neas (3.25) en la forma (3.24) con n = 1, ..., N . Por
lo que en el caso N = 0 no es posible construirlos y la u´nica solucio´n que
tiene sentido es la ide´nticamente nula, u ≡ 0.
-N = 1 :
En este caso la solucio´n simultanea del par de Lax obtenida de (3.24) y
(3.26) viene dada por:
φ(x, t, k) = (ik +A0)e
i(kx+4k3t) y u(x, t) = −12
ε
∂A0
∂x
.
Si elegimos la funcio´n φ(x, t, k) como la dada por la ecuacio´n (3.21), identi-
ficamos A0 = −
√
c
2
tanh
(√
c
2
(x− x0 − ct)
)
y por lo tanto tenemos que
u(x, t) = −12
ε
∂A0
∂x
= −12
ε
∂
∂x
[
−
√
c
2
tanh
(√
c
2
(x− x0 − ct)
)]
=
= −12
ε
(
− c
4
sech2
(√
c
2
(x− x0 − ct)
))
=
3c
ε
sech2
(√
c
2
(x− x0 − ct)
)
,
que como ya se ha visto es una solucio´n de la ecuacio´n de Korteweg-de Vries,
ut + εuux + uxxx = 0.
Finalmente, cabe destacar que la idea de esta generalizacio´n es poder cons-
truir nuevas soluciones de la ecuacio´n KdV a partir de la definicio´n de dife-
rentes expresiones para la funcio´n φ(x, t, k). Pero esto ya no entra en el
desarrollo del presente trabajo.
Ape´ndice A
Resolucio´n nume´rica de la
ecuacio´n KdV en
Mathematica
Antes de presentar el algoritmo disen˜ado para la resolucio´n nume´rica de la
ecuacio´n KdV vamos a explicar en que consisten los me´todos de Runge-
Kutta [9]. Para la resolucio´n nume´rica de Ecuaciones Diferenciales Ordi-
nales, EDOs, hemos elegido el me´todo ma´s usado de entre los me´todos de
un paso para aproximar ecuaciones y sistemas de ecuaciones diferenciales
ordinarias, el Me´todo de Runge-Kutta.
Dado el problema de valores iniciales para ecuaciones diferenciales ordinarias
{
y′(x) = f(x, y(x)),
y(a) = η,
un me´todo de un paso es una ecuacio´n en diferencias finitas de orden 1, es
decir, en la que so´lo aparecen 2 yn consecutivos relacionados. La estructura
general de un me´todo de un paso es
{
yn+1 = yn + hφ(xn, yn;h),
y0 = ηh,
donde la funcio´n φ se llama funcio´n incremento del me´todo, que supon-
dremos continua en D = [a, b]× R× [0, h0].
Dentro de los me´todos Runge-Kutta podemos diferenciar dos tipos, los
me´todo impl´ıcitos y los expl´ıcitos. Consideraremos los u´ltimos, los me´todos
expl´ıcitos. La estructura general de un me´todo de Runge-Kutta expl´ıcito de
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R tapas viene dada por
yn+1 = yn + hφ(xn, yn;h),
φ(x, y;h) =
R∑
r=1
crkr,
k1 = f(x, y),
kr = f
(
x+ har, y + h
r−1∑
s=1
brsks
)
, con r = 2, 3, ..., R,
ar =
r−1∑
s=1
brs, r = 2, 3, ..., R.
Este me´todo de Runge-Kutta de R etapas emplea R evaluaciones de la
funcio´n f(x, y), es decir, una evaluacio´n por cada etapa, que pueden consid-
erarse como aproximaciones de la derivada y′(x) en diversos puntos. En este
sentido, podemos interpretar φ(x, y;h) como una media de dichas aproxima-
ciones. Por ello, por consistencia, se exige que
R∑
r=1
cr = 1.
De forma que la eleccio´n de diferentes constantes cr, ar y brs dara´ lugar a
diferentes me´todos de Runge-Kutta con diferentes propiedades. Adema´s en
los me´todos expl´ıcitos cada kr so´lo depende de los ks previamente calculados,
al contrario que en el caso de los me´todos impl´ıcitos que no solo depende de
los ks anteriores si no que depende de todos ellos.
A pesar de que los me´todos impl´ıcitos son ma´s eficientes que los expl´ıcitos
e´stos tienen un coste computacional ma´s elevado. Aun as´ı, hemos elegido
para la resolucio´n nume´rica de la ecuacio´n KdV un me´todo Runge-Kutta
expl´ıcito de cuatro etapas, R = 4. Que es el siguiente:
yn+1 = yn +
h
6 (k1 + 2k2 + 2k3 + k4),
k1 = f(xn, yn),
k2 = f(xn +
1
2h, yn +
1
2hk1),
k3 = f(xn +
1
2h, yn +
1
2hk2),
k4 = f(xn + h, yn + hk3).
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Como se ha dicho anteriormente, para la resolucio´n nume´rica de ecuaciones
en derivadas parciales, EDPs, se pueden usar distintos me´todos de aproxi-
macio´n. Empezando por alguno ma´s sencillo como el Me´todo de L´ıneas, en
el que solamente se discretiza una variable, hasta otros ma´s complejos en los
que todas las variables son discretizadas.
Para la resolucio´n nume´rica de la ecuacio´n KdV hemos decidido usar un
me´todo pseudoespectral que usa la Transformada de Fourier, la
denominada Transformada ra´pida de Fourier [10]. De esta forma, para
una funcio´n u(x) definida en R, su transformada de Fourier continua uˆ(k)
es definida como
uˆ(k) = (Fu)(k) = 1√
2pi
∫ +∞
−∞
e−ikxu(x) dx, ∀ k ∈ R,
donde x es la variable f´ısica y ξ es la variable de Fourier conocida como
frecuencia si x es el tiempo o nu´mero de onda si x es el espacio.
El poder real de la Transformada de Fourier es que bajo la transformada
la operacio´n diferenciacio´n se convierte en la operacio´n multiplicacio´n, es
decir,
∂̂u
∂x
(k) = (ik)uˆ(k).
Pero como tratamos con aproximaciones discretas, usaremos la denominada
Transformada discreta de Fourier, donde la variable f´ısica x se mueve en un
entorno finito, x ∈ [0, L], siendo L = 2pi. La variable x se considerara´ en los
puntos de la malla xj = jh, j = 1, ..., N donde h =
2pi
N con N par.
Consideraremos una malla perio´dica uniforme
0 = x0 < x1 < . . . < xN−1 < xN = L = 2pi.
De esta forma la Transformada discreta de Fourier viene dada por:
vˆ(k) = (FNv)(k) = h
N∑
j=1
e−ikxjvj , k = −N
2
+ 1, . . . ,
N
2
.
Tambie´n podemos definir su inversa como:
vj = (F−1N vˆ)(xj) =
1
2pi
N/2∑
k=−N/2+1
eikxj vˆk, j = 1, . . . , N.
Pero por razones te´cnicas definimos vˆ−N/2 = vˆN/2 y reemplazando este valor
en la ecuacio´n anterior obtenemos
vj =
1
2pi
N/2∑
k=−N/2
ck e
ikxj vˆk, j = 1, . . . , N.
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donde ck =
1
2pi para k = ±N2 y ck = 1 en el resto de los casos.
Esta transformada es precisamente la que se usa en el algoritmo disen˜ado
para la resolucio´n nume´rica que presentamos a continuacio´n.
Una vez explicado el procedimiento de los me´todos Runge-Kutta y la trans-
formada ra´pida de Fourier, procedemos a desarrollar el algoritmo para la
resolucio´n nume´rica de la ecuacio´n KdV mediante el uso del programa Ma-
thematica.
El algoritmo modela la ecuacio´n KdV ut + uux + uxxx = 0, ecuacio´n (1.9),
por el me´todo espectral de Fourier en el intervalo [−pi, pi]. Recordemos que
este me´todo pseudoespectral necesita condiciones perio´dicas.
El esquema de discretizacio´n temporal de este programa es la fo´rmula Runge-
Kutta de orden cuatro, descrita anteriormente.
El algoritmo que se desarrolla a continuacio´n se construye en una forma
modificada, es decir, basado en el me´todo del Factor integrante, lo que
permite trabajar con un paso de tiempo grande, como hemos explicado an-
teriormente.
Por lo tanto, se puede concluir que esta resolucio´n esta basada en los si-
guientes seis pasos, los cuales hacen uso de la Transformada ra´pida de Fourier
y el me´todo del Factor integrante [10].
(i) Escribimos la ecuacio´n KdV, la ecuacio´n (1.9), en su forma conserva-
tiva, es decir:
ut +
1
2
(u2)x + uxxx = 0.
(ii) A continuacio´n, pasamos a trabajar en el espacio de Fourier usando la
trasformada continua de Fourier que viene dada por
uˆ(k) = (Fu)(k) = 1√
2pi
∫ +∞
−∞
e−ikxu(x) dx, ∀k ∈ R
de forma que obtenemos
ût +
i
2
k(̂u2)− ik3uˆ = 0.
(iii) Ahora multiplicamos por e−ik3t que se trata del factor integrante, obte-
niendo:
e−ik
3tût +
i
2
ke−ik
3t(̂u2)− ik3e−ik3tuˆ = 0.
(iv) Definimos una nueva variable:
Û = e−ik
3tuˆ,
cuya derivada es
Ût = −ik3Û + e−ik3tuˆt,
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por lo tanto reescribiendo la expresio´n del apartado anterior obtenemos
Ût +
i
2
ke−ik
3t(̂u2) = 0,
donde el te´rmino lineal ha desaparecido.
(v) Trabajando en el espacio de Fourier, podemos discretizar el problema
en la forma siguiente:
Ût +
i
2
e−ik
3tkF [(F−1(eik3tÛ))2] = 0.
donde F es el operador transformada de Fourier.
(vi) Por u´ltimo cabe destacar que para discretizar el problema temporal se
hace uso de me´todos de Runge-Kutta de orden cuatro.
Y el resultado que se obtiene tras ejecutar el programa escrito en Mathe-
matica siguiendo las instrucciones mencionadas anteriormente es la figura
1.3 que aparece en el Cap´ıtulo 1.
El programa codificado en Mathematica usado para realizar la simulacio´n
nume´rica de la ecuacio´n KdV ut + uux + uxxx = 0 es el siguiente:
Clear["Global ‘*"]
(* Inicializamos el contador del tiempo para saber cuanto
tiempo tarda el programa en ejecutarse. *)
t1 = TimeUsed [];
(* Creamos la malla con la que vamos a trabajar. *)
NN = 256; (* Tomamos este valor como nu´mero de divisiones de la
malla. *)
∆t = 5 * 10^-6; (* Elegimos este valor para cada paso en el
tiempo. *)
L = 2 Pi; (* Definimos el espacio en el intervalo [-Pi ,Pi]. *)
∆x = L / NN; (* Definimos este valor como incremento de x. *)
(* Tomamos las siguientes condiciones iniciales *)
c1 = 25^2; (* Velocidad de la primera onda. *)
c2 = 16^2; (* Velocidad de la segunda onda. *)
x1 = -2; (* Posici o´n inicial de la primera onda *)
x2 = -1;(* Posici o´n inicial de la segunda onda *)
(* Suma de dos soluciones exactas de la ecuaci o´n de
Korteweg -de Vries. *)
u0[x_] :=3 * c1 * (Sech[Sqrt[c1] / 2 * (x - x1)])^2 +
3 * c2 * (Sech[Sqrt[c2] / 2 * (x - x2 )])^2;
(* Definimos cada x en la que vamos a trabajar. *)
x = Table[i, {i, -NN / 2, NN / 2 - 1}] * (L / NN);
(* Definimos valores que posteriormente necesitaremos para
resolver la EDP usando el me´todo de la transformada ra´pida de
Fourier y las EDOs mediante el me´todo de Runge Kutta de cuatro
etapas. *)
u = u0[x];
(* Hacemos uso de la Transformada ra´pida de Fourier. *)
v = Fourier[u,FourierParameters → {1, -1}];
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k = Join[Table[i, {i, 0, NN / 2 - 1}], {0},
Table[i, {i, -NN / 2 + 1, -1}]];
ik3 = I * k^3;
tmax = 0.006;
(* Definimos el valor nplt= 10 que nos indica la cantidad de
subdivisiones de la malla. *)
nplt = 10;
(* Iteraciones necesarias para alcanzar el valor tmax. *)
nmax = Round[tmax / ∆t];
udata = {u};
tdata = {0};
(* Resolvemos la EDP mediante el me´todo de la transformada
ra´pida de Fourier y las EDOs a trav e´s del me´todo Runge Kutta de
orden cuatro. *)
For[n = 1, n <= nmax , n ++, t = n * ∆t; g = -I * ∆t * k / 2;
E1 = Exp[∆t * ik3 /2];
E2 = E1^2;
a = g *Fourier[Re[InverseFourier[v,
FourierParameters → {1, -1}]]^2, FourierParameters → {1, -1}];
b = g *Fourier[Re[InverseFourier[E1 * (v + a / 2),
FourierParameters → {1,-1}]]^2, FourierParameters → {1, -1}];
c = g *Fourier[Re[InverseFourier[E1 * v + b / 2,
FourierParameters → {1, -1}]]^2, FourierParameters → {1, -1}];
d = g *Fourier[Re[InverseFourier[E2 * v + E1 * c,
FourierParameters → {1, -1}]]^2, FourierParameters → {1, -1}];
v = E2 * v + (E2 * a + 2 * E1 * (b + c) + d) / 6;
If[Mod[n, nplt] == 0, u = Re[InverseFourier[v,
FourierParameters → {1, -1}]]; udata = Append[udata , u];
tdata = Append[tdata , t]];]
(* Representaci o´n en 3D. *)
Data3D = Table [{∆x * j - Pi, 0, udata[[1, j]]}, {j, 1, NN}];
Do[Data3D = Join[Data3D , Table [{∆x * j - Pi ,
∆t * k * nplt , udata[[k, j]]}, {j, 1, NN}]],
{k, 1,Lenght[udata ]}];
ListPlot3D[Data3D ,PlotRange → All ,Mesh → {0, 40},
AxesLabel → {" Espacio - x"," Tiempo - t"," KdV - u"}]
(* Volvemos a hacer uso del contador de tiempo. *)
t2 = TimeUsed [];
(* Realizamos la diferencia de los valores obtenidos mediante
los contadores de tiempo para saber el tiempo de ejecuci o´n del
programa. *)
t2-t1
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B.1 Pares de Lax en formato operador
En este segundo ape´ndice se adjuntan tres algoritmos desarrollados en Ma-
thematica que realizan la deduccio´n de la ecuacio´n KdV
ut + εuux + uxxx = 0, u = u(x, t). (1.3)
como condicio´n de compatibilidad a trave´s de diferentes operadores que
constituyen el denominado par de Lax.
En el primer programa que se desarrolla en Mathematica se hace uso del
siguiente par de Lax aplicado a la ecuacio´n KdV.
L = −6
ε
∂2
∂x2
− u, u = u(x, t), (2.37)
y
M = −4 ∂
3
∂x3
− εu ∂
∂x
− ε
2
∂u
∂x
, u = u(x, t), (2.38)
mientras que en el segundo programa desarrollado en Mathematica el par
de Lax considerado es
L =
∂2
∂x2
+
ε
6
u, u = u(x, t) (2.42)
asociado al mismo operador M del programa anterior la ecuacio´n (2.38).
El programa en Mathematica desarrollado para el par de Lax constituido
por los operadores (2.37) y (2.38) es el siguiente.
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(* Introducimos los operadores L y M. *)
opL[x_ , t_] := -6 / ε *(D[#, {x, 2}]) - u[x, t] # &
opM[x_ , t_] :=
(-4D[#, {x, 3}] - ε *u[x, t] D[#, x] -
(1 / 2 *ε*D[u[x, t], x]) #) &
(* Realizamos la composici o´n de operadores ,es decir , calculamos
LM y ML. *)
LM := ExpandAll[Composition[opL[x, t], opM[x, t]][φ[x, t]]]
ML := ExpandAll[Composition[opM[x, t], opL[x, t]][φ[x, t]]]
(* Posteriormente calculamos el valor del conmutador. *)
Conmutador := Simplify[LM -ML]
Conmutador
(* Finalmente comprobamos que se verifica la condici o´n de
compatibilidad , que se trata de la deniminada ecuaci o´n de Lax ,
Lt + [L,M ] = 0. *)
PrimeraderivadaopLt := D[opL[x, t], t][φ[x, t]]
PrimeraderivadaopLt
Condici o´ ncompatibilidad := PrimeraderivadaopLt + Conmutador
Condici o´ ncompatibilidad
(* Vemos que obtenemos la ecuaci o´n de Korteweg -de Vries
cambiada de signo por lo que negamos el valor de la condici o´n
de compatibilidad y obtenemos el resultado deseado. *)
Resultado := FullSimplify [-(Condici o´ ncompatibilidad )]== 0
Resultado
Y el segundo es:
(* Introducimos los operadores L y M. *)
opL[x_ , t_] := (D[#, {x, 2}]) + ε / 6 u[x, t] # &
opM[x_ , t_] :=
(-4D[#, {x, 3}] - ε *u[x, t] D[#, x] -
(1 / 2 *ε*D[u[x, t], x]) #) &
(* Realizamos la composici o´n de operadores , es decir ,
calculamos LM y ML. *)
LM := ExpandAll[Composition[opL[x, t], opM[x, t]][φ[x, t]]]
ML := ExpandAll[Composition[opM[x, t], opL[x, t]][φ[x, t]]]
(* Posteriormente calculamos el valor del conmutador. *)
Conmutador := Simplify[LM -ML]
Conmutador
(* Finalmente comprobamos que se verifica la condici o´n de
compatibilidad , que se trata de la deniminada ecuaci o´n de Lax ,
Lt + [L,M ] = 0. *)
PrimeraderivadaopLt := D[opL[x, t], t][φ[x, t]]
PrimeraderivadaopLt
Condici o´ ncompatibilidad := PrimeraderivadaopLt + Conmutador
Condici o´ ncompatibilidad
(* Vemos que en este caso a diferencia que en el programa anterior
obtenemos la ecuaci o´n de Korteweg -de Vries multiplicada por una
constante. Pero como la condici o´n de compatibilidad est a´ igualada
a cero , el valor de la constante no influye y obtenemos al igual
que en el programa anterior la ecuaci o´n KdV ut + εuux + uxxx = 0. *)
Resultado := FullSimplify [-(Condici o´ ncompatibilidad )]== 0
Resultado
En los dos casos tras aplicar la te´cnica del par de Lax se obtiene como
resultado de la condicio´n de compatibilidad la ecuacio´n KdV (1.3).
Ape´ndice B. Pares de Lax aplicados a la ecuacio´n KdV en Mathematica 55
Cabe destacar que si sustituimos el valor de ε en los operadores (2.37) y
(2.38) por 1 y −6 se obtienen los resultados de los casos 2.3.1 y 2.3.2.
Finalmente, se an˜ade un programa en Mathematica donde se implementa el
caso 2.3.3 explicado en el Cap´ıtulo 2.
(* Introducimos los operadores L y M. *)
opL[x_ ,t_]:=(D[#,{x,2}]-u[x,t]#) &
opM[x_ ,t_]:=(α*D[#,{x,3}]) -B[x,t]*D[#,x]-C[x,t]#)&
(* Realizamos la composici o´n de operadores ,es decir ,
calculamos LM y ML.*)
LM:= ExpandAll[Composition[opL[x,t],opM[x,t]][φ[x,t]]]
ML:= ExpandAll[Composition[opM[x,t],opL[x,t]][φ[x,t]]]
(* Posteriormente calculamos el valor del conmutador .*)
Conmutador := Simplify[LM-ML]
Conmutador
(* Una vez llegado a este punto queremos que el conmutador sea un
operador multiplicativo , es decir , se deben anular los coeficientes
que acompa~nan a los te´ rminos de tipo operador , por lo que tras
exigir dicha condici o´n procedemos a hallar los valores de B y C. *)
ecuaci o´n1[x_ ,t_]:=3*α*(D[u[x,t],x])-2*D[B[x,t],x]
ecuaci o´n2[x_ ,t_]:=3*α*(D[u[x,t],{x,2}])-D[B[x,t],{x,2}] -2*D[C[x,t],x]
ecuaci o´n3[x_ ,t_]:= Integrate[ecuaci o´n1[x,t],x]
ecuaci o´n4[x_ ,t_]:= Integrate[ecuaci o´n2[x,t],x]
soluci o´n1[x_ ,t_]:= Solve [{ ecuaci o´n1[x,t]==0 &&
ecuaci o´n3[x,t]==0, ecuaci o´n4[x,t]==0} ,{B[x,t],D[B[x,t],x],C[x,t]}]
soluci o´n1[x,t]
(* A continuaci o´n, sustituimos los valores de B y C en el conmutador. *)
conmutadorversi o´n1:= ReplaceAll[B[x,t]→ 3/2 α*u[x,t]][ Conmutador]
conmutadorversi o´n2:=
ReplaceAll[D[B[x,t]]→ 3/2 α D[u[x,t],x][ conmutadorversi o´n1]
conmutadorversi o´n3:=
ReplaceAll[C[x,t]→ 3/4 α*D[u[x,t],x][ conmutadorversi o´n2]
conmutadorversi o´n4:=
ReplaceAll[D[C[x,t],x]→ 3/4α*D[u[x,t],{x ,2}][ conmutadorversi o´n3]
conmutadorversi o´n5:=
ReplaceAll[D[C[x,t],{x,2}]→ 3/4 α*D[u[x,t],{x ,3}][ conmutadorversi o´n4]
Finalconmutador :=
ReplaceAll[D[B[x,t],{x,2}]→ 3/2 α*D[u[x,t],{x ,2}][ conmutadorversi o´n5]
Finalconmutador
(* Finalmente comprobamos que se verifica la condici o´n de
compatibilidad , es decir , la denominada ecuaci o´n de Lax Lt + [L,M ] = 0.*)
PrimeraderivadaopLt :=D[opL[x,t],t][φ[x,t]]
PrimeraderivadaopLt
Condici o´ ncompatibilidad := PrimeraderivadaopLt+Finalconmutador
Condici o´ ncompatibilidad
(* Vemos que obtenemos la ecuaci o´n Korteweg -de Vries como condici o´n
de compatibilidad cambiada de signo , por lo que negamos el valor de
la condici o´n de compatibilidad y obtenemos el resultado deseado. *)
Resultado := FullSimplify [-( Condidici o´ ncompatibilidad )]==0
Resultado
(* Vemos que el resultado viene dado en funci o´n de α, por lo que
sustituimos α=-4 y obtenemos la ecuaci o´n KdV donde ε = −6. * )
Resultadodefinitvo := FullSimplify[ReplaceAll[α→−4][ Resultado ]]
Resultadodefinitivo
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B.2 Par de Lax en formato matricial
En este apartado se adjunta un programa desarrollado en Mathematica en
el que se trabaja con el par de Lax en formato matricial. Es decir, en este
caso en lugar de los operadores L y M que constitu´ıan el denominado par
de Lax, tenemos las dos matrices X y T .
El procedimiento a seguir es el mismo y da como resultado la ecuacio´n
KdV ut + εuux + uxxx = 0 (1.3), con la que se ha trabajado a lo largo de la
memoria.
El programa es el siguiente:
(* En primer lugar escribimos las matrices X y T. *)
X[x_ ,t_]:= {{0,1},{λ- ε/6* u[x,t],0}}
T[x_ ,t_]:= {{(ε/6 * D[u[x,t],x])-4λ- ε/3 * u[x,t]},
{-4λ^2+ (λ*ε)/3 * u[x,t]+(ε^2/18)* u[x,t]^2 +
ε/6* D[u[x,t],{x,2}],-ε/6* D[u[x,t],x]}}
MatrixForm[X[x,t]]
MatrixForm[T[x,t]]
(* A continuaci o´n, calculamos el valor del producto de matrices
XT y TX. *)
XT:= FullSimplify[Dot[X[x,t],T[x,t]]]
TX:= FullSimplify[Dot[T[x,t],X[x,t]]]
(* Una vez hallados los valores de XT y TX procedemos a realizar
la diferencia entre dichas matrices , lo que en el caso de los
operadores L y M hemos llamado conmutador. En este caso se
denomina conmutador matricial y viene dado por [X,T]= XT-TX. *)
Conmutador := Fullsimplify[XT -TX]
MatrixForm[Conmutador]
(* Tras hallar el valor del conmutador matricial procedemos a
verificar si se cumple la condici o´n de compatibilidad que viene
dada por DtX −DxT + [X,T ] = 0. Para ello en primer lugar
calcularemos el valor de las derivadas y posteriormente la
condici o´n de compatibilidad. *)
Derivada1 := D[X[x,t],t]
MatrixForm[Derivada1]
Derivada2 := D[T[x,t],x]
MatrixForm[Derivada2]
Condici o´ ncompatibilidad := FullSimplify[Derivada1 -Derivada2+Conmutador]
MatrixForm[Condici o´ ncompatibilidad]
(* Vemos que en la condici o´n de compatibilidad la expresi o´n no
nula es la ecuaci o´n KdV multiplicada por una constante. Igualamos
dicha expresi o´n a cero tal y como indica la propia condici o´n de
compatibilidad y vemos que efectivamente se obtiene la ecuaci o´n
KdV. Que era justo el resultado deseado. *)
Matrizceros := {{0 ,0} ,{0 ,0}}
Verificaci o´n=Condici o´ ncompatibilidad == Matrizceros
Ape´ndice C
Demostraciones
C.1 Demostracio´n de la Propiedad de proporciona-
lidad
En el Cap´ıtulo 3 al final del primer apartado con la deduccio´n de una solucio´n
exacta de la ecuacio´n KdV a partir de los pares de Lax, vimos que una vez
obtenida dicha solucio´n se observaba una propiedad interesante que era
φ
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√
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La ecuacio´n (3.23), muestra que en realidad estas dos funciones dependientes
de x y t son proporcionales la una a la otra.
A continuacio´n, realizamos la demostracio´n de dicha propiedad.
Demostracio´n. La funcio´n φ de la solucio´n simultanea obtenida es
φ =
(
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√
c
2
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(√
c
2
(x− x0 − ct)
))
ei(kx+4k
3t). (3.21)
Se puede apreciar que el factor ei(kx+4k
3t) es una parte de la tangente
hiperbo´lica si k = ±i√c/2, es decir,
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Sea
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Haciendo uso de la definicio´n de la tangente hiperbo´lica
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obtenemos para el numerador(
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Ponemos denominador comu´n y simplificamos, trabajando solo con el nu-
merador de esta fraccio´n:
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De esta forma hemos hallado el valor del numerador de la expresio´n (C.3).
Repetimos el mismo proceso para el caso del denominador.(
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Nuevamente poniendo denominador comu´n y simplificando de nuevo solo el
numerador de esta u´ltima fraccio´n obtenemos:
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Finalmente sustituyendo las dos expresiones en (C.3) queda probado que:
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Lo cual pone de manifiesto que las dos funciones son dependientes de x y
t, es decir, las ecuaciones (C.1) y (C.2) son proporcionales la una a la otra.
De esta forma hemos obtenido la ecuacio´n (3.23) como se deseaba.
C.2 Demostracio´n del Lema 3.2.1 y Proposiciones
3.2.2 y 3.2.3
Lema 3.2.1. Para cada (x, t) ∈ R2, el conjunto Λ de funciones f(x, t, k) de
variable compleja k de la forma
f(x, t, k) = ((ik)NFN + (ik)
N−1FN−1 + ...+ (ik)F1 + F0)ei(kx+4k
3t)
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es un espacio vectorial de dimensio´n N + 1 sobre C. Dado un conjunto de
nu´meros 0 < κ1 < κ2 < ... < κN−1 < κN y cn > 0, para n = 1, ..., N , el
conjunto de elementos de Λ que satisfacen las condiciones homoge´neas de
(3.25) forman un subespacio lineal Λ0. Adema´s,
dim(Λ0) = 1,
para todo (x, t) ∈ R2. En particular, esto significa que si f ∈ Λ0 se normaliza
asumiendo que FN = 1, entonces esta´ determinado de manera u´nica, y que
si f ∈ Λ0 satisface que FN = 0, entonces f(x, t, k) ≡ 0.
Ideas de la demostracio´n. Es obvio que Λ se trata de un espacio vectorial
complejo de dimensio´n N + 1 (los coeficientes Fn pueden ser considerados
como coordenadas). Ahora como las condiciones de (3.25) son lineales y
homoge´neas en los coeficientes Fn, esta´ claro que Λ0 es un subespacio lineal
de Λ. Si estas N condiciones son independientes, cada una de ellas reduce
la dimensio´n en una unidad, de forma que obtenemos que dim(Λ0) = 1. En
definitiva, el hecho de que las condiciones sean efectivamente independientes
para todo (x, t) ∈ R2 equivale a decir que el determinante no es cero para
todo (x, t) ∈ R2.
As´ı, por el momento entendemos que e´sta funcio´n φ(x, t, k) definida en (3.24)
y (3.25) esta´ bien definida, y entonces tambie´n lo esta´n los coeficientes
A0, A1, ..., AN−1, que son funciones de (x, t) ∈ R2. Ahora mostraremos que
estas funciones satisfacen algunas ecuaciones diferenciales lineales.
Proposicio´n 3.2.2. La funcio´n φ(x, t, k) satisface el operador L del par
de Lax (3.1)
Lφ = −6
ε
φxx − uφ = λφ,
donde λ =
6
ε
k2 y donde la funcio´n potencial viene dada por
u(x, t) = −12
ε
∂AN−1
∂x
. (3.26)
Demostracio´n. Consideremos la funcio´n w(x, t, k) definida por
w = Lφ− λφ,
donde por el momento consideraremos el valor del potencial u(x, t) como
arbitrario. La funcio´n w(x, t, k) es, para cada (x, t) ∈ R2, un elemento del
espacio Λ0. Por lo tanto, calculamos el valor de w, pero para ello haremos
uso de la segunda derivada con respecto de la variable espacial x de φ.
Por lo tanto, escribimos:
φ = ((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A1(ik) +A0)ei(kx+4k
3t),
(C.4)
Ape´ndice C. Demostraciones 61
φx = (AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k
3t)+
+ (ik)((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k
3t),
(C.5)
φxx = (AN−1,xx(ik)N−1 +AN−2,xx(ik)N−2 + ...+A0,xx)ei(kx+4k
3t)+
+ (AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)(ik)ei(kx+4k
3t)+
+ (AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)(ik)ei(kx+4k
3t)+
+ ((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)(ik)2ei(kx+4k
3t) =
= (AN−1,xx(ik)N−1 +AN−2,xx(ik)N−2 + ...+A0,xx)ei(kx+4k
3t)+
+ 2ik(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k
3t)+
− k2((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k3t).
(C.6)
Nota. Para abreviar la notacio´n hemos escrito la funcio´n φ y los coeficientes
AN−1, AN−2, ..., A0 obviando que son dependientes de las variables espacial
y temporal x y t. De la misma forma cabe destacar que en el caso de la
funcio´n φ se ha omitido que es dependiente de la variable k.
Por lo tanto, el valor de w es:
w = Lφ− λφ = −6
ε
φxx − uφ− λφ =
= −6
ε
(AN−1,xx(ik)N−1 +AN−2,xx(ik)N−2 + ...+A0,xx)ei(kx+4k
3t)+
− 12
ε
ik(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k
3t)+
+
6
ε
k2((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k
3t)+
− u((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k3t)+
− λ((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k3t).
Sustituyendo λ =
6
ε
k2 el valor de w queda:
w = −6
ε
(AN−1,xx(ik)N−1 +AN−2,xx(ik)N−2 + ...+A0,xx)ei(kx+4k
3t)+
−12
ε
ik(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k
3t)+
−u((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k3t).
A continuacio´n, reescribimos esta expresio´n como:
w = (WN (ik)
N +WN−1(ik)N−1 +WN−2(ik)N−2 + ...+W0)ei(kx+4k
3t),
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donde
WN = −12
ε
AN−1,x − u, WN−1 = −6
ε
AN−1,xx − 12
ε
AN−2,x − uAN−1,
y as´ı sucesivamente se hallan el resto de valores de los coeficientes Wi para
todo i ∈ [0, N − 2]. Esto nos muestra inmediatamente que w es un ele-
mento del espacio de vectores Λ. Para ver si pertenece al subespacio Λ0,
solo queda comprobar si w(x, t, k) satisface las relaciones homoge´neas de
(3.25). Pero este hecho se deduce de que φ(x, t, k) satisface las relaciones
para todo (x, t) ∈ R2, y que las condiciones homoge´neas de (3.25) que a´ıslan
el subespacio Λ0 de Λ son todos independientes de x y t.
Ahora, observamos que si el potencial u no es arbitrario, sino que se conside-
ra relacionado con el coeficiente AN−1 mediante u = −12
ε
AN−1,x, entonces
WN = 0, para todo x y t, y en consecuencia (debido a que el subespacio Λ0
es unidimensional, y por lo tanto todos los elementos son proporcionales a
φ(x, t, k) por un factor que es funcio´n de x y t) w(x, t, k) ≡ 0.
De esta forma la demostracio´n queda completada.
Cabe destacar que gracias a esta proposicio´n se aprecia que WN−1 = 0, o
en otras palabras,
0 = −6
ε
AN−1,xx − 12
ε
AN−2,x − uAN−1 =
= −6
ε
AN−1,xx − 12
ε
AN−2,x +
12
ε
AN−1,xAN−1, (C.7)
que para ε 6= 0 es
6AN−1,xx + 12AN−2,x − 12AN−1,xAN−1 = 0. (C.8)
Proposicio´n 3.2.3. La funcio´n φ(x, t, k) satisface el operador M del par
de Lax (3.1)
φt = Mφ = −4φxxx − εuφx − ε
2
uxφ,
donde de nuevo la funcio´n potencial u(x, t) viene dada por
u(x, t) = −12
ε
∂AN−1
∂x
. (3.26)
Demostracio´n. Consideramos z(x, t, k) definida como
z = φt −Mφ.
Y al igual que en la demostracio´n de la Proposicio´n 3.2.2, z(x, t, k) satisface
las mismas relaciones homoge´neas de (3.25) que satisfac´ıa φ(x, t, k).
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A continuacio´n hallaremos el valor de z, pero para ello antes escribiremos
los valores de φ y su correspondiente derivada parcial respecto de la variable
temporal t:
φ = ((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A1(ik) +A0)ei(kx+4k
3t),
(C.4)
φt = (AN−1,t(ik)N−1 +AN−2,t(ik)N−2 + ...+A1,t(ik) +A0,t)ei(kx+4k
3t)+
+4ik3((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A1(ik) +A0)ei(kx+4k
3t),
(C.9)
mientras que la primera y segunda derivada parcial con respecto de x esta´n
dadas en las ecuaciones (C.5) y (C.6), la derivada tercera viene dada por:
φxxx = (AN−1,xxx(ik)N−1 +AN−2,xxx(ik)N−2 + ...+A0,xxx)ei(kx+4k
3t)+
+ ik(AN−1,xx(ik)N−1 +AN−2,xx(ik)N−2 + ...+A0,xx)ei(kx+4k
3t)+
+ 2ik(AN−1,xx(ik)N−1 +AN−2,xx(ik)N−2 + ...+A0,xx)ei(kx+4k
3t)+
+ 2(ik)2(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k
3t)+
− k2(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k3t)+
− k2(ik)((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k3t) =
= (AN−1,xxx(ik)N−1 +AN−2,xxx(ik)N−2 + ...+A0,xxx)ei(kx+4k
3t)+
+ 3ik(AN−1,xx(ik)N−1 +AN−2,xx(ik)N−2 + ...+A0,xx)ei(kx+4k
3t)+
− 3k2(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k3t)+
− k2(ik)((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k3t).
(C.10)
Por lo tanto el valor de z es:
z = φt −Mφ = φt + 4φxxx + εuφx + ε
2
uxφ =
= (AN−1,t(ik)N−1 +AN−2,t(ik)N−2 + ...+A0,t)ei(kx+4k
3t)+
+ 4ik3((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k
3t)+
+ 4(AN−1,xxx(ik)N−1 +AN−2,xxx(ik)N−2 + ...+A0,xxx)ei(kx+4k
3t)+
+ 12ik(AN−1,xx(ik)N−1 +AN−2,xx(ik)N−2 + ...+A0,xx)ei(kx+4k
3t)+
− 12k2(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k3t)+
− 4k2(ik)((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k3t)+
+ εu(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k
3t)+
+ ikεu((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k
3t)
+
ε
2
ux((ik)
N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k
3t) =
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= (AN−1,t(ik)N−1 +AN−2,t(ik)N−2 + ...+A0,t)ei(kx+4k
3t)+
+ 4(AN−1,xxx(ik)N−1 +AN−2,xxx(ik)N−2 + ...+A0,xxx)ei(kx+4k
3t)+
+ 12(ik)(AN−1,xx(ik)N−1 +AN−2,xx(ik)N−2 + ...+A0,xx)ei(kx+4k
3t)+
+ 12(ik)2(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k
3t)+
+ εu(AN−1,x(ik)N−1 +AN−2,x(ik)N−2 + ...+A0,x)ei(kx+4k
3t)+
+ εu(ik)((ik)N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k
3t)
+
ε
2
ux((ik)
N +AN−1(ik)N−1 +AN−2(ik)N−2 + ...+A0)ei(kx+4k
3t) =
= (ZN+1(ik)
N+1 + ZN (ik)
N + ...+ Z0)e
i(kx+4k3t),
donde,
ZN+1 = 12AN−1,x + εu, ZN = 12AN−1,xx + 12AN−2,x + εuAN−1 +
ε
2
ux,
y as´ı sucesivamente hallamos los valores de los coeficientes Zi para todo
i ∈ [0, N − 1]. Ahora si especificamos que u sea u = −12
ε
AN−1,x, entonces
ZN+1 = 0. Una vez llegado a este punto, hemos probado que z es para cada
(x, t) ∈ R2 un elemento del espacio lineal unidimensional Λ0. Si podemos
establecer que ZN = 0 tambie´n, entonces habremos probado que z(x, t, k) ≡
0. Pero, cabe destacar que el hecho de que ZN = 0 viene de (C.7) con
u = −12
ε
AN−1,x, es decir,
ZN = 12AN−1,xx + 12AN−2,x + ε
(
−12
ε
AN−1,x
)
AN−1 +
ε
2
(
−12
ε
AN−1,xx
)
= 12AN−1,xx + 12AN−2,x − 12AN−1,xAN−1 − 6AN−1,xx =
= 6AN−1,xx + 12AN−2,x − 12AN−1,xAN−1
que por (C.8) es cero, entonces
ZN = 6AN−1,xx + 12AN−2,x − 12AN−1,xAN−1 = 0. (C.11)
De esta forma la demostracio´n queda completada.
Por supuesto, las dos ecuaciones lineales que satisface φ(x, t, k) no son otras
que el par de Lax para la ecuacio´n ut + εuux + uxxx = 0, la ecuacio´n (1.3),
donde u = −12
ε
AN−1,x.
Y como hemos creado una solucio´n simulta´nea φ(x, t, k) a trave´s del par de
Lax de la ecuacio´n KdV (1.3), para esta u, es necesario que u = −12
ε
AN−1,x
satisfaga la ecuacio´n (1.3). Entonces, hemos probado el Corolario 3.2.4 del
Cap´ıtulo 3.
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