ABSTRACT High data throughput during real-time vibration monitoring can easily lead to network congestion, insufficient data storage space, heavy computing burden, and high communication costs. As a new computing paradigm, edge computing is deemed to be a good solution to these problems. In this paper, perceptual hashing is proposed as an edge computing form, aiming not only to reduce the data dimensionality but also to extract and represent the machine condition information. A sub-band coding method based on wavelet packet transform, two-dimensional discrete cosine transform, and symbolic aggregate approximation is developed for perceptual vibration hashing. When the sub-band coding method is implemented on a monitoring terminal, the acquired kilobyte-long vibration signal can be transformed into a machine condition hash occupying only a few bytes. Therefore, the efficiency of condition monitoring can benefit from the compactness of the machine condition hash, while comparable diagnostic and prognostic results can still be achieved. The effectiveness of the developed method is verified with two benchmark bearing datasets. Considerations on practical condition monitoring applications are also presented.
I. INTRODUCTION
Condition monitoring is a systematic project which includes a series of processes: data acquisition, transmission, storage, processing, condition recognition, and visualization. Although different solutions have been developed [1] - [3] , a terminal-server-client architecture is commonly followed for network-based condition monitoring. The terminal, which is generally embedded in a machine along with various sensors, is used for data acquisition and transmission; the remote server is set up for data receiving, storage, processing, and condition recognition; and the client can be a PC or a mobile device with a human-machine interface (HMI) for
The associate editor coordinating the review of this manuscript and approving it for publication was Gongbo Zhou. visualization of the monitored data and the condition recognition results. During a condition monitoring process, the monitored data flows continuously and automatically, and thus the machine condition information needs to be revealed and recognized in real-time.
However, some technical predicaments may be encountered when putting this architecture into practice, especially for condition monitoring with parameters sampled under high frequency, such as vibration. The network can become congested, especially in concurrent monitoring scenarios, such as a cluster of pumps, or hundreds of wind turbines in a farm. Storage space may be insufficient because data volume grows exponentially with time and the number of monitoring objects. The computing burden is heavy, and the time delay would thus be longer if centralized computing is adopted to run a diagnostic model. Finally, communication costs are higher when a mobile communication solution is used for data transmission in monitoring mobile objects (e.g., highspeed trains, engineering machinery), or objects for which wired network deployment is difficult (e.g., wind turbines, offshore platforms).
Edge computing [4] , [5] aims to solve the above technical predicaments by offloading some preliminary computing tasks to the edge of the network. However, edge computing is somewhat abstract, so the question is what practical edge computing method should be developed for condition monitoring? In order to solve the problem of low efficiency caused by high-frequency sampling, the dimensionality of the acquired data needs to be reduced as much as possible, meanwhile the machine condition information should be extracted as much as possible. Theoretically, the information density of the transmitted data should be improved by edge computing.
In the data-driven fault diagnostics and prognostics, a feature is a compact representation of the machine condition information, with which empirical knowledge or a statistical model can be built for machine condition recognition. Various features have been proposed based on the physics of failure. Statistical parameters in the time and frequency domain are straightforward for vibration monitoring, such as root mean square (RMS), kurtosis, skewness, and crest factor. Timefrequency joint analysis methods are widely studied and employed because they are able to uncover the latent diagnostic information in nonstationary signals. The most common ones include short-time Fourier transform (STFT), waveletbased methods [6] , [7] , and empirical mode decomposition (EMD) [8] . Advanced features are also proposed, such as spectral kurtosis [9] and Rényi entropy [10] . However, one feature represents one aspect of a system's dynamic behavior. In order to represent machine condition information comprehensively, multiple features are extracted, and then feature selection or dimensionality reduction proceeds. For instance, Malhi and Gao [11] devised a systematic feature selection scheme based on principal component analysis (PCA) to fuse features from time, frequency, and wavelet domains for bearing condition monitoring; Rauber et al. [12] developed a feature selection method by searching the heterogeneous feature space with diagnostic performance criteria. A review of feature selection methods can be found in [13] . Feature extraction and selection is substantially a process to reveal the machine condition information.
Can edge computing at the terminal, therefore, be instantiated as one of the feature extraction and selection methods above? The answer may be yes, but the efficiency and effectiveness of condition monitoring may still be constrained. First of all, monitoring terminals are usually limited in computing resources, multi-feature extraction and selection may increase the latency in real-time monitoring, and advanced methods may be inapplicable. Furthermore, a fixed diagnostic/prognostic model cannot adapt to complex working conditions and the diversity of failure modes, i.e., the feature extraction or information revealing method may need to be updated to meet the classification or regression requirements. Last but not least, the choice of the feature extraction and selection method on a terminal depends on how the machine condition information is used for condition recognition on a monitoring server. That is, the coupling of feature engineering and condition recognition in data-driven fault diagnostic or prognostic modeling can limit the technical implementation of condition monitoring. Eventually, to achieve reasonable diagnostic/prognostic modeling, the application of edge computing for condition monitoring should be systematically considered.
In summary, although edge computing provides a conceptual paradigm to improve the efficiency of condition monitoring, its successful implementation should comprehensively consider its effectiveness in machine condition information extraction, dimension reduction, computing efficiency, and flexibility in machine condition inference. Following the methodology of perceptual hashing, a sub-band coding method was developed in this paper as an edge computing instance. Vibration signal is mainly focused on because it is commonly used for machine condition monitoring. The main contributions of this paper include: perceptual hashing is formally introduced as an edge computing form for machine condition information extraction and representation, which leads to a new framework for diagnosis and prognosis; a sub-band coding method is developed for perceptual vibration hashing, in which although conventional wavelet packet transform (WPT) and two-dimensional discrete cosine transform (2D-DCT) are adopted for sub-band division and feature extraction, the aggregate approximation (SAX) can compactly represent the sub-band feature in a symbolic way, then condition monitoring efficiency can be improved; a new form of machine condition hash is defined as the information carrier exchanged between the monitoring terminal and the server, with which the condition inference on the server can be decoupled from the machine condition hash generation on the terminal.
The rest of the paper is organized as follows. In Section II, the framework for diagnosis and prognosis based on perceptual hashing is briefly reviewed. Theoretical foundations about sub-band coding, wavelet packet transform, two-dimensional discrete cosine transform, and symbolic aggregate approximation are introduced in Section III. The developed perceptual vibration hashing method based on subband coding is introduced in Section IV, and then verified in Section V by applying it for bearing fault diagnosis and degradation assessment. Discussion and conclusions are presented in Sections VI.
II. DIAGNOSIS AND PROGNOSIS BASED ON PERCEPTUAL HASHING
Generally, a hash function encodes data of arbitrary size into a small, fixed-size representation. For some hashing algorithms, such as MD5, SHA-1, and SHA256, a small change in the input data would perturb the hashing result completely, which makes them adequate for applications such as cryptography, information retrieval, and file verification. However, perceptual hashing is different because it hashes the meaningful information in the data rather than the raw data itself and even makes the hashed information comparable by defining distance functions on the hash codes. Although different terms are used in the literature, such as ''binary hashing'' [14] or ''hashing'' [15] , ''perceptual hashing'' [16] is preferred here because it implies an information-oriented way of hashing.
Three computing characteristics make perceptual hashing an optimal choice for condition monitoring: compactness, robustness, and discriminability. Compactness exists in the hash codes, which means a low-dimensional representation, or a ''short hash code,'' is used to represent the extracted information or content so that it can be easily transmitted, stored, and computed. With regard to robustness and discriminability, a distance function needs to be defined as the criterion. When processing data with similar information or content, the generated hash codes should be close, or ''robust,'' in the defined distance space, even though they may appear differently in representations. However, when processing different information or content, the distance will increase so that the data can be discriminated.
Taking the vibration monitoring of bearings as an example, for vibration signals x 1 and x 2 sampled under the same bearing condition in Fig. 1 , similar machine condition hashes should be generated. In this example, the similarity is quantized by the bitwise Hamming distance. However, the distance will increase when the bearing deviates from its original condition. Fig. 1 shows that the Hamming distance is 7 between x 2 and y, which is greater than the distance between x 1 and x 2 because y is sampled from a different bearing condition. Fault diagnosis and prognosis can therefore be performed in the distance space of machine condition hashes, which leads to a new diagnostic and prognostic framework.
The hypothesis behind applying perceptual hashing as an edge computing method for condition monitoring is that the machine condition would mostly be maintained at a relatively healthy status, so the generated machine condition hashes would be close in their distance space. However, when the machine condition degrades into one failure mode, the generated machine condition hashes would gradually deviate from its healthy position in the distance space, but meanwhile far from other faulty types so that fault classification can be achieved. Computing efficiency is also desired because the monitoring terminals are usually limited in computing resources. Technically, perceptual hashing can be implemented on a monitoring terminal, while diagnosis and prognosis can be performed on a server with better computing power. A new condition monitoring architecture was developed by Liu et al. [17] , in which the machine condition hash was exchanged between the terminal and server to achieve more efficient and flexible condition monitoring.
III. THEORETICAL FOUNDATIONS
In this section, the signal processing techniques used in developing the perceptual vibration hashing are introduced. The sub-band coding is a signal processing scheme commonly used for digital coding, which is followed in this paper for machine condition information extraction and representation. Specifically, wavelet packet transform (WPT), two-dimensional discrete cosine transform (2D-DCT), and symbolic aggregate approximation (SAX) are the sub-band coding methods jointly used for perceptual vibration hashing.
A. SUB-BAND CODING
Sub-band coding (SBC) was originally proposed in [17] and [19] based on the rationale that digital coding in terms of sub-bands in the total spectrum is an improvement over full-band coding. When the channels of a filter bank (i.e., a number of frequency bands) are used for coding, the resulting scheme is known as sub-band coding [20] .
Sub-band coding was used to exploit auditory masking of the auditory system. It is an essential procedure for some psychoacoustic models and audio compression schemes. A series of successful audio codes has been developed by dividing a signal into frequency bands that essentially imitate the human auditory system [20] . One example is the MUSICAM (masking pattern adapted universal sub-band integrated coding and multiplexing) system [21] , [22] , which dynamically quantizes the sub-band samples by discarding all components that cannot be perceived by the human ear.
Nevertheless, the goal of applying sub-band coding for condition monitoring applications is to extract and represent the machine condition information, rather than the data compression and recovery. The same rationale of sub-band coding is followed in this paper to extract, quantize, and represent the machine condition information, whereas the perceptual criteria are not determined by the human sensory organs but the three computing characteristics listed in Section IIcompactness, robustness, and discriminability. Fast algorithms for sub-band coding are also mostly available when orthogonality exists between the basis functions used for signal decomposition.
B. WAVELET PACKET TRANSFORM
From a general perspective of signal processing, wavelet is virtually a bandpass filter that has a constant relative bandwidth or ''constant-Q'' [23] . However, wavelet transform has a rather poor resolution in the high-frequency region, whereas wavelet packet transform (WPT) enhances the idea of multiresolution analysis and decomposes signals into frequency bands with an arbitrary tree-structured filter bank.
In the WPT, a signal is processed through a cascaded filter bank of high-pass filters h(n), low-pass filters g(n) and downsampling operations. For a WP decomposition with a tree depth of j, 2 j final leaf nodes will be obtained, each corresponding to (1/2 j )th of the original bandwidth. An example is shown in Fig. 2 , in which a 2-level WP decomposition results in 4 sub-bands. A rigorous mathematical introduction and derivation of WPT can be found in [24] . For a finite signal with a length of N , the maximum depth of WP decomposition is log 2 N , so it will take Nlog 2 N coefficients of operations at most for a full WP tree. Hence, WPT is chosen as a sub-band division method with the computational efficiency can be guaranteed.
C. 2D DISCRETE COSINE TRANSFORM
Redundancy exists when unnecessary data or wasted spaces are used to represent and transmit certain information. A natural choice to reduce redundancy is to do decorrelation on coefficients in a transformed domain. Theoretically, Karhunen-Loève transform (KLT) can pack most energy into the first k coefficients among all unitary transform, while minimizing the expected distortion [20] . However, its signal dependency and computational complexity make it usually inapplicable in practical applications. The discrete cosine transform (DCT) was developed as the most successful approximation to the KLT in decorrelating signals with Markov-1 statistics [25] . The DCT is therefore adopted in several standards for speech, image, and video compression, such as the Joint Photographic Experts Group (JPEG) and Moving Picture Experts Group (MPEG-2).
First developed by Ahmed et al. [26] , the DCT has different variants. When coefficient decorrelation is mostly concerned, two-dimensional discrete cosine transform (2D-DCT) is mostly used, which is defined as:
where
Since coefficients of DCT are virtually the real-even data of discrete Fourier transform, most fast algorithms are based on fast Fourier transform (FFT). The computing operation can be reduced to 17 9 N log 2 N +O(N ) based on a real-data FFT [27] . For an n-dimensional time series x = {x 1 , x 2 , · · · , x n } (n = 128 in Fig. 3a) , SAX reduces its dimensionality and represents it with an m-dimensional symbolic sequencex = {x 1 ,x 2 , · · · ,x m } by the following sequential procedures: 1) Normalization: The time series x is normalized to x , which has a mean of zero and a standard deviation of one. 2) Dimension reduction via piecewise aggregate approximation (PAA) [29] : In order to reduce the dimensionality of a time series, PAA tries to represent the original time series with the mean values of m equalsized frames, so that an m-dimensional vectorx = {x 1 ,x 2 , · · · ,x m } would be obtained, in whichx i is calculated as follows:
3) Discretization: A principle of equiprobability [30] , [31] is followed for discretization. Gaussian distribution is assumed in the values of the normalized time series, which is applicable for most families of time series. Then the distribution space under the Gaussian curve VOLUME 7, 2019 can be divided into k equal-sized areas by k − 1 breakpoints. 4) Symbolic representation: An alphabet of size k is used to represent the equiprobable regions so that any PAA coefficient that falls into one particular region can be represented with a distinct alpha. Then the PAA vectorsx would be mapped into a ''word''x = {x 1 ,x 2 , · · · ,x m }, in which:
where β j−1 and β j are two adjacent breakpoints. For example, as shown in Fig. 3a , the time series x is first transformed into PAA coefficientsx, with which the dimensionality is reduced. By dividing the Gaussian curve into 3 equiprobable regions with 2 breakpoints, the PAA coefficientsx are further represented with a 3-length alphabet, i.e.,x = {cbaabba}.
The other privilege of SAX is that a low-bounding [32] distance functions can be defined to quantize the similarity of time series. Given two SAX wordsx andŷ of time series x and y as shown in Fig. 3b , their lower bounding approximation to the Euclidean distance can be defined by accumulating the piecewise distances:
in which the dist() function can be implemented using a lookup table as illustrated in Table 1 . 
IV. PERCEPTUAL VIBRATION HASHING WITH SUB-BAND CODING
From filter banks [20] to sparse coding [33] , [34] , the development of signal processing has continued to draw inspiration from sensory systems about how the human brain efficiently processes nearly gigabit images or audio data with minimized neural resources. In view of the hierarchical organization of cortical sensory systems [35] and the underlying efficient principle in information processing, an integrated perceptual vibration hashing model is developed for condition monitoring (Fig. 4) . 
] from the ith sub-band coefficients f i , and cascade them together as a sub-band feature vector a = [a 1 , a 2 , · · · , a 2 j ] for the original signal s. 5) Hashing with SAX: The machine condition hash, i.e., a symbolic representation of a, is obtained by SAX, so that the dimensionality could be further reduced while the main information is preserved but easier to transmit. Eventually, a piece of the vibration signal with 1024 data points can be transformed into a compact machine condition hash with few characters. For example, if j = 5 for wavelet packet decomposition and p = 4 for feature extraction in each sub-band, a 128-dimensional sub-band feature vector could be obtained, and then a 32-dimensional machine condition hash would be generated if m = 32 for PAA. For an embedded condition monitoring terminal, which may use 4 bytes to store a float-type data point, it will take 1024 × 4 = 4096 bytes to store one piece of vibration signal, but only 32 bytes of ASCII characters (i.e., machine condition hash) are needed to represent the machine condition information. Fault diagnosis and prognosis can still be performed in the distance space constructed by machine condition hashes, as presented in Section V.
V. CASE STUDIES
As explained in Section II, three computing characteristics are required for perceptual hashing -compactness, robustness, and discriminability. When applying the developed perceptual vibration hashing method for condition monitoring, its effectiveness in fault diagnosis and prognosis is the most concern. As the compactness of the machine condition hash is self-explanatory, in this section, the robustness and discriminability of the developed perceptual vibration hashing method are verified by applying it for bearing fault diagnosis and degradation assessment. Two benchmark bearing datasets were used: the bearing data set from Case Western Reserve University (CWRU) [36] was used for static fault diagnosis, while the other bearing data set was used for dynamic degradation assessment, which was published by the National Science Foundation Industry/University Cooperative Research Center (NSF I/UCRC) [37] .
A. CASE STUDY I: FAULT DIAGNOSIS
The bearing data set from CWRU was sampled with different simulated bearing conditions under varied working loads. The bearing condition was stable during the data acquisition of each subset, thus a number of instantaneous bearing conditions were acquired, which is adequate to verify the robustness and discriminability of the developed perceptual vibration hashing method.
1) BEARING VIBRATION DATA
Specifically, four bearing conditions were simulated with 4 levels of working load, which included 3 faulty types (60 subsets in Table 2 ) and the normal type (4 subsets in Table 3 ). The 3 faulty types were inner race fault (IRF), ball fault (BF), and outer race fault (ORF). Four levels of fault severity were also simulated by introducing four crack diameters (0.007, 0.014, 0.021, and 0.028 in) to the inner races, balls of bearings by electro-discharge machining, while only the first three diameters were introduced to the outer races but with varied positions (@6:00, @3:00, and @12:00 o'clock). The working loads were measured by a torque sensor on the shaft. An accelerometer was installed on the motor housing at the drive end, and a 16-channel DAT recorder was used for data acquisition. A benchmark study was presented in [38] , in which three manual diagnostic methods were performed and compared to make the discriminability of these vibration data more clear.
2) PERCEPTUAL VIBRATION HASHING
In this verification, 118 samples of non-overlapping vibration data were selected from each subset in Tables 2 and 3 , and each sample had 1024 data points. Following the perceptual vibration hashing procedures listed in Section IV (Fig.4) , all these samples were transformed into machine condition hashes.
In order to illustrate the procedures of perceptual vibration hashing in detail, 4 samples of vibration signals (see Fig. 5 ) were chosen as examples, which were the data sampled under the working load of 0 hp but with different bearing conditions: normal (Normal_0), inner race fault (IR007_0), ball fault (B007_0), and outer race fault (OR007_0). Firstly, each vibration sample in Fig. 5 was mapped into 32 sub-bands (or frequency bands) by WPT, i.e., WPT tree depth j = 5. From the viewpoint of filter banks, for a vibration signal acquired with a sampling frequency of 12 kHz, its Nyquist frequency will be 6 kHz, then the bandwidth of each sub-band is 187.5 Hz. In the leaf nodes, the subband signals were reconstructed and plotted into color maps in Fig. 6 . Comparing these four colored maps of sub-band signals, it can be seen that there are different patterns of frequency concentration along the vertical axes, but there is no uniform distribution along the horizontal axes due to the time-frequency localization ability of WPT.
Secondly, in order to obtain a uniform pattern in the frequency distribution, each reconstructed sub-band signal was truncated into 4 blocks to apply the 2D-DCT. Then, the sum of absolute values of the 2D-DCT coefficients was extracted from each block as a sub-band feature, so a 128-dimensional sub-band feature vector can be built by cascading the features from the 32 sub-bands. Following the same feature extraction procedures, all the 118 data samples in each subset (Normal_0, IR007_0, B007_0, and OR007@6_0) were turned into sub-band features as shown in Fig. 7 .
By 2D-DCT and feature extraction, a specific color map, such as the one shown in Fig. 6a , was condensed into a 128-dimensional sub-band feature in Fig. 7a . Recall that the sub-band features were extracted from the 2D-DCT coefficients in sub-bands, so a sub-band feature can still be interpreted as the frequency distribution from 0 to 6 kHz in the signal domain. Fig. 7 shows that the 118 sub-band features under the same bearing conditions exhibit a unique and consistent pattern. The predominant frequency components of normal bearings (Fig. 7a ) distribute in the lower half, which makes it different from faulty bearings in Figs. 7b -7d . Whereas for the faulty bearings, their frequency distribution patterns can also be easily distinguished: there is a clear concentration from 50 to 80 for the outer race fault, but some extra relatively low-frequency components appear in the ball fault, while the distribution of frequency components is more diffuse for the inner race fault.
Finally, the sub-band features can be hashed with SAX. Here, the sub-band features extracted from the 4 vibration samples in Fig. 5 are used for demonstration again, and their hashing procedures are illustrated in Fig. 8 , in which 16 segments were used for the PAA and an alphabet size of 8 was used for symbolic representation. Taking the SAX hashing in Fig. 8a as an example, PAA was conducted among the 16 segments, and PAA coefficient in each segment was calculated with (3); then 7 breakpoints separated the value VOLUME 7, 2019 range into 8 parts based on a Gaussian assumption in the distribution of values; and a PAA coefficient falling in one part of the value range was represented with one character, i.e., each segment was represented by a character from ''a'' to ''h''. As a result, the vibration sample under the normal condition in Fig. 5 was transformed into the machine condition hash {hfhfdfdccccccccc}.
3) BEARING FAULT DIAGNOSIS
The distance space of machine condition hashes makes bearing fault diagnosis feasible. In order to make the verification more interpretable, The k-nearest neighbor (k-NN) algorithm [39] was adopted for bearing fault diagnosis.
In this evaluation, all the data in Tables 2 and 3 were transformed into machine condition hashes. In total, there were 118 × (4 + 60) = 7552 vibration samples evaluated. Half of the samples in each subset were randomly selected to train a k-NN classifier, while the others were left to be tested. The parameter k was set as k = 9, and the distance function in (5) was used for searching neighbors. Twenty rounds of classification tests were conducted, and the classification results for faulty conditions were averaged and listed in Table 4 , while a classification accuracy of 100% was achieved for the normal bearing condition. Overall, the mean error rate of fault diagnosis is 0.7 ± 0.24%.
Comparisons can be made instantly because many researchers have used the CWRU bearing dataset for method verification. Liang et al. [40] developed a systematic fault classification approach by a comprehensive feature fusion with deep belief network and sparse Bayesian extreme learning machine, which achieved a comparable classification accuracy of 99.3%. Zhang et al. [41] did a more extensive literature review on fault classification accuracy achieved with the CWRU bearing dataset, in which an overall classification accuracy above 92% is usually acceptable.
B. CASE STUDY II: DEGRADATION ASSESSMENT
The verification in Section V-A proves that perceptual vibration hashing is qualified for static fault classification, but condition monitoring is a substantially more complex dynamic process. In this section, the run-to-failure bearing vibration datasets from NSF Industry/University Cooperative Research Center (NSF I/UCRC) [37] , which are also studied a lot in the PHM community, are used for degradation assessment.
1) RUN-TO-FAILURE BEARING VIBRATION DATA
The test rig (Fig. 9) used by the NSF I/UCRC can test 4 bearings simultaneously. A schematic diagram of the test rig is illustrated in Fig. 9b , while a closeup is shown in Fig. 9a , in which the installation of sensors is depicted in detail. The tested bearings were Rexnord ZA-2115 double-row bearings. The shaft supported by the 4 bearings was driven by an AC motor with a constant speed of 2000 rpm. A spring mechanism was designed and applied on the shaft to induce a radial load of 6000 lb. All bearings were force lubricated with an oil circulation system. In order to shut down the testing system automatically when a failure occurs, a magnetic plug was installed into the lubricating oil feedback pipe to collect metal debris. Then the electrical closing switch can be triggered when a certain level of debris is accumulated. The data acquisition scheme included a PCB 353B33 high-sensitivity quartz ICP accelerometer on each bearing housing, a National Instruments DAQCard-6062E data acquisition card, and the Labview software.
Three run-to-failure tests were conducted, and two faulty bearings were found in test 1, so 4 bearing datasets (D1 to D4 in Table 5 ) were acquired. The datasets D1 and D2 were acquired in test 1 with inner race fault (IRF) occurred on bearing B3 and ball fault (BF) occurred on bearing B4, respectively. Thus both D1 and D2 have 2156 files recorded. The dataset D3 has 984 vibration files, which were recorded in test 2 with outer race fault (ORF) found on bearing B1. There are 4448 vibration files in the dataset D4, also with ORF but on B3 from test 3. During each run-to-failure test, one-second vibration data were recorded every 10 min, except for the first 43 files in test 1 which had an interval of 5 min. The timestamp when each data file was recorded was used for vibration file naming. The sampling frequency was 20 kHz, so there were 20,480 data points for each channel of vibration data. A more detailed description of this experiment can be found in [42] .
2) PERCEPTUAL VIBRATION HASHING
The run-to-failure bearing vibration data provide a good opportunity to investigate the dynamic evolution of the bearing condition. With the sub-band feature as a representation of the machine condition information, a feature evolution map FIGURE 12. Conjoint analysis of the distance curve (Fig. 11c) and the feature evolution map (Fig. 10c) with degradation stage enlarged: the rise and fall of the distance curve reflects the deterioration and ''healing'' of the bearing condition.
can be obtained for each dataset by plotting the sub-band features with regard to time (Fig. 10) .
During the feature extraction, 32 sub-bands were divided with 5-level WPT, and 4 blocks were truncated for 2D-DCT in each band, thus a 128-dimensional sub-band feature was extracted. Since each channel had 20,480 data points, it was truncated into 10 pieces for sub-band feature extraction, then an averaged sub-band feature was used in plotting the feature evolution map at a timestamp. In total, 2156 × 2 + 984 + 4448 = 9744 channels of vibration data were processed. Fig. 10 shows that all the 4 feature evolution maps experience a stable stage before deformation. The fact is that the 4 faulty bearings all went through a period of normal running stage, but evolved into different faulty conditions. As explained in Section V-A.2, a sub-band feature can be interpreted as the frequency distribution pattern in a vibration signal. From this point of view, with the constant rotating speed and the fixed radial load, the frequency distribution should be stable during the normal running stage, but the stableness will be gradually undermined when an underlying degradation is in progress. Thus, the stable stages in the 4 feature evolution maps represent that the bearings are in healthy condition, and the deformations at the end of feature evolution maps are a reflection of degradation. With a further reference to other researchers' studies with the NSF I/UCRC data [42] , [44] , [45] , it can be concluded that the dynamic change of the sub-band feature conforms to the evolution of bearing condition.
The ''healing'' phenomenon also exemplifies the effectiveness of sub-band feature in revealing the machine condition information. As explained in [42] and [43] , the sharp edges of a crack or small damage zone could be further smoothed by the continuous rolling contact during the degradation process. So the feature evolution map deforms because of the emerging cracks, but then restores somewhat due to the ''healing'' phenomenon. This is substantially reflected both in Figs. 10b and 10c . Moreover, the smoothness in the deformation and restoration indicates that the developed feature extraction method has a good resolution (discriminability) in detecting weak changes in the bearing conditions.
All the sub-band features in Fig. 10 were further transformed into machine condition hashes by SAX with a 32-segment PAA and an alphabet size of 8 for symbolic representation.
3) DEGRADATION ASSESSMENT WITH DISTANCE CURVE
If the sub-band feature can reveal the machine condition information steadily and precisely, the generated machine condition hash will naturally be a more compact representation of the machine condition information. The distance metric against the healthy machine condition hash would then provide a quantitative assessment of the degradation.
By setting the first machine condition hash of each bearing as the baseline of a healthy bearing, the distance metrics of the subsequent machine condition hashes were calculated for the 4 bearings with (5) . Then the results (blue curve) were also plotted with regard to time in Fig. 11 .
Comparing Fig. 11 with 10, it can be concluded that the increasing trend in the distance metric indicates the degradation of a bearing. Firstly, the distance values in a curve remain at a relatively stable low value before increasing, which indicates that the bearing maintains a healthy status before degradation. Secondly, the fluctuations at the end of the distance curves correspond to the shape deformations of the feature evolution maps in Fig. 10 . An example is shown in Fig. 12 , in which the distance curve in Fig. 11c is plotted together with the feature evolution map in Fig. 10c by enlarging the degradation stage. It is clear that, from the degradation start point, the deformation in the feature evolution map causes the fluctuation in the distance curve. Lastly, when the feature evolution map almost restores its original shape, the distance values go down, which is indeed a reflection of the ''healing'' phenomenon.
4) CONSIDERATIONS ON CONDITION MONITORING APPLICATION
The above demonstrations show that the distance curve can be an effective tool for real-time monitoring of machine condition. The following considerations may further help in improving and understanding the distance curve in condition monitoring applications:
Firstly, Due to the complexity of rotational dynamics and kinematics, and also taking environmental interference into consideration, noises in the actual distance curve are unavoidable. Also considering that the degradation of the bearing condition is virtually an accumulative process, a reasonable solution for noise cancellation is to apply the Kalman filter to estimate the current distance value based on past observations. The estimated curves plotted in orange in Fig. 11 exhibit a stable indication of bearing conditions. Secondly, a threshold can be issued based on empirical observations so that the early degradation can be detected automatically. Intuitively, this threshold can be determined based on distance values at a relatively stable stage.
For example, the thresholds in Fig. 11 were set as 1.3 times the mean distance values at the bearings' stable middle stages.
Thirdly, the distance metric generally increases when a bearing degrades, but this degradation does not always increase with time. Bearing degradation turns out to be a complex process, such as the ''healing'' phenomenon prolonging the degradation process in Fig. 11c .
Finally, the bearing condition will inevitably degrade, so the distance curve still rises. As it is denoted (with reference to [45] ) in Fig. 10 , when the degradation progresses from ''early ''to ''medium'' and then ''severe'', the distance value of the machine condition hashes can also indicate the level of degradation.
VI. DISCUSSION AND CONCLUSION
In order to overcome the problem of low efficiency caused by high data throughput in real-time vibration monitoring, this paper developed a sub-band coding method for perceptual hashing vibration signals so that compact machine condition hashes are transmitted instead of the raw vibration signals. Fault diagnosis and prognosis can both be achieved by inferring in the distance space of machine condition hashes.
Sub-band coding is a general signal processing scheme followed in this paper to extract and represent the machine condition information. Following the same scheme, other signal processing techniques that are capable of dividing frequency bands and extracting feature can also be investigated, such as sparse coding and empirical mode decomposition. The wavelet packet transform and two-dimensional discrete cosine transform are adopted in this paper mostly because their computation efficiency, of which the computational complexities of their fast algorithms are summarized in Section III. However, when deploying them in edge computing applications, measures that can further improve computing efficiency deserve a further study. For example, the lifting-based wavelet packet transform [46] can be adopted for faster and in-place calculation [47] , or implemented with digital signal processors or filter bank circuits.
The effectiveness of the developed perceptual vibration hashing method was verified with two benchmark bearing datasets. The CWRU bearing dataset was used for bearing fault diagnosis, in which an overall diagnostic accuracy of 99.3% was achieved using a k-NN classifier, while the degradation assessment on the NSF I/UCR Center showed that the dynamic degradation process of bearings could be tracked with the distance curve of machine condition hashes. In fact, more sophisticated fault diagnostic/prognostic method [48] can be investigated in the distance space constructed by machine condition hashes. For instance, a robust regression curve fitting approach can be applied to predict the reminding useful life of components [49] .
The efficiency of condition monitoring can benefit from the compactness of the machine condition hash. Transforming a 1024-point (4-byte float type) vibration signal into a 32-byte machine condition hash, the ratio of data dimension reduction is 1/128, thus the network bandwith, data storage space, and communication costs can be saved. Furthermore, deploying the perceptual vibration hashing method on a terminal, the computation burden is also relieved from the central server to the monitoring terminal.
Different distance functions can be defined for machine condition inference on the server. In this way, a diagnostic model is decoupled into the machine condition hash generation on the terminal and the condition inference on the server. Thus, flexibility in diagnostic and prognostic modeling is also achieved.
In conclusion, by perceptual vibration hashing, the extracted sub-band features can effectively reveal the frequency distribution pattern in the vibration signals, which are further compacted and symbolically represented by the machine condition hash. With the compact machine condition hashes generated, transmitted, stored, and inferred on, the demands for efficiency and effectiveness in condition monitoring are balanced. YIXIANG WANG is currently pursuing the degree with the School of Mechanical Engineering, University of Jinan, Jinan, China. He has been involved in several research projects since his sophomore year, and participated in the vibration data analysis work in this article. VOLUME 7, 2019 FAJIA LI received the B.S. degree in mechanical
