Abstract
Introduction
Extraction of environmental features from remote images is one of the main approaches to natural resources monitoring. Currently used data collection methods include use of satellite and high altitude airborne remote sensing. The main shortcoming of these two approaches is that many of the desired features in environment are too small to be seen by those techniques. For instance, the accuracy of current remote sensing methods is not sufficient for identification and classification of plant species [1] . Another deficiency of those approaches is that the imaging platform is not guided by the quality of the collected data and thus can not contribute to the enhancement of data collection by means such as finding and tracking a specific feature.
We should also note that traditional remote sensing systems are often very expensive. According to a report published in 1998 by the Australian Department of Environment [2] , the cost of such systems is between $550 to $1,750 per scene or $600 to $55,000 per 100 square kilometre of rectified images. For most local and small-scale applications such a high cost is uneconomical. Furthermore satellite and planes are not always accessible and their availability is influenced by weather conditions. As such high altitude imaging devices often need a clear sky to capture useable images.
One of the emerging applications of UAVs is the environmental monitoring. Currently, only highflying long endurance UAVs are used for environmental monitoring [3] . Although in several cases low altitude airborne imaging with small UAVs are also proposed for environmental monitoring [4, 5, 6, 7] , such systems are not fully developed for remote sensing applications.
Low altitude remote sensing systems can be divided in two main categories. The first set consists of autonomous systems that their goal is either terrain mapping or surveillance. An example of a system in this group is the Comets UAVs [8] . The other group of low altitude airborne remote sensing systems uses the UAV solely as an imaging platform [9] . The UAVs in this category are often manually controlled. In recent years, there has been a growing interest in using autonomous UAVs for remote sensing applications such as environmental monitoring, agriculture and forestry.
In our project, we intend to use an autonomous unmanned plane as an intelligent platform for smallscale environmental monitoring applications. The proposed system can fly with altitude of 10m to 50m and upon detection of desired environmental features, will perform appropriate pre-programmed manoeuvres depending on the type of application. These manoeuvres can either be tracking a desired feature, increasing or decreasing the altitude of the plane to view features from a vantage point, or a simple path planning to scan the area for detection of similar features.
Due to limitation of onboard processing power and importance of real time generation of navigational commands for plane's autopilot, a fast vision system that can detect various land covers in different lighting conditions is required. Since colour information has been recognised as one of the most robust features for vision based outdoor navigation of mobile robots [10] , we have used colour information for developing feature extraction technique for the above application. The detail of our technique and our experimental results are explained here. Next section provides the detailed description of our vision system and the experimental results are discussed in section 3. The last section is devoted to conclusions and comments.
Feature Extraction
There has been extensive work on natural scene interpretation using colour, texture, and other features of images [11] . Although, a number of proposed algorithms have been successful in segmenting natural scenes, they are all very complex and time consuming and the time required to perform segmentation is often in the order of seconds. Limitation on the availability of computational power on board of a small plane means that none of these algorithms can be utilized to generate the required navigational commands. To overcome this problem, we have developed a real time segmentation algorithm which is capable of producing required navigational command in real time.
One of the main problems of outdoor scene classification is the speed by which the lighting condition of features and environment changes. This is either due to shadows that generated by clouds or shadow of various in-scene objects like trees, mountains and man made structures. Therefore, a major challenge in outdoor object recognition is to find a "feature" that is robust to lighting condition. Hue based classification is one the solutions for such a problem. Although hue based techniques are successful in some cases, in our application using hue without incorporating other colour features is not sufficient to solve the problem. Our approach to land cover classification is to find a simple feature or a set of simple features for every land cover. The feature should be able to discriminate amongst different land covers while it is robust to the changes in the lighting condition. Our proposed feature extraction method consists of three main steps. In the first step a training set of 400 frames from various lighting and environmental situations are selected. For each frame we calculate the overall lighting condition of that image.
To measure lighting condition of each frame, we have to select between various definitions of illumination that are related to colour values. For our solution we have compared four commonly used lighting definitions to choose the one that is most sensitive to changes in sunny and shadowy parts of various land covers. The four definitions used are:
and Luminance [0.3R+0.59G+0.11B]. The mean values of these quantities for all samples are shown in Figure 1 . This figure shows that the Value has the highest overall change in sunny and shadowy parts of different frames. So all frames are categorized (according to their Value) into three main groups: sunny, normal and cloudy.
In the second step, 100 window samples (of 8×8 pixels) from different objects in various frames having similar lighting condition are manually selected and classified. Four basic classes used in the manual classification are: river, tree, grass and soil. It is important to note that the classification of images by windows has two main advantages compared to using pixels. First, the process is faster and second the system is more robust to variations in each pixel value. For each window, we calculated the mean and standard deviation of Red, Green, Blue, Hue, Saturation, Intensity and Value.
In the final step, we calculated the mean and standard deviation of these values for all the frames with the same lighting condition in the entire video footage. The above process was also repeated with 16×16, 24×24 and 32×32 pixel windows. In choosing sampling/processing windows, two main factors must be considered. First factor is the execution time as scanning 720×576 pixels by an 8×8 window increases the execution time by a factor of 2.4 compare to scanning by a 32×32 window. This factor is 1.4 for 24×24 pixel windows and 1.1 for 16×16 pixel ones. The second issue is the accuracy of classification. Since we classify the frames with windows, the ones that straddle the boundary of two land covers (for example at river banks) are placed in the class that has the dominant colour values in that window (majority inclination can be found using a median filter). So the larger the windows, the less the accuracy of classification is. In our experiments, we have found that 16×16 windows provides an acceptable compromise for both accuracy and speed.
Experimental Results
Our test flight was conducted over eastern region of Melbourne, Australia. In this experiment we use a Canon MV400 DV camera that mounted in the fuselage of our model drone (Figure 2 ). The area of observation included various environmental features including riverbanks, trees, man-made objects, grasslands and dirt roads. The average plane altitude during this flight is about 30 meters (measured by the onboard laser range finder). In this experiment we intend to test the performance of our vision algorithm in detecting the riverbanks and dirt roads. Therefore only we selected three major classes: river, trees and grass are used to analyse the aerial image. The mean and standard deviation of the colour values for different land covers are presented in Table1.
As we can see the standard deviations are relatively high. This is mainly due to the fact that samples are chosen from various features under different lighting conditions. To investigate the changes of colours in shadow and sun, we have plotted colour information of various land covers (in sun and shadow) as shown in Figure 3 . As we can see, the colour information is distinguishable in sun but they are very close when it comes to shadowy areas.
The main problem is the discrimination of different land covers located in shadows. A common approach is to use normalized RGB.
However implementation of this approach in our application (as the results show in Figure 4) does not eliminate the effect of shadow. Another approach for eliminating the effect of shadow is to assume that since shadows are only lit by blue sky (and not by the sun); therefore shadows shift the objects colours toward blue [10] . The proposed approach uses blue content of image to suppress the effects of shadow. Figure 3 also shows that in our case this shift of colours is not solely to blue, but the overall image colour also shifted toward green. According to Table 1 , the best attribute for discriminating between River-Tree and Grass-Soil classes is the mean of Red and Green. Having separated these two classes, we can then use hue to distinguish river from tree and grass from soil. There are other options for various land covers and in each case we must select the proper attribute for discriminating between desired features.
The results for classification of 100 frames using 16×16 pixel windows are presented in Table 2 , while some sample classification results are shown in Figure  5 . The errors, shown in table 2, indicate that sections covered by water can be found more accurately. However distinguishing grassland from trees is somewhat troublesome. This problem generally occurs in dense tree areas and in very bright or shadowy situations. One solution would be to choose more than one colour attribute for classification. For example we can also use standard deviation of colour attributes in conjunction with mean values for classification. In most cases this will improve our results. According to Table 1 , standard deviation of hue values for trees are sufficiently different from standard deviation of hue values for grasslands and can be used to distinguish them from each other.
In our application, the vision system is intended to generate reactive navigational commands (and not for map building) thus we can stop the processing of each frame as soon as the required data for navigation is found. In order to generate navigational commands, our system relies on juxtaposition of different land covers and will eliminate false matches by processing neighbouring windows. For example a window of grass in the middle of river will be discarded. The most challenging part of our vision task is to recover the boundaries of different land covers particularly where such boundaries are partly covered by shadows. Figure 5 shows that the proposed technique has been capable of finding the location of various land covers even when they are partly covered by shadows.
Having found the location of the target feature in a number of sequential frames, the geometrical position of the feature with reference to the current plane trajectory can be calculated. The navigational commands required to modify the plane trajectory for tracking the target feature is then generated which inturn closes the feedback loop of the plane control system.
Conclusion
A real time algorithm for detection of various land covers from aerial images is presented. Proposed technique uses different colour attributes to discriminate between various land covers in different lightning conditions. Performance of different colour and lighting attributes for this task is also compared. In most cases only one colour feature is enough to distinguish between various land covers however, using a set of colour attributes improves the accuracy of classification. The performance of colour based segmentation system proved to be promising for generation of navigational commands of an autonomous plane.
