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a b s t r a c t
We consider the following online decision problem. The vertices of a directed path are
being observed one by one in some random order by a selector. At time t the selector
examines the tth vertex and knows the graph induced by the t vertices that have already
been examined. The selector’s aim is to choose the currently examined vertex maximizing
the probability that it belongs to some prescribed subset of vertices. The optimal stopping
time for a subset consisting of the two top vertices is given. For the path of cardinality n
the numerical approximation of the probability of the right choice according to the optimal
algorithm is given.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the classical secretary problem there are n candidates for job as a secretary that are linearly ordered and examined by
a selector in a random order. The selector knows only the relative ranks of the candidates that have been examined up to
the present moment. The aim of the selector is to maximize the probability of choosing the absolute best candidate and the
constraint is that only the presently examined candidate can be chosen. This problem has a full solution, see for instance [1].
The optimal algorithm is of a threshold type, the administrator must wait till a certain moment, asymptotically n/e, and
then choose the first candidate that is the best up to now. The probability of success is asymptotically 1/e.
This beautiful problem was considered in various variants and now it is almost a separate field of research (see, for
instance, the interesting surveys: [2,3]). One of its variants is the so-called Gusein-Zade problem ([4], see also [5]), where
the selector wants to choose one of the firstm candidates. The Gusein-Zade problem form = 2was considered, for instance,
in [6,7].
In [8] the secretary problemwas generalized to partial orders and then several papers followed, for instance: [9] (a survey
of a research of several authors), [10–13].
The next generalization [14] came with realizing that orders are very rich directed graphs. The most natural graph to
be considered was the directed path of length n (instead of the linear order of length n) and choosing the top vertex (the
analogue of the best candidate in the linear order case) with themaximal possible probability. As in the original problem the
selector at a given moment knows only the graph induced by the elements examined so far (note that here such a graph is
muchpoorer than in the case of the order—it consists of separate directed paths). Of coursewithmuch less information it is to
be expected that the probability pn of success for the optimal algorithm is much smaller. Indeed, it satisfies pn
√
n→√pi/2,
with n→∞.
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For optimal stopping for graphs the Gusein-Zade type problems seem to be even better motivated than for orders.
Choosing a vertex froma given group of vertices during a randomsearch on a graphmayhave various natural interpretations.
It may be, for instance, finding a computer with given properties in a network.
In this paper we consider the analogue of the Gusein-Zade problem form = 2 for directed paths. The paper is organized
as follows. In Section 2 we introduce necessary definitions and notation. In Section 3 we state and solve the Gusein-Zade
problem for directed paths. The asymptotic probability of success for the stated strategy has not been found yet. This problem
remains open. Finally, in Section 4wepresent the results of simulations estimating the effectiveness of the optimal algorithm
that have been found.
2. Definitions and notation
A graph is a pair (V , E), where V is a set of vertices and E is a family of nonempty subsets of V of cardinality at most two.
Each such subset is called an edge (connecting its elements). In a directed graph (V , E) the set E is a set of ordered pairs of
elements of V . Therefore any edge has a direction. In this paper we will consider particular graphs called directed paths. We
define a directed path EPn as follows:
EPn = (Vn, EEn),
Vn = {v1, v2, . . . , vn},
EEn = {(vi, vi+1): i ∈ {1, 2, . . . , n− 1}}.
For a directed graph EG, let
Max(EG) = {v ∈ V :¬(∃w ∈ V )((v,w) ∈ EE)},
Sec(EG) = {v ∈ V : (∃w ∈ Max(EG))((v,w) ∈ EE)}.
Let (w1, w2, . . . , wk) be a sequence of pairwise different vertices of a directed path EPn. Let R ⊆ N2. We write (w1, w2,
. . . , wk) ∼= R if for all i, j ≤ k, i 6= j, (wi, wj) ∈ En if and only if (i, j) ∈ R. Let Sn denote the set of all permutations of the set
Vn. For a relation R ⊆ N2 let
A(m)R = {pi ∈ Sn: (pi1, pi2, . . . , pim) ∼= R}.
Let pi ∈ Sn be a random permutation of the elements of Vn. Let pi = (pii)ni=1. By EGm = EGm(pi) = (Vm, EEm), m ≤ n, let us
denote a subgraph of EPn induced by {pi1, . . . , pim}, where
Vm = {pi1, pi2, . . . , pim},
EEm = {(vi, vi+1): {vi, vi+1} ⊆ {pi1, pi2, . . . , pim}}.
Let pm denote the number of components (i.e. maximal connected subgraphs) of the graph EGm. Let p′m denote the number
of one-element components of EGm (i.e. isolated vertices). When the context is clear, we shall simply write p and p′. We
shall call a component of cardinality greater than 1 a composite component. The number of still unexamined vertices will be
sometimes denoted as k (k = n−m).
We shall call a component c of a graph EGm supported if there exists vi ∈ {pi1, . . . , pim} such that for all vj ∈ c we have
i < j. It means that among the other components of EGm there is at least one which on the whole path EPn is placed below c.
At time m we call a vertex pii, i > m, a free one if there is no pij, j ≤ m, belonging to some supported component of EGm
and such that (pii, pij) ∈ EEn. At timemwe call a vertex pii, i > m, a supporting one if it is not free.
Of course, at timemwe cannot say which of the p components is not supported. We know only that there is always one
such component. It follows from this that among the vertices pim+1, . . . , pin there are n−m− p+ 1 free vertices.
We call the function
fpi (m) = n−m− pm + 1 (m = 1, 2, . . . , n)
the function of freedom of a permutation pi ∈ Sn.
We call the function
gpi (m) = n−m− pm + 2p′m (m = 1, 2, . . . , n)
the second order function of freedom of a permutation pi ∈ Sn. We shall use it as an indicator of some properties of the graphEGm. The exact interpretation of this function is stated in Section 3.
Let (Ω,F , P) be a probability space. In our problem Ω = Sn. We assume that all permutations are equiprobable. Let
F1 ⊆ F2 ⊆ . . .Fn ⊆ F be a sequence of σ -algebras. We call such a sequence a filtration. We say that a random variable
τ : ω→ {1, 2, . . . , n} is a stopping timewith respect to a filtration (Ft)nt=1 if τ−1({t}) ∈ Ft for each t ≤ n.
If we think of τ(ω),ω ∈ Ω , as of amomentwhen to stop observing a certain process depending onω and t = 1, 2, . . . , n,
then the condition τ−1({t}) ∈ Ft means that our decision to stop at t is based only on the events that took place until this
moment and does not depend on any information about the future events.
M. Przykucki, M. Sulkowska / Discrete Optimization 7 (2010) 13–20 15
Now we can give a general probabilistic model concerning any graph. Let G = (V , E) be a fixed graph. Let V = {v1,
v2, . . . , vn}. Of course Ω = Sn, F = P (Ω) and the probability measure P : F → [0, 1] is defined by P({pi}) = 1/n! for
each pi ∈ Sn. Let
Ft = σ {{pi ∈ Ω : (pi1, pi2, . . . , pit) ∼= R} : R ⊆ N2}, 1 ≤ t ≤ n.
Let D be a subset of vertices of the graph G (i.e. D ⊆ Vn). We are looking for a stopping time T ∗ for which
P[piT∗ ∈ D] = max
T∈T
P[piT ∈ D]
where T is the set of all stopping times.
3. Gusein-Zade problem for a directed path
Our goal is to choose one of the two top vertices vn−1 or vn from the directed path EPn. Let Dn = {vn−1, vn}. The following
lemma was proved in [14].
Lemma 3.1 (Kubicki, Morayne). Let m ≤ n. Let R be such that pim ∈ Max(EGm) for each pi ∈ A(m)R . Then
P[pim = vn|A(m)R ] =
1
n−m+ 1 .
When m < n we have
P[vn ∈ {pim+1, . . . , pin}|A(m)R ] =
n−m− p+ 1
n−m+ 1 =
fpi (m)
n−m+ 1 . 
Lemma 3.2. Let pi ∈ A(m)R and gpi be the second order function of freedom. For n > 1,m < n we have
gpi (m) ≤ 0 ⇐⇒ P[vn−1 ∈ {pim+1, . . . , pin}|A(m)R ] = 0.
Proof. (⇒) Let gpi (m) ≤ 0. It follows that fpi (m) = n−m−p+1 ≤ 1 and p′ = 0. Let us assume that vn−1 ∈ {pim+1, . . . , pin}.
If vn ∈ {pi1, . . . , pim}, then at time m the vertex vn is an isolated vertex and p′ > 0. Hence this situation is impossible. If
vn ∈ {pim+1, . . . , pin} thenwe have at least two free vertices vn−1 and vn, so fpi (m) = n−m−p+1 ≥ 2. It is a contradiction.
(⇐) Let us assume that P[vn−1 ∈ {pim+1, . . . , pin}|A(m)R ] = 0. Let us also assume that gpi (m) > 0. It follows that fpi (m) =
n − m − p + 1 ≥ 2 or p′ > 0. If fpi (m) ≥ 2, then we have at least two free vertices and with positive probability these
are vn and vn−1. It is a contradiction. Now let us assume that p′ > 0. Let us recall that k = n − m > 0. Each of the
isolated vertices of EGm can be vn with probability 1k+1 (by Lemma 3.1). Then vn−1 would be among the unchecked vertices,
so P[vn−1 ∈ {pim+1, . . . , pin}|A(m)R ] > 0. This is a contradiction. 
Let R be such that pim ∈ Max(EGm) for each pi ∈ A(m)R . By Lemma 3.1 we know that P[pim = vn|A(m)R ] = 1n−m+1 . It is the
probability of the event in which the component containing pim is placed finally at the top of the path EPn.
Let pim ∈ Sec(EGm) for each pi ∈ A(m)R . Using the same argument as above we get the equality P[pim = vn−1|A(m)R ] = 1n−m+1 .
Certainly in this situation P[pim = vn|A(m)R ] = 0.
Let us go back to the situation when pim ∈ Max(EGm) for each pi ∈ A(m)R . We have to calculate P[pim = vn−1|A(m)R ]. Recall
that cpim is the component of EGm containing pim.
Lemma 3.3. Let pim ∈ Max(EGm) for each pi ∈ A(m)R . Then
P[pim = vn−1|A(m)R ] =
n−m− p+ 1
(n−m)(n−m+ 1) .
Proof. For every choice of p− 1 supporting vertices we have n−m− p+ 1 free vertices and p components which we can
permute arbitrarily. We have pim = vn−1 if and only if on the top of the permutation is one of the free vertices and below it
is cpim . Thus
P[pim = vn−1|A(m)R ] =
n−m− p+ 1
n−m+ 1
1
n−m =
n−m− p+ 1
(n−m+ 1)(n−m) . 
Define a stopping time τ (n) to be the minimal m such that gpi (m) ≤ 0 and one of the conditions pim ∈ Max(EGm), pim ∈
Sec(EGm) is satisfied. If it never happens takem = n. We shall show that τ (n) is optimal.
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Theorem 3.1. For the directed path EPn and the set Dn = {vn, vn−1} the stopping time τ (n) is optimal, i.e.
P[piτ (n) ∈ Dn] = maxT∈T P[piT ∈ Dn],
where T is the set of all stopping times.
Proof. Aiming for a contradiction, let us assume that τ (n) is not optimal, i.e. for some stopping time τ ∗ we have
P[piτ∗ ∈ Dn] > P[piτ (n) ∈ Dn].
It means that for some set A(m)R we have τ
∗(pi) > τ (n)(pi) = m for each pi ∈ A(m)R or m = τ ∗(pi) < τ (n)(pi) for each
pi ∈ A(m)R .
Let us consider the first case. Recall that k is the number of vertices that are still to come, i.e. k = n − m. The following
two cases (1) and (2) are possible.
(1) pim ∈ Max(EGm) ∧ gpi (m) ≤ 0 for each pi ∈ A(m)R .
By Lemmas 3.1 and 3.3 we get
P[piτ (n) ∈ Dn|A(m)R ] =
1
k+ 1 +
k− p+ 1
k(k+ 1) .
(Notice that the assumption gpi (m) ≤ 0 is not used here.)
By Lemma 3.2, if gpi (m) ≤ 0 then P[vn−1 ∈ {pim+1, . . . , pin}] = 0. We get also that if gpi (m) ≤ 0 (i.e. k − p + 2p′ ≤ 0)
then fpi (m) = k− p+ 1 ≤ 1 and then, by Lemma 3.1, P[vn ∈ {pim+1, . . . , pin}] ≤ 1k+1 .
Thus P[piτ (n) ∈ Dn|A(m)R ] ≥ P[Dn ∩ {pim+1, . . . , pin} 6= ∅|A(m)R ] ≥ P[piτ∗ ∈ Dn|A(m)R ]. Therefore, in this case, waiting beyond
τ (n) is never a better strategy.
(2) pim ∈ Sec(EGm) ∧ gpi (m) ≤ 0 for each pi ∈ A(m)R .
In this case
P[pim ∈ Dn|A(m)R ] =
1
k+ 1 .
(We do not need the assumption gpi (m) ≤ 0 for this formula.)
By Lemmas 3.1 and 3.2, if gpi (m) ≤ 0 then P[vn−1 ∈ {pim+1, . . . , pin}|A(m)R ] = 0 and P[vn ∈ {pim+1, . . . , pin}|A(m)R ] ≤ 1k+1
(as in (1)).
Again P[piτ (n) ∈ Dn|A(m)R ] ≥ P[Dn ∩ {pim+1, . . . , pin} 6= ∅|A(m)R ] ≥ P[piτ∗ ∈ Dn|A(m)R ]. It means that also in this case waiting
beyond τ (n) cannot give us a better strategy.
Now we shall consider the case when m = τ ∗(pi) < τ (n)(pi) for each pi ∈ A(m)R . Let us assume that choosing any vertex
pim˜, m˜ > m, cannot be as effective for A
(m)
R as τ
∗ (i.e. if there is more than one strategy with the same, optimal probability
of success, telling us to stop before τ (n), τ ∗ is the last time to stop). This characteristic of τ ∗ tells us that it will only stop at a
maximal or second element. Let us divide the event[(
pim ∈ Max(EGm) ∨ pim ∈ Sec(EGm)
)
∧ gpi (m) > 0
]
into subevents and consider them separately.
(1) pim ∈ Max(EGm) ∧ p′ > 0 ∧ k− p+ 1 = 0 for each pi ∈ A(m)R .
We get
P[pim ∈ Dn|A(m)R ] =
1
k+ 1 +
k− p+ 1
k(k+ 1) =
1
k+ 1 .
Among the k vertices to come there are no free vertices, hence the vertex vn is not there. Thus on the top of Pn is one of
the components of EGm. With probability p′p it is one of the isolated vertices. Then with probability equal to 1 the vertex vn−1
is among the k vertices that have not appeared yet and with probability at least 1p′ it will arrive as the first one among the
vertices which, on the full path, are placed below the isolated vertices of EGm. The algorithm: choose pij, if pij ∈ Sec(EGj), used
for permutations from A(m)R gives the probability of success
P[pij ∈ Dn|pij ∈ Sec(EGj) ∩ A(m)R ] ≥
p′
p
· 1
p′
= 1
k+ 1 = P[piτ∗ ∈ Dn|A
(m)
R ].
We have found a stopping rule that stops later than τ ∗ and is at least as effective as τ ∗. This is a contradiction.
(2) pim ∈ Max(EGm) ∧ p′ > 0 ∧ k− p+ 1 = 1 for each pi ∈ A(m)R .
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In this case
P[pim ∈ Dn|A(m)R ] =
1
k+ 1 +
k− p+ 1
k(k+ 1) =
1
k+ 1 +
1
k(k+ 1) =
1
k
.
Notice that when k = p = 1 and p′ > 0 we are dealing with the path P2 for which each strategy is optimal. So let us assume
that k = p > 1.
Among the k remaining vertices there is one free vertex. By Lemma 3.1, with probability 1k+1 it is vn, with the same
probability it is v1. For permutations from the set A
(m)
R let us define the following algorithm: choose pij, j > m, when (pij ∈
Max(EGj)) or (pij ∈ Sec(EGj) ∧ gpi (j) = −1). Notice that gpi (j) = −1 implies Dn ∩ {pij+1, . . . , pin} = ∅.
Let us define three events that ensure success with this algorithm:
A = [vn ∈ {pim+1, . . . , pin}],
B = [{v1, vn−1} ⊂ {pim+1, . . . , pin} ∧ vn−1 arrives after v1 and all vertices which, on the full path, are placed below the
isolated vertices of EGm],
C = [{v1, vn} ⊂ {pi1, . . . , pim}, {vn−2, vn−1} ⊂ {pim+1, . . . , pin}, v1 is not an isolated vertex of EGm, vn−1 arrives after all
vertices which, on the full path, are placed below the isolated vertices of EGm, vn−2 arrives after vn−1].
The nature of the events B and C will be explained below. By Lemma 3.1 we have
P[A|A(m)R ] =
1
k+ 1
and
P[B|A(m)R ] = P[v1 ∈ {pim+1, . . . , pin}|A(m)R ] · P[vn−1 ∈ {pim+1, . . . , pin}|[v1 ∈ {pim+1, . . . , pin}] ∩ A(m)R ]
× P[B|[{v1, vn−1} ⊂ {pim+1, . . . , pin}] ∩ A(m)R ]
= 1
k+ 1
p′
p
P[B|[{v1, vn−1} ⊂ {pim+1, . . . , pin}] ∩ A(m)R ].
Note that v1 is the only free vertex left at timem thus the probability that vn−1 is to come is equal to the probability that the
highest component is an isolated vertex, hence it is equal to p
′
p .
Let us calculate P[B|[{v1, vn−1} ⊂ {pim+1, . . . , pin}] ∩ A(m)R ]. The vertex vn−1 will arrive for sure under one of the isolated
vertices of EGm. Thus v1 will arrive under one of the other isolated vertices with probability p′−1p−1 and then the probability that
vn−1 will arrive as the last vertex from those which (on the whole EPn) are under isolated vertices of EGm and after v1 will be
1
p′ , if v1 will be one of these vertices. With probability
p−p′
p−1 the vertex v1 will arrive under one of the composite components
of EGm and then the probability that vn−1 will come after the vertices mentioned above is 1p′+1 . Thus we have
P[B|A(m)R ] =
1
k+ 1
p′
p
(
p′ − 1
p− 1
1
p′
+ p− p
′
p− 1
1
p′ + 1
)
= 1
k(k+ 1)
kp′ − 1
(k− 1)(p′ + 1) .
Now let us calculate P[C |A(m)R ]. Notice that vn−2 is the only free vertex at time m. Therefore when vn−1 arrives at some
moment t we have gpi (t) = −1 as vn−2 is no longer a free vertex then (it supports the component containing vn−1 and vn)
and there are no more isolated vertices in the graph EGt . We have
P[C |A(m)R ] = P[{v1, vn} ⊂ {pi1, . . . , pim}|A(m)R ] · P[vn−1 ∈ {pim+1, . . . , pin}|[{v1, vn} ⊂ {pi1, . . . , pim}] ∩ A(m)R ]
× P[vn−2 ∈ {pim+1, . . . , pin}|[vn−1 ∈ {pim+1, . . . , pin}] ∩ [{v1, vn} ⊂ {pi1, . . . , pim}] ∩ A(m)R ]
× P[v1 is not an isolated vertex of EGm|{vn−2, vn−1} ⊂ {pim+1, . . . , pin}]
∩[{v1, vn} ⊂ {pi1, . . . , pim}] ∩ A(m)R · P[C |[v1 is not an isolated vertex of EGm]
∩[{vn−2, vn−1} ⊂ {pim+1, . . . , pin}] ∩ [{v1, vn} ⊂ {pi1, . . . , pim}] ∩ A(m)R ].
By Lemma 3.1 we have
P[v1 ∈ {pim+1, . . . , pin}|A(m)R ] = P[vn ∈ {pim+1, . . . , pin}|A(m)R ] =
1
k+ 1 .
Moreover, these two events cannot occur at once as there is only one free vertex at timem. That gives
P[{v1, vn} ⊂ {pi1, . . . , pim}|A(m)R ] =
k− 1
k+ 1 .
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Under the condition {v1, vn} ⊂ {pi1, . . . , pim}, vn−1 ∈ {pim+1, . . . , pin} if and only if the top component is an isolated
vertex. As under the condition [{v1, vn} ⊂ {pi1, . . . , pim}] ∩ A(m)R each configuration of components is equally probable,
the probability that the top component is an isolated vertex is p
′
p . Therefore
P[vn−1 ∈ {pim+1, . . . , pin}|[{v1, vn} ⊂ {pi1, . . . , pim}] ∩ A(m)R ] =
p′
p
.
When there is only one free vertex and both v1 and vn have already been drawn it will for sure arrive in one of the k − 1
gaps between k (recall that in this case k = p) components of EGm. If vn is an isolated vertex of EGm and vn−2 ∈ {pim+1, . . . , pin}
then the only free vertex is vn−2 but the probability that the free vertex will be between the two highest components is 1k−1 .
Hence
P[vn−2 ∈ {pim+1, . . . , pin}|[vn−1 ∈ {pim+1, . . . , pin}] ∩ [{v1, vn} ⊂ {pi1, . . . , pim}] ∩ A(m)R ] =
1
k− 1 .
When both v1 and vn have already been drawn and vn−1 is still to come then vn is an isolated vertex of the graph EGm. If
vn−2 ∈ {pim+1, . . . , pin} it is the only free vertex to come. The fact that v1 is not isolated means that the lowest component
is not a single vertex. We have
P[v1 is not an isolated vertex of EGm|{vn−2, vn−1} ⊂ {pim+1, . . . , pin}] ∩ [{v1, vn} ⊂ {pi1, . . . , pim}] ∩ A(m)R =
p− p′
p− 1 .
For the event C to occur we need also some particular order on p′ + 1 vertices: the p′ vertices which, on the full path, are
placed below the isolated vertices of EGm and vn−2. We want vn−2 to arrive as the last one of them and vn−1 to be the last but
one. Thus
P[C |[v1 is not an isolated vertex of EGm] ∩ [{vn−2, vn−1} ⊂ {pim+1, . . . , pin}]
∩[{v1, vn} ⊂ {pi1, . . . , pim}] ∩ A(m)R ] =
1
p′ + 1
1
p′
.
Finally we obtain
P[C |A(m)R ] =
k− 1
k+ 1
p′
p
1
k− 1
p− p′
p− 1
1
p′ + 1
1
p′
= 1
k(k+ 1)
1
p′ + 1
p− p′
p− 1 .
The events A, B and C are disjoint and hence we have
P[A ∪ B ∪ C |A(m)R ] = P[A|A(m)R ] + P[B|A(m)R ] + P[C |A(m)R ]
= 1
k+ 1 +
1
k(k+ 1)
kp′ − 1
(k− 1)(p′ + 1) +
1
k(k+ 1)
1
p′ + 1
p− p′
p− 1 =
1
k
.
So once again we have found an optimal strategy stopping later than τ ∗. This is a contradiction.
(3) pim ∈ Max(EGm) ∧ n−m− p+ 1 ≥ 2 for each pi ∈ A(m)R .
We have
P[pim ∈ Dn|A(m)R ] =
1
k+ 1 +
k− p+ 1
k(k+ 1) =
2k− p+ 1
k(k+ 1) .
We know that among the vertices pim+1, . . . , pin there are at least two free ones. We shall show that for the permutations
from the set A(m)R a very simple algorithm choose the first pij, j > m, such that pij ∈ Max(EGj) gives the probability of success
not smaller than if we chose pim. By Lemma 3.1,
P[v1 ∈ {pim+1, . . . , pin}|A(m)R ] =
k− p+ 1
k+ 1 .
If we assume vn ∈ {pim+1, . . . , pin}we may think about drawing the firstm vertices from path Pn−1. Thus
P[v1 ∈ {pim+1, . . . , pin}|[vn ∈ {pim+1, . . . , pin}] ∩ A(m)R ]
= P[vn−1 ∈ {pim+1, . . . , pin}|[vn ∈ {pim+1, . . . , pin}] ∩ A(m)R ] =
k− p
k
.
Let i∗ = min{i : vi ∈ {pi1, . . . , pim}}. Let us define the following events that guarantee success when one uses the simple
algorithm stated above:
A = [vn ∈ {pim+1, . . . , pin} and vn is the first free vertex to arrive],
B = [(i∗ ≥ 2) (i.e. v1 ∈ {pim+1, . . . , pin}), vn ∈ {pim+1, . . . , pin}, vi∗−1 is the first free vertex to arrive (vi∗−1 is free, as on
Pn it is placed below the only unsupported component of EGm), and vn is the second free vertex to arrive],
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Fig. 1. Approximated effectiveness of the algorithm from Section 3.
C = [{vn−1, vn} ⊂ {pim+1, . . . , pin} and vn−1 is the first free vertex to arrive].
From the formulas stated before the definitions of the events A, B and C we have
P[A|A(m)R ] =
k− p+ 1
k+ 1
1
k− p+ 1 =
1
k+ 1 ,
P[B|A(m)R ] =
k− p+ 1
k+ 1
k− p
k
1
k− p+ 1
1
k− p =
1
k(k+ 1) ,
P[C |A(m)R ] =
k− p+ 1
k+ 1
k− p
k
1
k− p+ 1 =
k− p
k(k+ 1) .
The events A, B and C are disjoint, and hence we obtain
P[A ∪ B ∪ C |A(m)R ] = P[A|A(m)R ] + P[B|A(m)R ] + P[C |A(m)R ]
= 1
k+ 1 +
1
k(k+ 1) +
k− p
k(k+ 1) =
1
k+ 1 +
k− p+ 1
k(k+ 1)
= P[pim ∈ Dn].
Once again we found an optimal strategy telling us to stop later than τ ∗. This is a contradiction.
(4) pim ∈ Sec(EGm) ∧ gpi (m) > 0 for each pi ∈ A(m)R .
By Lemmas 3.1 and 3.3 and the considerations on page 5 it is clear that in this situation P[pim ∈ Dn|A(m)R ] is not greater than
when pim ∈ Max(EGm). We can divide this case into cases analogous to cases (1), (2) and (3) and then using the algorithms
defined in these caseswhich tell us to continue drawing once againwe obtain a probability of success not smaller thanwhen
using τ ∗ stopping at timem.
Thus we have shown that neither stopping earlier nor later than τ (n) can give us a more effective algorithm. This proves
the optimality of τ (n) and Theorem 3.1. 
4. The results of simulations
The aim of this section is to analyse the effectiveness of the algorithm described in Section 3. In Fig. 1 one can observe
its approximated (given by simulations) values of probability of success. We ran the Algorithm 1000000 times for n = 5,
6, . . . , 100 to estimate its asymptotic character. Each time a random permutation from the set Sn was generated.
The shape of the curve shown in Fig. 1 and the fact that the algorithm itself is similar to the one from [14] suggest that also
in this case the limit of the sequence pn
√
n is some positive constant. The simulations show that the constant is about 1.26.
An interesting question is, if the sequence pn
√
n is a decreasing sequence, i.e. if it is converging to its limit from above.
We have such a situation when we are talking about the classical secretary problem, where the probability of success for
the linear order composed of n elements is decreasing and converging to 1/e. In Fig. 2 we can observe that in the case of
algorithms for graphs the sequence pn
√
n seems to be increasing. The dashed line denotes the approximated limit of the
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Fig. 2. Asymptotic estimation of the algorithm for the Gusein-Zade problem for the directed path.
sequence which is about 1.26. It is easy to observe that the convergence is quite quick and even for not very large nwe can
treat 1.26/
√
n as a good approximation of the value pn.
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