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1. INTRODUCTION
Suppose that  and  are separable Banach spaces and   →  is a
bounded linear operator. We consider the operator equation
u = f (1.1)
where f ∈  is given and u ∈  is the unique solution of (1.1) to be
determined. A general method to solve Eq. (1.1) requires a sequence of
spaces n, n ∈ 0 = 0 1   , such that⋃
n∈0
n = 
and a sequence of projections n → n with n = n such that⋃
n∈0
n = 
With this setup, we ﬁnd a un ∈ n satisfying the equation
nun = nf
provided that it exists.
An effective numerical method of this type produces an approximate
solution un+1 (ﬁne level solution) which is more accurate than un (coarse
level solution). The multilevel method to be described here allows us to
ﬁrst solve the operator equation at a coarse level and then add to it cor-
rection terms to form an approximation to the solution at all subsequent
ﬁner levels. Using this method, we can avoid solving the operator equation
at ﬁner levels. Instead, we add successive correction terms to the solution
computed at some coarse level. Computationally, this requires solving lin-
ear systems of a smaller size than those which determine the ﬁner level
approximants.
This paper is organized into four sections. In Section 2, we shall describe
in operator theoretic terms the multilevel method and then devote Section 3
to its error analysis. We will show that it produces an approximate solution
which gives an optimal order of convergence. In Section 4, we will dis-
cuss in detail an application of this scheme to solving second kind integral
equations.
2. THE MULTILEVEL METHOD
A multilevel method for solving Eq. (1.1) requires two sequences of ﬁnite
dimensional subspaces X = n  n ∈ 0 and Y = n  n ∈ 0, to be
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chosen such that
n ⊆ n+1 n ∈ 0
⋃
n∈0
n =  (2.1)
and
n ⊆ n+1 n ∈ 0
⋃
n∈0
n =  (2.2)
It is the nesting of the spaces in (2.1) and (2.2) that distinguishes a mul-
tilevel scheme from the general case described in the Introduction. This
condition implies that there exist subspaces n and n of n+1 and n+1,
respectively, such that
n+1 = n ⊕n n+1 = n ⊕ n n ∈ 0 (2.3)
where ⊕ denotes the direct sum. We further require for each n ∈ 0 that
the subspaces n and n have the same dimension, that is,
dimn = dimn = dn n ∈ 0
Associated with the decomposition n+1 = n ⊕ n, there is a linear
projection n → n. We require that the operator
n = n+1 − n n ∈ 0
have the property that nn+1 = n. In general, n is not a projection. In
fact this is the case if and only if
nn = 0 n ∈ 0
Note that even if n is not a linear projection, it follows that nn = 0,
n ∈ 0.
For an operator 	 →  and a subspace 
 ⊆  we use 	
 to denote
the restriction of the operator 	 on the subspace 
. For each n ∈ 0, we
introduce four operators:
n = nn  n → n
	n = nn  n → n
n = nn  n → n
and
n = nn  n → n
Our ﬁnal requirement is the existence of a positive integer N and positive
constants α and δ such that
−1n  ≤ α −1n  ≤ δ n ≥ N (2.4)
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With this setup, we call un ∈ n satisfying the equation
nun = nf (2.5)
the nth level solution of Eq. (1.1). The idea of the multilevel method is to
obtain an approximation of the n+ 1st level solution from the nth solution
and a correction from n. We now describe the method in detail. To this
end, we write un+1 = un 0 + vn 0, where un 0 ∈ n and vn 0 ∈ n, and
observe that
n+1un+1 = n + nun 0 + vn 0
= nun 0 + nvn 0 + nun 0 + nvn 0
= nun 0 +	nvn 0 + nun 0 +nvn 0
We prefer rewriting this equation in the following form. For g1 ∈ n (or
g1 ∈ n) and g2 ∈n (or g2 ∈ n), we identify the column vector g1 g2T
in n ×n with the vector g1 + g2 in n ⊕n. Therefore, we can express
Eq. (2.5) at the n+ 1st level as[
n 	n
n n
][
un0
vn 0
]
=
[
nf
nf
]
 (2.6)
where the operator n+1 is identiﬁed as[
n 	n
n n
]
 (2.7)
This notation leads us to an iterative method to solve Eq. (2.6) in the
spirit of Gauss–Seidel iteration; cf. [3, pp. 506–509]. First, we decompose
the matrix (2.7) into the sum of an upper triangular matrix
n =
[
n 	n
0 n
]
and a lower triangular matrix
n =
[
0 0
n 0
]

Next, we deﬁne u1n 0 ∈ n, v1n 0 ∈n by the equation
n
[
u1n 0
v1n 0
]
+n
[
un
0
]
=
[
nf
nf
]
 (2.8)
Note that our hypotheses on n and n ensure for n ≥ N that this equation
uniquely determines u1n 0 ∈ n and v1n 0 ∈ n. This leads us to a one step
predictor-correction method to compute un+1 approximately. Speciﬁcally, we
choose un 1 = u1n 0 + v1n 0 as our approximation to un+1. The advantage of
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this method is that a linear system of size dn+1 corresponding to Eq. (2.6)
is approximately solved by solving two linear systems, one of size dn and
the other of size dn+1 − dn, corresponding to the two equations of (2.8),
respectively. In practice this approach saves computational effort. In gen-
eral, our i + 1st step predictor-correction method to compute un i+1, an
approximation to un+i+1, is deﬁned by ﬁrst setting
un 0 = un
then computing u1n i ∈ n+i and v1n i ∈n+i from the equation
n+i
[
u1n i
v1n i
]
+n+i
[
un i
0
]
=
[
n+if
n+if
]
 (2.9)
to obtain
un i+1 = u1ni + v1ni i ∈ 0
We call un i+1 the i+ 1st multilevel solution of Eq. (1.1). Practical appli-
cations of this algorithm requires bases for 0, 0,i, and i, i ∈ 0, to be
speciﬁed. They must be carefully chosen relative to properties of the oper-
ator  to obtain an effective numerical procedure. As this issue is not the
focus of this paper, instead, we turn to the theoretically important issue of
estimating the order of convergence of the multilevel algorithm.
3. ERROR ANALYSIS OF THE MULTILEVEL METHOD
The goal of this section is to analyze the convergence of the multilevel
method. We shall demonstrate that the multilevel solution un i approxi-
mates the exact solution u of operator equation (1.1) at least as well as
un+i.
We begin with an estimate for the difference between un i+1 and un+i+1.
For this purpose, we recall that when there exist a positive integer N and
a positive constant α such that for n ≥ N there holds for all x ∈ n the
estimate
αnx ≥ x (3.1)
the approximate solution un of Eq. (2.5) exists. Moreover, if there exists a
positive constant p such that for n ≥ N we have that n ≤ p then
u− un ≤ ρEn (3.2)
where
En = min
v∈n
u− v
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and
ρ = 1+ pα
cf. [2].
Our ﬁrst observation establishes a useful equation for un i+1.
Lemma 3.1. The i+ 1st level multilevel solution un i+1 of Eq. (1.1) sat-
isﬁes the operator equation
n+i+1un i+1 = n+i+1f + n+ien i (3.3)
where en i = u1n i − un i
Proof. Recalling that un i+1 is identiﬁed with u1n i v1n iT and n+i+1
with [
n+i 	n+i
n+i n+i
]

we obtain that n+i+1uni+1 is identiﬁed with
[
n+iu
1
n i +	n+iv1n in+iu1n i +n+iv1n i
]T

Therefore using the ﬁrst equation of (2.9) we have that
n+i+1un i+1 = n+if + n+iu1n i +n+iv1n i
Since eni = u1n i − un i, the second equation in (2.9) yields the formula
n+i+1un i+1 = n+if + n+if + n+ien i
which completes the proof.
We are now ready to estimate the difference between un i+1 and un+i+1.
Lemma 3.2. Suppose that inequality (3.1) holds. Then for n ≥ N and
i ∈ 0 there hold the equation
un i+1 − un+i+1 = −1n+i+1n+ien i (3.4)
and the estimate
un i+1 − un+i+1 ≤ αn+i en i
694 chen, micchelli, and xu
Proof. By Lemma 3.1, un i+1 satisﬁes Eq. (3.3). Using the equation
n+i+1un+i+1 = n+i+1f
yields relation
n+i+1un+i1 − un+i+1 = n+ien i (3.5)
By the assumption there exists a positive integer N and a positive constant
α such that for n ≥ N the inverse −1n+i+1 exists and satisﬁes the bound
−1n+i+1 ≤ α
Thus, the result of this lemma follows from (3.5).
Lemma 3.2 leads us to estimate the norm of en i. To this end, we assume
that condition (2.4) is satisﬁed and for each n ∈ 0, we introduce operators
n → n
n = −1n 	n−1n n
and n n−1 → n
n = n −  −1n n−1
Lemma 3.3. For n ≥ N , let en−1 = 0 and en = un − u for n ≥ N . Then
for n ≥ N and i ∈ 0 we have that
en i = n+ien i−1 + n+ien+i (3.6)
and
en i = n+ien+i +
i−1∑
j=0
n+i · · · n+j+1n+jen+j  (3.7)
Proof. By the deﬁnition of en i, we have that
en i = u1n i − un+i + un+i − un i
We ﬁrst derive a formula for u1n i − un+i. To this end, we use Eqs. (2.5) and
(2.9) to conclude that
n+iu1n i − un+i = −	n+iv1n i (3.8)
Note that again by Eq. (2.9) we have that
v1n i = −1n+in+if − n+iun i = −1n+in+iu− un i (3.9)
Upon substituting (3.9) into (3.8) and solving for u1n i − un+i, we obtain that
u1n i − un+i = n+iun i − un+i + n+ien+i
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This equation implies that
en i =  − n+iun+i − un i + n+ien+i
Using Eq. (3.4) in Lemma 3.2 yields the recursive formula (3.6).
We next prove Eq. (3.7) by induction on i. The case when i = 1 follows
directly from (3.6) and the assumption that en−1 = 0. We assume that (3.7)
holds for i = m and prove that it holds for i = m+ 1. By using (3.6) with
i = m+ 1, we have that
enm+1 = n+m+1enm + n+m+1en+m+1
Substituting Eq. (3.7) with i = m into the equation above yields the formula
enm+1 = n+m+1n+men+m + n+m+1
×
m−1∑
j=0
n+m · · ·n+j+1n+jen+j + n+m+1en+m+1
which simpliﬁes to Eq. (3.7) with i = m + 1. This advances the induction
hypothesis and proves the lemma.
In the next lemma, we provide an upper bound for the norm of en i.
Lemma 3.4. Suppose that there exists a positive integer N such that for all
n ≥ N
n ≤
1
2
and γn, n ≥ N is a sequence such that for n ≥ N
n ≤
1
3α
γn+1
γn
and γn ≥ En. Then for all n ≥ N and i ∈ 0 there holds the estimate
en i ≤ ργn+i
Proof. For each n ≥ N we have that
n ≤ α1+ nn−1 ≤
γn
2γn−1

Therefore, it follows from Lemma 3.3 that
en i ≤ ρn+iγn+i + ρ
i−1∑
j=0
n+1 · · · n+j+1 n+jγn+j
≤ ρ
2
γn+i +
(i−1∑
j=0
ρ
2i−j+1
)
γn+i
≤ ργn+i
696 chen, micchelli, and xu
The next result summarizes our error bound for the multilevel algorithm.
Theorem 3.5. Suppose that that exists a positive integer N such that for
n ≥ N
−1n  ≤ α −1n  ≤ δ (3.10)
and the hypotheses of Lemma 3.4 are satisﬁed. Then for all i ∈ 0 and n ≥ N
there holds the error estimate
u− un i+1 ≤
4
3
ργn+i+1
Proof. By Lemmas 3.2 and 3.4, and the hypotheses of this theorem we
conclude that
un i+1 − un+i+1 ≤ αn+i en i
≤ α ρ
3α
γn+i+1
γn+i
γn+i
= ρ
3
γn+i+1
Therefore, the triangle inequality ensures that
u− un i+1 ≤
4
3
ργn+i+1
Next, we consider an application of Theorem 3.5. To this end, we recall
that when the solution u of Eq. (1.1) is known to be in some Besov space,
typical estimates from Approximation Theory yield error bounds of the type
En ≤ γn where γn has the property that there exists a positive constant
c such that γn+1γ−1n ≥ c for all n ∈ . Speciﬁcally, γn = Cn−s where C
depends on u and s > 0 speciﬁes its regularity. With this comment in mind
we are led to the following corollary.
Corollary 3.6. Suppose that condition (3.10) holds. If there exists a pos-
itive constant c such that
γn+1
γn
≥ c n ≥ N
and
lim
n→∞	n = limn→∞n = 0
then there exists a positive constant c0 such that for n ≥ N and i ∈ 0,
u− un i+1 ≤ c0γn+i+1
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Proof. Since limn→∞ 	n = 0 and
n ≤ 2αδp 	n
we conclude that limn→∞ n = 0. Hence, there exists a positive integer
N such that for n ≥ N there follows n ≤ 12 . On the other hand, by our
hypotheses we have for n ∈ 0 that
1
3α
γn+1
γn
≥ c
3α

The assumption that limn→∞ n = 0 ensures that there exists a positive
integer N such that for n ≥ N ,
n ≤
1
3α
γn+1
γn

Thus, this corollary follows directly from Theorem 3.5.
4. APPLICATIONS TO INTEGRAL EQUATIONS
In this section, we illustrate the general results provided in Section 3 with
some examples. For this purpose, we choose to work in a Hilbert space 
and consider the equation
u−u = f (4.1)
where f ∈  and   →  is a compact linear operator such that one
is not an eignevalue of . Thus, the operator  in Eq. (1.1) has the spe-
cial form  =  −. We restrict our discussion to the case that n = n,
n = n for n ∈ 0 and choose n to be the orthogonal projection of 
onto n. As before, we also require that (2.1) holds. A typical circumstance
where this setup arises is the well-known Galerkin method for solving sec-
ond kind integral equations.
We have the following proposition.
Proposition 4.1. Suppose that  is a compact operator and n is the
orthogonal projection as described above. Then there exist a positive integer N
and positive constants α and δ such that for all n ≥ N , the inverse operators
−1n  n → n and −1n  n →n exist and satisfy the bounds
−1n  ≤ α −1n  ≤ δ
Moreover, we have that
lim
n→∞	n = limn→∞n = 0
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Proof. We conclude from the density of the subspaces n n ∈ 0 in 
that for all f ∈ 
lim
n→∞nf − f = 0
This ensures that there exists a positive integer N such that whenever
n ≥ N , Eq. (2.5) has a unique solution un ∈ n. In fact, since  is a com-
pact operator, the uniform boundedness principle implies that
lim
n→∞n − = 0 (4.2)
cf. [1]. Therefore, for any λ ∈ 0 1 there exists a positive integer N such
that for all n ≥ N
 − n−1 ≤ 1− λ−1 −−1
Thus, the bound on −1n  holds with α = 1− λ−1 −−1.
To show the result concerning −1n , we observe that the inequality
n ≤ n+1 − + n −
and Eq. (4.2) imply that
lim
n→∞n = 0
which conﬁrms that there exist positive constant δ and positive integer N
such that for n ≥ N ,  − n−1 exists and  − n−1 ≤ δ.
To prove the remaining claims, we ﬁrst estimate the norm of n. It fol-
lows from the deﬁnition of n that
n ≤ sup
x∈\0
nnx
x
= sup
x∈\0
nnx
nx
nx
x
≤ n
Thus, limn→∞ n = 0 because limn→∞ n = 0. By our hypothesis we
also have that
lim
n→∞n
∗ = 0
Moreover, as above, we conclude that 	∗n ≤ n∗, from which we
conclude that
lim
n→∞	n = limn→∞	
∗
n = 0
This completes the proof.
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Proposition 4.1 allows us to satisfy all the requirements of Theorem 3.5.
We give two examples of it. The ﬁrst depends on having available the spec-
tral decomposition of  which sometimes occurs in applications (albeit
rarely). Thus, we suppose that 1 ∈ λn  n ∈ 0 such that
λ0 ≥ λ1 ≥ · · · ≥ λn → 0 n→∞
vn n ∈ 0 is a complete orthonormal basis of , and
 = ∑
n∈0
λnvn ⊗ vn
We choose
n = spanvj  j ∈ Zn n ∈ 0
and let n be the orthogonal projection from  onto n. Then the multi-
level method gives us for n i ∈ 0 that un i = un+i.
In our ﬁnal example, we choose  = L20 1 and  to be an integral
operator with kernel K ∈ L20 12. We choose n to be the piecewise
polynomial space of degree  − 1 with knots at j/2n, j ∈ Z2n+1. Thus, dn =
 2n and this sequence of spaces satisﬁes all required conditions. We choose
n to be the wavelet spaces; see [4] for constructions of the wavelet spaces.
Let u ∈ L20 1 be the unique solution of Eq. (4.1). In addition, if f ∈
Hr0 1 and K ∈ Hr−10 12 for some 1 ≤ r ≤  , then the solution u is
in Hr0 1; cf. [1]. Hence, there exists a positive constant c such that
En ≤ c2−rnuHr 0 1 n ∈ 0
This fact allows us to apply Theorem 3.5 and Proposition 4.1 with γn =
c2−rnuHr 0 1 to conclude that there is a positive integer N and a positive
constant c0 such that the multilevel approximants un i for this example
satisfy for n ≥ N the optimal error bound
u− un iL20 1 ≤ c02−rn+iuHr 0 1
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