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ABSTRACT
We propose a trust-region type method for general nonsmooth nonconvex optimization problems
with emphasis on nonsmooth composite programs where the objective function is a summation of
a (probably nonconvex) smooth function and a (probably nonsmooth) convex function. The model
function of our trust-region subproblem is always quadratic and the linear term of the model is
generated using abstract descent directions. Therefore, the trust-region subproblems can be easily
constructed as well as efficiently solved by cheap and standard methods. By adding a safeguard
on the stepsizes, the accuracy of the model function is guaranteed. For a class of functions that
can be “truncated”, an additional truncation step is defined and a stepsize modification strategy is
designed. The overall scheme converges globally and we establish fast local convergence under suit-
able assumptions. In particular, using a connection with a smooth Riemannian trust-region method,
we prove local quadratic convergence for partly smooth functions under a strict complementary
condition. Preliminary numerical results on a family of ℓ1-optimization problems are reported and
demonstrate the efficiency of our approach. trust-region method, nonsmooth nonconvex optimiza-
tion, nonsmooth composite programs, quadratic model function, global and local convergence.
1 Introduction
We consider the general unconstrained nonsmooth nonconvex optimization problem
min
x∈Rn
ψ(x), (1.1)
where the objective function ψ : Rn → R is locally Lipschitz continuous. We are specifically interested in a class of
composite-type problems of the form:
min
x∈Rn
ψ(x) := f(x) + ϕ(x), (1.2)
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where f : Rn → R is a continuously differentiable but probably nonconvex function and ϕ : Rn → R is real-valued
and convex. The composite program (1.2) has numerous applications, such as ℓ1-regularized problems [58, 55, 20, 30,
6], group sparse problems [16, 62, 42, 57], penalty approaches [4], dictionary learning [39, 22], and matrix completion
[10, 9, 27].
1.1 Related Work
Different types of nonsmooth trust-region methods have already been proposed and analyzed for the general optimiza-
tion problem (1.1) throughout the last two decades. Several of these nonsmooth trust-region methods utilize abstract
model functions on a theoretical level which means that the model function is typically not specified. In [19], a non-
smooth trust-region method is proposed for (1.1) under the assumption that ψ is regular. A nonsmooth trust-region
algorithm for general problems is investigated in [51]. In this work, an abstract first-order model is considered that
is not necessarily based on subgradient information or directional derivatives. Extending the results in [51], Grohs
and Hosseini propose a Riemannian trust-region algorithm, see [24]. Here, the objective function is defined on a
complete Riemannian manifold. All mentioned methods derive global convergence under an assumption similar to the
concept of a “strict model” stated in [46]. Using this concept, a nonsmooth bundle trust-region algorithm with global
convergence is constructed in [3].
In [11], a hybrid approach is presented using simpler and more tractable quadratic model functions. The method
switches to a complicated second model if the quadratic model is not accurate enough and if it is strictly necessary.
In [2], a quadratic model function is analyzed where the first-order term is derived from a suitable approximation of
the steepest descent direction and the second-order term is updated utilizing a BFGS scheme. The authors apply an
algorithmic approach proposed in [38] to compute the approximation of the ǫ-subdifferential and the approximation
of the steepest descent direction. Another class of methods employs smoothing techniques. In [23], the authors first
present a smooth trust-region method without using derivatives, and then, in the nonsmooth case, use this method-
ology after smoothing the objective function. Furthermore, trust-region algorithms for nonsmooth problems can be
developed based on smooth merit functions for the problem. In [53], a nonsmooth convex optimization is investigated
and the Moreau envelope is considered as a smooth merit function. A smooth trust-region method is performed on the
smooth merit function, where the second-order term of the model function is again updated by the BFGS formula.
Bundle methods are an important and related class of methods for nonsmooth problems [33, 41, 40, 28, 34, 31, 29].
The ubiquitous cutting-plane model in bundle methods is polyhedral, i.e., the supremum of a finite affine family. This
model builds approximations of convex functions due to the subgradient inequality. Thus, it is natural to employ such
an idea for solving convex optimization problems. For instance, in [54], an efficient bundle technique for convex
optimization has been proposed; in [18], a convex bundle method is derived to deal with additional noise, i.e., the case
when the objective function and the subgradient can not be evaluated exactly. Different modifications of the bundle
ideas for nonconvex problems have been established in [46, 54]. In [25] and [47], the authors consider bundle methods
for nonsmooth nonconvex optimization when the function values and the subgradients of ψ can only be evaluated
inexactly.
Local convergence properties and rates for nonsmooth problems are typically studied utilizing additional and more
subtle structures. In this regard, some fundamental and helpful concepts are the idea of an “active manifold” and the
family of “partly smooth” functions introduced by [35]. In particular, the problem (1.2) has been investigated when
the nonsmooth term ϕ is partly smooth relative to a smooth active manifold. The so-called finite activity identification
is established for forward-backward splitting methods by [37] and, more recently, for SAGA/Prox-SVRG by [50].
After the identification, those algorithms enter a locally linear convergence regime. In [26], the authors use partial
smoothness and prox-regularity to identify the active constraints after finitely many iterations, which is an extension
of other works on finite constraint identification, see [8, 7, 60].
We note that for composite programs, there are also other efficient methods, such as gradient-type methods [21, 44],
semismooth Newton methods, [43, 36, 61], proximal Newton methods [49, 32, 59], or forward-backward envelope-
based (quasi-)Newton methods [48, 56].
1.2 Our Contribution
In this work, we propose and investigate a trust-region method for nonsmooth, nonconvex optimization problems.
The approach utilizes quadratic model functions to approximate the underlying nonsmooth objective function. This
methodology leads to classical and tractable trust-region subproblems that can be solved efficiently by standard op-
timization methods if the second-order information is symmetric. We also discuss an efficient subproblem solver in
the case that the second-order information does not stem from a symmetric matrix. The linear part of our proposed
quadratic model can be based on the steepest descent direction or other directions such as proximal gradient-type
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descent directions. Our algorithm contains the following steps: computation of a model function and (approximate)
solution of the associated trust-region subproblem; acceptance test of the calculated step; determination of a suitable
stepsize by a cheap method followed by some stepsize safeguards and a second acceptance test (if the first test is not
successful); update of the trust-region radius and a modification step via a novel truncation mechanism.
In order to control the approximation error between the quadratic model function and the nonsmooth objective func-
tion, we define a stepsize safeguard strategy that tries to avoid points along a specific direction at which the Clarke’s
generalized directional derivative is not continuous. Specifically, this strategy tries to guarantee that the objective
function is directionally differentiable along a specific direction. Since a direct implementation of such a strategy can
yield arbitrarily small stepsizes, we consider functions which can be truncated and propose an additional truncation
step that allows to enlarge the stepsize. This modification is an essential and new part in our global convergence theory.
We verify that the family of functions that can be truncated is rich and contains many important examples, such as the
ℓ1-norm, ℓ∞-norm or group sparse-type penalty terms. Moreover, we provide a detailed global convergence analysis
of the proposed trust-region framework. In particular, we show that every accumulation point of a sequence generated
by our algorithm is a stationary point. Global convergence of nonsmooth trust-region methods typically requires a
certain uniform accuracy assumption on the model which coincides with the concept of the already mentioned strict
model proposed by [46]. Our assumptions are similar to these standard requirements and can be verified for a large
family containing polyhedral problems and group lasso. Furthermore, we also show how a strict model – aside from
utilizing the original objective function – can be constructed.
We analyze the local properties of the nonsmooth trust-region method for (1.2) when ϕ is a partly smooth function. In
particular, it is possible to establish quadratic convergence of our approach in this case. We assume that the underlying
manifold is an affine subspace and that a strict complementary condition holds. After the finite activity identification,
we transfer our problem to a smooth problem in the affine subspace by proving that an appropriate choice of the first-
order and the second-order model coincides with the Riemannian framework. Results from Riemannian trust-region
theory can then be applied to derive local quadratic convergence. Additionally, if the nonsmooth term is polyhedral, it
can be shown that the Riemannian Hessian can be computed without knowing the underlying manifold.
1.3 Organization
The rest of this paper is organized as follows. In Section 2, descent directions and several properties of ψ and ϕ used in
our algorithm are discussed. In Section 3, we present the nonsmooth trust-region framework. In Section 4, the global
convergence of our method is established. In Section 5, we show fast local convergence by studying the nonsmooth
composite program for partly smooth ϕ. Some preliminary numerical experiments are presented in Section 6.
2 Decent Directions and Truncation Operators
In classical trust-region methods, global convergence is established under fairly mild assumptions on the second-order
term of the model while the first-order model typically needs to capture the whole gradient information of the objective
function, see, e.g., [45] and the references therein. This underlines the importance of the first-order information in the
trust-region method. In this section, we analyze properties of ψ and ϕ as preparation for the construction of suitable
linear first-order models.
2.1 Preliminaries
In this work, the expression ‖ · ‖ denotes the ℓ2-norm and the Frobenius norm for vectors and matrices respectively.
For x ∈ Rn and r > 0, Br(x) := {y ∈ Rn : ‖y − x‖ < r} denotes the open ball with radius r around x. Let Λ be a
given symmetric positive definite matrix. The proximal operator is defined via
proxΛϕ(z) = argmin
y∈Rn
ϕ(y) +
1
2
‖y − z‖2Λ,
where ‖x‖2Λ := xTΛx. We also slightly abuse the notation and write proxλϕ = proxΛϕ for Λ = λI .
The Clarke’s generalized directional derivative of a locally Lipschitz function h : Rn → R at x along d is denoted by
ho(x; d) := lim sup
y→x, t→0+
h(y + td)− h(y)
t
.
Based on this expression, the Clarke’s generalized subdifferential of h is defined via
∂h(x) = {λ ∈ Rn : 〈λ, d〉 ≤ ho(x; d), ∀ d ∈ Rn}.
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In problem (1.2), since ϕ is real-valued and convex, the usual directional derivative ϕ′(x; d) is well-defined with
ϕo(x; d) = ϕ′(x; d) for all x, d ∈ Rn. Furthermore, in the composite case ψ = f + ϕ with smooth f , we obtain
ψo(x; d) = ψ′(x; d) and
∂ψ(x) = {∇f(x)} + ∂ϕ(x) = {λ ∈ Rn | 〈λ, d〉 ≤ ψ′(x; d), ∀ d ∈ Rn},
where ∂ϕ(x) is the usual subdifferential of a convex function. We refer to [12, 13, 14, 15] for more details about
Clarke’s generalized directional derivative and subdifferential.
The steepest descent direction of ψ is defined as
ds(x) :=
{
argmin‖d‖≤1 ψ
o(x; d) if 0 /∈ ∂ψ(x),
0 if 0 ∈ ∂ψ(x).
In this paper, we will repeatedly work with the following normalization condition for a direction d(x):
‖d(x)‖ =
{
1 if 0 /∈ ∂ψ(x),
0 if 0 ∈ ∂ψ(x). (2.1)
We can see that ds(x) satisfies the property (2.1). We say that a point x
∗ is a stationary point of problem (1.1) if
ψo(x∗; ds(x
∗)) = 0, i.e., if and only if, 0 ∈ ∂ψ(x∗).
2.2 Descent Directions
In some cases, it might be hard or expensive to compute ds(x) and we can use a general descent direction d(x)
satisfying (2.1) instead. In our model function, we will work with directions of the form g(x) = u(x)d(x) where d(x)
is a descent direction, ψo(x; d(x)) < 0, satisfying (2.1) and u(x) is an upper bound of ψo(x, d(x)) with
u(x)
{∈ [ψo(x, d(x)), 0) if 0 /∈ ∂ψ(x),
= 0 if 0 ∈ ∂ψ(x). (2.2)
This implies g(x) = 0 if and only if 0 ∈ ∂ψ(x), i.e., if x is a stationary point of (1.1). The direction g(x) plays a
similar role as the gradient in the smooth case. Our aim in the rest of this subsection is to propose several strategies in
the settings of composite programs (1.2) for computing and choosing the functions u(x) and d(x).
2.2.1 (Inexact) Steepest Descent Direction
We first compute and express g(x) = ψ′(x; ds(x))ds(x) via the so-called normal map [52]:
FΛnor(z) := ∇f(proxΛϕ(z)) + Λ(z − proxΛϕ(z)), (2.3)
where Λ denotes a symmetric and positive semidefinite matrix. We also use the notation Fλnor = F
Λ
nor in the case
Λ = λI . The next lemma establishes a relation between ds(x), F
Λ
nor(z), and ∂ψ(x).
Lemma 2.1. Let x ∈ Rn be given. It holds that
(i) The direction ds(x) and the derivative ψ
′(x; ds(x)) can be represented as follows: ψ
′(x; ds(x)) =
−dist(0, ∂ψ(x)) := −minv∈∂ψ(x) ‖v‖ and
ds(x) =
{
− P∂ψ(x)(0)‖P∂ψ(x)(0)‖ if 0 /∈ ∂ψ(x),
0 if 0 ∈ ∂ψ(x),
where P∂ψ(x) denotes the orthogonal projection onto the convex, closed set ∂ψ(x).
(ii) We have ψ′(x; ds(x))ds(x) ∈ ∂ψ(x).
(iii) ∂ψ(x) = {FΛnor(z) : proxΛϕ(z) = x}.
Proof. (i) Using Fenchel-Rockafellar duality, see [5, Theorem 15.23], and the conjugation result (ιB‖·‖(0,1))
∗(d) =
σB‖·‖(0,1)(d) = ‖d‖, we obtain
ψ′(x; ds(x)) = min
d
σ∂ψ(x)(d) + ιB‖·‖(0,1)(d)
= −min
v
ι∂ψ(x)(v) + ‖v‖ = −dist(0, ∂ψ(x)).
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The unique solution of the dual problem is given by v = P∂ψ(x)(0). By [5, Corollary 19.2], the set of primal
solution can be characterized via ds(x) ∈ N∂ψ(x)(v) ∩ ∂‖ · ‖(−v). Here, the set N∂ψ(x)(v) := {h : 〈h, y − v〉 ≤
0, ∀ y ∈ ∂ψ(x)} is the associated normal cone of ∂ψ(x) at v. In the case 0 /∈ ∂ψ(x), we have ‖v‖ 6= 0 and hence,
∂‖ · ‖(−v) = {−v/‖v‖}. Moreover, since v is a solution of the problemminy∈∂ψ(x) 12‖y‖2, it satisfies the optimality
condition 〈v, y−v〉 ≥ 0, ∀ y ∈ ∂ψ(x). This implies {−v/‖v‖} ∈ N∂ψ(x)(v) and ds(x) = −P∂ψ(x)(0)/‖P∂ψ(x)(0)‖.
In the case 0 ∈ ∂ψ(x), we have ds(x) = 0 by definition.
(ii) Noticing ψ′(x; ds(x)) = −‖P∂ψ(x)(0)‖, it follows ψ′(x; ds(x))ds(x) = P∂ψ(x)(0) ∈ ∂ψ(x).
(iii) By the definition of proxΛϕ(z), it can be shown that
x = proxΛϕ(z) ⇐⇒ Λ(z − x) ∈ ∂ϕ(x). (2.4)
If proxΛϕ(z) = x, by (2.4), we haveF
Λ
nor(z) = ∇f(x)+Λ(z−x) ∈ ∂ψ(x). If v ∈ ∂ψ(x), set z = x+Λ−1(v−∇f(x)),
then we have Λ(z − x) = v − ∇f(x) ∈ ∂ϕ(x). According to (2.4), it holds x = proxΛϕ(z). Thus, we obtain
v = FΛnor(z). 
From Lemma 2.1 we can immediately derive the following corollary which uses FΛnor(z) to describe the first-order
optimality conditions.
Corollary 2.2. A point x∗ ∈ Rn is a stationary point of problem (1.2), if and only if there exists z∗ ∈ Rn satisfying
x∗ = proxΛϕ(z
∗) and z∗ is a solution of the nonsmooth equation FΛnor(z) = 0.
By Lemma 2.1, the calculation of ψ′(x; ds(x))ds(x) is equivalent to solving an optimization problem
ψ′(x; ds(x))ds(x) = P∂ψ(x)(0) = argminv∈∂ψ(x) ‖v‖. Alternatively, we can first solve
τ(x) = argmin
z∈Rn
‖FΛnor(z)‖ s.t. proxΛϕ(z) = x (2.5)
and then compute ψ′(x; ds(x))ds(x) = F
Λ
nor(τ(x)). By the definition of F
Λ
nor(z), solving (2.5) is equivalent to
τ(x) = argmin
z∈Rn
‖∇f(x) + Λ(z − x)‖ s.t. proxΛϕ(z) = x,
which combined with (2.4) leads to
τ(x) = x+ Λ−1P∂ϕ(x)(−∇f(x)). (2.6)
and
ψ′(x; ds(x))ds(x) = F
Λ
nor(τ(x)) = ∇f(x) +P∂ϕ(x)(−∇f(x)). (2.7)
A closed form representation of the mapping FΛnor(τ(x)) can be derived for ℓ1-optimization, group lasso, and ℓ∞-
optimization. We present FΛnor(τ(x)) for an ℓ1-problem in Example 2.3; other examples are summarized in the ap-
pendix in Example A.1.
Example 2.3 (FΛnor(τ(x)) for ℓ1-optimization). Suppose that ϕ(x) = ‖x‖1 and Λ = diag(λ1, λ2, · · · , λn), then by
(2.7), we can compute
FΛnor(τ(x))i =
{∇f(x)i −P[−1,1](∇f(x)i), xi = 0,
∇f(x)i + sgn(xi), xi 6= 0, ∀ i = 1, 2, · · · , n.
We can also consider an inexact version of the steepest descent direction in case the exact direction is too expensive
to compute. We say a direction dγ(x) is a γ-inexact steepest direction (γ ∈ (0, 1]) if it satisfies ‖dγ(x)‖ ≤ 1
and ψ′(x; dγ(x)) ≤ γψ′(x; ds(x)). The direction dγ(x) can still be chosen to satisfy the property (2.1). Setting
d(x) = dγ(x) and u(x) = ψ
′(x, dγ(x)), we then obtain
g(x) = ψ′(x, dγ(x))dγ (x). (2.8)
2.2.2 Natural Residual
Another possible choice for g(x) = u(x)d(x) can be based on the so-called natural residual,
FΛnat(x) := x− proxΛϕ(x− Λ−1∇f(x)). (2.9)
Similar to the normal map, FΛnat can be used as a criticality measure.
Lemma 2.4. A point x∗ is a stationary point of problem (1.2) if and only if x∗ is a solution of the nonsmooth equation
FΛnat(x) = 0.
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Following [21, Proposition 4.2], the directional derivative at x along −FΛnat(x) satisfies ψ′(x;−FΛnat(x)) ≤−‖FΛnat(x)‖2Λ. Thus, the direction
d(x) =
{
− FΛnat(x)
‖FΛnat(x)‖Λ
if 0 /∈ ∂ψ(x),
0 if 0 ∈ ∂ψ(x),
is a descent direction with the directional derivative
ψ′(x; d(x)) ≤ −‖F
Λ
nat(x)‖2Λ
‖FΛnat(x)‖Λ
= −‖FΛnat(x)‖Λ.
We can choose u(x) = −‖FΛnat(x)‖Λ, which implies that
g(x) = FΛnat(x). (2.10)
2.3 Stepsize Safeguard
If we utilize a smooth modelmk, once we have selected the descent direction d, (directionally) noncontinuous points
of ψo(·, d) will contribute to the inaccuracy ofmk. Hence, we should keep the stepsize relatively small to avoid those
points. For any x, d ∈ Rn with ‖d‖ = 1, we set the stepsize safeguard Γ(x, d) to guarantee that t 7→ ψo(x+ td; d) is
continuous on (0,Γ(x, d)), which, due to ψo(x + td; d) = ψ′(x + td; d), is equivalent to saying that t 7→ ψ (x+ td)
is continuously differentiable on t ∈ (0,Γ(x, d)).
We prefer to choose the largest possible value of Γ(x, d):
Γ(x, d) = Γmax(x, d) := sup
{
T > 0 : ψ˜ox,d(t) := ψ
o(x+ td; d) ∈ C(0, T )
}
, (2.11)
since it can intuitively lead to faster convergence. We will see that this choice works well for polyhedral problems,
where ϕ is the supremum of several affine functions, such as in ℓ1- and ℓ∞-optimization.
However, in some other cases, we may need to set Γ(x, d) more carefully. For example, for the group lasso problem
minX∈Rn1×n2 f(X) + ϕ(X), where f is smooth and ϕ is given by ϕ(X) =
∑n2
i=1 ‖Xi‖, an appropriate choice for
X = (X1, X2, · · · , Xn2) ∈ Rn1×n2 andD = (D1, D2, · · · , Dn2) ∈ Rn1×n2 with ‖D‖ = 1 is:
Γ(X ;D) = min
{
Γmax(X ;D), min
Xi 6=0
‖Xi‖1+σ
1− θ2i
, min
Xi 6=0
‖Xi‖
max{−2θi, 0}
}
, σ > 0. (2.12)
Here, θi is given by θi := 〈Xi, Di〉/(‖Xi‖ · ‖Di‖) and we use c/0 := +∞ if c > 0. The term Γmax(X ;D) is defined
as in (2.11). This Γ(X ;D) is specifically designed to overcome some technical difficulties; see, e.g., Lemma 4.4.
Next, let us define the function Γ : Rn → R+ via
Γ(x) := inf
d∈Rn, ‖d‖=1
Γmax(x, d). (2.13)
The scalar Γ(x) is important in our convergence analysis as it provides a lower bound for the stepsize safeguard. For
the composite program (1.2) with ϕ(x) = ‖x‖1, Γ can be simply calculated as follows Γ(x) = min{|xi| : xi 6= 0}
wheremin ∅ := +∞. Further examples for Γ can be found in Appendix A.2.
2.4 Truncation Operators
Since in our algorithmic design we utilize simple, linear-quadratic models to approximate the nonsmooth function ψ,
we need to introduce stepsize safeguards that allow to intrinsically control the accuracy of the model. However, if
the “safeguard” Γ(x) is very small, the resulting step might be close to the old iterate and the algorithm can start to
stagnate. In order to prevent such an undesirable behavior, we discuss an additional modification step that allows to
increase Γ(x).
Specifically, given a point x, first we want to find a point x′ near x such that Γ(x′) is relatively large. Let us consider
the simplest case where ψ = f + ϕ and ϕ(x) = ‖x‖1. If x has a nonzero component with small absolute values, then
Γ(x) is also small. So we can replace those components with 0 and get a new point x′ satisfying Γ(x′) > Γ(x). Since
only some components with small absolute values are truncated to 0, the point x′ is close to x. In more general cases,
we define a class of functions that allow similar operations:
Definition 2.5. Suppose that there exist a finite sequence {Si}mi=0 satisfying Rn = S0 ⊃ S1 · · · ⊃ Sm, δ ∈ (0,+∞],
κ > 0, and a function T : Rn × (0, δ]→ Rn with following properties:
6
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−1 0 1 2 3−1
0
1
2
3
x = (1, 2)T
T (x, 12 ) = x
−1 0 1 2 3−1
0
1
2
3
x = (1, 2)T
T (x, 32 )
−1 0 1 2 3−1
0
1
2
3
x = (1, 2)T
T (x, 52 )
Figure 1: Illustration of the truncation operator in Example 2.6 for ϕ(x) = ‖x‖1 and n = 2.
(i) Γ(x) ≥ δ, ∀ x ∈ Sm;
(ii) For any a ∈ (0, δ] and x ∈ Si\Si+1, i ∈ {0, 1, · · · ,m−1}, if Γ(x) ≥ a, it holds that T (x, a) = x, otherwise
we have T (x, a) ∈ Si+1, Γ(T (x, a)) ≥ a, and ‖T (x, a)− x‖ ≤ κa.
Then we say that ψ can be truncated and that T is a truncation operator.
In Definition 2.5, Γ(T (x, a)) ≥ a means that we can make the value of Γ(·) larger by performing truncation and
‖T (x, a)−x‖ ≤ κa implies that the change caused by T (·, a) can be controlled. Example 2.6 shows that ϕ(x) = ‖x‖1
can be truncated and we present more examples in the appendix. We want to point out that in the case of the composite
program (1.2), ψ can be truncated if and only if ϕ can be truncated due to the smoothness of f .
Example 2.6 (ϕ(x) = ‖x‖1). For i = 0, 1, · · · , n, we set Si = {x ∈ Rn | card{j = 1, 2, · · · , n | xj = 0} ≥ i},
m = n, δ = +∞, κ = √n, and
T (x, a)j = 1|·|≥a(xj)xj , j = 1, 2, · · · , n,
where 1A(·) is the indicator function. Figure 1 shows the truncation operator for ϕ(x) = ‖x‖1 and n = 2 explicitly,
where S1 = {(x1, x2) | x1x2 = 0} and S2 = {(0, 0)}.
Let us mention that, for a smooth objective function, all properties discussed above are satisfied, since the stepsize
safeguard can be chosen as +∞ and no truncation is needed.
3 A Nonsmooth Trust-region Method
In this section, we present the algorithmic framework of our trust-region type method. We first introduce the model
function and trust-region subproblem. Then, we propose several modification steps including the choice of the stepsize
and the novel truncation step. The final algorithm and some methods for solving the corresponding trust-region
subproblem are presented at the end of this section.
3.1 Model Function and Trust-region Subproblem
Recall that in the classical trust-region method for a smooth optimization problem,minx∈Rn ψ(x), the model function
ismk(s) = ψ(x
k) + 〈∇ψ(xk), s〉+ 12 〈s,Bks〉. Since the gradient is the steepest ascent direction, a natural extension
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is
mk(s) = ψ(x
k) + 〈ψo(xk; ds(xk))ds(xk), s〉+ 1
2
〈s,Bks〉. (3.1)
This model function is still quadratic and fits the objective function well along the steepest descent direction, which
means that they have the same Clarke’s generalized directional derivative in this direction. Though approximating the
nonsmooth function ψ with a quadratic function might not lead to good trust-region models in general, we can design
specific quadratic models that fit ψ well along certain directions.
It might be expensive to compute the steepest descent direction ds(x) and its Clarke’s generalized directional derivative
ψo(x; ds(x)). Therefore we use a descent direction d(x) satisfying (2.1) and u(x) satisfying (2.2) instead. We can
now define our model function
mk(s) = ψk + 〈gk, s〉+ 1
2
〈s,Bks〉, (3.2)
where ψk = ψ(x
k) and gk = g(xk) = u(xk)d(xk), and the associated trust-region subproblem is given by
min
s
mk(s) = ψk + 〈gk, s〉+ 1
2
〈s,Bks〉 s.t. ‖s‖ ≤ ∆k. (3.3)
This subproblem is quadratic and coincides with the classical approaches if Bk is symmetric.
An important concept for solving (3.3) is the so-called Cauchy point, which is defined via
skC := −αCk gk and αCk := argmin
0≤t≤∆k/‖gk‖
mk(−tgk).
The Cauchy point is computational inexpensive [45, Algorithm 4.2] and it leads to sufficient reduction of the model
function (Cauchy decrease condition):
mk(0)−mk(skC) ≥
1
2
‖gk‖min
{
∆k,
‖gk‖
‖Bk‖
}
, (3.4)
see, e.g., in [45, Lemma 4.3]. Furthermore, it can be shown that
mk(0)−mk(αks¯kC) ≥
αk
‖skC‖
· 1
2
‖gk‖min
{
∆k,
‖gk‖
‖Bk‖
}
, (3.5)
where s¯kC = s
k
C/‖skC‖ and 0 < αk ≤ ‖skC‖.
In our algorithm, we need to generate an approximate solution of (3.3) that achieves a similar model descent compared
to the Cauchy descent condition (3.4) in some sense. More precisely, we need to recover a solution sk satisfying
mk(0)−mk(sk) ≥ γ1
2
‖gk‖min{∆k, γ2‖gk‖} , (3.6)
where γ1, γ2 > 0 are constants which do not depend on k, and
mk(0)−mk(sk) ≥ (1− ℓ(‖sk‖))[mk(0)−mk(skC)], (3.7)
where ℓ : R+ → [0, 1] is chosen as a monotonically decreasing function with lim∆→0+ ℓ(∆) = 0. The classical
choice ℓ(∆) ≡ 0 is also allowed.
3.2 Suitable Stepsizes
In the trust-region framework, we will work with the parameters 0 < η ≤ η1 < η2 < 1, 0 < r1 < 1 < r2, and
∆max > 0. Let s
k denote the generated solution of (3.3). Similar to the classical trust-region method, we define the
ratio between actual reduction and predicted reduction as
ρ1k =
ψ(xk)− ψ(xk + sk)
mk(0)−mk(sk) . (3.8)
If the proposed step xk + sk is “successful”, i.e., ρ1k ≥ η1, we accept the step, i.e., x˜k = xk + sk, and update the
trust-region radius∆k as
∆k+1 =
{
min{∆max, r2∆k} if ρ1k > η2,
∆k otherwise.
(3.9)
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If ρ1k < η1, we can introduce an additional stepsize strategy to refine the step. Specifically, we now consider the
normalized descent direction s¯k := sk/‖sk‖. In the following, we will always use the notation x¯ := x/‖x‖. Instead
of setting the stepsize as ‖sk‖ and working with sk directly, we calculate αk via
αk = min
{
Γ(xk; s¯k), ‖sk‖} , (3.10)
where Γ(xk, s¯k) is the stepsize safeguard. If
mk(0)−mk(αk s¯k) ≥ αk
2‖sk‖ (mk(0)−mk(s
k)), (3.11)
which means that the modified step yields sufficient descent, we use the direction s¯k and the stepsize αk; otherwise
we set
sk = skC , s¯
k = s¯kC , and αk = min
{
Γ(xk; s¯kC), ‖skC‖
}
. (3.12)
If mk is convex (which, e.g., can be ensured when the matrix B
k is chosen to be positive semidefinite) then (3.11)
holds automatically and the latter case will not occur. In (3.12) we utilize the Cauchy point and the corresponding
stepsize as a simpler gradient-based step. As we have seen such a step can always guarantee certain descent properties.
Next, we perform a second ratio test
ρ2k =
ψ(xk)− ψ(xk + αks¯k)
mk(0)−mk(αks¯k) . (3.13)
According to this ratio, we update the trust-region radius as
∆k+1 =


r1∆k if ρ
2
k < η1,
min{∆max, r2∆k} if ρ2k > η2,
∆k otherwise,
(3.14)
and decide whether to accept the proposed step
x˜k =
{
xk + αks¯
k if ρ2k ≥ η,
xk if ρ2k < η.
(3.15)
We declare the step as “subsuccessful” if ρ1k < η1 while ρ
2
k ≥ η, i.e., even if the original step is unsuccessful, the
refined version can still provide some descent which is essential to guarantee convergence.
3.3 Truncation Step
It might not be suitable to simply set xk+1 = x˜k, since Γ(x˜k) can be very small and larger Γ-values increase the
stepsize and improve the fitness of the model. Our idea is to allow a small modification of x˜k and to get a new point
xk+1 with relatively large Γ(xk+1) although such modification may cause an increase of the objective function. In
the following, we describe an algorithmic procedure for increasing the safeguard Γ(xk+1) for functions which can be
truncated.
Suppose that ϕ can be truncated and let S0, S1 · · · , Sm, δ, and T be the corresponding truncation parameters and
operators, respectively. Let {ǫs}∞s=0 ∈ ℓ+1 be a positive and strictly decreasing sequence that is upper-bounded by
δ as well as summable. Since the sets {Sj : j = 0, 1, · · · ,m} are nested and cover the whole Rn, we know that
there exists a unique index i ∈ {0, 1, · · · ,m} with x˜k ∈ Si\Si+1, where Sm+1 = ∅. In the following, we define
Nj := Sj\Sj+1 and introduce a global counter cj that is associated with each set Nj and that counts the total number
of truncations performed on points in the set Nj for j = 0, 1, · · · ,m. Depending on the safeguard Γ(x˜k) we then
decide whether x˜k should be truncated via applying the truncation operator or not. The whole process is given as
follows: find i ∈ {0, 1, · · · ,m} such that x˜k ∈ Ni; if Γ(x˜k) < ǫci , set x˜k ← T (x˜k, ǫci), otherwise we keep x˜k
unchanged; and update ci = ci + 1 if x˜
k is updated.
This procedure is repeated until Γ(x˜k) ≥ ǫci . Lemma 3.1 implies that this algorithm is well-defined and terminates
within a finite number of steps. We call the whole procedure a truncation step which is presented in Algorithm 1.
Lemma 3.1. Algorithm 1 will terminate in at mostm steps.
Proof. Since for any x ∈ Sm and s ∈ N, we have Γ(x) ≥ δ ≥ ǫs and the operator T moves points in Si\Si+1 into
Si+1, T is performed on x˜k at mostm times before Algorithm 1 terminates. 
The iterate x˜k will be changed when performing Algorithm 1. For simplicity, in the rest of this paper, when we
mention x˜k, we always mean the input of Algorithm 1.
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Algorithm 1 Truncation step
Input: x˜k and cj , j = 0, 1, · · · ,m.
1: while true do
2: Compute the unique i such that x˜k ∈ Si\Si+1.
3: if Γ(x˜k) < ǫci then
4: x˜k ← T (x˜k, ǫci).
5: ci ← ci + 1.
6: else
7: break.
8: end if
9: end while
Output: xk+1 = x˜k and cj , j = 0, 1, · · · ,m.
Algorithm 2 A trust-region method for nonsmooth nonconvex optimization
Initialization: initial point x0 ∈ Rn, initial trust-region radius∆0, iteration k := 0, and global counters cj = 0, j =
0, 1, · · · ,m.
1: while not converge do
2: Compute d(xk), u(xk) and gk = u(xk)d(xk).
3: Solve the trust-region subproblem (3.3) and obtain sk that satisfies (3.6) and (3.7).
4: Compute ρ1k according to (3.8).
5: if ρ1k ≥ η1 then
6: x˜k := xk + sk.
7: Compute∆k+1 according to (3.9).
8: else
9: Compute sk, s¯k, and αk according to (3.10), (3.11), and (3.12).
10: Compute ρ2k according to (3.13).
11: Compute∆k+1 according to (3.14).
12: Compute x˜k according to (3.15).
13: end if
14: Perform Algorithm 1, get xk+1 and update cj , j = 0, 1, · · · ,m.
15: k ← k + 1.
16: end while
3.4 Algorithmic Framework
We now present a nonsmooth trust-region framework with quadratic model functions that combines the mentioned
strategies. One of the main advantages is that the corresponding subproblem can be cheaply formulated and solved.
Specifically, the first-order term of our model can be constructed using any kind of descent direction. Moreover, the
resulting trust-region subproblem coincides with the classical one and can be solved using classical methods.
The full algorithm is shown in Algorithm 2. We require the following parameters: 0 < η < η1 < η2 < 1, 0 < r1 <
1 < r2, ∆max > 0, γ1 > 0, γ2 > 0, and a positive and strictly decreasing sequence {ǫs}∞s=0 ∈ ℓ+1 which is upper-
bounded by δ in Definition 2.5. Also we assume that there is a monotonically decreasing function ℓ : R+ → [0, 12 ]
with lim∆→0+ ℓ(∆) = 0.
We want to mention here that, for iteration k ≥ 1, if xk+αks¯k is not accepted, i.e., x˜k = xk, we have xk+1 = x˜k = xk,
which means that no truncation is performed on x˜k . This is because xk satisfies the stopping criteria of Algorithm 1
since it was the output of Algorithm 1 in the last iteration.
3.5 The Solution of the Trust-region Subproblem
In this subsection, we discuss how to recover a solution sk satisfying (3.6) and (3.7). If the second-order information
Bk is symmetric, the subproblem (3.3) coincides with the classical trust-region subproblem and can be solved using
standard methods, such as CG-Steihaug method [45, Algorithm 7.2]. If Bk is not symmetric we can simply replace
Bk with its symmetrized version, 12 [B
k + (Bk)T ], and then employ the CG-Steihaug method.
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If the matrix Bk is positive semidefinite (but probably non-symmetric), i.e., 〈h,Bkh〉 ≥ 0 for all h ∈ Rn, we can still
solve (3.3) without symmetrization. We first choose a suitable regularization parameter tk ≥ 0 such that
1
2
hTBkh+ tk‖h‖2 ≥ λ1‖h‖2 ∀ h ∈ Rn and ‖Bk + tkI‖ ≤ λ2, (3.16)
where λ1, λ2 are chosen positive constants which do not depend on k. We then consider the linear system
(Bk + tkI)p = −gk (3.17)
and solve it to get an approximate solution pk satisfying
(Bk + tkI)p
k = −gk + rk and ‖rk‖ ≤ λ1
2(λ1 + λ2)
‖gk‖, (3.18)
where rk is the residual. Finally, we project pk onto the trust region, i.e.,
sk = min{∆k, ‖pk‖}p¯k. (3.19)
The next lemma proves that sk given by (3.17) and (3.19) satisfies the condition (3.6) for some γ1, γ2 > 0.
Lemma 3.2. Suppose that Bk is positive semidefinite and that (3.16) holds for some constants λ1, λ2 > 0. Then
condition (3.6) holds for γ1 =
λ1
2λ2
and γ2 =
λ1+2λ2
2λ2(λ1+λ2)
if sk is given by (3.17) and (3.19).
Proof. Due to
‖pk‖ = ‖(Bk + tkI)−1(gk − rk)‖ = ‖g
k − rk‖
‖gk − rk‖/ ‖(Bk + tkI)−1(gk − rk)‖
≥ 1
max
h∈Rn
‖(Bk + tkI)h‖
‖h‖
‖gk − rk‖ ≥ 1
λ2
‖gk − rk‖ ≥ λ1 + 2λ2
2λ2(λ1 + λ2)
‖gk‖
and utilizing the positive semidefiniteness of Bk, we have:
m(0)−m(sk) ≥ min{∆k, ‖p
k‖}
‖pk‖ [m(0)−m(p
k)]
=
min{∆k, ‖pk‖}
‖pk‖
[
(pk)T (Bk + tkI)p
k − (rk)T pk − 1
2
(pk)TBkpk
]
≥ min{∆k, ‖p
k‖}
‖pk‖
[
1
2
(pk)TBkpk + tk‖pk‖2 − λ1
2(λ1 + λ2)
‖gk‖‖pk‖
]
≥ λ1‖pk‖min{∆k, ‖pk‖} − λ1
2(λ1 + λ2)
‖gk‖min{∆k, ‖pk‖}
≥ λ1
2λ2
‖gk‖min
{
∆k,
λ1 + 2λ2
2λ2(λ1 + λ2)
‖gk‖
}
.
Thus, (3.6) is satisfied for γ1 =
λ1
2λ2
and γ2 =
λ1+2λ2
2λ2(λ1+λ2)
. 
As for the other condition (3.7), we can simply set
sk =
{
the solution given by (3.17) and (3.19) if ∆k ≥ ζ,
skC if ∆k < ζ
and ℓ(∆) =
{
0 if ∆ < ζ,
1 if ∆ ≥ ζ, (3.20)
where ζ > 0 is a constant. We immediately obtain (3.7).
4 Global Convergence
In this section, we show the global convergence of Algorithm 2. Specifically, we will prove that every accumulation
point of the sequence generated by Algorithm 2 is a stationary point under some suitable assumptions and that the
natural residual converges to 0 along the generated iterates.
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4.1 Assumptions
In this subsection, we state the assumptions required for the convergence. Assumption 4.1 summarizes the conditions
on the objective function ψ and its pseudo-gradient g.
Assumption 4.1. We assume that ψ and g have the following properties:
(A.1) ψ is bounded from below by Lb.
(A.2) If g(x) 6= 0, then there exists r, ǫ > 0 such that ‖g(y)‖ ≥ ǫ, ∀ y ∈ Br(x).
Assumption (A.1) is a standard assumption. Assumption (A.2) means that the first-order model will not vanish sharply.
Condition (A.2) holds automatically if x 7→ ‖g(x)‖ is lower semicontinuous.
Lemma 4.2. Assumption (A.2) is satisfied for the choices in (2.8) and (2.10).
Proof. (i) For (2.8), set ǫ = γ2‖FΛnor(τ(x))‖ > 0. Suppose that there exist a sequence {ym}m satisfying ym → x and
‖FΛnor(τ(ym))‖ < ǫ/γ for allm ∈ N. By the local boundedness of ∂ϕ, we can infer that {P∂ϕ(ym)(−∇f(ym))}m is
bounded and thus, {P∂ϕ(ym)(−∇f(ym))}∞m=0 has a convergent subsequence. Without loss of generality, we assume
that the whole sequence {P∂ϕ(ym)(−∇f(ym))}∞m=0 converges. Let us set w = limm→∞P∂ϕ(ym)(−∇f(ym)).
Using the upper semicontinuity or the closedness of ∂ϕ, ym → x, and ∂ϕ(ym) ∋ P∂ϕ(ym)(−∇f(ym)) → w, it
follows w ∈ ∂ϕ(x). Therefore, we obtain ∇f(x) + w ∈ ∂ψ(x) with ‖∇f(x) + w‖ ≤ ǫ/γ < ‖FΛnor(τ(x))‖,
which contradicts the optimality of FΛnor(τ(x)). We can conclude that for some r > 0, it holds ‖FΛnor(τ(y))‖ =−ψ′(y, ds(y)) ≥ ǫ/γ for all y ∈ Br(x) which leads to ‖g(y)‖ = −ψ′(y, dγ(y)) ≥ −γψ′(y, ds(y)) ≥ ǫ for all
y ∈ Br(x). Hence, condition (A.2) is satisfied.
(ii) For (2.10), assumption (A.2) is a simple consequence of the continuity of FΛnat. 
Next, we present several assumptions on the iterates and sequences generated by Algorithm 2.
Assumption 4.3. Let {xk} and {Bk} be generated by Algorithm 2, we assume:
(B.1) {xk} is bounded, i.e., there exist R > 0 with {xk} ⊆ BR(0).
(B.2) There exists κB > 0 with supk∈N ‖Bk‖ ≤ κB <∞.
(B.3) For any subsequence {kℓ}∞ℓ=0 ⊆ N, if {xkℓ} converges and we have αkℓ → 0, then it holds that
ψ(xkℓ + αkℓ s¯
kℓ)− ψ(xkℓ)− αkℓψo(xkℓ ; s¯kℓ) = o(αkℓ) ℓ→∞. (4.1)
(B.4) For every ǫ > 0 there is ǫ′ > 0 such that for all xk with Γ(xk) ≥ ǫ it follows Γ (xk, s¯k) ≥ ǫ′.
The conditions (B.1)–(B.3) are standard assumptions. Condition (B.2) is frequently used in classical trust-region
theory, see, e.g., [45, Theorem 4.5]. Assumptions (B.3) is required to ensure uniform accuracy of the model function.
Similar assumptions also appear in other convergence analyses of nonsmooth trust-region methods. For instance,
condition A.2 in [51] has a similar format. Let us notice that condition (B.3) is similar to but weaker than the concept
of “strict models” introduced by Noll in [46]. In particular, assumption (B.3) only needs to hold at accumulation points
of {xk} and along the specific and associated directions {s¯k} while typical strict model assumptions are formulated
uniformly for all points and directions in Rn. In the following lemmas, we verify the conditions (B.3) and (B.4) for
two exemplary cases.
Lemma 4.4. Suppose that ψ is given by ψ = f + ϕ with ∇f being locally Lipschitz continuous and assume that the
condition (B.1) holds. Then, (B.3) is satisfied in the following cases:
(i) The mapping ϕ is polyhedral and we have Γ(x, d) ≤ Γmax(x, d).
(ii) The problem is in the group lasso format and we set Γ(x, d) as in (2.12).
Proof. The local Lipschitz continuity of∇f and the boundedness of {xk} imply that for any subsequence {kℓ}∞ℓ=0 ⊆
N with xkℓ → x and αkℓ → 0, it holds that f(xkℓ + αkℓ s¯kℓ) − f(xkℓ) − αkℓf ′(xkℓ ; s¯kℓ) = o(αkℓ). Thus, it suffices
to prove
ϕ(xkℓ + αkℓ s¯
kℓ)− ϕ(xkℓ )− αkℓϕ′(xkℓ ; s¯kℓ) = o(αkℓ). (4.2)
If ϕ is polyhedral, the function ϕ˜x,d(t) := ϕ (x+ td) is linear on (0,Γmax(x, d)). Thus, (4.2) holds with the right
side of the equality taken as zero.
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In case of the group lasso problem and using the definition (2.12), we can see that ‖Xkℓi ‖ + αkℓθkℓi ≥ 0.5‖Xkℓi ‖,
where θkℓi := 〈Xkℓi , Skℓi 〉/(‖Xkℓi ‖ · ‖Skℓi ‖). Thus, we have
ϕ(Xkℓ + αkℓ S¯
kℓ)− ϕ(Xkℓ)− αkℓϕ′(Xkℓ ; S¯kℓ)
=
∑
X
kℓ
i 6=0
‖Xkℓi + αkℓ S¯kℓi ‖ − ‖Xkℓi ‖ − αkℓ〈X¯kℓi , S¯kℓi 〉
=
∑
X
kℓ
i 6=0
(‖Xkℓi ‖2 + α2kℓ + 2αkℓ‖Xkℓi ‖θkℓi )1/2 − ‖Xkℓi ‖ − αkℓθkℓi
=
∑
X
kℓ
i 6=0
((‖Xkℓi ‖+ αkℓθkℓi )2 + α2kℓ(1 − (θkℓi )2))1/2 − ‖Xkℓi ‖ − αkℓθkℓi
≤
∑
X
kℓ
i 6=0
α2kℓ(1− (θkℓi )2)
2(‖Xkℓi ‖+ αkℓθkℓi )
≤
∑
X
kℓ
i 6=0
α2kℓ ·
1− (θkℓi )2
‖Xkℓi ‖
,
where the penultimate inequality follows from (a2+b)1/2−a ≤ b/(2a) for a > 0, b > 0. For all i, if limℓ→∞Xkℓi 6= 0,
we have α2kℓ/‖Xkℓi ‖ = o(αkℓ). If 0 6= Xkℓi → 0, definition (2.12) implies α2kℓ(1 − (θkℓi )2)/‖Xkℓi ‖ ≤ αkℓ‖Xkℓi ‖σ =
o(αkℓ). Therefore, condition (4.2) is satisfied. 
Lemma 4.5. Condition (B.4) is satisfied for the choices (2.11) and (2.12) (for group lasso problems).
Proof. Using (2.11), we immediately obtain Γ(x, d) ≥ Γ(x) for all x and d with ‖d‖ = 1. Hence, in this case, we can
set ǫ′ = ǫ.
For the group lasso problem and (2.12), Example A.2 establishes Γ(X) = min {‖Xi‖ : Xi 6= 0}. Consequently, from
Γ(X) ≥ ǫ, we can deduce
Γ(X ;D) = min
{
Γmax(X ;D), min
Xi 6=0
‖Xi‖1+σ
1− θ2i
, min
Xi 6=0
‖Xi‖
max{−2θi, 0}
}
≥ min{ǫ1+σ, ǫ/2},
where θi := 〈Xi, Di〉/(‖Xi‖ · ‖Di‖) for anyD with ‖D‖ = 1. 
4.2 Convergence Analysis
In this subsection, we will prove that every accumulation point of {xk}k is a stationary point of (1.2). First, in
Lemma 4.6, we derive a global version of assumption (B.3) over the ball BR(0).
Lemma 4.6. Suppose that (B.3) is satisfied and that Algorithm 2 does not terminate within finitely many steps.
Let {xk}k be a sequence generated by Algorithm 2. Then, there exists a function h : (0,∞) → [0,∞] with
lim∆→0+ h(∆) = 0 and
ψ(xk + αks¯
k)− ψ(xk)− αkψo(xk; s¯k) ≤ h(∆)αk, (4.3)
for all k with ∆k ≤ ∆.
Proof. We set
h(∆) = max
{
sup
j: ∆j≤∆
ψ
(
xj + αj s¯
j
)− ψ (xj)− αjψo (xj ; s¯j)
αj
, 0
}
.
From the definition, it directly follows h(∆1) ≤ h(∆2) for all 0 < ∆1 < ∆2 < ∞. Thus, it suffices to show that for
every ǫ > 0 there exists ∆ > 0 such that h(∆) ≤ ǫ. Let us assume that for some ǫ > 0 we have h(∆) > ǫ for all
∆ > 0. Then, there exists a subsequence {kℓ}∞ℓ=0 ⊆ N, such that∆kℓ → 0 and
ψ
(
xkℓ + αkℓ s¯
kℓ
)− ψ (xkℓ)− αkℓψ′ (xkℓ ; s¯kℓ)
αkℓ
≥ ǫ ∀ ℓ ∈ N. (4.4)
Since {xkℓ}ℓ is bounded, it has a convergent subsequence {xkℓm}m. Due to∆kℓ → 0 it followsαkℓm → 0. Therefore,
(4.1) and (4.4) yield a contradiction. 
Recall that the iterates xk+1 result from a possible truncation of the trust-region steps x˜k. We now prove that these
truncation steps and the potential increase of the objective function ψ can be controlled.
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Lemma 4.7. Suppose that ψ can be truncated and that assumption (B.1) holds. Then, we have
∑∞
k=0 ‖xk+1− x˜k‖ ≤
mκ
∑∞
i=0 ǫi <∞ and
∑∞
k=0 |ψ(xk+1)− ψ(x˜k)| <∞.
Proof. The estimate
∑∞
k=0 ‖xk+1 − x˜k‖ ≤ mκ
∑∞
i=0 ǫi < ∞ follows directly from Definition 2.5 and the settings
in the truncation step. Hence, due to the local Lipchitz continuity of ψ and the boundedness of {xk}k, there exists a
constant Lψ > 0 such that
∑∞
k=0 |ψ(xk+1)− ψ(x˜k)| ≤ Lψmκ
∑∞
i=0 ǫi <∞. 
The next theorem is a weak global convergence result for Algorithm 2. In the proof, we combine our specific step size
strategy and the truncation step to guarantee accuracy of the model and sufficient descent in ψ. We want to point out
here that even if Algorithm 2 may not need to compute ρk2 in some steps, we still use it in our analysis.
Theorem 4.8. Suppose that the conditions (A.1) and (B.1)-(B.4) are satisfied and that ψ can be truncated. Further-
more, let us assume that Algorithm 2 does not terminate in finitely many steps and let {xk}k be the generated sequence
of iterates. Then, it holds that
lim inf
k→∞
‖gk‖ = 0.
Proof. Since Algorithm 2 does not terminate in finitely many steps, we have
ψo(xk; d(xk)) < 0 and ‖d(xk)‖ = 1 ∀ k ∈ N.
Suppose there exist ǫ > 0 and K ∈ N+ such that ‖gk‖ > ǫ for all k ≥ K . By the definition of the Cauchy point, we
know thatmk(s
k
C) ≤ mk(‖sk‖d(xk)). Using (3.7), we obtain
mk(0)−mk(sk) ≥ (1− ℓ(‖sk‖))[mk(0)−mk(skC)] ≥ (1− ℓ(‖sk‖))[mk(0)−mk(‖sk‖d(xk))],
and we have
〈gk, sk − (1− ℓ(‖sk‖))‖sk‖d(xk)〉 ≤ −1
2
〈sk, Bksk〉+ 1− ℓ(‖s
k‖)
2
〈‖sk‖d(xk), Bk‖sk‖d(xk)〉 ≤ κB‖sk‖2.
Due to g¯k = −d(xk), it holds that
〈−d(xk), s¯k − (1 − ℓ(‖sk‖))d(xk)〉 ≤ κB‖gk‖‖s
k‖ ≤ κB
ǫ
‖sk‖
for every k ≥ K which implies −〈d(xk), s¯k〉 < −1 + ℓ(‖sk‖) + κBǫ ‖sk‖. Hence, we have
‖s¯k − d(xk)‖ =
√
2− 2〈d(xk), s¯k〉 ≤
√
2ℓ(‖sk‖) + 2κB
ǫ
‖sk‖. (4.5)
Using the boundedness of {xk}k, the fact that ψo(x; d) is Lipschitz in d for local x (see, e.g., [15]), and (4.5), we
derive that there exists Lψ > 0 such that
|ψo(xk; s¯k)− ψo(xk; d(xk))| ≤ Lψ
√
2ℓ(‖sk‖) + 2κB
ǫ
‖sk‖ ∀ k ≥ K,
which combined with gk = u(xk)d(xk) and (2.2) yields
αkψ
o(xk; s¯k)− 〈gk, αkd(xk)〉 =αk(ψo(xk; s¯k)− u(xk))
≤αk(ψo(xk; d(xk))− u(xk)) + αkLψ
√
2ℓ(‖sk‖) + 2κB
ǫ
‖sk‖
≤αkLψ
√
2ℓ(‖sk‖) + 2κB
ǫ
‖sk‖.
(4.6)
Together with (4.5), we obtain
〈gk, d(xk)〉 − 〈gk, s¯k〉 ≤ ‖gk‖‖d(xk)− s¯k‖ ≤ ‖gk‖
√
2ℓ(‖sk‖) + 2κB
ǫ
‖sk‖. (4.7)
Using the definition of the function h in (4.3) and combining (4.6) and (4.7), it follows
ψ(xk + αks¯
k)− ψ(xk)− 〈gk, αks¯k〉 ≤αk
[
(Lψ + ‖gk‖)
√
2ℓ(‖sk‖) + 2κB
ǫ
‖sk‖+ h(∆k)
]
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≤αk
[
(Lψ + ‖gk‖)
√
2ℓ(∆k) +
2κB
ǫ
∆k + h(∆k)
]
.
For all k ≥ K , setting ν(∆k) := [2ℓ(∆k) + 2κB∆k/ǫ] 12 , we now get
mk(0)−mk(αks¯k) = αk
[
〈−gk, s¯k〉 − αk
2
〈s¯k, Bks¯k〉
]
≥ αk
[
〈−gk, d(xk)〉 − ‖gk‖
√
2ℓ(‖sk‖) + 2κB
ǫ
‖sk‖ − αkκB
2
]
≥ αk‖gk‖
[
1− ν(∆k)− κB
2ǫ
∆k
]
,
and
1− ρ2k = 1−
ψ(xk)− ψ(xk + αks¯k)
mk(0)−mk(αks¯k) =
ψ(xk + αks¯
k)− ψ(xk)− αk〈gk, s¯k〉 − α
2
k
2 〈s¯k, Bks¯k〉
mk(0)−mk(αks¯ks)
≤ (Lψ + ‖g
k‖)ν(∆k) + h(∆k) + κB2 ∆k
‖gk‖ [1− ν(∆k)− κB2ǫ ∆k] ≤
(
Lψ
ǫ + 1)ν(∆k) +
1
ǫh(∆k) +
κB
2ǫ ∆k
1− ν(∆k)− κB2ǫ ∆k
.
Thus, there exists σ ∈ (0, ǫ/κB), such that for every k ≥ K with∆k ≤ σ it holds that 1− ρ2k < 1− η1. This implies
ρ2k > η1 for all k ≥ K satisfying ∆k < σ which means that those steps are at least “subsuccessful”. Hence, we can
infer
∆k ≥ min{∆K , r1σ} ∀ k ≥ K. (4.8)
Next, let us set K = {k ≥ K | ρ1k ≥ η or ρ2k ≥ η} and
Ki = {k ∈ K | xk ∈ Ni = Si\Si+1} i = 0, 1, 2, · · · ,m.
Due to (4.8), we have |K| =∞ and applying Lemma 4.7, it follows∑
k∈K
[ψ(xk)− ψ(x˜k)] ≤
∑
k∈K
[ψ(xk)− ψ(xk+1)] +
∑
k∈K
|ψ(xk+1)− ψ(x˜k)|
≤ψ(x0)− Lb +
∞∑
k=0
|ψ(xk+1)− ψ(x˜k)| ≤ ∞,
where we used xk+1 = x˜k = xk for all k /∈ K. Hence, we have∑
k∈K
[mk(0)−mk(x˜k − xk)] ≤ 1
η
∑
k∈K
[ψ(xk)− ψ(x˜k)] <∞. (4.9)
We now define the index i0 = max{i ∈ {0, 1, 2, · · · ,m} : |Ki| = ∞}. By the optimality of i0, we can conclude
that only finitely many elements of the sequence {xk}k belong to Si0+1. This implies that the truncation operator T is
only applied a finite number of times on points inNi0 = Si0\Si0+1. In particular, T will move points from Si0\Si0+1
to the set Si0+1 and after a certain number of iterationsK
′, the counter ci0 will not be updated anymore, i.e., we have
ci0 ≡ c for some c. Then, it follows Γ(xk) ≥ ǫc for all xk ∈ Ni0 and k ≥ K ′ and by (B.4) there exists ǫ′ > 0 such that
we have Γ(xk, s¯k) ≥ ǫ′ for all xk ∈ Ni0 and k ≥ K ′. Combining (3.5), (3.6), and (3.11), we can always guarantee
descent in the model. In particular, we obtain
mk(0)−mk(x˜k − xk) ≥ ‖x˜
k − xk‖
4‖sk‖ · δ1‖g
k‖min{∆k, δ2‖gk‖} , (4.10)
where δ1 = min{γ1, 1} and δ2 = min{γ2, 1/κB}. Thus, we can conclude that
∞ >
∑
k∈K
[mk(0)−mk(x˜k − xk)] ≥
∑
k∈Ki0 ,k≥K
′
δ1‖x˜k − xk‖
4‖sk‖ ‖g
k‖min{∆k, δ2‖gk‖}
≥
∑
k∈Ki0 ,k≥K
′
δ1ǫ
4
min
{
Γ(xk, s¯k), ‖sk‖}
‖sk‖ min {∆K , r1σ, δ2ǫ}
≥
∑
k∈Ki0 ,k≥K
′
δ1ǫ
4
min
{
ǫ′
∆max
, 1
}
min {∆K , r1σ, δ2ǫ} =∞,
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which is a contradiction. 
Next, we prove a stronger version of our global result under the additional assumption (A.2). Specifically, we show
that every accumulation point of Algorithm 2 is a stationary point of (1.1). This is a standard global convergence
result, see, e.g., [51].
Theorem 4.9. Let the conditions (A.1)–(A.2) and (B.1)–(B.4) be satisfied and suppose that ψ can be truncated. As-
sume that Algorithm 2 does not terminate after finitely many steps and that it generates a sequence {xk}k with an
accumulation point x∗. Then, x∗ is a stationary point of (1.1).
Proof. We assume that x∗ is not a stationary point of (1.1). By (A.2) there exist r, ǫ > 0 such that ‖g(y)‖ ≥ ǫ
for all y ∈ Br(x∗). Let us set Ak = max{ψ(xk+1) − ψ(x˜k), 0} for k ∈ N. Applying Lemma 4.7, we know that∑∞
k=0A
k <∞. For any k′ > k, we have
ψ(xk
′
) = ψ(xk) +
k′−1∑
s=k
(ψ(xs+1)− ψ(x˜s)) +
k′−1∑
s=k
(ψ(x˜s)− ψ(xs))
≤ ψ(xk) +
k′−1∑
s=k
As ≤ ψ(xk) +
∞∑
s=k
As,
where we used the descent property ψ(x˜s) − ψ(xs) ≤ 0. Consequently, we can infer lim supk′→∞ ψ(xk
′
) ≤
lim infk→∞ ψ(x
k) + limk→∞
∑∞
s=k A
s ≤ lim infk→∞ ψ(xk) which implies that {ψ(xk)}k converges. Next,
Lemma 4.7 implies that there exists a constant K ∈ N such that ∑∞k=K ‖xk+1 − x˜k‖ ≤ r4 and that there is a
subsequence {xk}k∈K ⊆ {xk}∞k=K satisfying {xk}k∈K ⊆ Br/4(x∗) and xk → x∗, k →∞, k ∈ K. For anym ∈ K,
if the entire sequence {xk}∞k=m stays inside the ball Br(x∗), we have ‖gk‖ ≥ ǫ for all k ≥ m. This can not occur due
to Theorem 4.8 and hence, the sequence {xk}∞k=m eventually leaves Br(x∗). Let l(m) ≥ m be such that xl(m)+1 is
the first iterate after xm with xl(m)+1 /∈ Br(x∗). Thus, it holds that
l(m)∑
k=m
‖x˜k − xk‖+ r
4
≥
l(m)∑
k=m
(‖xk+1 − x˜k‖+ ‖x˜k − xk‖)
≥
l(m)∑
k=m
‖xk+1 − xk‖ ≥ ‖xl(m)+1 − xm‖ ≥ 3r
4
and it follows
∑l(m)
k=m ‖x˜k − xk‖ ≥ r2 . Mimicking the last steps in the proof of Theorem 4.8, we get
ψ(xm)− ψ(xl(m)+1) ≥
l(m)∑
k=m
(ψ(xk)− ψ(x˜k)−Ak)
≥
∑
m≤k≤l(m), ρ1
k
≥η1orρ2k≥η
η[mk(0)−mk(x˜k − xk)]−
∞∑
k=m
Ak
≥
∑
m≤k≤l(m), ρ1
k
≥η1orρ2k≥η
ηδ1‖x˜k − xk‖
4‖sk‖ ‖g
k‖min{∆k, δ2‖gk‖}− ∞∑
k=m
Ak
≥
∑
m≤k≤l(m), ρ1
k
≥η1orρ2k≥η
ηδ1ǫ‖x˜k − xk‖
4
min
{
1,
δ2ǫ
∆max
}
−
∞∑
k=m
Ak.
≥ηδ1ǫr
8
min
{
1,
δ2ǫ
∆max
}
−
∞∑
k=m
Ak.
Taking the limit K ∋ m→∞ we obtain the contradiction 0 ≥ ηδ1ǫr8 min{1, δ2ǫ∆−1max}. 
Theorem 4.9 essentially establishes a similar result as in [51, Theorem 3.4]. We notice that instead of boundedness
of the level set {x ∈ Rn | ψ(x) ≤ ψ(x0)} (which was used in [51]), we need to work with the slightly stronger
assumption (B.1) here since the truncation step can increase the objective function value ψ.
Finally, via utilizing the natural residual, it is possible to obtain strong lim-type convergence of Algorithm 2.
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Theorem 4.10. Suppose that the same assumptions stated in Theorem 4.9 are satisfied. Then, it holds that
limk→∞ ‖FΛnat(xk)‖ = 0.
Proof. Suppose that there exists ǫ > 0 and an infinite subsequence {xk}k∈K of {xk}∞k=0 satisfying
‖FΛnat(xk)‖ ≥ ǫ ∀ k ∈ K. (4.11)
By (B.1), {xk}k∈K has another subsequence {xk}k∈K1 with limit x∗ = limK1∋k→∞ xk. By Theorem 4.9, x∗ is a
stationary point of (1.1) with FΛnat(x
∗) = 0. Using the continuity of FΛnat, this contradicts (4.11). 
5 Fast Local Convergence
To the best of our knowledge, there are very limited local convergence results for nonsmooth trust-region type methods
and most of the existing work only focuses on the global convergence analysis, see, e.g., [51, 24, 2]. In this section, we
investigate local properties of our algorithm. Specifically, we will establish fast local convergence for the composite
program ψ = f + ϕ when f is a smooth mapping and ϕ is real-valued convex and partly smooth relative to an affine
subspace. Our local results require that the first- and second-order information, i.e., gk and Bk, are chosen as the
Riemannian gradient and the Riemannian Hessian with respect to some active manifold. We will also show that such
information can be derived without knowing the active manifold under some suitable assumptions.
5.1 Definitions and Assumptions
In this subsection, we state some elementary definitions and assumptions. The family of partly smooth functions was
originally introduced in [35] and plays a fundamental role in nonsmooth optimization. In particular, the concept of
partly smoothness is utilized in the convergence analysis of nonsmooth optimization algorithms and to derive activity
identification properties, see, e.g., [37, 50]. Since in (1.2), the mapping ϕ is real-valued convex, we use the definition
of partly smooth functions given in [37]. For a more general version and further details, we refer to [35].
Definition 5.1. [37, Definition 3.1] A proper convex and lower semicontinuous function ϕ is said to be partly smooth
at x relative to a setM containing x if ∂ϕ(x) 6= ∅ and we have:
(i) Smoothness: M is a C2-manifold around x and ϕ restricted toM is C2 around x;
(ii) Sharpness: The tangent space TM(x) coincides with Tx := par(∂ϕ(x))
⊥.
(iii) Continuity: The set-valued mapping ∂ϕ is continuous at x relative toM.
Let {Si}mi=0 be the sequence of sets associated with the truncation operator of ψ and let {xk}k be generated by
Algorithm 2. We further consider an accumulation point x∗ of {xk}k with x∗ ∈ Si∗\Si∗+1 and i∗ ∈ {0, 1, · · · ,m}
and we make the following assumptions.
Assumption 5.2. We consider the following conditions:
(C.1) The mapping ϕ is partly smooth at x∗ relative to an affine subspace M and it holds that Br(x∗) ∩ Si∗ =
Br(x
∗) ∩M for all r ∈ (0,Γ(x∗)).
(C.2) The Riemannian Hessian∇2Mψ(x) is locally Lipschitz continuous around x∗ restricted toM and the second-
order sufficient condition is satisfied at x∗, i.e., we have∇2Mψ(x∗)[ξ, ξ] ≥ c‖ξ‖2 for some positive constant c
and all ξ ∈ TM(x∗).
(C.3) The strict complementary condition−∇f(x∗) ∈ ri ∂ϕ(x∗) is satisfied.
(C.4) For all x ∈ Si, y ∈ Sj with i < j, it holds that Γmax (x; y − x) ≤ ‖y − x‖ where y − x = y−x‖y−x‖ . For every
r ∈ (0,Γ(x∗)), there exists ǫ(r) > 0 such that Γ(x) ≥ ǫ(r) for all x ∈ Br(x∗) ∩M.
(C.5) The sequence {xk}k converges with limit limk→∞ xk = x∗.
Besides the partly smoothness, assumption (C.1) states that the local structure of Si∗ around x
∗ has to be affine.
The conditions (C.2), (C.3), and (C.5) are standard assumptions for finite active identification and have been used to
establish local convergence rates. For instance, they appeared in [37, 50].
In order to illustrate assumption (C.4), we consider the example ϕ(x) = ‖x‖1. Suppose that x ∈ Si, y ∈ Sj are two
given points with i < j. Since y has more zero-components as x there exists a point on the line connecting x and y at
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which ϕ is not differentiable. This immediately leads to Γmax (x; y − x) ≤ ‖y−x‖. The second part in (C.4) requires
that Γ does not decay sharply around x∗ restricted toM. We will use condition (C.4) in the analysis of the truncation
step.
5.2 Riemannian Gradient and Riemannian Hessian
We now choose gk = FΛnor(τ(x
k)). The next lemma shows that this choice actually coincides with the Riemannian
gradient of ψ when xk lies in the manifoldM and is close to x∗.
Lemma 5.3. Suppose that the conditions (C.1) and (C.3) hold and that x∗ is a stationary point. Let x ∈ Br(x∗)∩M
for r ∈ (0,Γ(x∗)) sufficiently small be given. Then, we have FΛnor(τ(x)) = ψ′(x; ds(x))ds(x) = ∇Mψ(x), where∇Mψ(x) denotes the Riemannian gradient of ψ.
Proof. By the stationarity of x∗ and (C.3), it is easy to see that∇Mψ(x∗) = 0 ∈ ∇f(x∗) + ri ∂ϕ(x∗) = ri ∂ψ(x∗).
Thus, applying [17, Corollary 21] for x ∈ M close to x∗ and Lemma 2.1, we can conclude that ∇Mψ(x) =
P∂ψ(x)(0) = ψ
′(x; ds(x))ds(x) = F
Λ
nor(τ(x)). 
Since gk coincides with the Riemannian gradient, we naturally would like to choose Bk as the associated Riemannian
Hessian of ψ. We now show that this Hessian can be derived without knowing the underlying manifold M if we
additionally assume that ϕ is polyhedral. Specifically, the following Lemma establishes a connection between the
derivative of FΛnor(τ(x)) and the Riemannian Hessian.
Lemma 5.4. Suppose that assumptions stated in Lemma 5.3 hold and that ϕ is a polyhedral function. For r ∈
(0,Γ(x∗)) sufficiently small and all x ∈ Br(x∗) ∩M, it follows
VDFΛnor(z) = ∇2Mψ(x), Λ = λI, λ > 0,
where z = τ(x), V = DproxΛϕ(z) is the derivative of proxΛϕ, and∇2Mψ(x) is the Riemannian Hessian.
Proof. For x ∈ M and near x∗, by Definition 5.1 and [37, Fact 3.3], we can decompose ∂ϕ(x) as ∂ϕ(x) =
{∇Mϕ(x)} + ∂⊥Mϕ(x), where ∂⊥Mϕ(x) ⊆ TM(x)⊥. We can see that both ∇Mϕ(x) and ∂⊥Mϕ(x) restricted toM
are continuous around x∗. Moreover, we have the decomposition∇f(x) = ∇Mf(x) +∇⊥Mf(x) where∇⊥Mf(x) ∈
TM(x)
⊥.
Condition (C.3) implies−∇⊥Mf(x∗) ∈ ri ∂⊥Mϕ(x∗), which combined with part (ii) in Definition 5.1 and the continuity
of∇⊥Mf
∣∣
M
and ∂⊥Mϕ
∣∣
M
leads to−∇⊥Mf(x) ∈ ri ∂⊥Mϕ(x), i.e., 0 ∈
{∇⊥Mf(x)}+ri ∂⊥Mϕ(x) for all x ∈ Br(x∗)∩M
where r > 0 is sufficiently small. Thus, it follows
∇f(x) + Λ(z − x) = FΛnor(z) = ∇Mf(x) +∇Mϕ(x) ∈ ∇f(x) + ri ∂ϕ(x),
which implies Λ(z − x) ∈ ri ∂ϕ(x). Since ϕ is polyhedral, the subdifferential ∂ϕ(x) is locally constant around x∗
onM. For any d1 ∈ TM, d2 ∈ T⊥M with ‖d1‖, ‖d2‖ sufficiently small, it holds that Λ((z + d1 + d2) − (x + d1)) =
Λ(z − x) + Λd2 ∈ ∂ϕ(x) = ∂ϕ(x + d1), which implies that proxΛϕ(z + d1 + d2) = x + d1 = proxΛϕ(z) + d1.
Consequently, we haveDproxΛϕ(z) = V = P, whereP is the orthogonal projection operator onto TM. The derivative
of the normal map is DFΛnor(z) = ∇2f(x)P + Λ(I − P), which combined with the local linearity of ϕ yields
PDFΛnor(z) = P∇2f(x)P = ∇2Mψ(x). 
5.3 Convergence Analysis
We have the following finite active identification result.
Lemma 5.5. Suppose that the assumptions in Theorem 4.9 are satisfied and that the conditions (C.4)–(C.5) hold. Then
for every r ∈ (0,Γ(x∗)) there exist infinitely many k ∈ N with xk ∈ Br(x∗) ∩ Si∗ .
Proof. Without loss of generalization, we can assume {xk}k ⊆ Br(x∗). Let us set
Ki = {k ∈ N | xk ∈ Si\Si+1}, i = 0, 1, · · · ,m.
By assumption (C.4), for every y ∈ Br(x∗) with y ∈ Si∗+1 we have
‖y − x∗‖ ≥ Γmax
(
x∗; y − x∗) ≥ Γ(x∗) > r > ‖y − x∗‖,
which is a contradiction. Hence, it follows |Ki| = 0 for every i > i∗, i.e., Br(x∗) ∩ Si∗+1 = ∅.
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Set i0 = max{i = 0, 1, · · · , i∗ | |Ki| = ∞}. If i0 ≤ i∗ − 1, since truncations on points in Si0\Si0+1 only happen
finite times, {Γ(xk) | k ∈ Ki0} has a positive lower bound, i.e., β := infk∈Ki0 Γ(xk) > 0. For k ∈ Ki0 and by (C.4),
we can conclude that Γ(xk) ≤ Γmax(xk;x∗ − xk) ≤ ‖xk − x∗‖. Using xk → x∗, (Ki0 ∋ k →∞), we can infer
0 < β ≤ lim inf
k∈Ki0 , k→∞
Γ(xk) ≤ lim
k∈Ki0 , k→∞
‖xk − x∗‖ = 0,
which is a contradiction. Thus, we have i0 = i
∗, which finishes the proof. 
At the end of this subsection, we establish the local convergence rate by connecting our algorithm with a Riemannian
trust-region method.
Theorem 5.6. Suppose that the assumptions in Theorem 4.9 hold and that the conditions (C.1)–(C.5) are satisfied.
Furthermore, if for some sufficiently small r ∈ (0,Γ(x∗)) and every k with xk ∈ Br(x∗) ∩ M, we choose gk =
∇Mψ(xk), Bk = ∇2Mψ(xk), and solve the trust-region subproblem exactly with solution sk ∈ TM(xk), then {xk}k
converges to x∗ q-quadratically.
Proof. We can assume {xk}k ∈ Br(x∗) ∩M for some small enough r > 0, which combined with (C.1) and the fact
Br(x
∗)∩Si∗+1 = ∅ implies that there is no truncation. Since the trust-region subproblem is solved exactly in TM(xk)
andM is affine, condition (C.2) can be utilized to show that the first acceptance test is always locally successful and
hence the algorithm always skips the second acceptancemechanism. A detailed proof of this observation, which is also
applicable in our situation, can be found in [45, Theorem 4.9]. We can then infer that our algorithm locally coincides
with a Riemannian trust-region method or a classical trust-region method in the tangent space TM(x
∗) and the trust-
region radius eventually becomes inactive. Thus, the local quadratic convergence rate is achieved by following [1,
Chapter 7] or [45, Theorem 4.9]. 
Remark 5.7. Lemmas 5.3 and 5.4 guarantee that we can set gk = ∇Mψ(xk) andBk = ∇2Mψ(xk) without explicitly
knowingM and that there is a (globally optimal) solution of the trust-region subproblem located in TM(xk). This
solution actually has the minimal ℓ2-norm among all solutions. Since g
k and Bk operate on the tangent space of the
active manifold, some practical algorithms, such as the CG-Steihaug method, can indeed recover sk in TM(x
k).
6 Preliminary Numerical Results
In this section, we test the efficiency of our proposed nonsmooth trust-region method by applying it to an ℓ1-
minimization problem. All numerical experiments are performed using MATLAB R2019a on a laptop with Intel(R)
Core(TM) i7-7700HQ CPU @ 2.80GHz and 16GB memory.
We apply our framework to the ℓ1-minimization problem
min
x∈Rn
1
2
‖Ax− b‖2 + µ‖x‖, (6.1)
where b ∈ Rm and A = Rm×n are given. Setting f(x) = 12‖Ax− b‖2, ϕ(x) = µ‖x‖ and using (2.10), we choose
g(x) = λFλnat(x) := λ[x − proxλϕ(x− λ−1∇f(x))], λ > 0. (6.2)
where the proximity operator is given explicitly by (proxλϕ(x))i = sign(xi)max(|xi| − λ−1µ, 0). We now construct
an elementM(x) ∈ ∂proxλϕ(x− λ−1∇f(x)) as follows: M(x) ∈ Rn×n is a diagonal matrix with diagonal entries
(M(x))ii =
{
1 |(x− λ−1∇f(x))i| > λ−1µ,
0 otherwise.
Thus, J(x) = I −M(x)(I − λ−1∇2f(x)) is a possible generalized Jacobian of Fλnat(x). Let us define the index sets
I(x) := {|(x− λ−1∇f(x))i| > λ−1µ}, O(x) := {|(x− λ−1∇f(x))i| ≤ λ−1µ}.
Then, J(x) can be written in an alternative format:
J(x) =
(
λ−1(ATA)I(x)I(x) λ
−1(ATA)I(x)O(x)
0 I
)
. (6.3)
It can be shown that J(x) is positive semidefinite if λ is sufficiently large [61]. In the following, we choose Bk =
λJ(xk).
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Table 1: Numerical results with dynamic range 20 dB
ǫ : 100 ǫ : 10−1 ǫ : 10−2 ǫ : 10−4 ǫ : 10−6
time NA time NA time NA time NA time NA
NTR 0.8268 86.8 1.2195 132.8 1.5340 172 1.9496 227.4 2.3485 280.6
ASSN 0.7326 89.8 1.1375 145 1.3477 173 1.8764 246.4 2.2503 298.2
Table 2: Numerical results with dynamic range 40 dB
ǫ : 100 ǫ : 10−1 ǫ : 10−2 ǫ : 10−4 ǫ : 10−6
time NA time NA time NA time NA time NA
NTR 1.6557 176.4 2.5785 280.4 2.9632 330.8 3.5182 402.2 3.9889 464.2
ASSN 1.4773 182.2 2.2642 285.4 2.6444 338.6 3.1465 407 3.5429 459.2
When solving the trust-region subproblem (3.3), as we have discussed in subsection 3.5, we first choose a suitable
regularization parameter tk ≥ 0 and solve the linear system
(Jk + tkI)p
k = −Fλnat(xk), Jk = J(xk), (6.4)
and then project pk onto the trust region, i.e., sk = min{∆k, ‖pk‖}p¯k. Setting gk = g(xk), Ik = I(xk), and
Ok = O(xk), the linear system (6.4) is equivalent to
(1 + tk)p
k
Ok = −gkOk , (λ−1(ATA)IkIk + tkI)pkIk + λ−1(ATA)IkOkpkOk = −gkIk ,
which leads to
pkOk = −
1
(1 + tk)
gkOk , (λ
−1(ATA)IkIk + t
kI)pkIk = −gkIk − λ−1(ATA)IkOkpkOk .
The second system is symmetric and can be much smaller than the original problem (6.4). It can be solved efficiently
by applying then CG method.
Our test framework follows [6, 43]:
• A sparse solution xˆ ∈ Rn with n = 5122 = 262144 is generated randomly with k = [n/40] zero entries. The
nonzero components are chosen from {1, 2, · · · , n} uniformly with values given by xˆi = η1(i)10dη2(i)/20.
Here, η1(i) and η2(i) are distributed uniformly in {−1, 1} and [0, 1], respectively and d is a dynamic range.
• We randomly choose J ⊆ {1, 2, · · · , n} with |J | = m = n/8 = 32768. The linear operatorA : Rn → Rm
is then defined via Ax = (dct(x))J where dct denotes the discrete cosine transform.
• We set b = Axˆ+ ǫ where ǫ ∈ Rm is Gaussian noise with covariance matrix σˆIm×m, σˆ = 0.1.
We use the natural residual Fλ0nat(x) with λ0 = 1 as stopping criterion. In particular, given a tolerance ǫ, we terminate
whenever the condition ‖Fλ0nat(x)‖ ≤ ǫ is satisfied. We compare our nonsmooth trust-region method (NTR) with the
adaptive semi-smooth Newton (ASSN) method in [61] for different tolerances ǫ ∈ {100, 10−1, 10−2, 10−4, 10−6} and
dynamic ranges d ∈ {20, 40, 60, 80}. We report the average CPU time (in seconds) as well as the average number of
A- and AT -callsNA over 10 independent trials.
The numerical comparisons are shown in Tables 1-4. From those results we can see that the nonsmooth trust-region
method is quite competitive. Even if the second acceptance test and the stepsize safeguard is required to guarantee
convergence, in the numerical experimentswe find that our algorithm rarely or never switches to the secondmechanism
which prevents additional costs. The similar behavior of NTR and ASSN may stem from the fact that we utilize a
similar strategy to choose and update the parameter tk in (6.4). This can also be interpreted as an advantage of our
approach. Since we construct a quadratic trust-region model, it is possible to embed a variety of efficient subproblem
solvers and strategies in our framework compared to other related nonsmooth trust-region methods. Our results on
NA are comparable with ASSN’s results and are sometimes better. Because each of our iterations involves potential
acceptance tests and truncation steps, our method overall requires slightly more CPU time to converge than ASSN.
Although the performance of NTR is still not perfect, our preliminary results underline that the proposed class of
nonsmooth trust-region methods is promising and allows us to handle nonsmooth nonconvex optimization problems
from a different perspective.
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Table 3: Numerical results with dynamic range 60 dB
ǫ : 100 ǫ : 10−1 ǫ : 10−2 ǫ : 10−4 ǫ : 10−6
time NA time NA time NA time NA time NA
NTR 2.8381 303.4 3.6591 398.4 4.2497 471.2 4.9458 562.4 5.4776 632
ASSN 2.4157 295.4 3.3438 416.4 3.9136 492 4.5745 582.4 4.9715 642.4
Table 4: Numerical results with dynamic range 80 dB
ǫ : 100 ǫ : 10−1 ǫ : 10−2 ǫ : 10−4 ǫ : 10−6
time NA time NA time NA time NA time NA
NTR 3.8375 411 5.6041 614 6.3423 702.2 7.1183 803.6 7.5977 868.8
ASSN 3.8931 482.8 4.7773 601 5.4772 690.6 6.1232 780.6 6.7258 865.4
7 Conclusion
In this paper, we investigate a trust-region method for nonsmooth nonconvex optimization problems. In the proposed
framework, the model functions are quadratic and cheap descent directions can be utilized. This allows us to con-
struct cheap model functions and to apply standard algorithms for solving the resulting trust-region subproblems. We
propose a novel combination of a stepsize safeguard for ensuring the accuracy of the model and an additional trun-
cation step to enlarge the stepsize safeguard and to accelerate convergence. We present a detailed discussion of the
global convergence properties under suitable and mild assumptions. In the case of composite-type problems, we also
show that our method converges locally with a quadratic rate after the finite identification of the active manifold when
the nonsmooth part of the objective function is a partly smooth mapping. The results are established using a strict
complementary condition and a connection between our algorithm and the standard Riemannian trust-region method.
Preliminary numerical results demonstrate that the approach performs promisingly on a class of ℓ1-optimization prob-
lems.
References
[1] ABSIL, P.-A., MAHONY, R. & SEPULCHRE, R. (2008) Optimization algorithms on matrix manifolds. Princeton
University Press, Princeton, NJ, pp. xvi+224.
[2] AKBARI, Z., YOUSEFPOUR, R. & REZA PEYGHAMI, M. (2015) A new nonsmooth trust region algorithm for
locally Lipschitz unconstrained optimization problems. J. Optim. Theory Appl., 164, 733–754.
[3] APKARIAN, P., NOLL, D. & RAVANBOD, L. (2016) Nonsmooth bundle trust-region algorithm with applications
to robust stability. Set-Valued Var. Anal., 24, 115–148.
[4] BACH, F., JENATTON, R., MAIRAL, J. & OBOZINSKI, G. (2011) Optimization with sparsity-inducing penalties.
Found. and Trends R© in Mach. Learn., 4, 1–106.
[5] BAUSCHKE, H. H. & COMBETTES, P. L. (2011) Convex analysis and monotone operator theory in Hilbert
spaces. CMS Books in Mathematics/Ouvrages de Mathe´matiques de la SMC. Springer, New York, pp. xvi+468.
[6] BECKER, S., BOBIN, J. & CANDE`S, E. J. (2011) NESTA: a fast and accurate first-order method for sparse
recovery. SIAM J. Imaging Sci., 4, 1–39.
[7] BURKE, J. (1990) On the identification of active constraints. II. The nonconvex case. SIAM J. Numer. Anal., 27,
1081–1103.
[8] BURKE, J. V. & MORE´, J. J. (1988) On the identification of active constraints. SIAM J. Numer. Anal., 25,
1197–1211.
[9] CAI, J.-F., CANDE`S, E. J. & SHEN, Z. (2010) A singular value thresholding algorithm for matrix completion.
SIAM J. Optim., 20, 1956–1982.
[10] CANDE`S, E. J. & RECHT, B. (2009) Exact matrix completion via convex optimization. Found. Comput. Math.,
9, 717–772.
[11] CHRISTOF, C., DE LOS REYES, J. C. & MEYER, C. (2017) A non-smooth trust-region method for
locally Lipschitz functions with application to optimization problems constrained by variational inequalities.
ArXiv:1711.03208.
[12] CLARKE, F. H. (1975) Generalized gradients and applications. Trans. Amer. Math. Soc., 205, 247–262.
21
A Trust-Region Method For Nonsmooth Nonconvex Optimization A PREPRINT
[13] CLARKE, F. H. (1981) Generalized gradients of Lipschitz functionals. Adv. in Math., 40, 52–67.
[14] CLARKE, F. H. (1990) Optimization and nonsmooth analysis. Classics in Applied Mathematics, vol. 5, second
edn. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, pp. xii+308.
[15] CLASON, C. (2018) Nonsmooth analysis and optimization. ArXiv:1708.04180.
[16] COTTER, S., RAO, B., ENGAN, K. & KREUTZ-DELGADO, K. (2005) Sparse solutions to linear inverse prob-
lems with multiple measurement vectors. IEEE Trans. Signal Process., 53, 2477–2488.
[17] DANIILIDIS, A., HARE, W. & MALICK, J. (2006) Geometrical interpretation of the predictor-corrector type
algorithms in structured optimization problems. Optimization, 55, 481–503.
[18] DE OLIVEIRA, W., SAGASTIZA´BAL, C. & LEMARE´CHAL, C. (2014) Convex proximal bundle methods in
depth: a unified analysis for inexact oracles. Math. Program., 148, 241–277.
[19] DENNIS, JR., J. E., LI, S.-B. B. & TAPIA, R. A. (1995) A unified approach to global convergence of trust
region methods for nonsmooth optimization. Math. Program., 68, 319–346.
[20] DONOHO, D. L. (2006) Compressed sensing. IEEE Trans. Inform. Theory, 52, 1289–1306.
[21] FUKUSHIMA, M. & MINE, H. (1981) A generalized proximal point algorithm for certain nonconvex minimiza-
tion problems. Internat. J. Systems Sci., 12, 989–1000.
[22] GANGEH, M., FARAHAT, A., GHODSI, A. & KAMEL, M. (2015) Supervised dictionary learning and sparse
representation – A review. ArXiv:1502.05928.
[23] GARMANJANI, R., JU´DICE, D. & VICENTE, L. N. (2016) Trust-region methods without using derivatives:
worst case complexity and the nonsmooth case. SIAM J. Optim., 26, 1987–2011.
[24] GROHS, P. & HOSSEINI, S. (2016) Nonsmooth trust region algorithms for locally Lipschitz functions on Rie-
mannian manifolds. IMA J. Numer. Anal., 36, 1167–1192.
[25] HARE, W., SAGASTIZA´BAL, C. & SOLODOV, M. (2016) A proximal bundle method for nonsmooth nonconvex
functions with inexact information. Comput. Optim. Appl., 63, 1–28.
[26] HARE, W. L. & LEWIS, A. S. (2004) Identifying active constraints via partial smoothness and prox-regularity.
J. Convex Anal., 11, 251–266.
[27] HASTIE, T., MAZUMDER, R., LEE, J. & ZADEH, R. (2015) Matrix completion and low-rank SVD via fast
alternating least squares. J. Mach. Learn. Res., 16, 3367–3402.
[28] KARMITSA, N., BAGIROV, A. & MA¨KELA¨, M. M. (2012) Comparing different nonsmooth minimization
methods and software. Optim. Methods Softw., 27, 131–153.
[29] KIWIEL, K. C. (1989) An ellipsoid trust region bundle method for nonsmooth convex minimization. SIAM J.
Control Optim., 27, 737–757.
[30] KOH, K., KIM, S.-J. & BOYD, S. (2007) An interior-point method for large-scale l1-regularized logistic
regression. J. Mach. Learn. Res., 8, 1519–1555.
[31] LAN, G. (2015) Bundle-level type methods uniformly optimal for smooth and nonsmooth convex optimization.
Math. Program., 149, 1–45.
[32] LEE, J. D., SUN, Y. & SAUNDERS, M. A. (2014) Proximal Newton-type methods for minimizing composite
functions. SIAM J. Optim., 24, 1420–1443.
[33] LEMARE´CHAL, C., NEMIROVSKII, A. & NESTEROV, Y. (1995) New variants of bundle methods. Math.
Program., 69, 111–147. Nondifferentiable and large-scale optimization (Geneva, 1992).
[34] LEMARE´CHAL, C. & ZOWE, J. (1994) A condensed introduction to bundle methods in nonsmooth optimization.
Algorithms for continuous optimization (Il Ciocco, 1993). NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., vol. 434.
Kluwer Acad. Publ., Dordrecht, pp. 357–382.
[35] LEWIS, A. S. (2002) Active sets, nonsmoothness, and sensitivity. SIAM J. Optim., 13, 702–725 (2003).
[36] LI, X., SUN, D. & TOH, K.-C. (2018) A highly efficient semismooth Newton augmented Lagrangian method
for solving lasso problems. SIAM J. Optim., 28, 433–458.
[37] LIANG, J., FADILI, J. & PEYRE´, G. (2017) Activity identification and local linear convergence of forward-
backward-type methods. SIAM J. Optim., 27, 408–437.
[38] MAHDAVI-AMIRI, N. & YOUSEFPOUR, R. (2012) An effective nonsmooth optimization algorithm for locally
Lipschitz functions. J. Optim. Theory Appl., 155, 180–195.
22
A Trust-Region Method For Nonsmooth Nonconvex Optimization A PREPRINT
[39] MAIRAL, J., BACH, F., PONCE, J. & SAPIRO, G. (2009) Online dictionary learning for sparse coding. Pro-
ceedings of the 26th Int. Conf. on Mach. Learn., 689–696.
[40] MA¨KELA¨, M. M. (2002) Survey of bundle methods for nonsmooth optimization. Optim. Methods Softw., 17,
1–29.
[41] MA¨KELA¨, M. M. & NEITTAANMA¨KI, P. (1992) A survey of bundle methods. Nonsmooth Optimization. World
Scientific Publishing Co. Pte. Ltd., pp. 97–111.
[42] MEIER, L., VAN DE GEER, S. & BU¨HLMANN, P. (2008) The group lasso for logistic regression. J. R. Stat.
Soc. Ser. B Stat. Methodol., 70, 53–71.
[43] MILZAREK, A. & ULBRICH, M. (2014) A semismooth Newton method with multidimensional filter globaliza-
tion for l1-optimization. SIAM J. Optim., 24, 298–333.
[44] NESTEROV, Y. (2013) Gradient methods for minimizing composite functions. Math. Program., 140, 125–161.
[45] NOCEDAL, J. & WRIGHT, S. J. (2006) Numerical Optimization. Springer Series in Operations Research and
Financial Engineering, second edn. New York: Springer, pp. xxii+664.
[46] NOLL, D. (2010) Cutting plane oracles to minimize non-smooth non-convex functions. Set-Valued Var. Anal.,
18, 531–568.
[47] NOLL, D. (2013) Bundle method for non-convex minimization with inexact subgradients and function values.
Computational and analytical mathematics. Springer Proc. Math. Stat., vol. 50. Springer, New York, pp. 555–592.
[48] PATRINOS, P., STELLA, L. & BEMPORAD, A. (2014) Forward-backward truncated Newton methods for convex
composite optimization. ArXiv:1402.6655.
[49] PATRINOS, P. & BEMPORAD, A. (2013) Proximal Newton methods for convex composite optimization. Pro-
ceedings of the 52nd IEEE Conf. on Decision and Control, 2358–2363.
[50] POON, C., LIANG, J. & SCHOENLIEB, C. (2018) Local convergence properties of SAGA/Prox-SVRG and
acceleration. Proceedings of the 35th Int. Conf. on Mach. Learn., 80, 4124–4132.
[51] QI, L. Q. & SUN, J. (1994) A trust region algorithm for minimization of locally Lipschitzian functions. Math.
Program., 66, 25–43.
[52] ROBINSON, S. M. (1992) Normal maps induced by linear transformations. Math. Oper. Res., 17, 691–714.
[53] SAGARA, N. & FUKUSHIMA, M. (2005) A trust region method for nonsmooth convex optimization. J. Ind.
Manag. Optim., 1, 171–180.
[54] SCHRAMM, H. & ZOWE, J. (1992) A version of the bundle idea for minimizing a nonsmooth function: concep-
tual idea, convergence analysis, numerical results. SIAM J. Optim., 2, 121–152.
[55] SHEVADE, S. K. & KEERTHI, S. S. (2003) A simple and efficient algorithm for gene selection using sparse
logistic regression. Bioinformatics, 19, 2246–2253.
[56] STELLA, L., THEMELIS, A. & PATRINOS, P. (2017) Forward-backward quasi-Newton methods for nonsmooth
optimization problems. Comput. Optim. Appl., 67, 443–487.
[57] SUN, L., LIU, J., CHEN, J. & YE, J. (2009) Efficient recovery of jointly sparse vectors. Advances in Neural
Information Processing Systems, (NIPS), 23.
[58] TIBSHIRANI, R. (1996) Regression shrinkage and selection via the lasso. J. R. Stat. Soc. Ser. B Stat. Methodol.,
58, 267–288.
[59] WANG, J. & ZHANG, T. (2019) Utilizing second order information in minibatch stochastic variance reduced
proximal iterations. J. Mach. Learn. Res., 20, 1–56.
[60] WRIGHT, S. J. (1993) Identifiable surfaces in constrained optimization. SIAM J. Control Optim., 31, 1063–1079.
[61] XIAO, X., LI, Y., WEN, Z. & ZHANG, L. (2018) A regularized semi-smooth Newton method with projection
steps for composite convex programs. J. Sci. Comput., 76, 364–389.
[62] YUAN, M. & LIN, Y. (2006) Model selection and estimation in regression with grouped variables. J. R. Stat.
Soc. Ser. B Stat. Methodol., 68, 49–67.
23
A Trust-Region Method For Nonsmooth Nonconvex Optimization A PREPRINT
A Some supplementary examples
Example A.1 (Expressing FΛnor(τ(x))). We consider the following examples:
(i) Group lasso: In this setting,X = (X1, · · · , Xn2) is a matrix in Rn1×n2 , ψ = f + ϕ, ϕ(X) =
∑n2
i=1 ‖Xi‖2,
and Λ = diag(λ1In1 , λ2In1 , · · · , λn2In1), where we understand Λ by viewing X as a vector X =
(XT1 , · · · , XTn2)T . In this case, we obtain
∂ϕ(X) =
{
W = (W1, · · · ,Wn2) ∈ Rn1×n2 : Wi
{∈ B1(0) if Xi = 0,
= Xi/‖Xi‖ if Xi 6= 0, ∀ i = 1, 2, · · · , n2
}
,
and
FΛnor(τ(X))i =
{∇f(X)i +Xi/ ‖Xi‖ if Xi 6= 0,
∇f(X)i −PB1(0) (∇f(X)i) , if Xi = 0,
∀ i = 1, 2, · · · , n2.
(ii) ℓ∞-optimization: ψ = f + ϕ, ϕ(x) = ‖x‖∞ and Λ = λI . Using the dual characterization ‖x‖∞ =
max‖y‖1≤1 x
T y, we have
∂ϕ(x) = {w ∈ Rn : ‖w‖1 ≤ 1, wTx = ‖x‖∞},
and FΛnor(τ(x)) can be computed using (2.7).
Example A.2 (Calculating Γ(x)). We have:
(i) Group lasso: For X = (X1, · · · , Xn2) ∈ Rn1×n2 , ψ = f + ϕ, and ϕ(X) =
∑n2
i=1 ‖Xi‖2, it holds that
Γ(X) = min{‖Xi‖ : Xi 6= 0}.
(ii) ℓ∞-optimization: Let us set ψ = f + ϕ, ϕ(x) = ‖x‖∞, and S := {i ∈ {1, 2, · · · , n} | |xi| 6= ‖x‖∞}. Then,
it holds that
Γ(x) =
{‖x‖∞ −maxi∈S |xi| S 6= ∅,
2‖x‖∞ S = ∅.
Example A.3 (Truncation). We consider some additional functions that can be truncated:
(i) Group lasso: For X = (X1, · · · , Xn2) ∈ Rn1×n2 , ψ = f + ϕ, and ϕ(X) =
∑n2
i=1 ‖Xi‖2, we can set
Si = {X ∈ Rn1×n2 : card{j = 1, 2, · · · , n2 | Xj = 0} ≥ i} for i = 1, 2, · · · , n2, m = n1, δ = +∞,
κ =
√
n2, and T (X, a) ∈ Rn1×n2 is defined column-wise
T (X, a)j = 1‖·‖≥a(Xj) ·Xj j = 1, 2, · · · , n2.
(ii) ℓ∞-optimization: For ψ = f + ϕ and ϕ(x) = ‖x‖∞, we can set Si = {x ∈ Rn | card{j = 1, 2, · · · , n |
xj = ‖x‖∞} ≥ i + 1} for i = 0, 1, · · · , n − 1, Sn = {0}, m = n, δ = +∞, and κ =
√
n. As for
T (x, a) ∈ Rn, if x ∈ Sn−1, it is defined via
T (x, a) = 1‖·‖∞≥ a2 (x) · x;
otherwise it is defined component by component via
T (x, a)j = xj + 1|·|>‖x‖∞−a(xj)sgn(xj)(‖x‖∞ − |xj |), j = 1, 2, · · · , n.
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