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Abstract 
The complexity of performing matrix computations, such as solving a linear system, inverting 
a nonsingular matrix or computing its rank, has received a lot of attention by both the theory 
and the scientific computing communities. In this paper we address some “nonclassical” matrix 
problems that find extensive applications, notably in control theory. More precisely, we study 
the matrix equations Ax +XAT = C and Ax - XB = C, the “inverse” of the eigenvalue problem 
(called pole assignment), and the problem of testing whether the matrix [B AB Anp’B] 
has full row rank. For these problems we show two kinds of PRAM algorithms: on one side 
very fast, i.e. polylog time, algorithms and on the other side almost linear time and processor 
efficient algorithms. In the latter case, the algorithms rely on basic matrix computations that can 
be performed efficiently also on realistic machine models. 
1. Introduction 
There is a wide body of literature on both theoretical and practical aspects of clas- 
sical matrix computations. By classical computations we refer, e.g., to the problems 
of solving linear systems, computing the inverse, the characteristic polynomial and the 
rank of matrices. On the more practical ground, these problems have quite satisfy- 
ing solutions in terms of fast and stable algorithms for shared or distributed memory 
machines, with or without vector facilities [20, 151. From the theoretical viewpoint 
l it is known that all these problems are reducible to each other; 
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l there exist O(log2 n) (n = order of the input matrix) time algorithms for the Parallel 
Random Access Machine (PRAM) model; 
l it is a major open problem in algebraic complexity to determine whether parallel 
time of the order of log2 n is also a lower bound (see [17,6]). 
In particular application fields, the problems mentioned above appear in some special 
form. We will see throughout the paper that this is the case of control theory. While 
the results mentioned above apply to the special cases as well, for the latter it is 
sometimes possible to obtain results that are better in some respect. The importance 
that these special classes of problems have in concrete applications calls for more 
attention by theorists. 
It is the goal of this paper to investigate restricted versions of classical matrix 
problems. In particular, we study certain forms of the matrix equations Ax +JUT = C 
(Lyapunov equation) and AX - XB = C (Sylvester observer equation); the eigenvalue 
assignment or pole assignment problem; the problem of testing whether the matrix 
[B AB . . . A”-‘B] has full (row) rank. These problems have many applications, mainly 
in the area of control theory. Controllability of continuous-time linear control systems, 
observability and stability are only a few examples (see, e.g., [2,3, 10,251). The interest 
for the development of efficient algorithms that solve these special matrix problems 
depends on the existence of several practical situations, such as design of large space 
structures [l] and the control of power systems [29], which give rise to very large-scale 
control problems. 
The problems mentioned above are restricted versions of general matrix computa- 
tions. For instance, it is easy to verify that solving the matrix equation AX +%tT = C 
amounts to solving the linear system [Z @ A + A @ Z]X = c, where @ is the tensor 
product and x = [xii xi2 . . . xn,JT, c = [cl1 ~12 . . . cn,JT, which can be solved fast in 
parallel (i.e. in O(log2 n) time) with a huge number of processors. 
By means of different computational approaches, for all the problems considered we 
give either 0(log2 n) time PRAM algorithms with better processor bounds, or O(n log n) 
processor efficient PRAM algorithms. In the first case the natural setting is the one of 
unbounded parallelism, where the goal is to achieve the minimum possible running 
times under the sole constraint that the number of processors is polynomially bounded. 
The second case is suitable to bounded parallelism environments, where the algorithms 
rely on the available efficient implementations (for both shared and distributed memory 
parallel architectures) of basic linear algebra computations. 
The rest of the paper is organized as follows. In Section 2 we introduce a few basic 
notions that will be used throughout the paper when assessing the cost of parallel algo- 
rithms; then we recall some simple and efficient algorithms to perform the fundamental 
linear algebra computations as well as certain matrix transformations. In Section 3 we 
study the problem of finding the rank of matrices of the form [ B AB . . . A”-‘B 1; the 
algorithms we devise are based on a controllability criterion due to the second author 
[lo]. In Section 4 we focus on the pole assignment problem. Given a matrix A and 
a vector 6, this is the problem of finding a small rank matrix C = C(A,b) such that 
A + C has given eigenvalues. In Sections 5 and 6 we discuss parallel algorithms for 
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solving the matrix equations Ax + XAT = C and Ax - XB = C. Here X is a general 
matrix while C is a rank-l matrix. 
2. Preliminaries 
For all the problems investigated in this paper, we assume that the input matrices and 
vectors have real entries. Accordingly, we adopt the algebraic version of the parullelei 
random access machines (PRAM) as our reference computation model. Our choice 
is motivated by the fact that the PRAM has proved to be an effective tool for the 
description of parallel algorithms (see, e.g., [23,24,7]). Concurrent read is assumed 
throughout the paper (which amounts to selecting the CREW PRAM submodel). 
The crucial performance parameters for a PRAM algorithm are the pur&leE time and 
the maximum number of processors operating in parallel during a computation. We 
let p stand for the number of processors and denote by tf’ the parallel time achieved 
by a given algorithm A on a p processors PRAM (when A is understood we simply 
write tp). In case of bounded parallelism, a third important parameter is the speedup. 
We say that a parallel algorithm A achieves speedup s over a sequential algorithm 
B if 
t@)(n) 
s = Sp(n) = _) 
g’(n) 
where t@) is the (sequential) running time of B. It obviously holds that S,(n),< p, for 
otherwise a sequential simulation of the parallel algorithm would beat the (supposedly) 
best-known sequential one. However, the upper bound on the speedup does not neces- 
sarily hold in the presence of inner parallelism of the hardware, i.e. in case of vector 
and pipeline architectures. 
The work done by a parallel algorithm running in time t on a p processor machine 
is defined as the product W = tp. When the work done by a parallel algorithm equals 
the running time of the best sequential algorithm for the same problem we say that 
the parallel algorithm is efficient or work optimal. 
Efficient parallel algorithms are usually sought under the hypothesis that the number 
of processors available is arbitrarily large, i.e. depends on the input size, which is 
clearly not the case in practice. However, this is especially useful because down scala- 
bility is always possible and sometime desirable (e.g., on vector multiprocessors). This 
is a consequence of the well-known Brent’s scheduling principle (see [23]). Suppose 
that a parallel algorithm P for a problem 17 does work IV on a p processors PRAM. 
Then Brent’s scheduling principle states that there are implementations of P that do 
essentially the same work on any 4 processor PRAM, for any value of q E [I, p]. 
Essentially, it is based on the simulation idea that any processor of a q processor ma- 
chine can execute one parallel step of the algorithm being simulated in [p/q] < p/q+ 1 
parallel steps. If t is the running time (on the p processor machine) of the simulated 
algorithm, then the overall simulation time is bounded by w/q+ t, and the work done by 
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the simulating machine is thus bounded by w + tq < 2w. Therefore, the principle states 
that it is always possible to scale down the degree of parallelism without a substantial 
decrease in the efficiency. 
2.1. Basic linear algebra algorithms 
We recall some results about the complexity of certain basic problems that we will 
be widely using throughout the rest of the paper (the proofs can be found in, e.g., 
[5,7, 171). Here we assume that A and B are n x n matrices, and that x and y are 
n-vectors. The proofs of the results below can be found in, e.g., [5]. 
Lemma 1. The function f(x1,. . . ,x,,) = xl@x2@ . . . @xn, where @ is any associative 
binary operation, can be computed in about 2 log n parallel steps provided that n/ log n 
processors are available. 
The algorithm of Lemma 1 is almost optimal from the viewpoint of parallel time. 
Also, it is processor efficient because it does only twice as much work with respect 
to the best sequential algorithm. Note here that directly applying the fan-in algorithm 
to the n input values would require the availability of n/2 processors. In this case the 
overall work would be O(n log n), resulting in an efficiency 0( l/ logn) that tends to 
0 as n grows. Similar remarks can be done regarding the algorithm in the following 
lemma. 
Lemma 2. The product x’y can be computed in about 3 logn steps, provided that 
n / log II processors are available. 
Theorem 3. The product Ax can be computed in about 3 logn parallel steps, provided 
that n2/ log n processors are available. 
Theorem 4. The product AB can be computed in about 3 log n parallel steps, provided 
that n3/ log n processors are available. 
The algorithms in Theorems 3 and 4 are a constant factor from optimal from the 
viewpoint of parallel time, as can be easily seen by the fan-in argument (i.e., at least 
one entry of the result depends on all the input values and the operations have arity, 
or fan-in, 2). They are also work efficient with respect to the classical sequential 
algorithms for matrix-vector multiplication and matrix multiplication. 
It is known that the minimum number, M(n), of processors that support O(logn) 
matrix multiplication is much smaller than n3/ logn. Let M: denote the exponent of 
sequential matrix multiplication, i.e. CI is such that time O(rP) is sulhcient to compute 
the product of n x n matrices. Currently, 2 < a G2.38 (see [S]). Then, O(n’) processors 
are sufficient to compute the product of n x n matrices in time O(logn) in parallel, for 
any Cc > a [26]. 
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From Theorem 4 and the remarks in the previous paragraph 
following result. 
we easily obtain the 
Corollary 5. The jirst n powers of A, i.e. A, A’, . . , A”, can be computed in parallel 
time 0(log2 n) using 0(&f(n)) processors. 
Theorem 6. Solving the system of linear equations Ax = 6, computing det(A), und 
computing rank(A) can all be done in parallel time 0(log2 n) provided that 0(&4(n)) 
processors are available. 
For a proof of Theorem 6 see, e.g., [5, pp. 318-3191. Since n3/(nM(n)) ----) 0, it 
follows that the presently available polylogarithmic time parallel linear system solvers 
are not work efficient. One price that has to be paid to obtain such a large speedup is 
a substantial increase in the processor demand. 
We conclude by pointing to an application of the principle of down scalability. 
Consider the algorithm for matrix multiplication. It follows from the principle and 
from Theorem 4 that p processors PRAM implementations running in parallel time 
0(n3/p) are available for any value of p in the range [l,n3/ logn]. 
2.2. Similarity transformations 
A number of matrix problems can be greatly simplified in case the matrix (or matri- 
ces) involved has the Hessenberg structure. This turns out not to be a loss of generality 
in many cases. That is, it is often possible to transform the input matrix into the 
Hessenberg form without substantially increasing the demand of computational re- 
sources, and in such a way that the solution to the original problem can be easily 
recovered from the solution to the “Hessenberg problem”. In this section we study 
two important matrix transformations, namely from general to Hessenberg and from 
Hessenberg to Companion. 
We say that a matrix H = (hij) is lower Hessenberg if h, = 0 for j > i + 1. 
A companion matrix is a special kind of Hessenberg’s. Let a(x) = a0 + alx +. . + u,x” 
be a polynomial, and let 
ca = 
0 1 0 . . . 0 
. . .1 . . . ! 
. . . . . 0 
0 1.. . . . 0 1 
a0 01 4-2 4-i -- -__ . . . 
4 a, 4 an 
The matrix C, is the companion of the polynomial a. 
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Given a matrix A, its companion CA is the companion of its characteristic polynomial 
det(A-a)=(-1)“1”+a,_iR-‘+.. . +a11 + a~. It is easy to see that det(A - JJ)= 
det(CA - a), and thus that A and CA have the same eigenvalues. Moreover, if A and 
CA are similar, i.e. CA =X-‘AX for some nonsingular matrix X, then A is called a 
nonderogatory matrix. 3 Our algorithms assume (and work only for) nonderogatory 
input matrices. 
Bringing a general matrix A into Hessenberg form is accomplished by devising a 
nonsingular matrix X such that H = X-‘AX is Hessenberg (i.e. A H H is a simihr- 
ity transformations). Once H has been determined a further similarity transformation 
H H Y-‘HY brings H to its companion form. Altogether, the transformation A H 
(XY-‘A(XY) brings A to the companion form. 
The matrix X defining the first transformation can be easily determined using House- 
holder’s method. In this case X is orthogonal, i.e. is such that XYT = I. As is 
well-known, Householder’s method constructs the matrix X as the product of n - 2 
Householder elementary matrices, X = PIP2 . . . P,,_z. Actually, X is not explicitly de- 
termined; instead, as soon as any Pi is constructed the transformation Ai H Ai+l = 
P,TAiPi is computed (with Al = A). The construction of each elementary matrix Pi as 
well as the transformation PTAiPi can be computed in O(logn) parallel time, provided 
that O(n2/logn) processors are available. This follows from the particular structure of 
the matrix Pi. In fact, 
fi = z - LT, 
VTV 
for a certain vector v, and thus a multiplication by Pi can be easily reduced to matrix- 
vector multiplications and rank-l outer product updates (for details see, e.g., [ 191). 
Performing n - 2 such stages requires therefore O(n log n) time on an O(n2/ logn) 
processor PRAM. 
We now address the question of whether an unreduced Hessenberg matrix can be 
transformed by similarity to its companion form. 4 That is, we seek a nonsingular 
matrix X such that XHX-’ is in companion form. This turns out to be quite simple. 
Let XT denote the ith row of the matrix X, i = 1,. . . , n, and assume that 
XH=CX= 
0 
. . . 
. . . 
0 
G-1 
0 
1 
cn 
4 
0 xc i x,’ ’ CTX 
3 Equivalently, A of order n is nonderogatory if its minimum polynomial has degree n, where the minimum 
polynomial is the minimum degree manic polynomial p(x) such that p(A) = 0. 
4 In the following argument, H needs not be unreduced Hessenberg. The reduction works for any nonderoga- 
tory matrix A. However, we have kept separated the two reductions (A to H and H to C) since they have 
different numerical properties. 
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where cT = (ci,c~,_ . . , cn). It is therefore easy to see that H and C must satisfy the 
following equations: 
x;_,H = x,T, 
and 
x,TH = c,x; + c2x; + . . . + c,x;f. 
(1) 
(2) 
Eliminating XT through XT, we obtain 
xTH” = qx; + QX;H + . . . + c,,xfH”--I, 
or, equivalently, 
xy(H” - cl1 - c2H - . . . - cnH”-‘) = x@(H) = 0. (3) 
Forgetting about the sign, Q(n) is the characteristic polynomial of C, and then also 
of H. It follows from the Cayley-Hamilton theorem that Q(H) = 0, and thus that 
Eq. (3) is satisfied by any vector x T. Once XT has been fixed, Eqs. (1) allow us to 
compute all the other rows of the matrix X. It is also easy to see that, since H is 
unreduced, if we choose xi = ei then the resulting matrix X is nonsingular. 
Eqs. (1) are well suitable for fast parallel implementations. Using the O(log n) time 
O(n’/ log n) processors parallel algorithm of Theorem 3 for computing a matrix-vector 
product, we can compute the matrix X in time O(n log n) using O(n2/ log n) processors. 
By Theorem 4 and Brent’s scheduling principle, it follows that the computation of X-’ 
and the products XH and (X7)X-’ can still be performed within the same resource 
bounds. Altogether, the computation of C requires O(n logn) arithmetic steps on an 
0(n2/logn) processor PRAM. This algorithm is work efficient with respect to the 
practical O(n3) sequential methods, but it takes more than linear time. 
An upper bound on the parallel time required to compute the matrix C from H is 
O(log’ n). This can be easily seen by observing that xl = xfH, XT = xTH2,. . . , XT = 
xTH”-‘. Therefore, the cost of computing X is essentially the cost of computing the 
first n powers of the matrix H. By Corollary 5, this can be done in O(log2 n). Finally, 
the computation of C requires two additional matrix products that can be performed 
in O(logn) parallel steps. 
We conclude by observing that the transformation from Hessenberg form to Com- 
panion is numerically unstable, in general (as is the case for many very fast algorithms 
[14]), and for this reason it is rarely computed in practice. However, there are matrices, 
arising from, e.g., damped mechanical or electrical systems, where the transformation 
matrix X is well conditioned. In these cases, dealing with the companion matrix leads 
to both very fast and accurate algorithms (see [3 1, p. 4821). 
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3. A matrix rank problem 
Many equivalent criteria for determining the controllability of the system x’(t) = 
Ax(t) + Bu(t), where A is IZ x n and B is n x m, reduce to testing the nonsingularity 
(or to computing the rank) of certain matrices. In particular, Kalman’s criterion [22] 
requires that the matrix 
W = [B AB . . . A”-‘B] 
has full (row) rank. It is customary to assume that A is (lower) Hessenberg, since 
the problem of testing the row rank of W is generally solved for different matrices B 
(representing the input) and fixed A. 
Assume n 3 m. The computation of the row rank of W can be done in O(log* n) 
parallel time by known algorithms, which use O(nM(n)) processors. As an example, 
one could apply the customary algorithm which consists in computing S = WWT = 
CyI,i AiBBTAiT and then checking the nonsingularity of the nonnegative-definite matrix 
S, say with the LU factorization, or by computing its determinant. The computation of 
S can be performed in time O(n) with O(nm*) processors, or, in light of Corollary 5, in 
time O(log* n), with O(nM(n)) processors. The computation of detS can be performed 
in O(n) steps with 0(n2) processors by means of either LU or QR (using Givens’ 
rotations) factorization, or in O(log* n) steps with O(nM(n)) processors in the light of 
Theorem 6. 
The algorithms presented here for testing whether W has full row rank achieve 
substantially the same bounds. However, they can be considered as useful competitors 
on the ground of the numerical accuracy. In particular, our linear time algorithm avoids 
the numerically very dangerous computation of matrix powers, but eventually needs 
computing the determinant of a matrix with no special structure. On the other hand, 
the classical algorithm reduces to the computation of the rank of a nonnegative-definite 
matrix, which is known to be stable. 
The new algorithms are based on the following result. For 
0 1 0 *.. 0 
. . 1. . 
i: 
. 1 . . 
c= f . . -4 . . 0 
0 . . . . . . 0 1 
Cl c* . . . G-1 cn 
(4) 
and any vector b of order n, let X = Xc(b) denote the matrix whose rows x7 are 
defined in the following way: 
bT 
$ s 
if i = II, 
XT+, c - Cj+& if 1 <i < n. 
(5) 
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Theorem 7 (Datta [lo]). Let C=PAP-’ be the companion matrix to A and let B’ = 
PB. Let bi denote the ith column of B, i = 1,. , . , M. Then, the matrix W has full row 
rank if and only if, for all i E { 1,. . ,m}, the matrix &(bi) is nonsingular. 
We now prove that the above criterion is well-suited for a number of computational 
approaches that are relevant from either a theoretical or a practical viewpoint. 
Lemma 8. Let C be the companion matrix (4), and let b be an n-vector. Computing 
the matrix Xc(b) and testing its singularity takes O(n) parallel time on an O(n*) 
processor PRAM. 
Proof. Given the particular structure of the matrix C, the ith row of Xc(b), i < n, 
can be computed in 3 parallel steps using 2n - 1 processors. Therefore, Xc(b) can be 
computed in 3(n - 1) parallel steps using 2n - 1 processors. To test whether Xc(b) is 
singular, parallel algorithms exist which requires O(n) time on O(n’) processors (see, 
e.g., [28]). 0 
It follows from Theorem 7 and Lemma 8 that testing the row rank of W (and thus 
the controllability of the corresponding system) can be done in parallel time O(n) using 
O(mn*) processors. If we also consider the transformation from Hessenberg to com- 
panion (see Section 2.2), then we obtain slightly superlinear time (i.e. O(n log n)), but 
we can invoke the down scalability principle to keep the algorithm efficient, dropping 
the processor demand to O(mn’/ log n). 
The criterion of Theorem 7 is also suitable for very fast (i.e. polylogarithmic time) 
parallel implementations. Before showing how, we recall a few facts concerning com- 
panion matrices and Bezoutians. Let a(x) = a0 + alx + . . . + a,x” and b(x) = bo + 
blx + . . . + b,x” be polynomials. It can be easily verified that the expression 
a(xP(y) - b(xb(y) 
X-Y 
is a polynomial in x and y, i.e. 
a(x)b(y) - b(xb(y) n-1 
X-Y 
= j z, ~jkx’Yk 
The matrix B = (fljk) is called the Bezoutian 
ciated with a(x) and b(x) is often denoted by 
easily proved. 
of a(x) and b(x). The Bezoutian asso- 
Bez(a, b). The following lemma can be 
Lemma 9. Let C, be the companion matrix associated with the polynomial a(x). 
Then, 
C,” = Bez(a, l)-‘Bez(a, yk). 
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From the computational point of view, it is important that both Bez(a, 1) and 
Bez(a, y’) are Hankel matrices. More precisely, 
Bez(a, 1) = 
u1 u2 . . . a, 
a2 I ail . : . . &I 
while Bez(u, yk) is block diagonal with only two blocks, i.e. 
Bez(u, yk) = 2 ( ) i , 2 
where 0 denotes the matrix with all the entries equal to zero and 
Theorem 10. Let C = C, be the companion of the polynomial u(x), and let b be an 
n-vector. For i = Q,... ,n - 1, define ci+l = -ui/u”. Then computing the determinant 
of the matrix X = Xc(b) (defined in (5)) takes time O(log’n) on an 0(44(n)) 
processors PRAM. 
Proof. From the recurrence 
x; = 
bT if i = n, 
xT+lCa - Ci+lX;f if 1 <i < n, 
it is possible to obtain the following explicit expression for the matrix X: 
X= 
bT[C,“-’ - c,C"-~ - . . . - c3ca - ~211 
bT[C,“-’ - c~,,C,n-~  . . . - c3Z] 
bT[C,2 - cnCa - c,_~Z] 
bT[C, - c,Z] 
bT 
In other words, using Lemma 9, we have 
n-kfl n-k+1 
x1 = - c Ck+jbTCi-L = - c ck+jbT&?Z(U, l)-lBf?Z(U, Yj-l), 
j=l j=l 
(6) 
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where we set en+1 = - 1. The following algorithm, that computes (6), achieves the 
bounds stated. 
Algorithm C 
1. 
2. 
3. 
4. 
5. 
Solve the linear system wTBez(a, 1) = br in time O(logn) using O(n) processors. 
These bounds can be obtained thanks to the Hankel structure of Bez(a, 1) and using 
a parallel implementation of the FFT (see [4]). 
Compute the products IV: = cjWT, j = 2,. . . , n + 1, in one step using n2 processors. 
Compute the vector-matrix products wTBez(a, vk), j = 2,. , n + 1, k = 0,. . ,j - 2. 
This can be done in time O(log n) using 0(n3/ log n) processors. 
Compute of, k = 1 , . . . , II - 1, in time O(log n) using 0(n3/ log n) processors. 
Compute det(X) in O(log’n) parallel time algorithms using O(nM(n)) 
processors. 0 
Note that steps l-4 of Algorithm C in Theorem 10 can be carried out in time 
O(logn) using 0(n3/logn) processors. Thus, the algorithm is not work efficient only 
because of step 5. Clearly, any improvement in the cost (either parallel time or pro- 
cessor demand) of computing in parallel the determinant will reflect in an improve- 
ment on our algorithm for controllability. As a consequence of Theorem 10, testing 
the rank of the matrix W takes 0(log2 n) parallel time on an O(mnM(n)) processors 
PRAM. 
We conclude by observing that, when B is a vector (m = l), the reduction to the 
companion form is not required. To test whether the matrix W has full row rank it is 
sufficient to test the singularity of the matrix X, with rows xl, defined in the following 
way (see [lo]): 
BT 
1. 
if i = n, 
_q = 
&(X:+lA - Q+l,i+l$+1 - . ” - %,i+lXlf) if 1 <i < n. 
From the above recurrence, and proceeding as in the general case with companion 
matrices, it is easy to design either almost linear time efficient parallel algorithms, or 
0(log2 n) time, but processor inefficient, algorithms. 
4. Eigenvalue assignment 
Given a pair of matrices (A,B), the Eigenvuiue Assignment Problem (often referred 
to as the pole assignment problem in control theory) is the problem of finding a 
feedback matrix F such that A+BF has a desired spectrum Q. Solving EAP is important 
in control theory since it tells whether a controllable system can be stabilized. 
There are various sequential methods available for solving the pole placement prob- 
lem. Among the best known are: 
l the implicit QR methods [25,27]; 
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l the matrix equation approach [3]; 
l the solution via the real Schur form [30]. 
Some of these approaches do not seem to be suitable for parallel processing. For 
instance, in the implicit QR-type methods the eigenvalues are assigned one at the 
time. 
In this section we present a processor efficient parallel algorithm for the single input 
case, i.e. when B = b is a vector. The algorithm runs in almost linear time. Moreover, 
differently from other algorithms that appear in the literature, it does not require that 
the matrix A be transformed into Hessenberg form. This allows us to prove (by means 
of a different “implementation” of the same algorithm) that the parallel time complexity 
of the problem is much smaller than linear. 
Let A be an n x n nonderogatory matrix, and let b be an n vector. Also, let s2 = 
{ 21,. . . , A,} be the desired spectrum. We consider the following algorithm. 
Algorithm P 
Construct the matrix L = [ It . . . I, ] defined by 
1, = 6, 
lj=(A-&+~Z)Zj+j, i=n-l,..., I. 
Compute r = (A - 11Z)ll. 
Solve LTf= et, where er = (l,O,. . . , O)T. 
Compute C = rfr and return A - C. 
Theorem 11. Since A is nonderogatory the matrix 
[b Ab . . . An-lb] (7) 
has full rank. Then the matrix A - C of Algorithm P has the desired spectrum 52. 
Proof. By writing down the matrix L explicitly 
L=[(A-&Z)...(A-&Z)b . . . (A-l,Z)b b], 
we can easily verify the following equality: 
AL-LB=R, 
where 
B= 
11 1 0 
0 11 1 
. . -. 
. . . . . 
0 . . . . . . 
. . 0 
. . 
. : 
-. 
. 0 
. . 1 
0 2, 
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and R is a matrix with all zeros except for the first column, Y, that equals (A - 2i1)1i. 
The matrix L is nonsingular since the matrix (7) is nonsingular. In fact, the ith column 
of L can be expressed as Pi-,(A)b, where Pi-l(x) is a polynomial of degree i - 1, 
i=l , . . . , n. Thus the system LTf = el has a unique solution f. Putting all this together 
we obtain 
i.e., A - C and B have the same spectrum. 0 
Theorem 12. Algorithm P solves the single input Eigenvalue Assignment Problem in 
parallel time O(n log n) using O(n*/ log n) processors. 
Proof. Easily follows by implementing the single steps of P using the known processor 
efficient algorithms. 0 
Using Algorithm P we can also prove that the parallel time for the single input pole 
assignment problem is O(log* n). 
Lemma 13. Let A be any n x n matrix and let b be an n vector. The set of vectors 
A”b,A”-‘b,. . . , Ab, b can be computed in parallel time O(log* n) using O(log nM(n)) 
processors. 
For a proof of the above result see [ 171. 
Theorem 14. The parallel time complexity of the single input Eigenvalue Assignment 
Problem is O(log* n) (achievable using O(nM(n)) processors). 
Proof. Consider the following n x (n + 1) matrix: 
B = (+I I . . l&z>  
where r and the li are defined in Algorithm P. Let B(l) denote the ith column of B. 
We already know that 
B(l)= fi(A-AjZ)b, i= l,..., nf 1, 
J=i 
where we have set ny_+*(A - AjZ) = I, We now show how to compute the matrix B 
in a very fast and efficient way. Consider, for instance, the computation of the first 
column B(l) = r. It is well known that the coefficients of the polynomial 
n 
PI(A) = n (A- Aj) = A” + cqr’ +. . . + c&-13. + a, 
j=l 
can be computed in parallel time O(log* n) using O(n) processors. Once the coefficients 
Cli and the vectors A"b, . . , Ab, b are known, the vector B(‘) can be determined in the 
300 B. Codenotti et al. I Theoretical Computer Science 180 (1997) 287-308 
following way: 
B(l) = A”b + a&-‘6 + . . . + cr,_,Ab + c&b. 
The computation of B(l) using the above formula can be done in time O(logn) using 
O(n’/ log n) processors, or, by appropriate scaling, in time O(log’ n) using 0(n2/ log2 n) 
processors. Since the computation of the columns of B can be performed in parallel, 
it follows that B can be determined in parallel time 0(log2 n) using 0(n3/log2 n) 
processors. Taking the computation of the vectors A’6 into account (see Lemma 13) 
leaves both time and processor bound unchanged, since lognM(n) = 0(n3/logn). 
The last step of Algorithm P can also be performed within the above bounds. There- 
fore, the overall cost of the Algorithm is dominated by Step 3, which asks for the 
solution of a linear system. By Lemma 6, this requires 0(log2 n) using O(nM(n)) 
processors. 0 
5. Lyapunov matrix equation 
Let A and C be IZ x n matrices. The matrix equation 
AX +XAT = -c (8) 
is known as the Lyapunov matrix equation and has wide applications in linear and 
nonlinear control theory. It is known that a unique solution X exists to (8) if A and 
-AT do not have eigenvalues in common. Moreover, if C is positive definite, then 
there exists a symmetric solution if A does not have any purely imaginary eigen- 
values. In several important applications, such as model reduction and balanced re- 
alization, the matrix C has indeed the form C = BBT and therefore is positive 
semidefinite. 
A variety of methods exist for the solution of the Lyapunov matrix equation. One 
that is most effective from a numerical point of view is the method of Bartels and 
Stewart [2]. The method is based on the reduction of the matrix A to the real Schur 
form (instead of Hessenberg form), with the subsequent solution of the reduced prob- 
lem. Unfortunately, the method appears not to be suitable for parallel implementa- 
tions. There are at least two reasons for this. First, the QR iterations, that are most 
commonly used to reduce a matrix into real Schur form, are highly sequential in na- 
ture. Second, the method requires the solution of a series of linear systems which are 
defined recursively and that must be solved sequentially. As stated in the Introduc- 
tion, the parallel complexity of the problem under investigation is certainly O(log’n), 
since the matrix X can be determined by solving a linear system of order n2. The 
number of processors required by known methods is however very large, namely 
O(nW(n2)). 
In this section, based on the works [12,9], we consider two different algorithms 
for the solution of Eq. (8) in case C is a rank-one symmetric positive-semidefinite 
matrix. Both algorithms are characterized by running time O(n log n) and are processor 
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efficient; they are thus very appealing when a high accuracy is not a big concern (again, 
this is the case of many engineering applications, where it is more desirable to obtain 
a quick solution with reasonable accuracy). 
When C is a rank-one symmetric positive-semidefinite matrix, (8) can be rewritten 
as 
AX +XAT = -MT, 
where b is a vector. When the pair (A,b) defines a controllable system, which happens 
in many cases of practical interest, 
to the form 
the matrix equation (8) can be further simplified 
HY + YHT = -u2e,ei, 
where H = PAPT is an unreduced 
(9) 
Hessenberg matrix and Pb = ale,. Once (9) has 
been solved, the solution X to (8) can be recovered as X = PTYP. Clearly, there is 
no loss of generality in assuming u= 1 in (9), so that the system becomes 
which is actual matrix equation to be solved. 
Equating the columns on both sides of (10) gives 
HY, + ~IIY, + h2Y2 = 0, 
HY, + h21Y, + h22Y2 + h23Y3 = 0, 
(11) 
Hy,_, +LI,IY, +L1,2~2 +...+A,-l,ny, = 0, 
HY,, +hy, +h2y2 + ... + &,Y, = e,. 
Now, eliminating subsequently y2 through yn in (1 1 ), we obtain 
n-1 
PYr = II hi,i+iG, 
i=l 
(12) 
where P is a matrix polynomial in H. Actually, it can be proved that the matrix P in 
(12) coincides with $(-H), where $(x) is the characteristic polynomial of H. Now, 
the computation of $(-H) can be performed very efficiently using the results of the 
following two lemmas. 
Lemma 15 (Datta and Datta [12]). Given a matrix A, there always exists a matrix U, 
with LOWS Ui, i = 1,. . . , n, such that UA f AU = e,rT (i.e. UA + AU’s first n - 1 rows 
are zero). Moreover, if $(x) is the characteristic polynomial of A, then 
rT = (-l>“uT$(-A). 
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Lemma 16 (Datta and Datta [l 11, and Huang [21]). Let H be an unreduced Hessen- 
berg matrix, and let g(x) and h(x) be two polynomials of same degree such that 
eTg(H) = eTh(H). Then g(H) = h(H). In other words, a matrix polynomial in an 
unreduced Hessenberg matrix is uniquely determined by its first row. 
A matrix satisfying Lemma 15 can be constructed according to the following scheme. 
Let UT denote the ith row of U, i = 1,. . . , n, and let ut be given; then 
, i = l,...,n - 1. 
To compute the first row of +(-H) we therefore simply choose ut = (-1 )“ei in 
the construction above. The other rows of I1/(-H) (denoted by $) can be determined 
using the following recurrence: 
1 
p;f,, = hi,i+l 
i-l 
- hiiZ) - C hgp; , i = 1,. . . ,n - 1. 
j=l 
(13) 
Altogether, we obtain the following algorithm. 
Algorithm L 
1. Compute L, with rows IT, i = 1,. . . ,n, such that It = et and 
LH + HL = enpT, 
2. Compute a matrix P, with rows p:, i = 1 , . . . ,n, such that p, = p and, for i = 
1 , . . . ,n - 1, pi+, is given by (13), i.e. P = $(-H). 
3. Solve the linear system Py, = nyz; hi,i+len. 
4. Compute the other columns of the matrix Y using the recurrences (11). 
Theorem 17. Algorithm L can be implemented in time O(n logn), provided that 
0(n2/ log n) processors are available. 
Proof. Step 1 can be performed in parallel time O(n log n) provided that O(n2/ log n) 
processors are available. In fact, the computation of any row of the matrix L requires 
one matrix-vector multiplication and the addition of up to n - 1 vectors. These can 
be easily performed in parallel time O(log n) using O(n2/ log n) processors. The same 
bounds apply (exactly for the same reasons) also to step 2. Step 3 requires the solution 
of a linear system, which can be done in linear time, provided that 0(n2) processors 
are available [28]. Finally, the computation of the columns 2 through n of the matrix Y 
(step 4) can be done according to (11) in time O(n log n) on O(n2/ log n) processors. 
Altogether, by suitably scaling down the processor bound in step 3, the stated bounds 
can be achieved. 0 
Algorithm L is therefore processor efficient (i.e. it has constant inefficiency only) 
with respect to the classical sequential implementation of the algorithm by Bartels and 
B. Codenotti et al. I Theoretical Computer Science 180 (1997) 287-308 303 
Stewart, which is characterized by an 0(n3) operation count. A more detailed analysis 
shows that the time bound of Algorithm L on a p processor PRAM is 1 5n3/p + I,(n), 
where I,(n) stands for the parallel time required to solve an n x n linear system using p 
processors. 
We now describe a second algorithm for the solution of the equation 
HX+XHT=C, 
where H is lower Hessenberg and C = cc* is rank one positive semidefinite. Like the 
algorithm discussed above, this second algorithm still constructs the matrix polynomial 
$(-H). However, the construction of the solution matrix X does not use the recur- 
rences (11). We begin with a lemma that tells us how to solve the simple equation 
SA = ATS. 
Lemma 18 (Datta and Datta [13]). Let A he a given n x n matrix, and let q be an 
arbitrary n-vector. Let S be a matrix, with rows ST,. . , ,,, sT defined according to the 
following scheme: 
T 1 s_ =-- I , i=n- l,...,l. 
Qi,i+l ( 
$+,A - 2 aj,i+lsT 
j=i+l ) 
Then SA = ATS. 
Lemmas 15 and 18 leave us the freedom of choosing an arbitrary vector in the 
construction of both U and S, respectively. This is useful in the construction of the 
solution X to the Lyapunov matrix equation. 
Theorem 19. Let d be the solution to the system dT$(-A) = c*. Then a solution 
to the Lyapunov matrix equation AX + XAT = cc* is given by X = UTS, where U 
and S are constructed as in Lemmas 15 and 18, with dT being the jrst row of U. 
Proof. 
XA+A*X = 
= 
UTSA + ATUTS (since X = UTS) 
UTATS + ATUTS (choosing S as in Lemma 18) 
(AU + UA)TS (algebra) 
RTS (Choosing U as in Lemma 15) 
r,rz (fixing now s, = r,) 
((-l)“dTt&-A))T((-l)ndT$(-A)) (by Lemma 15) 
((-l>“~~)~((-l)“c~) (by hypothesis) 
ccT. 0 
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In view of Theorem 19 it is easy to see that the following algorithm does indeed 
compute a solution X to the matrix equation XH + HTX = ccT, where H is a lower 
Hessenberg matrix. 
Algorithm L2 
1. Compute L, with rows IT, i = 1,. . . , n, such that 11 = ei and 
LH + HL = enpT. 
2. Compute a matrix P, with rows p;, i = 1 , . . . , n, such that p, = p and pi given by 
(13), i.e. P = Il/(-H). 
3. Solve the linear system dTP = cT. 
4. Compute a matrix U, with rows UT, i = 1,. . . , n, such that ut = d and 
UH + HU = e,rT. 
5. Compute a matrix S, with rows ST, i = 1,. . . , n, such that s,, = r and 
SH = HTS. 
6. Compute X = UTS. 
Theorem 20. Algorithm L2 can be implemented in time O(n logn), provided that 
0(n2/ log n) processors are available. 
Proof. We already know that steps l-4 can be performed in time O(n log n) using 
0(n2/logn) processors. The same bounds apply also to the computation of the matrix 
S in step 5. Step 6, which is a matrix multiplication, can be performed in time O(logn) 
on O(n3/ log n) processors. Altogether, by suitably scaling down the processors used by 
step 6, the parallel time bound of Algorithm L2 is O(n log n), provided that O(n2/ log n) 
processors are available. q 
Again, a more detailed analysis reveals that Algorithm L2 is characterized by a time 
bound 23n3/p + &(n) on a p processor PRAM. Note that Algorithms L and L2 are 
essentially comparable for what concerns the running time and the processor bound, so 
that the choice is largely determined by the numerical properties, which are currently 
under investigations. 
6. Sylvester-Observer matrix equation 
In the general Sylvester matrix equation 
AX-XB=C (14) 
the matrices A,B, and C are given, and we are asked to find a matrix X which 
satisfies (14). There are important problems, however, such as the Luenberger-Observer 
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problem, in which the matrix B can be chosen from a set of matrices satisfying certain 
properties. In this section we consider the following restricted form of the Sylvester 
equation: 
HX-XL=C, (15) 
where H is n x n Hessenberg, C = [0 F], F is n x r, and L is any matrix satisfying 
the two following conditions: 
1. L is stable (i.e. all its eigenvalues have negative real part); 
2. L and H have no eigenvalue in common. 
Eq. (15) results from the above-mentioned Luenberger-Observer problem in the multi- 
input (r inputs) case, and we call it the Sylvester-Observer equation. 
A well-known strategy for solving the Sylvester equation is the Hessenberg-Schur 
approach due to Golub et al. [18]. For the Sylvester-Observer equation a widely used 
approach is the Observer-Hessenberg method of Van Dooren [ 161. Both methods appear 
not to be easily parallelizable. As already pointed out in the Introduction, the parallel 
complexity of the problem under investigation is certainly O(log2 n), since the matrix X 
can be determined by solving a linear system of order n2. The number of processors 
required by known methods is however very large, namely 0(n2M(n2)). 
The method discussed here, which is based on results presented in [6], is suitable for 
large-scale parallel machines. We prove that optimal (theoretical) speedup is possible 
for a wide range of values of the number of processors available. 
Consider again Eq. (15), and let 
L= 
where each block of L is r x r, with II = kr. Let {n’,i’, . . . ,A;‘} be the spectrum 
assigned to nii, i = 1,. . . , k. Clearly, the 2:’ must be chosen in a way that L satisfies 
the conditions 1 and 2 above. Let X be partitioned conformally, i.e. X = (Xi,. , Xk), 
where each Xj is n x r, and let F = (fi,. . .,f,). 
The following algorithm is adapted from [6] in order to exploit maximal parallelism. 
Algorithm S 
1. Solve the n linear systems 
(H - dj’)l)yi’) =f;, 1 <i<r, 1 <j<k. 
2. Compute the n values 
$1 = ,t @l” - $)), 
J 
1 <i<r, 1 Gjfk. 
l#j 
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3. Compute the columns xji) of Xi as follows: 
4. For i = 1 , . . . , k - 1 do (computation of the remaining blocks) 
(a) R,+i = H& -x/Iii, 
(b) ni+i,i = diag( 11 -?p’)llz,. . . , 11 f?+‘)l(2), 
(C) X+1 = Ri+lnG\,i. 
Theorem 21 (Bischof et al. [6]). Algorithm S computes the solution X to the 
Sylvester-Observer equation ( 15). 
We show now that Algorithm S is well-suited to fast parallel implementations. 
Cost analysis of Algorithm S 
To complete this step we can choose either the polylog fast algorithm or the linear 
time algorithm for linear system solution. In the latter case we can exploit the 
Hessenberg structure of H to further bound the processor demand of the linear 
system solver presented in [28]. In fact, when the input matrix is Hessenberg, any 
Givens rotation can be performed in constant time, provided that O(n) processors 
are available. It follows that the linear time solution requires only O(n) processors. 
Clearly, it follows by Lemma 1 that O(log k) parallel time is sufficient, provided 
that O(rk2/ log k) = O(nk/ log k) processors are available. 
Each xj’) can be computed in O(logk) parallel time if O(nk/ logk) processors 
are available. Altogether, O(nkr/log k) = 0(n2/log k) processors are required to 
complete the step in time O(logk). 
The cost of this step is dominated by the execution of substep (a), which is to 
be done k - 1 times. This is essentially the cost of performing (in sequence) 
k - 1 multiplications of an n x n matrix by an n x r matrix. If 0(n2r/ logn) pro- 
cessors are available, such cost is O(logn). The overall cost of step 4 is thus 
O(k log n). 
Theorem 22. Algorithm S runs in parallel time O(max{log* n, k log n}), provided that 
no(l) processors are available. Moreover, if k = S2(n/ log n), a processor ejicient im- 
plementation can be devised. 
Proof. The first statement follows directly from the above cost analysis. To achieve 
processor efficiency we need to choose the linear time solution in step 1. This re- 
quires that the number of processors must not exceed @(n2). In turn this implies that 
n2r/ log n = 0(n2) (n2r/ log n) is the processor demand of step 4, or, equivalently, that 
r = O(logn). But this means k = Q(n/ log n). 0 
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Theorem 22 implies that a processor efficient parallel implementation is possible 
provided that r < n. 
As a final observation, we point out that the particular form of the matrix L has 
been chosen in order to trade time for stability. It would be possible to use a diagonal 
matrix L, which would easily result in a O(log* n) but highly unstable implementation 
of Algorithm S. 
7. Conclusions and further work 
In this paper we have studied certain nonclassical matrix problems that arise, e.g., in 
control theory. For all these problems, which are restricted versions of general matrix 
computations, we have presented parallel algorithms under the assumption of both 
unbounded and bounded parallelism. Further work to be done includes the detailed 
investigation of the numerical stability of the algorithms as well as their adaptability 
to a distributed implementations. 
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