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CHAPTER I. INTRODUCTION 
Economics is commonly defined as the study of the use 
of limited resources for the achievement of alternative ends 
(16). By this definition, one could approach almost any 
subject in an economic fashion. To know how an end such as 
agricultural production is affected by various limited inputs, 
such as water and nitrogen, is one of these subjects of 
interest. 
The knowledge of yield-water-fertilizer-soil relation­
ships is fundamental for developing optimal farm management 
programs and for policy making decisions. "Physical condi­
tions of production are the foundation of product supply and 
factor demand in agriculture" (36, p. 575). Estimates of 
yield-water-nitrogen relationships are made in this study. 
Based on the approximate production function, static corn 
supply functions and nitrogen and water demand equations are 
derived. 
Need for the Study 
American agricultural has steadily increased crop pro­
duction even though land supply is nearly fixed. Farmers 
have been constantly exposed to newly developed technology 
as well as improvements in inputs and production methods. 
Specifically, expanded usage of improved fertilizer and 
2 
better knowledge of plant-nutrient relationships have been 
important innovations accounting for a large part of the in­
creased crop production. 
The high marginal productivity of inorganic fertilizers 
and the favorable capital-labor price ratio have encouraged 
individual farmers to use greater amounts of these capital 
intensive inputs (33). Fertilizer use increased continuously 
over most of the last 30 years. In the 1976 fiscal year, 
total fertilizer use is 1.99 times the 1960 fiscal year 
usage (37). 
Water is a fundamental input in agricultural production. 
The interaction of fertilizer and irrigation with new high-
yielding varieties has led to even higher yields. Irrigation 
acreage in the United States increased from 18.0 million in 
1939 to 40.4 million in 1974 (37). The Economic Research 
Service estimates that 20% of total value of all crops pro­
duced in the U.S. is from irrigated land (22). 
The increased use of these inputs has led crop supply 
to increase at a faster rate than food demand over most of the 
last 30 years. This had depressed farmers' income and 
induced to the employment of government supply control pro^ 
grams to reduce output over the period 1952-1973 and again 
in 1978. The problem of surplus production and low prices 
led to the study of supply and demand of agricultural inputs 
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which are thought to explain the low income of farmers. For 
instance, see Cromarty (7), Griliches (10), Schultz (31), 
Schuh (30) and especially Heady and Tweeten (13). Appropriate 
policies need to be based on physical conditions of pro­
duction. 
Recently, the world energy crisis has caused fertilizer 
prices to increase and supplies to be reduced. Nitrogen 
fertilizers are especially affected by the energy crisis be­
cause most of them are energy derived. The use of water also 
is affected by the world energy crisis since energy and water 
are complementary resources. This implies that as energy 
use declines, so does water use, or that increased water use 
requires more energy. To forecast the impact of the increase 
in the energy price on the input demand and output supply, 
again, we need to know the physical conditions of produc­
tion. 
Furthermore, agriculture so far has had first priority 
on water supplies. This probably cannot continue indefi­
nitely as pressures grow for increased industrial, urban and 
recreational use. Therefore, agriculture has to compete with 
other industries on water demands. This means that water 
must be used as efficiently as possible. Needs for water 
when irrigation developments are considered an integral part 
of all U.S. agricultural policies were studied by Heady 
et al. (15). 
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In summary, the increasing scarcity and the associated 
higher costs of nitrogen and water supplies emphasizes the need 
to know more about the nature of the water-nitrogen-yield 
relationships. Trying to find ways of raising water 
efficiency is a challenge to agronomists and economists. 
The problem stated 
The theoretical analysis of input-output relations in 
terms of agricultural production functions is of long­
standing. The application of formal production function con­
cepts in agricultural research was initiated by W. L. Spill-
man and other economists and physical scientists in agri­
culture (as cited in Heady and Dillon (12)). Since then much 
research has been done with the objective of estimating 
agricultural production functions for economic interpretation 
and application of the results. However, it seems that the 
production function approach has not yet been fully accepted. 
Still, the objective of many projects is to assure enough 
variable inputs to guarantee a maximum physical product from 
each unit of the fixed resource. 
The lack of acceptance and understanding of input-
output relations in terms of production functions is evident 
by the statements of scientists working in the irrigation 
field (20). In general, water requirement projections have 
been made assuming that inputs will be used regardless of 
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supply costs. This approach of fixed water input per unit 
of land has been followed in various countries (6). 
Due to its peculiarities, water has been treated as a 
special input by many individuals. Even though all factors 
are unique, it can be said that water, unlike other inputs, 
can be a burden as well as a benefit. Water can flood, 
pollute and erode the soil as well as "make the desert bloom". 
Water is a renewable resource but its supply can vary both 
within one season and from year to year. One special 
peculiarity of water is that some uses are competitive while 
other uses are complementary. 
For many years, the importance of the interation water-
nutrients has been recognized. On the one hand, roots inter­
cept more nutrient ions when growing in a moist soil than when 
growing in a dry one because growth is more extensive. Since 
nutrient absorption is affected directly by the level of soil 
moisture, the marginal physical productivity of fertilizer is 
a function of the amount of water in the soil. The degree to 
which the absorption is reduced varies from nutrient to 
nutrient and from crop to crop. For instance, phosphorus 
absorption is much more reduced under dry conditions than 
nitrogen absorption (32). The optimal placement of fertilizer 
in the soil is influenced by the amount of water. Under 
drought conditions it is best to place the fertilizer in the 
zone of the soil that retains water for a greater part of 
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the season. 
On the other hand, soil fertility is one important 
factor affecting the efficiency of water use." Several 
studies have proven that adequate nitrogen decreases the 
water used per pound of dry matter in various crops (5, 32, 
34). Fertilization has favorable effects on the mass and 
distribution of roots. With soils having adequate nutrients, 
plants extract water from deeper layers, i.e., the effective 
depth of reservoir from which the plant can draw water is in­
creased. In general, an increase in the amount of fertilizers 
leads to an increase in the amount of vegetative cover which 
decreases the runoff of intensive rains and increases infil­
tration. Therefore, fertilizers can also increase the amount 
of water stored in the soil. 
From what has been said above it is apparent that 
fertilizers and water are partial substitute factors in 
crop production at least for high levels of fertility and 
soil moisture. For very low levels water and fertilizer 
are complementary factors of production. In other words, 
production cannot be increased by increasing one of the in­
puts if the other is at a very low level. 
Farmers and researchers naturally pay more attention to 
^Water-use efficiency is defined as the ratio of dry 
matter production over water used. 
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the factor which becomes relatively scarce. In the paSt 
farmers have worried about having enough moisture in the soil 
profile to get the most out of the fertilizer; probably in 
the future they will worry about having enough fertilizer to 
get the most out of the moisture (32). 
A review of the literature suggests that a great deal 
of work has been devoted to exploration of production func­
tions for various factors of production. Most of the re­
search has been done on fertilizer-crop response surfaces. 
From the voluminous literature on this subject, one might 
say that the zenith of such research is Heady and Dillon's 
Agricultural Production Functions (12) . However, water, 
one of the most important production factors, has been almost 
entirely absent from these studies. The reason for this 
absence seems to be the difficulty of translating certain 
concepts used by agronomists into terms which can be used 
immediately in economic analysis (2). The most important 
concept to be translated is the one of "quantity of irriga­
tion water". The economic analysis of determining crop 
response to changing quantities of water is a static prob­
lem. In reality, however, from a given quantity of water 
different amounts of physical product can be obtained de­
pending upon the water time distribution. In other words, 
the same amount of total physical product can be obtained 
with a smaller quantity of water but a better time 
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distribution. Therefore, the real problem is a dynamic one. 
The problem reduces to finding the optimal time distribution 
for water and then following that distribution to apply the 
water. This problem relates to plant use of soil water for 
which there is no agreement among scientists. To quote 
Thompson and Troeh (34, p. 99); 
There has been much speculation as to the relative 
availability of water near field capacity as com­
pared with that near the wilting point. Data can 
be found to suggest that water is equally available 
throughout the range from field capacity to the 
wilting point. Other data, however, made with high 
fertility on irrigation indicate that higher yields 
are obtained where water content is maintained near 
field capacity. 
Some authors like Moore (24) have considered the ap­
proach of fitting a production function for each irrigation 
cycle and estimating total output by taking into account the 
plant-soil water relationship within each irrigation cycle. 
This approach, even if theoretically correct, is very difficult 
to use in empirical work. No experiments have yet been 
conducted which would provide enough data for the estimation 
of a dynamic water production response. 
Objectives of Study 
The major emphasis in this study is the estimation of 
water-fertilizer response functions and the derivation of 
static corn supply functions and water and nitrogen demand 
equations. However, in addition to the estimation of these 
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basic relationships, the analysis is also extended to some 
other aspects of the theory of the firm. 
Specifically stated, the objectives of this study are: 
1. To estimate alternative forms of physical production 
functions based on experiments designed for this 
purpose. 
2. To present and apply statistical tests which can be 
useful in choosing among alternative algebraic 
forms of the production function. 
3. To derive corn supply functions and water and 
nitrogen demand functions. 
4. To derive confidence regions for supply and 
demand equations. 
5. To analyze the impact of uncertainty on resource 
allocation. 
Organization of Study 
Chapter I introduces the problem and states the ob­
jectives of the study. 
The results of any study depends upon the data used and 
to a considerable extent, the analysis of any data is con­
ditioned by methods used in obtaining the data. Chapter II 
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describes the type of design used as well as some data 
problems. 
In Chapter III, existing models of the production 
response are empirically estimated. Some statistical prob­
lems related to the production function estimating are pre­
sented and discussed. The problem of choosing among alterna­
tive models is an important part of this chapter. 
Chapter IV presents both the short- and long-run corn 
supply and water and nitrogen demand equations derived from 
the production functions. Considerable emphasis is given 
to the price elasticity of static supply. 
Some aspects of uncertain input-output or technical 
coefficients on the allocation of resources are presented in 
Chapter V. 
Finally, Chapter VI includes the summary and conclu-
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CHAPTER II. DATA 
This study uses a part of the experimental data which is 
an outgrowth of contract 14-06-D-6192 between The Bureau of 
Reclamation, U.S. Department of Interior, and the Center for 
Agricultural and Rural Development at Iowa State University. 
Full description of the experimental data is presented in 
Appendix A. Among the objectives of that contract, pre­
sented in Hexem and Heady (17, p. 6), was the one of 
generating primary input-output data for use in estimating 
yield responses for individual sites and deriving generalized 
production functions across sites. 
The sub-set of data used in this study is concerned with 
experiments on corn (grain) where the controlled inputs are 
water and nitrogen. The data refer to four locations and 
three years as follows: 
Location Year 
Davis, California 1969 
Davis, California 19 70 
Plainview (Upland), Texas 1970 
Plainview (Upland), Texas 1971 
Mesa, Arizona 19 70 
Mesa, Arizona 1971 
Colby, Kansas 1970 
Colby.- Kansas 1971 
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Experimental Design 
The experimental design used for the field trial was an 
incomplete block design involving factorial treatments. The 
name is a very general one and refers to a large class of 
designs in which t treatment levels of a single-treatment 
experiment are assigned to blocks of size b, where b is 
less than t. This type of design is particularly applicable 
to research situations in which the number of experimental 
units available in each block is less than the number of 
treatment levels. The experimental layout was chosen in 
consultation with Iowa State University statisticians (17, 
p. 97) . 
There were five levels of water and five levels of 
nitrogen. Each level of water and nitrogen corresponds to 
a given amount of the input which is constant in each site 
but differs from site to site. The factorial arrangement 
for each block is given in Figure 2.1. An x indicates the 
corresponding treatment combination was replicated twice 
per block; an o designates one replication was made. 
Irrigation and Fertilizer Treatments 
The levels and timing of irrigation treatments were 
designed to maintain soil moisture tension at or below 
selected levels throughout the growing season. Agronomists 
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1 2 3 4 5 
IRRIGATION LEVEL 
Figure 2.1. Experimental design showing combinations of 
factor levels which comprise the treatments 
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selected the appropriate soil moisture tension levels. 
Generally, tensionometers were placed at relevant positions 
in the soil for measuring soil tension and, in turn, the 
need for an irrigation treatment. Soil moisture blocks 
and/or neutron probe tubes were also used in determining the 
timing of irrigation treatments (17, p. 100) . 
Based on knowledge of plant-soil relationships and 
previous empirical experience, agronomists at each experi­
mental site were given the primary responsibility for de­
termining appropriate treatment levels of nitrogen (17, p. 
98) . Plot size varied with the soil characteristics and 
method of irrigation and was determined by agronomists at 
individual sites. 
Input Definition and Measurement 
A ccnsr.cn cause of v;rcr.g signs in empirical research 
occurs where the variables are not appropriately defined (27). 
The applicability of an empirically derived function depends 
on the way in which the input and output factors are de­
fined and measured (12). 
Water 
The factor of production water is measured as the total 
amount of water applied to the crop including rainfall 
above 1/4 inches and preplant irrigation. In this way. 
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water applied is considered an homogeneous input and is taken 
as water used by the plants. In fact, water applied (W) is 
equal to water used (W) plus some water wasted (w) 
W = W + w 
The magnitude of w depends on environmental and techno­
logical factors. Among the environmental factors affecting 
the magnitude of w are the rate of evaporation, the field 
capacity, the wilting point, the hydraulic conductivity, the 
available water holding capacity, and some other soil and 
climatic characteristics of the experimental field. Among the 
technological factors are the method of irrigation, the 
amount of water applied per irrigation, and the number of 
irrigations. Therefore, the approach of taking water ap­
plied as a proxy variable for water used, constitutes a 
rough approach. Most of the soil and environmental factors 
can be seen, for practical purposes, as uncontrollable and, 
thus, almost nothing can be done for minimizing their ef­
fects. The same is not true with respect to the technological 
factors whose effects can be minimized by using optimal 
methods of irrigation and by applying in each irrigation opti­
mal amounts of water. 
What is stated above leads to identify the physical 
relationship between corn production and water applied as an 
"errors-in-variables" model. In this situation, the least 
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squares estimate of the regression coefficients is inconsis­
tent. One method known to give consistent estimates in this 
case is the method of instrumental variables. The choice of 
the instrumental variable is limited only by the require­
ment that it should be uncorrelated with the error term but 
correlated with the explanatory variable. 
There can be many variables that may qualify as 
instrumental. However, we can never be sure that we may 
not do better by choosing a different instrumental variable 
from the one we could select. Therefore, we cannot assert 
that the particular instrumental variable estimator has the 
minimum asymptotic variance, i.e., that is asymptotically 
efficient. Thus, the only desirable property of instru­
mental variables estimators is consistency. This limita­
tion, combined with the arbitrariness in the choice of 
- ^ ^ ^ ^ m.» • ^ W T ^ ^  ^ <>3 ^ ^ ^ m ^ » * T ^ w • ^ *1 V» ^ ^ 4- ^ 3^ o 
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chosen variable is indeed uncorrelated with the error term, 
leads us to follow the common practice in modern econometrics 
that has been to neglect the errors of measurement and to 
concentrate on the "errors-in-equation model". The motiva­
tion for doing so is not so much the belief that our data 
are perfect, but the belief that the errors in measurement 
are unimportant compared with the rate of stochastic 
disturbances in the model. 
Another important issue refers to the timing of irriga­
17 
tion treatments. As it was defined above, the input water is 
taken as the total amount of water applied during the growing 
season, i.e., water applied at any time during the growing 
season is considered as having the same importance to the 
plant. This approach is the common one used in the analysis 
of irrigation data and it will lead to useful conclusions if 
the timing of irrigation is the same for all plots of the 
experiment. In other words, the irrigation treatments must 
differ in a quantitative way rather, than in both a quali­
tative and a quantitative way. The data used in this study 
were obtained from experiments where irrigation treatments 
were of the second type. In some cases, plants were sub­
mitted to a severe soil-moisture stress for a long period of 
time and then were irrigated. Total amounts of water applied 
were the same in some cases but completely different schedules 
of irrigation were used. 
If the purpose of the experiment was to ascertain such 
qualitative facts as to whether: (a) one irrigation treatment 
induced a greater response than another; or (b) water has a 
higher marginal physical productivity in one growth period 
than another, then these questions could be answered by 
analysis of variance using data where treatments differ 
qualitatively. Under those circumstances the variable time 
is included in the analysis because it serves to distinguish 
among treatments. 
A basic assumption of the production sub-set is that 
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under ideal soil, water and atmospheric conditions some maxi­
mum potential yield may be achieved for each crop (23). In 
their article, Mapp and Eidman (23), present a model where 
yield reduction depends upon the length and severity of 
soil-moisture stress and atmosphere stress in relation to 
the stage of plant development for each crop. The yield 
reduction equation may be expressed as 
YEJ. -  SWD.. + bk(P. 
where YR^j = yield reduction for day i, stage j, and crop 
k; 8j = the coefficient reflecting yield reduction in units 
per day resulting in soil water conditions; SWD^^ = soil 
water depletion in inches; b^ = the coefficient reflecting 
yield reduction in units per day due to severe atmospheric 
demands upon the plant; = pan evaporation in inches; 
and = a critical pan evaporation level at or below which 
no yield reductions occur that are directly attributable to 
severe atmospheric conditions. 
At each experimental site it can be assumed that P^^ 
and P^ have the same value for all plots under the experiment 
but SWD^j varies from plot to plot according to the timing 
and amount of irrigation. If the production function is to 
measure the maximum of output to be obtained with a given 
amount of inputs, these inputs must be applied in such a way 
that yield reduction function is minimized. Agronomists 
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responsible for the timing and method of irrigation are as­
sumed to know the critical water-use periods for each crop and 
among these periods, those where the coefficient reflecting 
yield reduction has higher values. This knowledge allows de­
termination of a time distribution that will produce a 
greatest total product out of a given quantity of water. 
When the optimal time distribution for each crop and 
soil is followed in all experiments the inputs are comparable 
and their use in production function estimation will give 
more realistic results. 
The importance of the timing of irrigation can be il­
lustrated using 1971 data from Plainview (Upland). In this 
experiment seven critical stages of plant development were 
considered: preplant, five weeks after germination, seven 
weeks after germination, tassel, silk, milk, and soft dough. 
Irrigation methods IV and V were identical in all respects 
except that plants under method IV received 13.9 acre-inches 
of water seven weeks after germination and plants under 
method V instead of that irrigation received a 13.3 acre-
inches irrigation but not until the tassel period. The dif­
ference in total amount of water received was only 0.6 acre-
inches in favor of plants in method IV. However, the water 
applied for method V was too late to be productive. The 
average yield (lb./acre) of corn grain was 4624 under method 
IV and 1971 under method V. 
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Figure 2.2. shows the average yield for different fertil­
ization levels under these methods of irrigation. The total 
amount of water applied under method IV was 29.7 acre-inches 
and 29.1 acre-inches under method V. If data of both methods 
were used to estimate a production function and the marginal 
physical product of water was computed around the value 29 
a very high value would be found; nearly 4422 lbs. of corn 
per acre-inch of water. That value is too high and does not 
have justification. If data from method V were included in 
the regression analysis, underestimation of water coefficients 
would result. Hence, in all analysis of this study, data from 
irrigation methods II and V in Plainview (Upland) for the 
years 1970 and 1971, respectively, were excluded. The reason 
for doing so is that plants under those methods V were sub­
mitted to a severe and long period of soil-moisture stress, 
during which the plants were damaged to a point that they 
could not fully recover when irrigated. To take into account 
such time dimensions of the irrigation process in regression 
analysis, it would be necessary to introduce several vari­
ables representing water at different points in time. This 
type of analysis would lead to a complex model. However, 
lack of data prevents such as approach in this study. 
Experiments should resemble reality as closely as 
possible. Irrigation represents a productive process like 
any other. If it is assumed that the farmer maximizes 
Figure 2.2. Average corn yield for different fertilization levels under two 
different methods of irrigation 
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profit, income or any other variable which is direct or in­
directly related with output, it also should be expected 
that he will maximize yield from any given amount of inputs. 
Therefore, the farmer is expected to follow a pattern of 
irrigation that will minimize the yield reduction during 
the growing season. 
Bearing the risk of overemphasizing the point, we again 
state that in experiments where the main objective is the 
estimation of production functions and the total amount of 
inputs are the only explanatory variables, the optimal time 
of watering has to be fixed according to the soil, weather, 
and crop conditions. Following the same pattern, water 
treatment would differ from plot to plot only by the amount 
of water applied at each time. 
Nitrogen 
As in the case of water, the factor of production nitro­
gen is measured as the total amount of this fertilizer 
applied. Measurements of preplant soil fertility were not 
made for each experiment. Treatment levels should have 
reflected residual soil nutrients from proceeding experiments 
and current plant requirements. All the comments made above 
relating to the error-in-variables model apply to this input 
even with more emphasis than water. Soil can be so rich in 
this nutrient that further application of nitrogen leads to 
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a decrease in output which is translated by negative coeffi­
cients in all ranges of input usage. This situation was 
verified in Texas experiments were the marginal physical 
productivity of nitrogen was positive only for values of 
the input close to zero. 
Another important aspect of fertilizer experiments re­
fers to the soil content of other macro- and micro-nutrients. 
The Liebig's law of the minimum applies and so, if any of 
those nutrient elements is below the minimum level, the 
effect of the other nutrients is reduced. To make sure that 
the full effect of nitrogen has been measured in an experi­
ment, an exhaustive soil analysis of all nutrients has to 
be made. A general fertilization should then be made to 
supply all plant nutrient requirements, except for those 
under study, at a given level for all sites. Then, different 
levels of the element(s) to be studied can be used and re­
sults can be compared within and across locations. The soil 
content of the element(s) under study can be transformed in 
units of the elements applied or can be used as another 
variable in the regression analysis. 
Again, time adds an important dimension to the process 
of fertilizer application. A given amount of input can be 
applied under an infinity of ways with different effects 
as measured by yield. 
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Even though the time schedule is not available and com­
plete soil analysis is not presented, it is known that 
agronomists at each experimental site determined appropriate 
treatment levels based on knowledge of plant-soil relation­
ships and previous empirical experience (17, p. 98) . This 
fact gave us confidence to rely on the data and pursue 
the empirical study. 
Soil and Climatological Variables 
Soil and weather are multi-dimensional variables used 
to characterize the environmental conditions at sites. Some 
of the most commonly referred components of the overall soil 
variable are: particle size, pH, cation exchange capacity, 
cations and anions of saturation extract, exchangeable sodium, 
conductivity of saturation extract, available moisture, in­
filtration, bulk density, specific surface, wilting point, 
and field capacity. Some of these characteristics have 
been measured and are presented in Appendix B. Among the 
weather variables the most commonly referred to are : tempera­
ture, air moisture,- radiant energy.- and composition of the 
atmosphere. 
The importance of each component, in crop production 
depends upon the value of the other and upon the specific 
crop under consideration. It is known that soil and weather 
conditions have a definitive impact on plant-water-fertilizer 
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relationship. Hence, the input-output relationships must 
be understood as physical relations which took place under 
specific environmental conditions. 
Hexem and Heady (17) presents a brief synthesis of the 
soil characteristics at individual experimental sites which 
is reproduced below. 
Davis, California: Corn experiments were con­
duct ed~"5n~YÔ![ô~~Iôâm~ât the University of California 
Agricultural Experiment Field Station at Davis. 
Based on an estimable hydraulic conductivity of 0.38 
inches/hour, water permeability for this soil is 
moderately slow. The available water-holding capacity 
in the top four feet is 7.5 acre inches. The pH and 
electrical conductivity measurements fall within the 
neutral-mildly alkaline and nonsaline classifications 
respectively. No significant amount of rainfall was 
recorded for the 1969 experiment. About 0.4 inches 
fell during 1970 experiment. 
Plainview, Texas; Soil at the High Plains Re-
sear ch~Fôïïndi±xôn"~ât~Plainview is classified as Pull­
man Clay loam. Based on an estimated hydraulic con­
ductivity of 0.20 inches/hour, water presumability 
for this soil is classified as moderately slow. The 
estimated available water-holding capacity is 8,0 acre 
inches in the top four feet. Using SCS classifica­
tions, the soil is further classified as mildly 
alkaline and nonsaline. Rainfall during the growing 
season amounted to 4.8 and 10.7 inches for the 1970, 
and 1971 corn experiments respectively. 
Mesa, Arizona; Soil at the Mesa Branch Station is 
classified as Laveen clay loam. The hydraulic con­
ductivity of this soil is estimated at 0.64 inches/ 
hour. This corresponds to a SCS water permeability 
class of moderately slow. The available water-holding 
capacity is estimated as 7.3 acre inches in the top 
four feet. Based on SCS classifications, this soil 
is also moderately alkaline and nonsaline. Hot, dry 
weather during pollination reduced yields for the 1970 
corn experiment. No significant amount of rainfall was 
recorded during the growing seasons for the corn 
experiments. 
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Colby, Kansas; Soil at the Colby Branch Experiment 
Station in northwest Kansas is classified as Keith silt 
loam. Silt accounts for about 55 percent of the particle 
size. The hydraulic conductivity of the soil at this 
site is estimated at 0.32 inches/hour which falls within 
ses class at moderately slow. The estimated available 
water-holding capacity is 8.1 acre inches in the top 
four feet. The soil is also mildly alkaline and non-
saline. Growing seasons for the 1970 and 1971 experi­
ments were normal with rainfall during the growing 
season totaling 11.9 and 7.5 inches, respectively. 
As indicated in Hexem and Heady (17), the soil analyses 
for individual experimental sites were not fully standardized. 
Reasonably comparable data are available for only the fol­
lowing ten soil characteristics: % sand, % silt, % clay; 
pH; electrical conductivity (EC); cation exchange capacity 
(CEC); and measurements of K, C , M , and in the soil 
a g a 
saturation extract. Topographical features were not in­
cluded. The implicit assumption is made that topography 
is uniform and no drainage problems exist. 
In general, the variability of soil and weather charac­
teristics among individual experiments provides additional 
information to explain some features of plant-water-fertilizer 
relationships. The value of that information, however, 
depends, among other factors, on the type of data used. 
Usually experimental data are collected from large experi­
ments i.e., from experiments with a large number of experi­
mental units and a large variation of input combination. 
However, those units are spread within relatively small areas 
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and so, the variability of soil and weather variables from 
unit to unit is practically impossible to measure. Hence, 
from each experiment at site there is a large number of 
input-output combinations but very few (in general one) 
values for environmental variables. Under these circum­
stances the explanatory power of those environmental vari­
ables is very small and in most cases insignificant, i.e., 
there is not sufficient statistical evidence to prove their 
importance in the production process. This point will be 
further developed in Chapter III. 
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CHAPTER III. ESTIMATION OF PRODUCTION 
FUNCTIONS 
Chapter I has shown the usefulness of production func­
tions as decision-making guides at both micro- and macro-
levels. In this chapter empirical estimation, as well as 
statistical techniques and problems, are presented. 
Algebraic Forms 
The general form of the production function is; 
H(Y^, Y2,...,Y%, X^, X2,...,X^) = 0 (3.1) 
where 
Yj^ is output of good or service k; 
Xj is the input of type j. 
In the case of only one output being produced the pro­
duction function can be written as: 
Y = F(Xt, Xg,...,X_) (3.2) 
X Z ill 
The number of variables can be as large as several 
thousand; like ^'epresenting, for instance,- evapora­
tion in the 50th day after crop planting. In this form, 
the production function contains too many factors to be 
controlled, making it of no use for practical purposes. 
Research is constrained by both economic and technical 
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feasibility. This leads us to consider a very few factors 
as variable and the rest as fixed factors. Suppose that t 
factors can be controlled under experimental conditions, or 
that information can be gathered about these t factors. The 
production function to be estimated under these circumstances 
can be represented by the equation; 
Y = f > ^2» * • • ' ' ^t+1 ' ' ' ''^m^ + u (3.3) 
In this equation the factors to X^ are considered 
as variable and measured, while X^,. to X are considered t+1 m 
fixed at some known or unknown levels. The error term in 
Equation 3.3 is due to errors of observation on X^ to X^ and 
probably more important, due to the fact that the postulated 
variables do not completely explain Y. Assuming only 
two variable inputs and written in the common way. 
Equation 3.4 takes the form 
Y = f(X^, Xg) + u (3.4) 
Econometric theory provides some restrictions on the 
general shape of f in Equation 3.4. The marginal physical 
product cf each factor is expected to be positive and de­
creasing within the relevant range, i.e.. 
> 0 (3.5) 
3X^' aXg 
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and 
iX < 0 (3.6) 
SX^ BXg 
Furthermore, as one factor is increased, output is ex­
pected to approach a finite limit, i.e., 
Y ^ when and C2 when 
Certain other concepts indicated by economic theory 
which are useful in production analysis are: economies of 
scale, the degree of substitutability of the factors, which 
factor the production process uses more intensively, and the 
efficiency of the process. If we can find a mathematical 
form whose parameters reflect these concepts (especially if 
the parameters are pure numbers, i.e., do not depend upon the 
units in which the variables are measured) , this form should 
be very convenient (4). Several alternative forms satisfy 
those restrictions. Hence, in choosing among them, the re­
searcher must attempt to take account of whatever is known of 
the logic or basic mechanics of the production process. In 
practice, algebraic forms are chosen for their simplicity as 
well as for their close approximation to the supposed true 
algebraic form (36). An extensive literature exists regarding 
the advantages and disadvantages of various forms of pro­
duction function. For instance, see Heady and Dillon (12), 
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Our study does not pretend to be a theoretical one on this 
matter or to add to the literature on this subject. 
Rather, we devote our attention to only four of the most 
commonly encountered forms, the quadratic, square root, 
three-halves, and logarithmic equations. Most of the 
computations will be shown only for the quadratic produc­
tion function, but the methods are the same for other 
algebraic functions. The general forms of the four func­
tions are: 
Quadratic (Quad): 
Yi = bo + + b^Nj^ + b^Wj^^ + + bgN^W^ + 
(3.7) 
Square root (SR); 
?! = bg + bj^W. + b^N. + bjW."-® + 
+  b ^ N . +  U ;  ( 3 . 8 )  
Three-halves (Th-h) : 
Y. = b_ + b,W. + b-N. + + b.N.^'^ 1 0 li 2 1 3i 4i 
+ (3.9) 
Logarithmic or power (Log); 
Yi = bQW^^^N^^^ e ^ (3.10) 
where 
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Y = corn grain in lbs./acre; 
W = water, received by plants, in acre-inches; 
N = nitrogen applied in lbs./acre; 
and the b's are unknown coefficients to be estimated. Equa­
tions 3.7, 3.8 and 3.9 are linear in the parameters and 
Equation 3.10 can be linearized by taking the logarithm of 
both sides. 
Diminishing returns to W and N (assumptions 3.6 and 3.7) 
and a positive interaction between W and N leads us to ex­
pect the following sign for the coefficients. In the quad­
ratic and three-halves equations b^ and b^ are negative; 
the other coefficients are positive. Only b^ and bg are 
negative in the square root equation. All coefficients are 
expected to be positive in the logarithmic equation. 
None of the subpopulations under study contain the point 
W = 0. Therefore, the constant term, Oq, in all four func­
tions, should not be interpreted as the equation •'s inter­
cept in the mathematical sense. Unless otherwise specified, 
the assumptions of the "classical multiple regression model" 
are assumed to hold for the four equation presented above. 
Explicitly: 
i. The independent variables are nonstochastic. No 
exact linear relationship exist between them. 
34 
ii. The error term, U^, has zero expected value and 
constant variance for all observations; that is, 
E(U^) = 0 and E(U^^) = a^. 
iii. The random variables are uncorrelated in a 
statistical sense; i.e., errors corresponding to 
different observations have zero correlation. 
Therefore, E(U^Uj) =0, for i j. 
iv. The error variable is normally distributed with 
2 
mean zero and variance a . 
Estimation Procedure and Problems 
Any reported result is the finished product and not the 
sketchbook of an artist (27). The empirical world presents 
many difficulties that the researcher has to overcome. To 
report all difficulties he has experienced before reaching 
the final results would be tedious and boring for his reader 
However, by not reporting them, the writer fails to help 
other researchers that might have the same difficulties. 
For instance, everybody knows that the logarithmic function 
can not be estimated at least in the theoretical grounds, 
when one of the variables takes the value zero. Extensive 
work has been done using that function and in some cases it 
can be seen that some, or at least one, variable(s) take the 
value zero. However, a literature search did not identify a 
single author who indicated how to solve the problem. Even 
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on the theoretical grounds there is no correct way for solving 
the problem it seems important to standardize a procedure to 
be used under these circumstances and which has the advantage 
of making the results comparable. Talking about logarithmic 
transformation. Kirk (19, p. 65) indicates that a trans­
formed score is given by 
X' = log X or X' = log (X + 1) 
The latter formula is used when some values of variables 
are zero or very small. We will follow that transformation 
which seems logical in the sense that one in the logarithmic 
scale corresponds to zero in the arithmetic one. This ap­
proach may not seem to be a "scientific" technique, but it, 
or similar ones are being used quite extensively in empirical 
research. 
Multicollinearity 
By assumption (i) of the classical normal linear re­
gression model we require that none of the explanatory vari­
ables is perfectly correlated with any other explanatory 
variable or with any linear combination of other explanatory 
variables. When this assumption is violated, we speak of 
perfect multicollinearity. On the other hand, when all 
explanatory variables are uncorrelated with each other, we 
speak of absence of multicollinearity. The cases in between 
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are then described by various degrees of multicollinearity. 
The problem of multicollinearity becomes a question of 
degree and not of kind. An extensive literature exists 
regarding measures of multicollinearity and the consequences 
of multicollinearity on the parameter's estimation. See for 
example (18, 21, 26, 27, 38). The matter is subjective in 
the sense that a judgement of the degree of multicollinearity 
is involved and what is considered harmful under certain cri­
teria is not under others. An extreme position can also be 
taken by saying: "multicollinearity is not a problem be­
cause we do not know it." We do not fully accept this posi­
tion but we will use ordinary least squares (OLS) in esti­
mating Equations 3.7, 3.8 and 3.9, where a certain degree of 
multicollinearity is present, and we consider the estimators 
as best linear unbiased (BLUE). However, multicollinearity 
can lead to catastrophic computational errors if an appro^ 
priate program package is not used. While probably aware of 
potential computer inaccuracies, agricultural economists and 
others using least squares programs in their research are 
often forced to rely on the software packages available 
at their research station (3). The Boehm et al. paper (3) 
proves that the same equation fitted to the same set of data 
can give completely different results using different 
machines and/or different packages. Those results stress 
the importance of knowing not only the data and the type of 
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problem but also the computational equipment and software 
used. Of all programs used by Boehm et al. the statistical 
package for the Social Sciences (SPSS) and Statistical 
Analysis System (SAS) were those which performed most 
satisfactorily. Aware of that fact we used in all estima­
tion the SAS program available at ISU Computer Center where 
the hardware is an IBM 360/65 and an Itel AS/5, which are 
coupled and running under OS/MVT/HASP. 
Dummy Variables 
The usefulness of any linear model can be substantially 
extended by expanding the X matrix to include dummy vari­
ables. These are special variables which can be used to 
represent factors such as: temporal effects, spatial ef­
fects, qualitative variables, and a broad grouping of quanti­
tative variables (18). In the present study, temporal ef­
fects refer to shifts in physical relationships between in­
puts and outputs, from year to year or site to site, due to 
climatological and soil factors not controlled. Spatially 
we expect shifts in production functions between one region 
and another, and in the same region from one experimental 
unit to another, as a consequence of environmental factors. 
Qualitative variables such as seed variation, input quality, 
method of input application, and so forth, play an important 
role in determining physical relationships between inputs and 
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output and must be incorporated in the estimation process. 
Finally, we may sometimes have fully cardinal variables such 
as number of years of college of the entrepreneur, age, and 
financial status. However, a broad grouping of these may be 
sufficient for the purpose at hand. 
To illustrate the usefulness of dummy variables in our 
study let us consider a very simple example. Suppose that 
corn production, Y, is a function of the input water, W, and 
that we have data from three different years in the same 
location. We postulate that Y is related to W as follows ; 
Yj = 6q + + 62^j^ + Uj, j = l,..,,n (3.11) 
Since the data are divided into three groups we want to 
determine whether (3.11) differs from year to year. For 
this purpose we rewrite (3.11) as follows: 
^ij ~ BiO^ ^il^j ^i2^j~ •*" ^ij ^ ~ 1/2,3 
j = 1, . .. ,n (3 .12) 
Equation (3.12) consists of the following sets of 
equations 
^Ij ~ ^lO"*" ^ll^j ^I2^j^ + j = l,...,n^ (3.13) 
Ygj = B20+ ^21^j ^22^j^ + Ugj j = l,...,n2 (3.14a) 
^3j " G30+ 633^Wj + 622*]^ + Ugj j = l,...,n3 (3.14b) 
n = n^+n2+n2 
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Our problem now is to find out it regressions 3.12 
through 3.14 differ from one another and if so how we can 
best estimate the average production function. To illustrate 
how the dummy variables technique can be used to find the 
simultaneous answer for both questions, let us assume that 
Equations 3.12 through 3.14 differ from one another. The 
assumptions can be tested using the following model: 
Yj = Go + + 62°2 ^3^j + 
+ + Uj j = l,...,n 
(3.15) 
where 
= 1, if the observation belongs to year one, 
= -1, if the observation belongs to year three, 
= 0, otherwise. 
^2 = 1, if the observation belongs to year two, 
= -1, if the observation belongs to year three, 
= 0, otherwise. 
It is interesting to notice that when n^ = ng = n^ then 
n n 
Z D, = Z Du = 0. This particularity of the set of dummy 
j=l ^ j=l 2 
variables is very important for the interpretation of the 
various g^'s entering in 3.15. Those coefficients are 
interpreted as follows: 
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Bq = overall intercept, 
= deviation of year one intercept from the overall 
intercept, 
$2 = deviation of year two intercept from the overall 
intercept, 
$2 = overall slope coefficient of Y w.r.t. W, 
8^ = deviation of year one slope from the overall slope 
coefficient of Y w.r.t. W, 
= deviation of year two slope from the overall slope 
coefficient of Y w.r.t. W, 
2 
Bg = overall slope coefficient of Y w.r.t. W 
B^ = deviation of year one slope from the overall slope 
coefficient of Y w.r.t. 
Bg = deviation of year two slope from the overall slope 
2 
coefficient of Y w.r.t. W 
From the above coefficients we can derive the actual 
values for intercept and slope coefficients for various 
years as follows: 
Year 1: Y = (L+g^) + (B^+B^lW + (Bg+8 (3.16) 
Year 2: Y = (6.+§_) + + (6^+6.)(3.17) 
Ô  J  u  o  
Since B^ and ë>2 are deviations from the mean Bq, their 
sum is zero. The same is true for B^ and Bg in relation to 
Bg: and for B^ and Bg in relation to Bg. From this the 
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equation for year 3 can be obtained 
Year 3: Y = + (6g-6y-Bg)w2 
(3.18) 
Depending upon the statistical significance of the 
estimated intercept and slope deviations coefficients one 
can find out whether the sets of linear regressions are dif­
ferent. Let us suppose that on the basis of the "t" test 
it is found that none of the coefficients for the vari­
ables involving or in 3.15 is statistically signifi­
cant. Then, Equations 3.16 through 3.18 are not statistical­
ly different. In this case, we can pool all the observations 
of the various years and run just one regression, since the 
variable year has no significant effect on the relationship 
2 
of Y to W and W . Another extreme situation would occur if 
all the 6coefficients for the variables involving or 
were statistically significant, than, the best estimation 
2 
of the average relation of Y to W and W would be given by 
Yj = Bq + BgWj + ggWjZ + Uj (3.19) 
More often in empirical analyses the researcher finds 
out that only some of those coefficients are statistically 
significant. Furthermore, in some circumstances the re­
searcher may believe that the slope of Y, let us say, with 
respect to W does not differ from year to year or from place 
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to place; then we can impose a common slope on all the groups 
by simply deleting the variables D^W and DgW. 
The dummy variable approach is highly flexible and its 
generalization to several linear regressions in several vari­
ables is straightforward. However, the researcher must be 
aware of two important points. One is the so-called "dummy 
variable trap" which leads to creation of linear dependence 
among explanatory variables. To avoid this fact one must 
follow the rule: the number of dummy variables has to be 
one less than the number of groups. Another important point 
refers to tests of significance of the coefficients of dummy 
variables. For example, if one wants to test if the inter­
cept for year one is significantly different from zero using 
Equation 3.15 one should remind that the hypothesis being 
tested is = 0, parameter which is estimated by 
This value has to be compared with the estimated 
standard error 
[var(§Q) + var(B^) + 2 côv 
In our study, throughout the estimation work, the dummy 
variable technique is used but while remembering that dummy 
variables are being used to "feel the data out" and not as 
an alternative specification of the models (27, p. 97) . 
Soil and climatological variables that we believe are causing 
a systematic variation in the production function will replace 
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dummy variables if their coefficients prove to be statistical­
ly significant. 
Production Functions Averaged 
Across Time 
For each location we have data for two years. Thus, 
this allows us to find out how the regression coefficients 
changed from year to year. Since we have four blocks in 
each experiment, two sets of dummy variables were created: 
one for years and another for blocks within years. It seems 
reasonable to assume that the slopes of Y with respect to 
independent variables do not change from block to block. 
So the model fitted using the quadratic production function 
was ; 
Y = Bq + ^4°3 G5D4 
+ BgD^ + ByDg + BgW + Bg(L^W) + B^gM 
+ Bii(LiN) + 612*^ + 813(^1%^) + B^^N^ 
+ B^gCL^N^) + Bj^gNW + B^^CL^NW) + e (3.20) 
where; 
Y = corn grain (lbs./acre); 
W = water applied plus rainfall (acre-inch); 
N = nitrogen applied (lbs./acre); 
= dummy variable for years; 
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D^-Dg = dummy variables for blocks within years. 
If the interaction terms with dummy variables are sig­
nificant the average production function will be given by: 
Y = §0 + 3gW + + 6^2*^ + 614%^ + BigNW (3.21) 
Leaving out the coefficients for block dummy variables 
the production functions fitted to data at specified sites 
are presented in Table 3.1, where the numbers 1, 2, 3 and 4 
represent respectively the quadratic, square root, three-
halves, and logarithmic production functions. 
The interpretation of the coefficients of the variable 
inputs is the standard one. A significant coefficient of 
any independent variable involving dummy means that the 
respective coefficient changed from year to year. For 
instance, in the quadratic equation for Davis, is sig­
nificant which means that the intercept in year 1 was dif­
ferent from that in year 2. As was mentioned above the 
intercept for year 1 can be obtained by adding the average 
intercept (1331.2) to the coefficient of (1152.5), i.e.: 
the intercept for year 1 is equal to 2483.7. Similarly, 
the intercept for year two is obtained by subtracting from 
the average intercept the coefficient of . 
For the quadratic function, all the coefficients have 
the expected sign except for the interaction term for data 
2 from Davis and the terms in N and N for data from 
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Table 3.1. Production functions fitted to experimental data 
from corn (grain) experiments at specified sites^ 
Davis, California; 
( 1 )  Y  =  1 3 3 1 . 2 * *  +  1 1 5 2 . 5 * * L ,  +  5 7 0 . 2 * * W  -  1 0 1 . 5 * * L , W  
( 3 2 2 . 5 )  ( 3 2 2 . 5 )  ^  ( 3 8 . 9 )  ( 3 8 . 9 )  ^  
+ 5 . 2 * N  -  1 . 8  L ^ N  -  1 0 . 8 * * W ^  + 1 . 9  -  0 . 0 1  
( 2 . 5 )  ( 2 . 5 )  ( 1 . 1 )  ( 1 . 1 )  ( 0 . 0 0 7 )  
+  0 . 0 1  -  0 . 0 3 4  W N  -  0 . 1  L ^ W N  
( 0 . 0 0 7 )  ( 0 . 0 6 )  ( 0 . 0 6 )  
=  0 . 9 0 2  F  =  4 6 . 7 5  
( 2 )  Y  =  - 5 0 6 1 . 3 * *  +  3 2 3 5 . 3 * * L ^  -  4 5 7 . 3 * * W  +  1 4 1 . 3 * L ^ W  
( 9 8 0 . 0 )  ( 9 8 0 . 0 )  ( 6 8 . 2 )  ( 6 8 . 2 )  
- 1 . 7  N  +  5 . 6  L ^ N  +  5 0 1 6 . 0 * * W ° * ^  -  1 3 6 9 .  7 * L j ^ W °  *  ^  
( 2 . 4 )  ( 2 . 4 )  ( 5 3 5 . 0 )  ( 5 3 5 . 0 )  
+  6 2 . 3  -  4 3 . 7  -  0 . 4 5  
( 5 2 . 3 )  ( 5 2 . 3 )  ( 8 . 2 )  
-  1 1 . 3  
( 8 . 2 )  
=  0 . 8 9 7  F  =  4 4 . 2 1  
All coefficients and standard errors are rounded to the 
first decimal except in the cases where values are smaller 
than 0.05. 
* 
Coefficient is significant at 5% level of probability. 
* * 
Coefficient is significant at 1% level of probability. 
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Table 3.1 (Continued) 
Davis, California; (Continued) 
( 3 )  Y  =  6 6 6 . 2  +  1 4 0 7 . 5  +  9 0 1 . 5 * * W  -  1 8 5 . 3 * L ^ W  +  7 . 4  N  
( 3 7 1 . 5 )  ( 3 7 1 . 5 )  ( 7 1 . 6 )  ( 7 1 . 6 )  ( 3 . 8 )  
-4.8 L^N - 115.7**W^*^ + 24.4*L^W - 0.3 ^ 
(3.8) (11.5) (11.5) (0.2) 
+ 0.4 _ 0.03 WN - 0.1 L^WN 
(0.2) (0.06) (0.06) 
=  0 . 9 0 1  F  =  4 6 . 1 3  
(4) ln(Y) = 7.6** + 0.3**L^ + 0.4**ln(W) - 0.1**L^ln(W) 
( 0 . 0 5 )  ( 0 . 0 5 )  ( 0 . 0 2 )  ( 0 . 0 2 )  
+ 0.02**ln(N) - 0.003 L^ln(N) 
(0.005) (0.005) 
=  0 . 8 7 0  F  =  5 2 . 4 8  
Plainviev (Upland), Texas: 
( 1 )  Y  =  - 1 0 2 2 6 . 6  +  6 9 4 6 . 9 * * L ^  +  7 1 1 . 9 * * W  -  1 7 1 . 6 * * L j ^ W  
( 5 2 1 7 . 6 )  ( 2 4 4 8 . 1 )  ( 2 6 1 . 3 )  ( 6 3 . 8 )  
-3.4 N - 1.7 L^N - 8.7**W^ - 0.03**N^ + 0.02 
(4.2) (4.2) (3.4) (0.006) (0.006) 
+  0 . 3 3 * * W N  -  0 . 0 4  L ^ W N  
( 0 . 0 9 )  ( 0 . 0 9 )  
R ^  =  0 . 6 0 6  F  =  1 6 . 1 1  
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Table 3.1 (Continued) 
Plainview (Upland), Texas; (Continued) 
( 2 )  Y  =  - 2 5 3 9 5 . 1 *  +  4 4 3 6 . 6 * * L j ^  -  7 4 8 . 0 * W  -  1 0 8 . 1 * L ^ W  -  7 . 7 * * N  
( 1 1 8 5 1 . 2 )  ( 1 6 4 8 . 1 )  ( 3 1 9 . 6 )  ( 4 3 . 0 )  ( 2 . 1 )  
+ 6 . 5 * * L ^ N  +  9 4 4 0 . 6 * W ° * ^  -  2 8 2 . 4 * N ® * ^  +  3 3 . 4  
( 2 . 1 )  ( 3 8 7 2 . 0 )  ( 1 2 6 . 5 )  ( 1 2 6 . 5 )  
+  7 0 . 2 * * W ° *  -  1 6 . 8  
( 1 9 . 0 )  ( 1 9 . 0 )  
=  0 . 6 2 2  F  =  1 7 . 1 9  
( 3 )  Y  =  - 1 1 5 1 0 . 8 *  +  6 0 9 0 . 5 * * L ^  +  1 1 6 8 . 3 * * W  -  1 4 9 . 2 * * L ^ W + 3 . 0  N  
( 5 6 6 9 . 8 )  ( 5 6 6 9 . 8 )  ( 4 3 5 . 6 )  ( 5 5 . 2 )  ( 4 . 9 )  
-  6 . 7  L ^ N  -  1 2 2 . 0 * * W ^ " 5  -  0 . 8 6 * * N ^ * ^  +  0 . 6 4 * * L ^ N ^ ' ^  
( 4 . 9 )  ( 4 7 . 1 )  ( 0 . 1 9 )  ( 0 . 1 9 )  
+ 0 . 3 3 * * W N  -  0 . 0 4  L ^ W N  
( 0 . 0 9 )  ( 0 . 0 9 )  
=  0 . 6 1 3  F  =  1 6 . 5 7  
(4) ln(ï) = 6.1** + 0.2**Lt + 0.65**ln(W) + 0.02**ln(N) 
( 0 . 2 8 )  ( 0 . 0 4 )  ( 0 . 0 8 )  ( 0 . 0 0 6 )  
- 0.02 L^ln(N) 
( 0 . 0 0 6 )  
R ^  =  0 . 4 8 5  F  =  1 5 . 7 6  
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Table 3.1 (Continued) 
Colby, Kansas; 
(1) Y = -5927.0 - 488.8 + 695.8**W + 71.8 L^W + 21.9**N 
(3024.2) (3024.2) (228.6) (228.6) (3.5) 
-14.8**L^N - 12.0**W^ - 0.3 - 0.06**N^ 
(3.5) (4.3) (4.3) (0.006) 
+0.03**L^N^ + 0.4**WN - 0.05 L^WN 
(0.006) (0.13) (0.13) 
= 0.890 F = 54.45 
(2) y = -39410.8** - 10132.1 - 1618.5**W - 269.2 L^W 
(11166.2) (11166.2) (430.2) (430.2) 
-12.4**N + 7.3 + 16738. 8**W° * ^  + 3639.2 
(2.1) (2.1) (4385.9) (4385.9) 
+5.2 - 178.1 L^N + 91.3**W°*^ 
(113.1) (113.1) (23.2) 
- 16.4 
(23.2) 
= 0.911 Y = 62.29 
(3) Y = -9252.8* - 1314.9 + 1403.8**W + 168.9 L^W 
(3880.9) (3880.9) (441.0) (441.0) 
+36.1**N - 22.5**L^N -'175.2**W^*^ - 14.0 ^ 
(4.1) (4.1) (57.0) (57.0) 
+1.0 + 0.4**%N - 0.1 
(0.18) (0.18) (0.1) (0.1) 
R^ = 0.899 F = 59.43 
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Table 3.1 (Continued) 
Colby, Kansas; (Continued) 
(4) ln(Y) = 6.3** + 0.3 + 0.6**ln{W) + 0.02 Lj^ln(W) 
(0.3) (0.3) (0.1) (0.1) 
+ 0.2**ln(N) - 0.1 ln(N) 
(0 .008)  (0 .008)  
= 0 .891  F  =  101 .60  
Mesa, Arizona; 
(1) Y = -3702.7* - 1650.8 + 221.7*W + 56.2 + 4.5 N 
(2486 .1 )  (2486 .1 )  (139 .0 )  (139 .0 )  (4 .5 )  
-1.6 L^N - 2.0 - 1.0 - 0.05**N^ + 0.02**L^N^ 
(4.5) (2.0) (2.0) (0.006) (0.006) 
+ 0.4**WN - 0.2 L^WN 
(0.1) (0.12) 
= 0 .869  F  =  34 .45  
(2 )  ^  =  -24367 .4*  +  87 .1  -  676 .5*W +  108 .7  -  13 .7**N 
(9883 .1 )  (9883 .1 )  (295 .3 )  (295 .3 )  (2 .1 )  
+  9 .0**Lj^N +  8378 .7*W-' -  -  782 .9  L^W" '  -  -  480 .2**N"*^ 
(2 .1 )  (3392 .0 )  (3392 .0 )  (154 .3 )  
+298.6 + 135.0**W°*^ - 84.4 
(154.3) (26.5) (26.5) 
R^ =  0 .893  F  =  43 .36  
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Table 3.1 (Continued) 
(3) Y = -4841.7 - 2739.0 + 381.5 W + 180.9 L^W + 15.6**N 
(3360.6) (3360.6) (286.7) (286.7) (5.0) 
+7.0 L^N - 33.3 _ 21.7 - 1.4**N^*^ 
(5.0) (32.9) (32.9) (0.2) 
+0.7**L^N^*^ + 0.4**WN - 0.2 
(0.2) (0.1) (0.1) 
= 0.871 F = 31.14 
(4) ln(Y) = 2.9** + 0.8 + 1.2**ln(W) - 0.4*L^ln(W) 
(0.7) (0.7) (0.2) (0.2) 
+0.1**ln(N) + 0.04**L^ln(N) 
( 0 . 0 2 )  ( 0 . 0 2 )  
= 0.777 F = 28.11 
Plainview. 
By fitting the equation to data from Plainview it is 
2 . . . interesting to notj.ce that the term iS mû.ssû.ng. Thâ.s iS 
due to the fact that after eliminating the subset of data 
for irrigation method IV in 1971 only two water levels 
remain. 
The estimated production functions for the various sites 
2 
are presented in Table 3.1 along with their R and F values. 
The numbers in parentheses are the standard error values 
for the corresponding coefficients above them. 
The F-test value was significant at least at the 1% 
level for all equations at all sites i.e., the probability 
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of a larger F was always smaller than 0.01. Then, the null 
hypothesis that all regression coefficients are equal to 
zero is probably not true. Even though this indicates that 
the functions may adequately characterize the data in sta­
tistical terms, it is still possible to perform a lack of 
fit test for all sets of data except the one from Kansas 
where there are not true replications, i.e., the treatment 
levels change slightly from block to block. 
For economy of space, the test will be applied only to 
the quadratic and logarithmic functions. To the first, be­
cause in terms of the known logic about the production 
process is supposed to be adequate for characterizing the 
data and to the second because it is supposed that it does 
not adequately characterize the data. The results of the 
lack of fit test are presented in Tables 3.2 and 3.3, 
respectively. 
Using these results the hypothesis; 
Ho; The model fits the data 
Ha ; Not Ho 
can be tested= For the quadratic at the 1% level we fail 
to reject the null hypothesis in all three sites and at 
the 5% significance level, the null hypothesis would be re­
jected for Mesa, Arizona. For the logarithmic equation 
at the 5% significance level the null hypothesis would be 
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Table 3.2. Analysis of variance for quadratic regressions 
at specified sites 
Sources of Degrees Sum of Mean 
variation of freedom squares squares 
Davisy California; 
Years 
Replications (years) 
Treatment (years) 
Regression 
Lack of fit 
Experimental error 
Total 
Plainview, Texas; 
Years 
Replications (years) 
Treatment (years) 
Regression 
Lack of fit 
Experimental error 
Total 
Mesa, Arizona; 
Years 
Replications (years) 
Treatments (years) 
Regression 
Lack of fit 
Experimental error 
Total 
1 198806.4 
6 10647026.1 
26 330027916.8 
10 324959398.5 
16 5068518.3 
52 24283879.5 
86 364958822.4 
1 39878093.0 
6 8945239.8 
28 106138736.4 
9 93930518.4 
19 12208218.0 
124 67006817.6 
159 221968886.8 
1 110586650.0 
6 4865692.0 
25 177296961.5 
10 164577716.8 
15 12719244.7 
55 20748388.4 
87 313497691.6 
316782.4 0.68+ 
466997.7 
642537.8 + 
540377.6 0.84 
847949 .6 2.25'""^ 
377243.4 
Value not significant at the 5% level. 
^^Value not significant at the 1% level. 
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Table 3.3. Analysis of variance for logarithmic regression 
at specified sites 
Sources of 
variation 
Degrees 
of freedom 
Sum of 
squares 
Mean 
squares 
Davis, California; 
Years 1 
Replications (years) 6 
Treatments (years) 26 
Regression 4 
Lack of fit 22 
Experimental error 53 
Total 86 
0.004 
0.155 
8.184 
7.705 
0.479 
0.542 
8.885 
0 . 0 2 2  
0.010 
2.13* 
Plainview, Texas; 
Years 1 
Replications (years) 6 
Treatments (years) 28 
Regression 3 
Lack of fit 25 
Experimental error 124 
Total 159 
1.315 
0.391 
3.955 
2.564 
1.391 
2.646 
8.307 
0.056 
0.021 
2.56** 
Mesa, Arizona: 
Years 1 
Replications (years) 6 
Treatments (years) 25 
Regression 4 
Lack of fit 21 
Experimental error 55 
Total 87 
13.706 
1.024 
22.545 
18.304 
4.241 
3.773 
41.148 
0 . 2 0 2  
0.070 
2.87** 
* 
Value significant at the 5% level. 
* * 
Value significant at the 1% level. 
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rejected in all three cases and at the 1% significance level, 
the null hypothesis would not be rejected only for the data 
from Davis, California. The results above lead us to con­
clude that the logarithmic function is less appropriate than 
the quadratic function to characterize the production 
process under study. 
By means of the lack of fit test we eliminated the power 
function and we are now left with three polynomial forms. 
The question is then how to choose among the three alterna­
tive models. This question is commonly answered using 
the crude goodness of fit measures, i.e., choose the model 
2 2 
with a higher R (R corrected for the degrees of freedom) 
or lower (estimated residual variance corrected for 
degrees of freedom). Such decision rules are found at ap­
plied articles and in many elementary text books. The answer 
to the question proposed needs a more careful analysis. For 
the sake of general development let us consider that we have 
two alternative models to explain some dependent variable 
Y, i.e.: 
Model Selection 
( I )  Y =  XjBj  +  e j  ( 3 . 2 2 )  
( 3 . 2 3 )  
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Where 3^ has k columns and has r, k > r. The first 
point to be considered is answering the questions whether 
or not the models are "nested". We say that model II is 
nested within model I if and only if the columns of form 
a subset of the columns of X^, i.e., model I contains all the 
explanatory variables that model II has and some others. 
Then, the two models can be written as: 
(I) Y = X^6^+ XgGg + (3.24) 
(II) Y = X^g^ + e^j (3.25) 
Let us assume that both models have a constant term 
and that there are n observations. The for each model 
can be defined as: 
"i' = ' - F&F •  ^
^ •# 
The residual variances are given by 
z a ^ z g ^ 
s 2 _ I a-a : 2 _ Gii 
"I " "iPir II - n-r 
__2 ^ 2 Then the relation between R and â is given by 
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It is clear that if implies 2 
What we are interested in testing is whether or not the 
additional explanatory variables k-r significantly improve 
model I. In fact, we want to test if ^2 - Of i.e.. 
Ho; 32 = 0 
Ha: 62 f 0 
If the classical assumptions of the multiple regression model 
hold, the appropriate test statistic is 
If Ho holds, f is distributed as F (k-r, n-k). We 
would accept Model I if, for the level of significance 
desired, f > F (k-r, n-k). 
Let us see now how the crude goodness-of-fit decision 
rules compares with the appropriate test. From 3.26 and 3.27 
we obtain respectively 
2 
f (3.28) 
Z a/ = (1-R^^)Z(Y-Y)2 . ^  (3.29) 
: =ii'= (i-Rii=)Z(Y-Y)' ' HTI (3.30) 
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Then 
s 
Substituting 3.31 into 3.28 we get 
f = ' a;# -1] TSP#} (3.32) 
1-Rl 
From 3.32 we can see that the relationship between 
and the appropriate F test is a complex one depending on n, 
2 2 k, and r. Therefore by comparing R^ with R^^ we cannot 
decide in general whether or not f > F(k-n, m-k); even 
though, the value of f is related with the coefficients of 
multiple determination corrected for the degrees of freedom. 
There is even less justification for simply comparing the 
_2 
values of R when the models are not nested. The statistical 
theory for analysis of this case has not been fully developed. 
Some of the most recent techniques are presented by Pesaran 
(25) . 
The quadratic, square root, and three-halves models we 
dealt with above, though not falling in the nested category, 
they can be considered special cases in the sense that some 
of the explanatory variables are present in all three models. 
Namely, the variables W and N are common to all of them. In 
this case, it seems reasonable to compare the models in the 
following way. Let us assume that we want to compare the 
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quadratic and the three-halves production functions. First, 
we create a model where both can be considered nested, i.e., 
a model containing all the explanatory variables of the quad­
ratic equation plus all others of the three-halves equation 
which are not common. Let the model be 
(I) Y = bg + bj^W + b2N + bgW^ + b^N^ + b^NW + 
+ b^N^'S (3.33) 
Second, fit 3.33 and find the sum of squares of re­
siduals (SSR^). Fit each one of the original models and 
compute SSRg and SSR^ for the quadratic and three-halves 
models, respectively. Third, compute the F ratios 
(SSRg-SSRjl/fk^-kg) 
^2 " SSR^/(n-k^) 
(SSRg-SSR^X/Cki-kg) 
"3 ^  SSR^/ 
where the k's are the number of explanatory variables in the 
model being considered. The values of f^ and f^ are obtained 
in order to test the following hypothesis; 
(A) Ho; bg = b^ = 0 against Ha; bg p 0 
or b^ ^  0 or both 
(B) Ho; bg = b^ = 0 against Ha; b^ ^  0 
or b^ ^ 0 or both. 
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The decision rule has to be broken in four parts: 
If we fail to reject Ho in both (A) and (B), no decision 
can be made, i.e. we cannot say that the quadratic equa­
tion fits better or "vice-versa". 
If we fail to reject Ho in (A) and reject Ho in (B) 
then we may conclude that the quadratic equation fits 
the data better. 
If we reject Ho in (A) and fail to reject Ho in (B) 
then we may conclude that the three-halves equation 
fits better the data. 
If we reject Ho in both (A) and (B) no decision can be 
made. 
Applying those tests to our data the following conclu­
sions can be made; (a) the square root equations fit the 
data best at two sites, California and Kansas; and (b) it 
was not possible to distinguish between the performance of 
the quadratic and three-halves equations. 
These conclusions differ from those that one would 
make by crudely using common goodness-of-fit measures. 
Based on those conclusions we pursue further our work 
with the quadratic equation because it is one of the most 
frequently used in studies of that kind and square root 
equation because it seems to fit the data at least as well 
as the quadratic. The coefficients and respective standard 
errors of the average production functions for those two 
forms at different sites are presented in Table 3.4. 
The quadratic and square root production functions in 
Table 3.4 were obtained, respectively, from Equations 1 and 
2 of Table 3.1 by making equal to zero. 
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Production Functions Averaged Across 
Time and Location 
Using the diarany variables technique a large model was 
fitted to the whole set of data. For the quadratic equation 
the model takes the form: 
Y — Bq ^4^1 ^ ^ 7^4 ^ ^ 8^1 ^27^20 
+ GggW + ^29(^1^^ +...+ 635(V^W) + BggN 
+ 637 (L^N) +...+ 643 (VjN) + + B^gCLj^W^) 
+...+ 650(^4%^) + 851%^ + B52(L^N^) 
+...+ 853(V^N^) + B59WN + BgQ(L^WN) 
+...+ Bgg(V^WN) + e (3.34) 
where 
Y, W, and N have the same meaning as before, 
L^-Lg = dummies for location; 
V^-V^ = dummies for years within locations; 
D^-D Q = dummies for blocks within years within 
locations. 
Living out the coefficients for variables through 
D^q the production function fitted to the data is given by 
Equation 3.35 
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Table 3.4. Average production functions fitted to experimental 
data from corn (grain) experiments at specified 
sites 
Davis, California; 
(1) ^  = 1331.2** + 570.2**W + 5.2*N - 10.8**W^ - 0.01 
(322.5) (38.9) (2.5) (1.1) (0.007) 
- 0.034 WN 
(0.006) 
(2) Y = -5061.3** - 457.3**W - 1.7 N + 5016.0 W°*^ 
(980.0) (68.2) (2.4) (535.0) 
+ 62.3 _ 0.45 W°'^ 
(52.3) (8.2) 
Plainview (Upland), Texas; 
(1) Y = -10226.6 + 711.9**W - 3.4 N - 8.7**W^ - 0.003**N^ 
(5217.6) (261.3) (4.2) (3.4) (0.006) 
+ 0.33**WN 
(0.09) 
(2) Î = -25395.1* - 748.0*W - 7.7**N + 9440.6*W°*^ 
(11851.2) (319.6) (2.1) (3872.0) 
- 282.4*N°'5 + 70.2**W°*^N°*^ 
(126.5) (19.0) 
Colby, Kansas; 
(1) Y = -5927.0 + 695.6**W + 21.9**N - 12.0**W^ - 0.06**N^ 
(3024.2) (228.6) (3.5) (4.25) (0.006) 
+ 0.36**WN 
(0.13) 
(2) Y = -39410.8** - 1618.5**W - 12.4**N + 16738.8**W°*^ 
(11166.2) (430.2) (2.1) (4385.9) 
+ 5.2 - 91.3**W°*^N°*^ 
(113.1) (23.2) 
Coefficient significant at the 5% level. 
Coefficient significant at the 1% level. 
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Table 3.4 (Continued) 
Mesa, Arizona; 
( 1 )  Y  =  - 3 7 0 2 . 7 *  +  2 2 1 . 7 * W  +  4 . 5  N  -  2 . 0  -  0 . 0 5 * * N ^  
( 2 4 8 6 . 1 )  ( 1 3 9 . 0 )  ( 4 . 5 )  ( 2 . 0 )  ( 0 . 0 0 6 )  
+  0 . 4 * * W N  
(0.1) 
( 2 )  Y  =  - 2 4 3 6 7 . 4 *  -  6 7 6 . 5 * W  -  1 3 . 7 * * N  +  8 3 7 8 . 7 * W ° ' ^  
( 9 8 8 3 . 1 )  ( 2 9 5 . 3 )  ( 2 . 1 )  ( 3 3 9 2 . 0 )  
-480.2**N°'5 ^  135.0**W°* 
( 1 5 4 . 3 )  ( 2 6 . 5 )  
Y  =  - 4 6 3 1 . 3 * *  +  5 9 6 2 . 5 * * L ^  -  5 5 9 5 . 3  1 ^ -  1 2 9 5 . 7  L 3  +  1 1 5 2  .  5 * * V ^  
( 1 5 9 1 . 7 )  ( 1 6 1 1 . 7 )  ( 3 9 1 3 . 2 )  ( 2 5 6 8 . 4 )  ( 3 5 7 . 8 )  
+ 6 9 4 6 . 9 * * V 2  -  4 8 8 . 8  V ^ -  1 6 5 0 . 8  +  5 4 9  .  9 * * W  -  8 . 4 * * W ^  
( 2 3 7 2 . 1 )  ( 2 8 5 0 . 7 )  ( 2 5 9 2 . 9 )  ( 9 1 . 3 )  ( 1 . 4 )  
+ 7 . 1 * * N  -  0 . 0 3 5 * * N ^  +  0 . 2 6 * * W N  +  2 0 . 2  L ^ W  +  1 6 2 . 0  L g W  
( 1 . 9 )  ( 0 . 0 0 3 )  ( 0 . 0 5 )  ( 9 6 . 3 )  ( 2 0 1 . 0 )  
+ 1 4 6 . 0  L ^ W - 1 0 1 . 5 * V ^ W - 1 7 1 .  6 * V 2 W  +  7 1 . 8  V ^ W  +  5 6  .  2  V ^ W  
( 1 7 7 . 6 )  ( 4 3 . 1 )  ( 6 1 . 9 )  ( 2 1 5 . 5 )  ( 1 4 5 . 0 )  
- 2 . 5  L i W 2 _ 0 . 3  L 2 W ^ - 3 . 6  L 3 W - + I . 9  V ^ W - - 0 . 3  V g W '  
( 1 . 7 )  ( 2 . 7 )  ( 3 . 2 )  ( 1 . 2 )  ( 4 . 0 )  
-1.0 V.W^-1.9 L,N-10.5**L„N + 14.9**L,N-1.8VtN-1.7V_N 4 I 2 i 1 2 
( 2 . 1 )  ( 2 . 7 )  ( 3 . 4 )  ( 3 . 0 )  ( 2 . 7 )  ( 4 . 0 )  
- 1 4 . 8 * * V 2 N  -  1 . 6  V ^ N  +  0 . 0  3 * * L ^ N ^  +  0 . 0 0 6  -  0 . 0 2 * * L 2 N ^  
( 3 . 3 )  ( 4 . 7 )  ( 0 . 0 0 6 )  ( 0 . 0 0 5 )  ( 0 . 0 0 5 )  
+ 0 . 0 1  +  0 . 0 2 * * V 2 N ^  +  0 . 0 3 * * V 2 N ^  + 0 . 0 2 * * V ^ N ^  
( 0 . 0 0 8 )  ( 0 . 0 0 6 )  ( 0 . 0 0 5 )  ( 0 . 0 0 6 )  
- 0 . 3 * * L ^ W N  +  0 . 0 7  L 2 W N  +  O . O I  L ^ W N  -  0 . 0 8  V ^ W N  -  0 . 0 4  V 2 W N  
( 0 . 0 7 )  ( 0 . 0 8 )  ( 0 . 1 )  ( 0 . 0 7 )  ( 0 . 0 9 )  
- 0 . 0 5  V ^ W N  -  0 . 2  =  0 . 9 1  F  =  6 2 . 0 5  ( 3  . 3 5 )  
(0.01) (0.1) 
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The numbers in parentheses are the standard error values 
for the corresponding coefficients above them. 
This equation is a general one in the sense that it 
shows how the coefficients changed from site to site and 
from year to year within the sites. Furthermore, it is pos­
sible to derive from it all the coefficients, for the quad­
ratic equation, presented in Table 3.1. For instance, if 
one wants to obtain the average coefficient for W for Colby 
(Kansas) site it adds the coefficients for W and L^W in 
Equation 3.35. Exception for rounding errors, this value 
is equal to coefficient of W presented in Table 3.1. From 
Equation 3.35 it can be seen that the coefficient of the 
variable water showed much less variability than those for 
nitrogen, i.e., in less cases the coefficients for the vari­
ables involving the product of dummies cind water is signifi­
cant as compared with those involving dummies and nitrogen. 
It seems that the relationship for corn production and water 
is a more stable one than for corn production and nitrogen. 
From Equation (3.35) the average production function, 
across sites and years, is given by Equation (3.36), where the 
values in the parentheses are the standard errors for the 
corresponding coefficients above them: 
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Y = -4631.3** + 549.9**W + 7.1**N - 8.4**W^ - 0.035**N^ 
(1591.7) (91.3) (1.9) (1.4) (0.003) 
+ 0.26**WN 
(0.05) (3.36) 
Following identical procedure but using the square-root 
function we obtained Equation (3.37), where the values in 
parentheses are the standard errors for the corresponding 
coefficients above them. 
y = -23558.6** - 875.1**W - 8.9**N 3893.5**W°*^ 
(4811.5) (155.6) (1.1) (1713.3) 
- 173.8**N°'5 + 74.0**W°*V*^ 
(60.8) (10.6) (3.37) 
Generalized Production 
Function 
Equation 3.35 shows that variability exists in 
plant-water-nitrogen relationships from site to site and in 
some cases from year to year. It has been mentioned that 
the dummy variables were used to "feel the data out" and not 
as an alternative specification of the models. A natural 
question then arises: is it possible to replace the dummy 
variables for any continuous variables which can explain 
differences in the coefficients among years and sites? If 
we can find variables of this type by incorporating them in 
the model we shall call such functions "generalized production 
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functions". Certainly, soil and weather variables are among 
those which can replace the dummies in Equation 3.35. The 
variability of soil and climatic characteristics among 
individual experiments provides additional information 
regarding the impact of soil and weather features on plant-
water-fertilizer relationships. It has been mentioned in 
Chapter II that we have reasonably comparable data for ten 
soil characteristics and pan evaporation data can be used 
as a proxy embodying temperature, wind and humidity condi­
tions. However, given the experimental nature of the data, 
care must be taken in the way these data are used in the 
model. As can be seen in Appendix B, soil characteristics 
did not change from year to year. Therefore, to explain 
variability between years we are left with climatic vari­
ables only. Soil variables in this case, can only be used 
to explain differences from site to site. Suppose that we 
postulate the hypothesis: 
Ho: The slope of W differs among sites due to changes 
in the hydraulic conductivity (HC), i.e., 
6^ = f {HO . 
Ha: Not Ho 
To test this hypothesis, we regress the average coeffi­
cient for the di ferent locations given in Table 3.1 on the 
soil variable HC allowing for an intercept term. Let the 
matrix Z represent those coefficients, i.e.: 
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Z = 
wl 
w2 
w3 
w4 
and let the matrix X be 
where j = 1,2,3,4 represents the four 
sites; and 
slope coefficient of Y with 
respect to w at site j. 
X = 
1 HCi 
1 HC2 
1—1 
HC3 
1 HC4 
where HC. = hydraulic conductivity 
^ measured at site j. 
If we divide the elements in Z and X by the estimated 
standard error (SE) of the respective regression coefficient 
we obtain: 
Z* = 
S»3/SE3 
Sw4/S=4 
Pl/SE 
X* = 
HC. /or., I 
J. XX 
l/SEg HCg/SEg 
I/SE3 HCg/SE] 
I/SE4 HC4/SE4 
Under the null hypothesis the residual mean squares (RMS) 
obtained by regressing Z* on X* is approximately distribu­
ted as an F statistic. 
RMS ~ F(2,105) 
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The degrees of freedom in the denominator correspond to 
the average number of observation in each site. Given that 
the variables were standardized we expect under the null 
hypothesis the values of RMS to be close to unity. 
It is interesting to notice that the regression of Z* 
on the first column of X* is equivalent to test the hy­
pothesis of a common slope. We performed this test first 
and concluded that the coefficient for the interaction term 
(WN) was constant from place to place. For the other 
coefficients we pursued testing the hypothesis stated above 
using different soil and weather variables as explanatory. 
In any case, we could find a soil or weather variable that 
could significantly respond by the variability among the 
coefficients. It is obvious that soil and climatic vari­
ables have effect on output-water-nitrogen relationships but 
due to the small number of degrees of freedom for each vari­
able they could not be proven statistically significant. 
Given that the coefficient for the interaction term did 
not change from site to site. Equation 3.34 was refitted 
dropping out the terms where a dummy variable multiplies VJN. 
The production function obtained is given in 3.38. 
Y = -4293.4** + 504.0**W + 10.4**N - 7.4**W^ 
(1581.4) (89.9) (1.7) (1.4) 
2 
- 0.034**N + 0.17**WN 
(0.003) (0.04) (3.38) 
68 
Following the same procedure and using the square-root 
function Equation 3.39 was obtained 
Y = -16690.4** - 556.3**W - 8.2**N + 6861.9**W®*^ 
(4686.2) (147.4) (1.2) (1645.6) 
+ 100.5**N°'5 + 25.5**W°*V*^ 
(42.3) (7.2) (3.39) 
If output is expressed in bushels per acre. Equations 3.38 
and 3.39 are replaced, respectively, by 3.40 and 3.41 
Y =-76.67** + 9.00W + 0.19**N - 0.13**W^ - 0.0006**N^ 
(28.24) (1.61) (0.03) (0.03) (0.00005) 
+ 0.003**WN 
(0.0007) (3.40) 
Y = 4298.04** - 9.93**W - 0.15**N + 122.53**W°*^ 
(83.68) (2.63) (0.02) (29.39) 
+ 1.79**N°'5 + 0.4 5**W° * V * ^  
(0.76) (0.13) (3.41) 
Yield predictions 
Using the estimated production functions the yield of 
corn (grain) can be estimated for varying inputs of nitrogen 
and water. 
Tables 3.5 and 3.6,given the resulting predicted yields, 
estimated by using, respectively, the quadratic and square-
root equation. 
Table 3.5. Predicted yields of corn (grain) in pounds per acre for 
selected nitrogen levels and water applications, using the 
quadratic Equation (3.38) 
Pounds of Nitrogen Fertilizer Per Acre 
0 20 40 60 80 100 120 140 160 180 200 
48 2849 3207 3537 3840 4116 4365 4587 4781 4948 5088 5201 
46 3232 3583 3907 4203 4472 4714 4929 5117 5277 5410 5516 
44 3556 3900 4217 4507 4769 5004 5212 5393 5547 5673 5772 
42 3821 4158 4468 4751 5007 5235 5436 5610 5757 5877 5969 
40 4027 4357 4660 4936 5185 5407 5601 5768 5908 6021 6107 
38 4173 4497 4793 5062 5304 5519 5707 5867 6000 6106 6185 
36 4260 4577 4867 5129 5364 5572 5753 5907 6033 6132 6204 
34 4288 4598 4881 5137 5365 5566 5740 5887 6007 6099 6164 
32 4257 4560 4836 5085 5307 5501 5668 5808 5921 6007 6065 
30 4167 4463 4732 4974 5189 5377 5537 5670 5776 5855 5907 
28 4017 4307 4569 4804 5012 5193 5347 5473 5572 5644 5689 
26 3808 4091 4347 4575 4775 4950 5097 5217 5509 5374 5412 
24 3540 3816 4065 4287 4481 4648 4788 4901 4987 5045 5076 
22 3213 3482 3724 3939 4127 4287 4420 4526 4605 4657 4681 
20 2827 3089 3324 3532 3713 3867 3993 4092 4164 4209 4227 
18 2381 2637 2865 3066 3240 3387 3507 3599 3664 3702 3713 
16 1876 2125 2347 2541 2708 2848 2961 3047 3105 3136 3140 
14 1312 1554 1769 1957 2117 2250 2356 2435 2487 2511 2508 
12 689 924 1132 1313 1467 1593 1692 1764 1809 1827 1817 
10 7 235 436 610 757 877 969 1034 1072 1083 1067 
Water 
Applied 
Plus 
Rain 
(inches) 
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Table 3.6. Predicted yields of corn (grain) in pounds per acre for 
selected nitrogen levels and water applications, using 
the square-root Equation (3.39) 
Water 
Applied 
Plus Pounds of Nitrogen Fertilizer Per Acre 
Rain 
(inches) 
0 20 40 60 80 100 120 140 160 180 200 
48 4148 5223 5573 5803 5971 6100 6200 6279 6342 6390 6428 
46 4259 5318 5661 5886 6049 6174 6271 6347 6406 6452 6487 
44 4349 5391 5726 5946 6105 6226 6319 6392 6448 6491 6522 
42 4415 5440 5768 5982 6136 6253 6342 6412 6465 6505 6534 
40 4456 5463 5784 5992 6141 6254 6340 6405 6455 6492 6518 
38 4470 5458 5772 5974 6119 6227 6309 6371 6417 6451 6474 
36 4454 5424 5729 5926 6066 6169 6247 6306 6349 6379 6399 
34 4407 5357 5655 5845 5980 6079 6153 6207 6247 6274 6291 
32 4325 5255 5545 5729 5858 5952 6022 6073 6109 6132 6146 
30 4205 5115 5396 5573 5697 5786 5852 5898 5931 5951 5961 
28 4043 4932 5204 5375 5493 5577 5638 5681 5709 5726 5732 
26 3835 4702 4965 5128 5241 5320 5376 5414 5439 5452 5455 
24 3575 4419 4672 4829 4935 5009 5060 5094 5114 5123 5123 
22 3256 4077 4320 4469 4569 4637 4683 4712 4728 4733 4729 
20 2871 3666 3900 4041 4134 4196 4237 4261 4273 4273 4265 
18 2409 3178 3401 3533 3619 3676 3711 3730 3736 3733 3720 
16 1856 2598 2809 2933 3012 3061 3091 3104 3106 3097 3080 
14 1196 1908 2107 2222 2293 2335 2358 2366 2362 2349 2327 
12 404 1085 1271 1375 1437 1473 1489 1491 1481 1462 1435 
10 - 92 263 357 410 437 446 441 425 400 368 
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CHAPTER IV. ECONOMIC APPLICATIONS 
A knowledge of how output is likely to change in re­
sponse to an increase or decrease in the average level of 
farm product prices is important in agricultural, both for 
policy analysis and for forecasting (35, p. 358). 
Physical conditions of production, as expressed by the 
production function, define the technical conditions of 
transformation of inputs into output but they do not indi­
cate which level of output actually should be produced or 
which input combination should be used. To determine actual 
values of these quantities some economic parameters must be 
added. Prices and the objective of the entrepreneur convey 
the information needed to obtain these specific answers. 
In deriving normative supply and demand functions from pro­
duction functions- we assume that farmers are price takers 
in both the output and input markets, they know prices with 
certainty, and maximize profit under conditions where the 
production function is the only restraint. Since the ap­
proach is normative and static, the price-quantities rela­
tionships to be determined should be interpreted as "static 
supply" and "static demand". The purpose in deriving output 
supply and input demand functions is to estimate whether 
response in supply and demand might be large or small in 
relation to price changes. 
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The steps followed to compute supply and demand equa­
tions are shown only for the quadratic production function, 
but the methods are the same for the square-root function. 
Short-run Per Acre Supply and 
Demand Functions 
This section provides estimates of normative supply 
functions for corn and normative demand functions for water 
and nitrogen, assuming that land and other resources are 
fixed while water and nitrogen are variable. 
The functions we are going to derive are per acre supply 
and demand functions. They are not supply and demand func­
tions for a farm or for the industry. The main objective is 
to examine the nature of output supply and input demand 
functions assuming corn acreage is fixed and water and nitro­
gen are the only variable resources. 
It is impractical to present supply and demand curves 
for all values of the fixed factor and input or product 
prices when two inputs are included in the production func­
tion. Hence, the amount of the fixed inputs is set at some 
levels used in the experiments. The prices used are those 
current at time of analysis; namely, 20 cents per pound of 
nitrogen and $2.00 per bushel for corn. Estimates of the 
value of water in alternative uses have been given by Ren-
shaw (28). We used the price $2.00 per acre-inch which is 
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the maximum value for irrigation water presented by that 
author and seems reasonable for the regions under study. 
Corn supply from quadratic function 
The short-run supply functions, fixing nitrogen (N) 
and water (W) alternately, are derived from the quadratic 
production function in the following way: let N be fixed 
at the level N and let P^, P^, Pg, and F represent, 
respectively, the prices of corn, water, and nitrogen and the 
fixed costs. The short-run profit function per acre, it, can 
be written as 
TT = Py(bQ + b^W + b^N + bgW^ + b^âf + bgWN) - P^W-F 
(4.1) 
where the expression inside brackets represents the quad­
ratic production function. 
To maximize profit, we take the derivative of it with 
respect to W in Equation 4.1, set it equal to zero and solve 
for W.^ 
m = °y"l " 2-3% + -5-" - Pi = 0 (4-2) 
The second order conditions for profit maximization 
always hold,given that the empirical function estimated is 
strictly concave. 
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or 
W = (P^Py"^ - bl - bgN)(Zbg)"! 
Substituting this expression for W into the production 
function 
Y = bg + bj^W + bgN + bjW^ + b^N"^ + bgWN (4.3) 
we obtain the short-run supply equation with W variable and 
N fixed. 
= bg + b^N + b^N^ - [(b^+b^N)^ + Pi^Py^] (4b3)"^ 
(4.4) 
P W 
if Py = minimum —^ 
Following the same steps the short-run supply for corn 
in relationship to N with W fixed is given by 
Y— = b„ -r ijiVJ -r b-,w — [ (b^+b^»'») + Pg P,, ] (4b,) 
n u JL O Z J Z i 1 
P^N (4.5) 
if Py = minimum -rg— 
Replacing the b coefficients by the estimated values 
given in 3.40 we obtain 
S . _ g _ O 
Y_ = 76.57 + 0.29N - O.OOOGNT - 1.89P, P (4.6) 
N 1 y 
and 
Y- = -62.46 + 9.47W - 0.12W^ - 411.76P,^P"^ (4.7) 
w ^ y 
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Equation 4.6 is the normative short-run supply of corn 
in relation to N and 4.7 is that in relation to W. Figure 
4.1 depicts the family of supply curves obtained from the 
quadratic supply Equation 4.6 with water variable and N 
fixed at various levels. The supply curves shift to the 
right as N is fixed at higher levels. Note that for addi­
tional increments of N the shifts in the supply became 
smaller as the amount of N is increased by a given amount. 
Also, note that all curves rise steeply when the price of 
corn is above $1.00 per bushel. Therefore, the supply 
quantity changes very little when the price of corn increases, 
i.e., the price elasticity of supply is very small for prices 
above $1.00. From Equation 4.6 the own price elasticity of 
supply can be derived as 
.... . & > -, 
^ °^y ^ 76.57 + 0.29N - 0.0006N - 1.89P-
(4.8) 
From Equation 4.8 it can be seen that as supply in­
creases (the denominator of 4.8), E^ decreases. Also, the 
elasticity of supply increases as decreases. 
Figure 4.2 depicts the family of supply curves obtained 
from quadratic supply Equation 4.7 with nitrogen variable 
and water fixed at various levels. Comparing Figures 4.1 
and 4.2 it is interesting to note that when W is fixed the 
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supply curves rise steeply after the price of corn is above 
$1.50 per bushel, an amount considerably higher than the 
$1.00 in Figure 4.1. 
The own price elasticity of corn supply when W is fixed 
is given by 
823.53P2^P"^ 
E ,W = i—Y (4.9) 
-62.46 + 9.47W-0.12^?"^ - 411.76P2 P^ 
For any given quantity supplied, Y, the following re­
lation between Equation 4.8 and 4.9 exist 
BgfW 2 _2 
— = 217.6P,^P, , 
E^,N 1 
indicating that the elasticities are approximately the same 
when the water price is about 15 times nitrogen price. 
A low level of the fixed input does not affect the 
slope of the supply function but shifts it to the left, 
increasing the price elasticity of supply. Aware of this 
characteristic for the quadratic supply function we choose 
low levels of the fixed inputs to compare the own price 
elasticities of supply when water or nitrogen is the fixed 
input, 
Figure 4.3 illustrates own price elasticities of short-
run supply. It is interesting to note that for the range 
of output prices where the supply curve exists, the supply 
elasticity is greater when water is fixed than when nitrogen 
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is the fixed input. For corn prices above 75 cents per 
bushel, the short-run supply with nitrogen fixed is always 
inelastic (E^ < 1.00) and becomes very small for prices above 
$1.50. On the other hand, when water is the fixed resource, 
short-run supply becomes less inelastic and in some cases 
it can be elastic (E^ > 1.0) . Therefore, in the short-run 
a decrease in the output price will induce a greater decrease 
in output if water rather than nitrogen is the fixed input. 
Corn supply from square root function 
The supply equations for square root production function 
3.41, when W or N is the fixed resource, are derived in the 
same manner as Equations 4.6 and 4.7 and are ; 
3 
= -298.04 - 0.15N + l.SON®*^ 
N 
+ (122.53 + 0.45N ^ (2P.P"^ + 9.93) (4.10) 
4(P^Py*'- + 9.93)^ ^ 
and 
g 
Y- = -298.04 - 9.9W + 122.53W°*" 
W 
+ ('••80 + 0.458^-5) + 0.15) (4.11) 
4(P2P-1 + 0.15)^ ^ Y 
Figures 4.4 and 4.5 illustrate the family of short-run 
corn supply curves given by Equations 4.10 and 4.11 re­
spectively. These curves, in both cases, rise quite sharply 
for corn prices above $1.00 per bushel. The steep slopes of 
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the curves indicate that a change in price would result in 
little change in quantity. When compared with the supply 
curves derived from the quadratic production function, it can 
be noticed that for equal increases in the fixed factor the 
rightward shifts in corn supply are larger first and diminish 
more rapidly in the square root supply than in the quadratic 
function. 
From Equations 4.10 and 4.11 the corresponding price 
elasticities of supply are given by 
0.50P,^P"^(122.53 + 0.450^-5)2(pp-l+9.93)-3 
E  , N  =  — i ^  
-298. 04-0.15N+1.8N°*^ + (122.53+0.45N—^(2P,P~^+9 .93) 
(p^Py +9.93) y 
and 
0.50P2^P"^(1.80+0.45W^'5)2(p p-l+o,i5)-3 
E  , W =  ^ ^  
-298.04-9.93m+l22.53%^'5+0.25(1.80+0.45W ^;2P p"^+0 = 15) 
(P2P;i+o.i5)" 2 y 
The equations for the price elasticity of supply from 
the square root production function are more complex than the 
correspondent ones from the quadratic equation. However, the 
values of the elasticities are similar. We conclude that the 
elasticity is low for all short-run supply curves considered 
for corn prices above $1.00 per bushel. 
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Factor demand from the quadratic function 
The analysis of the demand for factors at production 
is closely related to the analysis of supply of products, 
and, indeed, is really only another way of looking at the 
same material (8): 
Changes in factor prices lead to adjustments in the inr : 
tensity of production if inputs are used to a point where 
marginal cost equates marginal revenue. An increase in factor 
prices leads to a less intensive production resulting in fewer 
inputs being used on each acre. "Useful information about 
the level and elasticity of factor demand has important 
implications for farm policy proposals" (13, p. 122). Our 
objective is to derive and examine the nature of water and 
nitrogen demand functions for a within-season period. 
By taking the derivative of profit in Equation 4.1 with 
respect to W. equating it to zero and solving for W, we 
obtained the short-run demand for water 
- bi - bgN) 
or 
= 34.62 + O.OIN - 3.85P^P^^. (4.14) 
For any price of output, P^, the demand for water is a linear 
function of its price, P^. The slope of the straight line 
is independent of the fixed amount of nitrogen N. The inter­
cept term in Equation 4.14 gives the amount of water to be 
84 
used if water was a free good and N was fixed at zero level. 
Figure 4.6 displays several straight lines representing 
hypothetical short-run demand for water assuming the amount 
of nitrogen fixed at 150 pounds per acre. 
The short-run demand for nitrogen can be derived in the 
same way by taking the derivative of the profit Equation 
4.1, with respect to N and equating it to zero. Solving 
for N we get 
= (PaPy^ - bg - b^W) 
or 
= 157 .81  +  2 .57W -  830 .56P2P~^ (4 .15)  
The demand for nitrogen has the same characteristics as the 
demand for water but is less steep. Figure 4.7 shows sev­
eral demand curves for nitrogen with W fixed at 20 acre-
A o juaawaasvo • 
The own price elasticities of short-run demand for W and 
N are given respectively by 
Hw Pi 3.85?^ 
Ej  (W)  =  jp—• =  -  — ZT (4 .16)  
a w (34 .62 + O.OIN - 3.85P-P„ )P 1 y y 
and 
Hz (157.81 + 2.57W - 830.56P2py )Py 
Equations 4.16 and 4.17 show that short-run factor demand 
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elasticities increase as price of corn falls. The results 
of the analysis, using the quadratic production function, are 
consistent with the hypothesis that short-run static fertil­
izer and water demands are highly inelastic for farmers using 
profit-maximizing quantities of inputs. 
Factor demand from the square root function 
Using the square-root equation and following the same 
steps we derived the short-run demand for water and nitrogen 
as: 
Equations 4.18 and 4.19 show that the demand curves are 
curvilinear. Figure 4.8 illustrates the demand for water, 
assuming the amount of N fixed at 150 pounds per acre. The 
quantity of water increases, first rapidly and then slowly, 
as the price of output is increased. Figure 4.9 shows the 
demand for nitrogen, at different prices of output, assuming 
the amount of water used is fixed at 20 inches-acre. 
From Equations 4.18 and 4.19 the elasticities at factor 
demand were obtained as 
= 0.25(122.53 + 0.45N^*^(P^P~^ + 9.93)"^ (4.18) 
and 
= 0.25(1.80 + 0.45W^*^)^(P2P~^ + 0.15)"^ (4.19) 
Ed(W) = -2P^(9.93Py+P^) -1 (4.20) 
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p 
EgC) = = -2,2(0.ISPy+P;)-! (4.21) 
In contrast to the quadratic form, the elasticity of 
factor demand for the square root form is independent of 
the fixed factor. The elasticity decreases when increases, 
and as P^ approaches zero or P^ (i = 1,2) becomes large, the 
elasticity of demand approaches 2. "This unusual restraint 
may cause the square root equation to underestimate elasti­
city at high factor prices" (36, p. 590). In general, for 
low input prices, the elasticity is higher under the square 
root function but as the input price increases the quadratic 
function gives higher elasticities. Figures 4.10 and 4.11 
illustrate the demand elasticity for water and nitrogen, 
respectively. Own price elasticity of demand is always 
smaller for water than for nitrogen. The demand for nitrogen 
for the quadratic equation becomes elastic for nitrogen 
prices above 25 cents per pound 
Long-run Per Acre Supply and Demand 
Functions 
The long-run is the planning horizon in which all in­
puts are variable. While in the short-run changes in output 
must be accomplished exclusively by changes in the usage of 
variable inputs, in the long-run output changes can be 
achieved in the most advantageous manner to the entrepreneur. 
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Figure 4.10. Price elasticity of short-run water demand from quadratic and 
square root equations (price of corn is $2.00 per bushel) 
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Figure 4.11. Price elasticity of short-run nitrogen demand from quadratic and 
square root equations (price of corn is $2.00 per bushel) 
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i.e., a given output can be produced at a minimum cost. In 
what follows long-run means that water and nitrogen both are 
variable even though some inputs other than water and nitro­
gen may be fixed (i.e., the functions are for a fixed acre 
of land). 
Long-run corn supply from the quadratic function 
To obtain the long-run supply equation, the partial 
derivative of the profit Equation 4.22, are taken with respect 
to W and N 
TT = Py(-76.67 + 9 .00W + 0.19N - O.ISW^ - 0.0006N^ 
+ 0.0031WN) - P^W - P^N (4.22) 
Is = P (9.00 - 0.26W + 0.0031N) - P, (4.23) 
oW y X 
and 
= Py(0.19 - 0.0012N + 0.0031W) - P^ (4.24) 
Setting Equations 4.23 and 4.24 equal to zero and solving 
simultaneously for W and N, we get 
W = 37.65 - 3.97PiPy^ - 10.22P2Py^ (4.25) 
and 
N = 254.75 - 10.22P^Pyl - 856.87P2Py^ (4.26) 
Substituting these expression, for W and N, into the 
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production function we obtain the long-run supply equation for 
corn 
= 116.96 - (1.98?^^ + 428.43?%^ + lO.SSPiPgiPy^ (4.27) 
WP, + NP_ 
" 5 Ï • 
The general characteristics of the long-run supply 
equation are broadly similar to the short-run supply equa­
tion. The curve becomes steeper as the output price 
increases. 
The own price elasticity of long-run supply is given by 
ay Py (3.96P^^+856.86P2^+21.10P3^P2)Py^ 
® ^^y ^ 116.96-(1.98Pj^^+428.43P2^+10.55P^P2)Py^ 
(4.28) 
The denominator in Equation 4.28 is the supply equation. As 
corn price becomes verv larae. E . aooroaches zero, 
i. - - - s • ~ ~ 
Long-run corn supply from the square root function 
Following the same steps from the square root production 
function we obtain for W and N the following normative demand 
functions 
(42.55P2P~^ + 6.52)2 
W = %% Z2 2~ (4.29) 
(0.10PiPy^+6.90P2Py +0.69PiP2Py +1) 
and 
(0.63P, P"^+15.78)2 
N = %%—^ ZY Z2 2 (4.30) 
(O.IOP^ Py +6.90P2Py +0.69P^P2Py +1) 
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Substituting 4.29 and 4.30 in the production function 
the supply equation is estimated by 
y® = 
T 1 22 22 ~2 
1.1P,P" +5209.1P^P +0.06PtP +17974. 2P_P" -11.9P,P„P„ +413.50 
^ y 2 y 1 y 2 Y 1 2 y 
(0.lOP^Pyl+6.gOPgPy+O.69P^P2Py +1) 
1.13P,P"^+5213.06P-P~^+827.61 
+ _i y zr ^ z? 298.04 (4.31) 
O.IOP.P ^+6.90P_P •^+0.69P,P-P +1 1 y 2 y 1 2 y 
The long-run supply equations from the quadratic and 
square-root production functions are illustrated in Figure 
4.12. The quadratic and square root curves are very similar. 
The quadratic function, however, depicts a smaller supply 
below 1.25 dollars. For prices above that value both curves 
become very steep indicating that supply is price inelastic. 
This aspect is illustrated in Figure 4.13 which displays 
price elasticity of long-run supply for the quadratic equa­
tion. Own price elasticity of supply is shown to be a de­
creasing function of corn price for given input prices. 
As product price becomes very large, E^, approaches zero. 
Holding water-nitrogen price ratio constant, own price 
elasticity of supply increases when the input prices increase. 
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Long-run corn supply from quadratic and square 
root production functions (prices of water and 
nitrogen, the variable factors, are $2.00 per 
acre-inch and 20 cents per pound, respectively) 
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Figure 4.13. Price elasticity of long-run corn supply from 
the quadratic production function 
98 
Long-run factor demand from the quadratic function 
The long-run factor demand equations are derived from 
the profit equation by taking the partial derivatives with 
respect to each of the variable inputs and equating them to 
zero. The demand equations are those partial derivatives 
solved simultaneously for the inputs. The long-run demand 
equations for water and nitrogen are given, respectively, 
by 
= 37.65 - 3.97P^P~^ - lO.ZZP^Py^ (4.32) 
and 
= 254.75 - 10.22P^Py^ - 856.872^2^^ (4.33) 
Input demand functions are homogeneous of degree zero 
in the three prices P^, P2 and P^. Given the prices of output 
and of the other input, long-run factor demand is a linear 
-t/-nt* f 4 ^ c r>t.7t^ 
From Equations 4.32 and 4.33 the own price elasticities 
of demand are estimated by 
?! 
~ 9.48P - P, - 2.57P- (4.34) 
y 1 2 
and 
P 
^d^^^ 0.30P - O.OIP^ - P ^ . (4.35) y ' 1 2 
Own price elasticity of demand is an increasing function of 
the input prices and a decreasing function of output price. 
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Long-run factor demand from the square root function 
The equations for the long-run water and nitrogen demand 
derived from the square root function are 
(42.55P,P"1 + 6.52)2 
Wj = ^ -1 : 2- (4.36) 
(0.10P,P + 6.90P_P + 0.69P\P_P + 1) 1 y 2 y 1 2 y 
and 
, (0.63PLP"1 + 15.78)2 
N° = . ^ ; 5 5" (4.37) 
(O.IOPLP + 6.90P,P + 0.69P\P_P + 1) 1 y 2 y 1 2 y 
The general characteristics of the square root demand 
functions are broadly similar to the quadratic demand equa­
tion, but the price-quantity relationship is a curvilinear 
one under the square root equation. 
Figures 4.14 and 4.15 illustrate the characteristics of 
the long-run demand functions for water and nitrogen derived 
from the quadratic and square root production functions. The 
square root and quadratic curves are quite similar, particu­
larly, the demand for water. The quadratic, in general, 
indicates a greater demand for nitrogen. 
Own price elasticities of demand for water and nitrogen 
from the square root production function are estimated, 
respectively, by 
P.{P,P"^ + 0.15) 
E, (W) T y (4.38) 
° O.SOP^PgP + O.OSP^ + 4.97P2 + 0.72P 
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Figure 4.14. Long-run water demand from quadratic and square 
root production functions (nitrogen price is 20 
cents per pound) 
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Figure 4.15. Long-run nitrogen demand from quadratic and 
square root production functions (price of water 
is $2.00 per acre-inch) 
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P,{PtP^ + 79.44) 
E (N) = 1 (4.39) 
O.SP^PgPy + O.OSP^ + 4.97P2 + 0.72Py 
Figure 4.16 and 4.17 illustrates price elasticity of 
long-run water and nitrogen demand from the quadratic and 
square root production functions. For lower input prices 
elasticities are smaller under the quadratic equation than 
under the square root function. The reverse happens when 
input prices became very high. Demand elasticity tends to 
be much lower for water than for nitrogen. 
Economic Implications 
It has been shown in this chapter that elasticity of 
supply is low for all prices, short- and long-run supply 
curves and algebraic forms considered. Supply is always in­
elastic (Eg < 1.00) for corn prices over $1.00 per bushel. 
The own price elasticity is less than 0.40 for corn prices 
above $1.20. According to Tweeten and Heady (36) supply 
estimated from experimental data is more elastic than supply 
expressed by actual market behavior. Hence, our results 
clearly support the hypothesis that supply elasticity is 
low. At the beginning of the growing season, when the corn 
acreage is fixed, we would expect low market supply 
elasticity; however, there is no basis for concluding that 
the supply elasticity is zero. 
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Figure 4.16. Price elasticity of long-run water demand from quadratic and 
square root equations (price of nitrogen is 20 cents per oound) 
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Figure 4.17. Price elasticity of long-run nitrogen demand from quadratic and 
square root equations (the price of water is $2.00 per acre-inch) 
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The nature of the supply curve (from either the quad­
ratic or square root functions) leads to the conclusion that 
the impact of a specific tax in reducing output depends upon 
the actual price of corn. The tax will not be efficient for 
prices, after tax, above $1.20 per bushel. 
The analysis indicates that nitrogen demand is more 
own-price elastic than water demand. The price elasticity 
of demand with respect to corn price is also higher 
for nitrogen than for water. For the quadratic production 
function, in the long-run, those elasticities are given by 
y dPy W 37.65Py - 3.97P^ - IO.22P2 
P 10.22P^ + 856.87P2 
^N'^y ^ dpÇ; ^ 254.75Py - 10.22P^ - SSG.SVPg (4.41) 
For Py ~ $2.00, P^ = $2.00 and P^ = $.20 these ex­
pressions give the values 0.15 and 0.50, respectively. 
Therefore, an increase in water and nitrogen prices relative 
to corn price would depress nitrogen purchases more than 
water purchases. This result seems reasonable from considera­
tions of the production process and input definition. Water, 
defined as the total amount received by the soil including 
preplant irrigation, does not have important substitutes in 
the production process. On the other hand, nitrogen defined 
as the total amount applied to the soil has a good substitute 
which is the residual nitrogen or natural fertility of the 
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soil. 
These features of input demand leads to the conclusion 
that, on the basis of static analysis, a tax or subsidy of a 
given percentage of the input price would result in a greatest 
percentage output change if applied to nitrogen rather than 
to water. 
Low elasticity of commodity supply and factor demand 
lead us to conclude that changes in corn supply would be more 
the result of changes in corn acreage than the result of 
changes in the intensity of production. Our conclusions are 
similar to those of Heady (11, p. 295): 
Both phenomena, low elasticity of commodity supply 
and factor demand based on low ultra-short-run produc­
tion elasticity and on inputs which do not drive marginal 
products to level of price ratios in an individual farm 
context, probably mean that a re-glearing of U.S. agri­
culture to market and consumer preference would have but 
little effect on lowering intensity of production in the 
regions which remains specialized in particular crops. 
. . . Hence, it is proposed that the main readjustment 
to a different price schedule, output decreasing to 
demand levels, would be more the receding of production 
into the heartland of regions with comparative advantage 
in particular crops, with marginal areas shifting to 
other crops. . . . 
Supply and demand functions in this study must be under­
stood as "averaged" functions giving expected changes if a 
general policy is applied to the four states in the data set. 
The conclusions, then, apply more at the market level than 
production unit level. It has been already shown that 
considerable variation exists in the soil and weather 
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variables. That variation explains how the level and elas­
ticity of static demand and supply differs among and within 
areas. 
In Figure 4.18 the nitrogen demand curves for each loca­
tion are plotted, as well as the average demand function 4.26. 
There is a clear variation in demand from site to site. The 
analysis suggests that demand is greatest and least elastic 
where the soil is low in the input under study but high in 
other fundamental inputs necessary for the production process. 
Where the input under study is abundant in the soil, static 
demand tends to be low and very elastic. 
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Figure 4.18. Long-run nitrogen demand from quadratic produc­
tion functions (corn price is $2.00 per bushel 
and water price is $2.00 per acre-inch) 
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CHAPTER V. RESOURCE ALLOCATION UNDER 
UNCERTAINTY 
In the previous chapter supply and demand were estimated 
based on models which can be classified as deterministic in 
the sense that they suppose perfect knowledge of all quanti­
ties. Prices and technical coefficients were constants with 
known values. In the real world, farmers have to make 
decisions in an environment where prices and input-output 
coefficients can take on a set of possible values. For each 
value of those variables there is only one decision which 
maximizes the farmer objective. Farming is carried on in a 
framework in which production decision must be made before 
yields and prices are known, so, the plans are based on ex­
pectations of, or on guesses about these variables (14). 
In what follows, we assume that prices are still known 
with certainty but input-output or technical coefficients 
are uncertain. Also, it is assumed that all farmers have the 
same production function and that they know the 95 percent 
confidence interval for input-output relationship; i.e. 
farmers can be 95 percent confident that the upper and lower 
limits of the confidence interval will cover the output to 
be obtained from any input combination. 
The analysis which comprises the body of this chapter 
can be broken into two parts. In the first part we will 
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derive confidence limits for the production function, derived 
supply, and demand assuming that farmers are risk neutral. 
In the second part we drop this assumption and analysis some 
of the resulting implications. 
Production Function Confidence 
Interval 
In this chapter, we consider a quadratic production func­
tion estimated from 39 observations referring to corn experi­
ments at Davis, California in the growing season of 1970. 
The estimated function is of the form 
Y = 3.74 + 11.84W + 0.12N - 0.22W^ - 0.00040N^ 
+ 0.00086WN (5.1) 
where Y is yield of corn in bushels per acre, W is the 
amount of water applied in inches-acres, and N is the amount 
of nitrogen in pounds per acre. The estimate variance-
covariance matrix is given by: 
0.58 _2 -5.56xl0_  ^ -1.38x10  ^ 1.18x10  ^ 8.04xl0~  ^ 4,82xl0~  ^
-5.56x10_2 7.94x10"^  -5.14x10]^  -1.98x10% 2.77xl0[g -2.39xl0~  ^
l=£  ^ -1.38x10_2 -5.14x10 3.20x10 2.79xl0"^  -7.64x10"* -3.45xl0" 
1.18xlO_7 -1.98x10 2.79x10  ^ 5.39x10"* -7.61x10 -7.29x10 
8.04%10_g 2.77x10  ^ -7.64x10 -7.61xl0"^  2.54xl0~ °^ -6.20x1G"^  ^
4.82x10 -2.39x10 " -3.45x10 -7.29xl0~  ^ -6.20xl0~ll 1.87xlo"® 
( 5 . 2 )  
Ill 
2 
where s = 136.99. The coefficient of multiple correlation 
adjusted for the degrees of freedom was estimated as = 
0.922. 
In order to be able to represent graphically, our 
results we consider a short-run production function formed 
by setting nitrogen at a fixed level. As an example, we take 
N equal to 150 pounds per acre. The short-run production 
function is derived from Equation 5.1 as follows: 
Y = (bg + ISObg, + ISO^bj + (b^ + 150b^)W + b^W^ (5.3) 
or 
Y = b* + b*W + b*W^ (5.4) 
where 
bg = bg + ISObg + ISO^b^ 
b* = b^ + 150b^ 
b* = b^ 
By substituting in 5.4 the values of the coefficients 
given by 5.1 we obtain; 
Y = 13.378 + 11.970W - 0.223W^ (5.5) 
To estimate the associated variance-covariance matrix 
we used the information given by 5.2 and the well known 
properties of variances and covariance operations. 
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+ KgXg) = K^^V(X^) + + ZK^KgCfX^Xg) 
CtK^X^fKgX^) = K^KgCtX^Xg) 
CfX^fXg + X3) = CfX^fXg) + CtX^fXg) 
where V and C stands respectively for variance and co-
variance operators, X^, X^, X^ are used to denote (jointly) 
distributed random variables and and are arbitrary real 
constants. The estimated variance-covariance matrix is given 
by: 
A = 
115.069 
-2.575 
0.242 
-9.575 
1.047 
-0.027 
0.242 
-0.027 
7.39x10 -4 
(5.6) 
The problem of predicting corn production, conditional on W, 
and the confidence interval can now be solved. Let the W 
values be given by the row vector. 
d = [1 Wp «0=] 
and that our problem is to predict the expected value of y, 
namely 
E(Y|W = Wq) [1 Wq WQ ] 
b* 
b* 
= dg: 
The variance of dg is estimated by 
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V{dS) = d A d' 
Hence, a 100 (1-a) percent confidence interval for the indi-
2 
vidual y value associated with d = [1 Wq Wq ] is given by 
dB* + + dAd')l/2 
where the associated t distribution has 33 degrees of freedom. 
The estimated production function, 5.5, and its 95% 
confidence limits are plotted in Figure 5.1. 
The upper and lower limits respectively of the 95 per­
cent confidence interval can be estimated by the following 
quadratic functions: 
f"„, = Y" = 28.365 + 11.467W - 0.123W^ = 0.998 iw; 
F = 2859.68 
(5.7) 
f^,_ = = -1.608 + 12.473W - 0.323W^ = 0.994 
V w; 
F = 1036.42 
(5.8) 
Confidence Regions for Derived 
Supply and Demand 
In Chapter IV we derived price-quantity relationships 
assuming that coefficients were known constants. In other 
words, given the price (or prices) there was one and only 
one quantity which would satisfy the respective equation. 
Supply and demand equations were derived from the production 
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Figure 5.1. The short-run quadratic production function and its 95 percent 
confidence limits 
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function. Since the technical coefficients were estimated 
with error, so are the derived quantities which are func­
tions of the estimated coefficients. 
To compute confidence intervals for corn supply, water 
demand, and their own price elasticities we will follow the 
method proposed by Fuller (9). 
Confidence limits for corn supply and its elasticity 
In what follows we consider Equation 5.5 as being the 
estimated production function and 5.6 the associated vari­
ance-covariance matrix of the coefficients. 
The general form of the production function is: 
Y = bg + b^W + bgW^ 
Following the procedure outlined in Chapter IV we can 
find the supply equation which expressed as a function 
of the estimated coefficients becomes: 
= bo + 2 -^ (?!?;! - b )^ + (5.9) 
* 2 
or 
?" = *0 + *1 
where 
2 
^0 - ^ 0 " ^  ^1 - 45; Pl^Py^ 
The variance-covariance matrix of the a's is estimated by 
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D A D '  
where A is the estimated variance-covariance matrix of the 
production function coefficients, 5.6, and D is the 2 by 3 
matrix: 
D = 
aa^ 
3b, 
9aj 
3b. 
3a^ 
^^0 
3ai 
-bib^ 
- 2  
-b 
4 
2 
The elements of D are not all constants, because the a's are 
not linear combinations of the b's. Under these circumstances 
the estimates of DAD' are only asymptomatically unbiased (9). 
Evaluating the partial derivatives of the matrix D at 
the point estimates of the b's we obtain; 
26.84 720.31 1 
D = 
2  - 2  
- 5 . 0 3  P .  P  1 y 
The variance-covariance matrix of the a's is then estimated by 
42.41 
DAD: = 
-0.24 P, 
2  - 2  
-0.24P, P 1 y 
1 y 
0.02 P,^P~'^ 1 y 
The variance of Y can now be estimated as 
V(Y") = Vfag) + V(a^) + 2 COV(aQ,a^) 
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Figure 5.2 indicates the size and position of the 95 percent 
confidence regions of corn supply when the price of water 
is fixed at $2.00 per acre-inch. The confidence limits for 
corn supply are relatively narrow throughout the range of 
output prices. The width of the confidence region is on 
the average, 30 bushels per acre. However, one should not 
forget that the confidence limits were obtained under the 
assumption that all producers are risk neutral. It will be 
explained later in this chapter that a confidence region 
obtained in such a way represents an approximation to the 
actual confidence region. 
Figure 5.3 indicates the position and magnitude of the 
95 percent confidence region for the price elasticity of 
supply. 
The confidence limits are narrow for prices of output 
greater than $1.00 per Bushel. But they are very wide for 
lower corn prices. For instance, with corn price of 50 cents 
per bushel the upper and lower values of elasticity are esti­
mated by 0.16 and 0.28 respectively. 
The most important conclusion that seems to be possible 
to draw from Figure 5.3 is that own price elasticity of supply 
is very low for prices above $1.00 per bushel even if one 
drew his conclusions from the upper confidence limit. 
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Figure 5.2. Short-run corn supply and its 95 percent confi­
dence limits (price of water, the variable 
factor, is $2.00 per acre-inch) 
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Figure 5.3. Own price elasticity of short-run corn supply and 
its 95 percent confidence limits (price of water 
is $2.00 per acre-inch) 
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Confidence limits for water demand and its own price 
elasticity 
Following the process outlined in the beginning of this 
section we estimated the variance of the demand for water 
by: 
V(W^) = 5.28 + 0.75 + 11.97)2 
- 1.22 + 11.97) 
Figure 5.4 indicates the size and shape of the 95 per­
cent confidence region for the water demand when the price 
of corn is fixed at $2.00 per bushel. The confidence limits 
are relatively narrow for the type of data analyzed. The 
upper and lower limits indicate quantities of water demanded 
which on the average do not differ for more than 4 acre-
inch. As in the case of corn supply, the confidence region 
estimated does not take into account the type and distribu­
tion of farmers with respect to risk behavior. Figure 5.5 
portrays the own price elasticity of water demand and its 
95 percent confidence limits when the price of corn is 
fixed at $2.00 per bushel. The confidence limits are an in­
creasing function of water price. The price elasticity of 
demand for water is low for the whole range of prices 
considered even if we look for the upper limit of the confi­
dence interval. This is not surprising if we consider that 
water has no substitute in the process of production 
Figure 5.4. Short-run water demand and its 95 percent 
confidence limits (price of corn is $2.00 per 
bushel) 
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Figure 5.5. Own price elasticity of short-run demand for water and its 95 percent 
confidence limits (price of corn is $2.00 per bushel) 
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under study. 
The Reliableness of the Confidence 
Intervals 
One should not forget that the confidence limits 
previously estimated were obtained under the assumption that 
all producers are risk neutral. In other words, we took the 
production function and based on that we estimated the confi­
dence limits for the output supply and for input demand. If 
instead of doing so, we derived the supply and demand from 
the upper and lower bounds of the 95 percent confidence limits 
of the production function, the confidence region of corn 
supply and water demand would be different. The second type 
of confidence region we are talking about would incorporate 
both the farmers behavior with respect to risk and the 
randomness of the production coefficients. 
The actual confidence regions depends upon the type and 
distribution of farmers and the variance of the technical 
coefficients. Therefore, a 85 percent confidence interval 
like those pictured in Figures 5.2 and 5.4 must be under­
stood as rough approximations. 
Our intention was to derive the second type of confi­
dence regions we referred above. However, due to lack of in­
formation about farmers attitude towards risk and their 
distribution we do not pursue into this line of thought. 
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However, we will prove that in an environment where farmers 
are not risk neutral there is misallocation of resources if 
price of inputs are constants for all use intensities. We 
assume that the goal of the society is to maximize expected 
profit and we will express the welfare loss by the reduction 
of income, per unit of land used in production. 
Producers' Behavior Under Uncertainty 
Each farmer has his particular attitude towards risk 
based on his beliefs in the quality of his resources, his 
entrepreneurial capabilities and many other subjective 
reasons. Farmers production decisions are the result of ob­
jective and subjective factors. Therefore, if we consider 
two farmers for whom the same equation holds to be the 
best estimation of the input-output relationship and both 
farmers are willing to be inside of the 95 percent confidence 
interval they, certainly, use different amounts of input. 
A farmer who is extremely optimistic (risk lover) will maxi­
mize profit taking the upper bound of the confidence interval 
as being his production function. On the other hand, the 
extremely pessimistic farmers (risk averter) will maximize 
profit taking the lower bound of the confidence interval as 
being his production function. 
The farmers input-output decision depends upon the weights 
they put in the upper and lower bounds. The risk lover might 
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give the weight zero to the lower bound and one to the upper 
bound. The extremely risk averter will reverse those weights. 
In general, the maximization problem can be formulated for 
any farmer in the following way : 
max IT = Py[a f^{w) + (l-a)f^(W)] - P^W - F (5.10) 
where 
f^(W) = upper limit of the confidence interval, 
f^(W) = lower limit of the confidence interval, and 
a = the risk-aversion coefficient defined in 
the interval (0,1). 
We shall first consider the case where there are only two 
types of farmers: the extremely optimist (a=l) and the 
extremely pessimist (a=0). The first type of agents are 
max-max agents and their objectives are: 
max-max profit among the production interval.- i.e. 
max ÏÏ = Pyf^(W) - WP^ - F (5.11) 
The second type of agents are max-min agents and their 
objectives are: 
max-min profit among the production interval, i.e. 
max 77 = Pyf^(W) - - F (5.12) 
To find the optimal quantity of input, W, in each case, 
we substitute the estimated f(W) into 5.11 and 5.12, given 
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respectively by 5.7 and 5.8. Thus, the optimal cimount of 
input used by each type of agent can be estimated as follows: 
max = Py(28.36 5 + 11.467W - 0.123W^) - WP^ - F 
( 5 . 1 3 )  
dW =  P  ( 1 1 . 4 6 7  -  0 . 2 4 6 W )  -  P ^  =  0  
solving for W, we obtain 
w"®" = (11.467 - (5.14) 
Following the same steps for the max-min agent 
Max = Py(-1.608 + 12.473W - 0.323W^) - P^W - F 
( 5 . 1 5 )  
we obtain 
=  ( " . 4 7 3  -  ^ 1  ( 5 . 1 6 )  
For any value of the input-output price ratio. Equations 
5.14 and 5.16 give the optimal amount of water to be used by 
the max-max agent and max-min agent, respectively. Let that 
ratio be equal to 2; then 
=  3 8 . 4 8  a c r e - i n c h e s  
= 16.21 acre-inches 
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Social Goal 
Compared to its numbers^ society can take a long-term 
planning view. On these grounds, it may be argued that as a 
corporate entity the society should be indifferent to risk 
relative to the allocation of resources within any small 
sectors of the economy (1). Taking this view, the society 
would wish individuals such as farmers to maximize expected 
profits which will correspond to the social ôptimum. 
The estimated production function. Equation 5.5, pro­
vides the best information available about the water-corn 
physical relationship. In other words. Equation 5.5 gives the 
amount of corn that on the average will be obtained from any 
amount of water. Thus, society would wish farmers to maxi­
mize profit subject only to the technical constraint em­
bodied in the production function. Therefore, the social 
goal will be reached if each farmer has the following ob­
jective function: 
max = Py(13.378 + 11.970W - 0.223W^) - P^W - F (5.17) 
solving the maximization problem we get 
=  ( 1 1 . 9 7 0  -  ( 5 . 1 8 )  
and substituting P^/P^ = 2 we obtain 
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=  2 2 . 3 5  a c r e - i n c h e s  
Figure 5.6 illustrates the input-output decision to be 
taken by the two types of agents considered and that one 
which represents the social optimum. The max-max agent maxi­
mizes profit by choosing the point on the upper confidence 
l i m i t  w h e r e  t h e  s l o p e  e q u a t e s  t h e  p r i c e  r a t i o  ( p o i n t  U ) .  H e  
seeks but on the "average" he obtains Yg i.e.; the output 
indicated by the production function given W = The 
max-min agent maximizes profit by choosing the point on the 
lower confidence limit where the slope equates the price 
ratio (point L). By the same arguments he seeks for Y^ but 
on the "average" he obtains Y^. In the present illustration, 
both Y2 and Y^ are smaller than the output that corresponds 
to the social optimum (Y^). Therefore, the society had an 
expected output loss, equal to 
L  =  Y q  -  ( 0 . 5  Y g  +  0 . 5  Y ^ )  =  1 6 9 . 5 - 0 . 5 ( 1 4 3 . 8 ) - 0 . 5 ( 1 4 8 . 8 )  
=  1 6 9 . 5 - 1 4 6 . 2  
= 23.2 bushel/acre 
The output of 169.5 bushels/acre could be obtained by using 
2 2 . 3 5  a c r e - i n c h e s  o f  w a t e r  ( W ° ^ ^ ) .  H o w e v e r ,  t o  r p o d u c e  1 4 6 . 2  
bushels/acre, 27.35 acre-inches of water were used. Therefore, 
the loss for the society due to wasted resources was 
300 
250 
200 
o 
»—4 
W opt. W min W ma, 
48 40 32 24 8 0 
WATER (acre-inch) 
Figure 5.6. The production function and its 95 percent confidence limits and opti­
m a l  a m o u n t  o f  i n p u t  w h e n  t h e  i n p u t - o u t p u t  p r i c e  r a t i o  i s  2 . 0  
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R  =  0 . 5  +  0 . 5  =  5 . 0 0  a c r e - i n c h e s  
The total loss can be estimated by 
TL = P L + P, R 
y 1 
We have taken a very simple case where only two types of 
agents which are equally distributed were considered, and we 
found the possible outcome for a given input-output price 
ratio. In general, the total loss is a function of several 
variables, namely: type of agents and their distribution, 
the magnitude of the confident interval of production, the 
error of the estimated technical coefficient, and input-
output price ratio. 
If we continue to assume that prices are known and that 
an estimation of production function is available, for a 
given confidence interval the only unknown is the type and 
distribution of the production agents." 
While it is known that uncertainty causes misallocation 
of resources, little is known about the factors which actually 
e x e r c i s e  i n f l u e n c e  u p o n  f a r m e r s  a t t i t u d e s  t o w a r d s  r i s k .  
Hypotheses exist regarding the relationship of the degree 
of risk aversion to the total capital possessed, the liquidity 
and asset structure, the degree of confidence in managerial 
capabilities. However, there are few empirical indications 
of the effect of these variables on farmers' attitudes 
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towards risk. 
The knowledge of the distribution of a for the geo­
graphical universe for which the production function was 
estimated, allows the estimation of the expected output. 
Let f^ represent the relative frequency of a. The ex­
pected value of a, E(a), is given by 
n 
E ( a )  =  S  f . a .  ( 5 . 1 9 )  
i=l 1 
where n represents the number of different types of farmers. 
In the continuous case. Equation 5.19 takes the form 
1 
r 
E( a )  =  J  a f ( a ) d a  
0 
where f(a) is the density function of a. 
Having computed E(a) and knowing the upper and lower 
limits of the production interval, the expected output per 
unit of land is obtained by solving the following maximiza­
tion problem: 
max IT = Py [E (a) • f^(W) + (1-E (a) ) f^ (W) j - P^W - F (5.20) 
Policy Measures 
We have seen that individual decisions only lead to a 
social optimum if all decision-makers are risk-neutral or 
if the production subset of the economy acts as if it was 
risk-neutral. 
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Taking the social point of view, it is pertinent to ask 
what measures might be taken by the government to encourage 
individuals to make their decisions more in line with the 
social goal. The government could attempt to induce resource 
use at a social optimum level by providing input taxes 
(subsidies) to producers. For simplicity we consider only 
t w o  t y p e s  o f  a g e n t s  a n d  w e  i g n o r e  t h e  d i s t r i b u t i o n  e f f e c t s .  
Suppose the government is considering using a tax policy 
on water to induce the two agents to apply the amount of 
water indicated by in Figure 5.6, i.e., the government 
wants to encourage the risk averter decision-maker to in­
crease the amount of water from to and wants to 
discourage the risk-lover decision-maker by reducing water 
from to The demand for water which represents the 
social optimum is given by Equation 5.18. To find the tax 
schedule that will lead the tv:o agents to use the optimal 
amount of the input, we equate the demand of each agent, 
substituting for plus tax, to 5.18. So, we obtain the 
following equations 
?  9 ^ 3  / I I  _  ( 5 . 2 1 )  
2 . 2 4 2  ( 1 1 . 9 7 0 )  -  ^  
y 
1 . 5 4 8  ( 1 2 . 4 7 3  k ~ )  
y 
( 5 . 2 2 )  
solving for t^ and tg we obtain 
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=  4 . 8 6 5  P y  -  0 . 4 4 8  
=  - 4 . 8 6 5  P y  +  0 . 4 4 8  P ^  
For Py = 1 and P^ = 2, we get 
t ^  =  3 . 9 7  
^ 2  "  - 3 ' 9 7  
The risk-lover agent will pay a tax of $3.97 and the 
risk-averter will receive a subsidy of the same amount per 
inch-acre of water used. 
Figure 5.7 displays the graphical solution of the prob­
lem. The case of a firm using a single variable input to 
produce a single product has a very easy graphical representa­
tion. In this situation the marginal value product of the 
input (MVP) represents the firm demand. The amount de­
manded is found at the point where MVP intercepts the input 
price limit. For the price $2.00 per acre-inch of water the 
interception points for the risk-averter, risk-neutral and 
risk-lover are L, O, and U, respectively. If the goal is to 
induce each and every decision-maker to use the amount of 
water corresponding to then an after tax price schedule 
l i k e ,  t h e  o n e  r e p r e s e n t e d  b y  t h e  b r o k e n  l i n e  A B C D ,  m u s t  b e  
adopted. Under that schedule the MVP line of every farm will 
intercept the price line at a point which leads to use a 
quantity of water equal to 
If farmers who have to pay taxes can be identified at 
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WATER (acre-inch) 
Figure 5.7. Marginal value product of water (MVP) derived 
f r o m  t h e  p r o d u c t i o n  f u n c t i o n  a n d  f r o m  i t s  9 5  
percent confidence limits 
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zero cost, the solution above represents the first best or 
Pareto-optimal solution. Producers could be identified by 
their past use of water. 
If production agents cannot be differentiated we have to 
look for the second best solution. In the case of the two 
production agents the problem can be stated as follows. 
min Z = (5.23) 
subject to the government budget. 
Where and are the demand for water 
respectively for the risk-lover, risk-neutral and risk-
aver ter agents. 
The budget constraint expresses the government net 
receipts from taxes. Suppose that the government wants 
the net receipts from taxes to be zero. In this situation, 
the budget constraint is given by 
ti . + t2 . = 0 
If we substitute in 5.23, and by the 
respective demand equations and add the budget constraint, 
we obtain 
min Z = (46.61 - 4.07 - 26.84 + 2.24 P^Py^)^ 
+  ( 1 9 . 3 1  -  1 . 5 5  P ^ P y l  -  2 6 . 8 4  +  2 . 2 4  P ^ P ^ ^ ) ^  
+  X [ t ^ ( 4 6 . 6 1  -  4 . 0 7  P ^ P y l )  + t 2 ( 1 9 . 3 1  -  1 . 5 5  P ^ P y ^ )  
( 5 . 2 4 )  
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For Py = 1 and Pg = 2, the first-order conditions for 
z  m i n i m i z a t i o n  r e q u i r e s  t ^  =  3 . 8 2  a n d  t g  =  - 3 . 9 5 .  I t  i s  
interesting to notice that this solution is very similar 
to that previously presented corresponding to the first-
best outcome. 
The general solution for the problem of finding the 
optimal tax schedule depends upon the production function 
coefficients, the input-output price ratio and the farmers' 
attitude towards risk. Even if we assume that technical 
coefficients are known and the price ratio is fixed, the 
c o m p l e x i t y  o f  t h e  r i s k  m a k e s  s o l v i n g  t h e  p r o b l e m  d i f f i c u l t .  
However, it is important to stress that risk can have an 
i m p o r t a n t  i m p a c t  o n  t h e  p r o d u c e r  l e v e l .  T h e  p r a c t i c a l  d i f f i ­
culties of quantifying that impact across producers cannot be 
a justification for leaving out of analysis that important 
component of the production decision. Policies formulated 
assuming that people are indifferent to risk can prove in­
appropriate when risk does play an important role. In order 
to formulate adequate policies, research is necessary to 
identify the factors which actually exercise influence upon 
farmers attitudes towards risk and to quantity the impact of 
risk across producers. 
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CHAPTER VI. SUMMARY AND CONCLUSIONS 
This study includes statistical and economic analyses of 
water-nitrogen response functions in corn production. Given 
that the production function is the foundation of static 
product supply and factor demands this study, then, tries to 
relate technology to the market phenomena of demand and 
supply. 
Four algebraic forms of the production function, the 
quadratic, square root, three-halves, and logarithmic equa­
tions were considered. These algebraic forms were fitted to 
experimental data obtained in California, Texas, Arizona, 
and Kansas. By means of lack-of-fit test, the logarithmic 
production function was eliminated. Given that the algebraic 
f o r m  o f  t h e  p r o d u c t i o n  f u n c t i o n  h a s  a  h i g h l y  s i g n i f i c a n t  e f ­
fect on the estimated supply and demand functions a theo­
retical discussion about model selection is presented. 
Statistical tests were performed to determine if the 
variation of the technical coefficients from year to year and 
site to site can be attributed to experimental error or 
explained by environmental variables. 
Using the quadratic and square root equations, two 
"average" production functions were estimated and from them 
predicted yields of corn grains computed. 
The average production functions derived provided the 
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basis for inferences about static supply and demand curves 
and their respective elasticities. Directly from the pro­
duction function per unit of land static supply and demand 
functions were derived assuming that the firms* goal is 
profit maximization and that perfect knowledge exists in 
respect to all variables. 
Uncertainty, capital rationing, nonprofit goals, and 
many other peculiarities of agricultural production make 
product supply and factor demand functions derived directly 
from the production function rough approximation of market 
supply and demand. The assumption of perfect knowledge about 
the input-output coefficients was relaxed and confidence 
intervals for supply and demand were obtained. Farmers, as 
any other decision—makers, can have different attitudes 
towards risk. This study examines the case of uncertain 
technical coefficients and analyze its implications for re­
source allocation. 
Finally, conclusions and limitations of this study are 
presented. 
Cone]usions 
The analysis of the data shows that timing of irrigation 
is an extremely important factor in corn production. In 
experiments where the main objective is the estimation of 
production functions, and the total amount of inputs are the 
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only explanatory variables, the optimal time of watering has 
to be fixed according to the soil, weather and crop condi­
tions. Following the same pattern, water treatment would 
differ from plot to plot only by the amount of water applied 
at each time. 
The polynomial forms of the production function: 
quadratic, square root and three halves, proved to be more 
appropriate than the power function to characterize the 
technological process under study. The square root equations 
fitted the data best at two sites, California and Kansas. 
It was not possible to distinguish between the performance 
of the quadratic and three-halves equations. These con­
clusions were based on statistical tests and differ from those 
one would make by crudely using common goodness-of-fit 
measures. 
Considerable variability there exists on plant-water-
nitrogen relationships from site to site and in some cases from 
year to year. It is apparent that environmental variables are 
responsible for that variation. However, due to the small 
number of degrees of freedom for each variable they could not 
be proven statistically significant. The estimated equations 
are "average" production functions in the sense that the 
coefficients derived for water and nitrogen represent the 
mean effects for the sites and years considered. 
Static corn supply was derived with the price water fixed 
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a t  $ 2 . 0 0  p e r  a c r e - i n c h  a n d  t h e  p r i c e  o f  n i t r o g e n  f i x e d  a t  2 0  
cents per pound. The results of the analysis show that both 
short and long-run corn supply are highly inelastic. In the 
short-run supply is more price elastic when water, rather 
than nitrogen, is the fixed input. For corn prices above 
$1.00 per bushel the short-run price elasticities range from 
z e r o  t o  0 . 2 2  w h e n  n i t r o g e n  i s  f i x e d  a n d  f r o m  z e r o  t o  0 . 9 0  
when water is fixed. For the actual corn price, $2.00 per 
b u s h e l ,  s u p p l y  p r i c e  e l a s t i c i t y  i s  a l w a y s  l e s s  t h a n  0 . 2 0 .  
The study shows that supply elasticity decreases as the 
price of corn increases or the level of the fixed input 
f a l l s .  S t a t i c  s u p p l y  e l a s t i c i t y  d e c l i n e s  v e r y  r a p i d l y  f o r  
prices of corn below $1.00. The steep slopes of the elas­
ticity functions indicate that supply is relatively flat for 
that price range. For corn prices above $1.00, the supply 
functions exhibit steep slopes indicating that a change in 
price would result in very little change in quantity. This 
reflects the low elasticities of supply curves for those 
prices. 
Because of behavioral and institutional restraints on 
production farmers are less price responsive than predicted 
by the elasticity of static supply (13) . Hence, our results 
support the hypothesis that market supply is very low price 
elastic when corn acreage is considered fixed. Although 
low, the supply elasticity never declines to zero. 
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The analysis suggests that specific or ad valorem sales 
taxes on corn do not seem an efficient tool in controlling 
production. For the current price, $2.00 per bushel, a 20 
percent sales tax would reduce farmer's price to $1.60 but 
supply would be reduced in the long-run by no more than 4 
percent. Under these circumstances, land retirement or per­
haps tax in kind policies would be more efficient in reducing 
supply. 
Short and long-run demand functions for water and 
nitrogen were derived for different corn prices. Short-run 
price elasticity is a function of the fixed resource under 
the quadratic equation. The fixed input was set at the level 
giving the highest estimate of static demand elasticity. 
This study indicates that own price elasticity of demand for 
water are low for the range of prices considered. For water 
price of $2.00 per acre-inch demand elasticity ranges from 
0.11 under the quadratic equation, having nitrogen fixed 
at 200 pounds per acre, to 0.18 under the square root equa­
tion. 
The results lead to conclude that short-run nitrogen 
demand is more price elastic than water demand. At approxi­
mately the current nitrogen price, 20 cents per pound, short-
run demand elasticity ranges from 0.54, under the quadratic 
equation, having water fixed at 30 acre-inches, to 0.80 under 
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the square root equation. If the price of water and nitrogen 
falls relative to the price of corn we would expect a larger 
proportional increase in fertilizer consumption than in 
water use. 
The general characteristics of the long-run demand func­
tions for water and nitrogen are broadly similar to the 
correspondent short-run functions. Price elasticity of input 
demand declines sharply when corn prices increase. For 
i n s t a n c e ,  o w n  p r i c e  e l a s t i c i t y  o f  d e m a n d  f o r  w a t e r  i s  0 . 3 0  
w h e n  c o r n  p r i c e  i s  $ 1 . 0 0 ;  t h i s  e l a s t i c i t y  d e c l i n e s  t o  0 , 1 2  
when corn price raises to $2.00 per bushel. 
On the basis of the physical conditions of production 
found in this study and using current prices, a 10 percent 
tax on fertilizer would decrease corn production per acre 
somewhat less than 6.0 percent. The same 10 percent tax 
on irrigation water would decrease corn production per acre 
somewhat less than 1.5 percent. Therefore, a tax or subsidy 
on fertilizer input would be more effective in changing pro­
duction than would the same measures on water. 
Low elasticity of commodity supply and factor demand, 
lead us to conclude that decreases in corn supply might be 
expected through acreage control or marketing quotas rather 
than through tax policies. 
The conclusions taken so far are based on models which 
assume perfect knowledge of prices and technical coefficients. 
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Considering prices still known with certainty but random 
technical coefficients supply and demand equations are re­
placed by supply and demand confidence intervals. For a 
given level of probability, the width of the interval depends 
upon the variance of the estimated technical coefficients. 
The study indicates that own price elasticity of corn supply 
is very low for prices above $1.00 per bushel even if one 
drew his conclusions from the upper confidence limit. 
Under uncertainty production decisions only lead to a 
social optimum if all decision-makers are risk-neutral or if 
the production subset of the economy acts as if it was risk 
neutral. The study indicates that government can attempt to 
induce resource use at a social optimum level by imposing 
input taxes (subsidies) to producers. The analysis shows 
that the first best or Pareto-optimal solution can be obtained 
by imposing a tax on risk-lover agents and providing a subsidy 
to risk-averter agents such that both maximize expected profit 
using the social optimum amount of input. 
Limitations of Research 
Several limitations of the empirical analysis presented 
in this study should be noted. First, the effect of precipi­
tation was not segregated from that of irrigation. Any 
daily precipitation equal to or greater than 0.25 inch was 
added to the irrigation treatment. Second, there were no 
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measurements of soil nitrogen available at beginning or at 
the end of the growing season. Therefore, it was not possible 
to estimate the amount of nitrogen used by the plants. Third, 
in some locations, different irrigation schedules led to ob­
tain different yields from experimental plots receiving almost 
the same amount of water. Because enough information was not 
available the variable timing of irrigation was not considered 
in regression analysis. Fourth, empirical supply and demand 
functions were derived from a per acre average production 
function. Therefore, supply and demand quantities estimated 
represent average output and inputs per unit of land for the 
four locations in the data set. Fifth, profit maximization 
was assumed to be the most important objective of the economic 
agent. This is hardly a very satisfactory assumption, since 
it rules out risk-averse behavior, and so many elementary 
f a c t s  o f  e c o n o m i c  l i f e  s e e m  t o  i n d i c a t e  a  p r e v a l e n c e  o f  r i s k -
aversion (29). Probably, utility maximization would have 
been a more appropriate assumption, but its measurement would 
be impossible. 
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APPENDIX A: SUMMARY OF EXPERIMENTAL DATA 
USED IN THIS STUDY 
( H e x e m  a n d  H e a d y  ( 1 7 ) )  
Table Al. Summary of treatment combinations, plant population and corresponding corn grain yields 
in pounds per acre at 15.5 percent moisture, Davis, California, 1969 (17)& 
Yields and Plant Population 
Treatments Split Plot - 1 Replication 1 Split Plot - Replication 2 
Designation Water 
Applied 
(in./acre) 
Nitrogen 
Appl iedC 
(lb./acre) 
(lb./ 
acre) 
Plant 
Pop. 
(lb./ 
acre) 
Plant 
Pop. 
(lb./ 
acre) 
Plant 
Pop. 
(lb./ 
acre) 
Plant 
Pop. 
^1^1 0 
0 3970 25000 3880 18500 4020 25000 5220 18500 
l3"l 12 0 6890 26000 7150 18500 8720 26000 7740 18500 
:5"i 24 0 
9190 26500 7670 19000 9140 26500 8590 19000 
l2"2 6 75 6190 24500 6360 18500 
:4M2 18 75 9400 25500 7300 18000 
Il"3 0 150 4890 24500 5460 18500 4270 24500 4630 18500 
:3*3 12 150 8780 26500 7300 18000 8300 26500 7890 18000 
I 5 N 3  
24 150 9530 25500 8220 18500 9450 25500 7930 18500 
^Planting date: May 22 
Harvesting date: September 26 
Variety of seed: Pioneer 3775 
Seeding rate: (see plant population) 
Soil type: Yolo loam 
Bulk density: 1.6 
Wilting point 12.5% 
Field capacity: 23.1%. 
^Preplant irrigation of four acre inches not included. 
'Measurements of preplant soil fertility are not available. 
Table Al (Continued) 
Treatments 
Designation Water 
Applied 
(in./acre) 
Nitrogen 
Applie&c 
(lb./acre) 
Yields and Plant Population 
Split Plot - ] Replication > 1 Split Plot - Replication 2 
(lb./ 
acre) 
Plant 
Pop. 
(lb./ 
acre) 
Plant 
Pop. 
(lb./ 
acre) 
Plant 
Pop. 
(lb./ 
acre) 
Plant 
Pop. 
^2^4 6 225 7490 25500 5710 18500 
^4^4 18 225 9320 25000 8160 19000 
:5"5 24 225 9450 25000 7980 18500 
I1N5 0 300 5150 25000 5200 17500 5800 25000 4940 17500 
13*5 12 300 10120 25000 8020 19500 9410 25500 7350 19500 
^4^5 18 300 0950 25000 8590 
19000 
:5"5 24 300 10320 25000 8440 18500 
8960 25000 7630 18500 
Table A2. Summary of treatment combinations, plant population and corresponding corn grain yields 
in pound:; per acre at 15.5 percent moisture, Davis, California, 1970 (17)® 
Treatments Yields and Plant Population 
Designation Water Nitrogen Split Plot - Replication 1 Split Plot - Replication 2 
Applied Applied^ "(lb./ Plant (lb./ Plant (lb./ Plant (lb./ Plant 
(in./acre) (lb./acre) acre Pop. acre Pop. acre Pop. acre Pop. 
1.66 0 3060 23500 3230 15500 4675 23500 4760 15500 
3"l 14.66 0 7220 25000 8980 19500 
s'^i 26.66 0 7720 23500 8680 23500 9210 23500 8620 21000 
2^^ 8.66 75 7620 24500 6840 18000 
4^2 20.66 75 10610 25500 9860 20500 
l"3 1.66 150 3850 23000 4280 15000 3880 23000 3950 15000 
3^3 14.66 150 10400 25500 7930 20000 9140 25500 8980 20000 
Planting date: 
Harvesting date; 
Vareity of seed: 
Seeding rate: 
Soil type: 
Bulk density: 
Wilting point: 
Field capacity: 
May 22 
September 28 
Pioneer 3775 
(see plant population) 
Yolo loam 
1 . 6  
12.5% 
23.1%. 
Preplant irrigation of four acre inches and .44 inch rainfall are not included, 
'Measurements of prepalnt soil fertility are not available. 
Table A2 (Continued) 
Treatments 
Designation Water ^ Nitrogen 
Applied Applied^ 
(in./acre) (lb./acre) 
26.66 150 
8.66 225 
I.N. 20.66 225 4 4 
I^Nr 1.66 300 1 5 
I^Ng 14.66 300 
26.66 300 5 b 
Yields and Plant Population 
Split Plot - Replication 1 Split Plot - Replication 2 
(lb./ 
acre 
Plant 
Pop. 
(lb./ 
acre 
Plant 
Pop. 
(lb./ 
acre 
Plant 
Pop. 
(lb./ 
acre 
Plant 
Pop. 
9470 26000 9380 26000 9360 21000 
6970 24500 
10100 24500 9800 24500 
4550 25000 4260 16500 4320 16500 
8660 25000 7830 21000 8880 25000 7920 21000 
9260 25000 8880 25000 9040 25000 10060 25000 
Table A3. Summary of treatment combinations, plant population and corresponding corn grain 
yields in pounds per acre at 15.5 percent moisture, Plainview (Upland), Texas, 1970^(17) 
Treatments Yields 
Designation Water Nitrogen Plant 
Applied" Applied*^ Pop. 
(in./acre) (lb./acre) (10,000/acre) 
Rep. 1 
(lb./ 
acre) 
Rep. 
(lb./ 
acre) 
Rep. 3 
(lb./ 
acre) 
Rep. 4 
(lb./ 
acre) 
Il"l 31.9 0 2.36 5832 5287 4407 4483 
= 2^1* 14.5 0 2.29 1438 1050 1312 919 
:3"i 16.6 0 
2.30 4886 5397 3782 4009 
^4^1 
22.2 0 2.40 5115 4110 5377 4072 
^5^1 20.8 0 2.30 4579 5809 4876 4446 
11*2 31.9 100 2.46 5111 6521 3311 5168 
^Planting date: April 24 
Harvesting date: October 10 
Variety of seed: Pioneer 3306 
Seeding rate: 
Soil type; 
Bulk density: 
Wilting point: 
Field capacity; 
(see plant population) 
Pullman clay loam 
1.54 
13.0% 
Rainfall totaling 4.8 inches during the growing season is not included. 
An estimated preplant level of N at 39 pounds per acre is not included. Prior to planting, 
ate (0-46-0) was un: 
Excluded treatment. 
phosphat iformly applied at a rate of 100 pounds per acre, 
d 
Table A3 (Continued) 
Treatments 
Designation Water Nitrogen Plant 
Applied Applied^ Pop. 
(in./acre) (lb./acre) (10,000/acre) 
14.5 100 2.33 
IgNg 16.6 100 2.31 
IjNg 22.2 100 2.44 
IcNL 20,8 100 2.38 5 2 
31.9 200 2.36 
14.5 200 2.48 
IgNj 16.6 200 2.46 
I N ,  2 2 . 2  2 0 0  2 . 3 6  
4 3 
20.8 200 2.36 
IJN, 31.9 250 2.44 1 4 
IgNj^ 14.5 250 2.38 
16.6 250 2.42 
22.2 250 2.46 4 4 
IcNL 20.8 250 2.42 5 4 
Yields 
Rep. 1 
(lb./ 
acre) 
Rep. 2 
(lb./ 
acre) 
Rep. 3 
(lb./ 
acre) 
Rep. 4 
(lb./ 
acre) 
648 
5151 
6169 
4168 
6252 
1179 
4980 
5287 
5531 
4986 
1448 
5397 
5397 
5861 
1716 
3617 
5558 
5969 
6036 
646 
4571 
6430 
3072 
7276 
1182 
4452 
4869 
3893 
907 
4009 
4938 
5061 
5393 
261 
4920 
3809 
4362 
5430 
795 
3361 
6228 
5469 
650 
3970 
5117 
4065 
6335 
1403 
3495 
6912 
3447 
5268 
661 
3651 
4571 
4712 
Table A3 (Continued) 
Treatments Yields 
Designation Watei Nitrogen 
AppliedC 
Plant 
Applied"" i ^ Pop. (lb./ 
(in./acre) (lb./acre) (10,000/acre) acre) 
Rep. 1 Rep. 2 
(lb./ 
acre) 
Rep. 3 
(lb./ 
acre) 
Rep. 4 
(lb./ 
acre) 
=1*5 
I3N5 
=4*5 
I5N5 
31.9 
14.5 
16.6  
2 2 . 2  
20.8 
300 
300 
300 
300 
300 
2.45 
2.38 
2.30 
2.44 
2.38 
6084 
1980 
4207 
5958 
4741 
6105 
792 
3931 
5293 
5621 
4587 
783 
3499 
4695 
4198 
5229 
2438 
2673 
5435 
5029 
Table A4, Summary of treatment combinations, plant population and corresponding corn grain yields 
in pounds per acre at 15.5 percent moisture, Plainview (Upland), Texas, 1971& (17) 
Treatments Yields 
Designation Water 
Applied 
(in./acre) 
Nitrogen 
Applied^ 
(lb./acre) 
Plant 
Pop. 
(10,000/acre) 
Rep. 1 
(lb./ 
acre) 
Rep. 2 
(lb./ 
acre) 
Rep. 3 
(lb./ 
acre) 
Rep. 4 
(lb./ 
acre) 
Il"l 44.3 0 1.78 4412 5429 7133 5057 
I2N1 44.3 0 1.77 4450 5482 4155 4914 
I3N1 44.3 0 1.72 4572 4820 4083 5495 
l4"l 29.7 0 1.51 4811 4440 3646 4076 
IsNi^ 29.1 0 1.74 1830 1886 1907 2352 
Il"2 44.3 100 1.74 6993 7799 7361 4814 
^2^2 44.3 100 1.73 
6578 7815 6601 7283 
^Planting dates April 23 
Harvesting date: October 2 
Variety of seed: Pioneer 3306 
Seeding rate: (see plant population) 
Soil type; Pullman clay loiim 
Bulk density: 1.54 
Wilting point: 13.0% 
Field capacity: 
^Does not include 10.7 inches rainfall. 
"^An estimated preplant level of N at 18 pounds per acre is not included. Prior to planting, 
phosphate (0-46-0) was uniformly applied at a rate of 100 pourids per acre. 
"^Excluded treatment. 
Table A4 (Continued) 
Treatments 
Designation Water ^ Nitrogen Plant 
Applied Applied^ Pop. 
(in./acre) (lb./acre) (10,000/acre) 
44.3 100 1.80 
29,7 100 1.60 4 2 
29.1 100 1.84 
44.3 200 1.71 
I2N3 44.3 200 1.72 
IgNg 44.3 200 1.80 
29.7 200 1.68 
29.1 200 1.76 5 3 
44.3 250 1.77 
44.3 250 1.72 
I_N, 44.3 250 1.72 3 4 
I.N, 29.7 250 1.69 4 4 
IfN,^ 29.1 250 1.80 5 4 
Yields 
Rep. 1 
(lb./ 
acre) 
Rep. 2 
(lb./ 
acre) 
Rep. 3 
(lb./ 
acre) 
Rep. 4 
(lb./ 
acre) 
6623 
5350 
2497 
7186 
7106 
6528 
3852 
1741 
6722 
7203 
6162 
4149 
2604 
6250 
5906 
2553 
7044 
6768 
6723 
4511 
2419 
6433 
6881 
6043 
2652 
1547 
7116 
5041 
2164 
6710 
7256 
5987 
5815 
1999 
6985 
7482 
7471 
5001 
1905 
7584 
5692 
2022 
5567 
5793 
6560 
5114 
1661 
5256 
7488 
6512 
5675 
1446 
o> 
o 
Table A4 (Continued) 
Treatments Yields 
Designation Water 
Applied 
(in./acre) 
Nitrogen Plant 
Applied^ Pop. 
(lb./acre) (10,000/acre) 
Rep. 1 Rep. 2 Rep. 3 Rep. 4 
I1N5 
^2^5 
:3"5 
I4M5 
44.3 
44.3 
44.3 
29.7 
29.1 
300 
300 
300 
300 
300 
1.75 
1.75 
1.72 
1.63 
1.76 
6462 
6985 
6518 
4011 
1992 
5848 
6568 
6024 
4354 
1439 
593 2 
6619 
6933 
3860 
1606 
5954 
6916 
7255 
4531 
1850 
Table A5. Summary of treatment combinations and corresponding corn grain yields in pounds per 
acre at 15.5 percent moisture, Mesa, Arizona, 1970^ (17) 
Treatments Yields 
Designation Water 
Applied 
(in./acre) 
Nitrogen Block 1 Block 2 
Appl ied^ 
(lb./acre) 
Rep. 1 
Grain 
(lb./acre) 
Rep, 2 
Grain 
(lb./acre) 
Rep. 1 
Grain 
(lb./acre) 
Rep. 2 
Grain 
(lb./acre) 
I^Ni 32.2 0 1220 825 896 1139 
l3"l 45.9 0 262 945 1494 1344 
:5"i 56.1 0 612 589 612 488 
I2N2 40.1 80 2381 1677 
:4"2 49.5 80 2452 2740 
I1N3 32.2 160 1628 1099 1752 1037 
Planting date: April 11 
Harvesting date: August 21 
Variety of seed: Funk G4949 
Seeding rate: 20,000 plants/acre 
Soil type: Laveen Clay Loam 
Bulk density: 1.4 
Wilting point: 7.4% 
Field capacity: 17.4%. 
No significant amount of rainfall was recorded during the growing season, 
inches of preplant irrigation. 
Does not include ten 
Measurements of preplant soil fertility are not available. Prior to planting, 300 pounds per 
acre of treble superphosphate was uniformly applied. 
Table A5 (Continued) 
Treatments 
Designation Water Nitrogen 
Applied Applied^ 
(in./acre) (lb./acre) 
IgNg 45.9 160 
IgNg 56.1 160 
^2^4 40.1 240 
I,N. 49.5 240 4 4 
32.2 320 
IgNg 45.9 320 
I^N_ 56.1 3 20 5 b 
Yields 
Block 1 Block 2 
Rep. 1 
Grain 
(lb./acre 
2426 
2138 
2319 
2682 
1175 
1641 
3322 
Rep. 2 
Grain 
(lb./acre) 
1871 
2624 
1383 
2076 
2426 
Rep. 1 
Grain 
(lb./acre) 
2408 
2439 
2682 
3126 
2345 
2381 
3091 
Rep. 2 
Grain 
(lb./acre) 
2869 
2319 
1406 
3202 
2408 
Table A6. Summary of treatment combinations and corresponding corn grain yields in pounds per 
acre at 15.5 percent moistiure. Mesa, Arizona, 1971& (17) 
Treatments Yields 
Designation Water ^ 
Applied 
(in./acre) 
Nitrogen 
Applied^ 
(lb./acre) 
Block 1 Block 2 
Rep. 1 
Grain 
(lb./grain) 
Rep. 2 
Grain 
(lb./grain) 
Rep. 1 
Grain 
(lb./grain) 
Rep. 2 
Grain 
(lb./grain) 
'1^1 22.4 
0 1144 2095 2304 1877 
:3"l 32.4 0 1603 1848 2056 2991 
I5N1 36.1 0 1462 1899 2895 2162 
I2N2 29.2 85 2470 3777 
I4N2 38.4 85 6101 5764 
I1N3 28.4 170 1656 4060 3728 1800 
I-N. 35.7 170 5779 5240 6114 5777 
Planting date: March 6 
Harvesting date : August 11 
Variety of seed: Funk G4949 
Seeding rate: 20,000 plants/acre 
Soil type; Laveen clay loam 
Bulk density: 1.4 
Wilting point: 8.1% 
Field capacity: 17.6%. 
No significant amount of rainfall was recorded during the growing season, 
eight inches preplant irrigation. 
Does not include 
Measurements of preplant soil fertility are not available. Prior to planting, 11-48-0 was 
uniformly applied at a rate of 250 pounds per acre. 
Table A6 (Continued) 
Treatments 
Designation 
I5N3 
^2^4 
I4N4 
I1N5 
I3N5 
I5N5 
Water Nitrogen 
Applied Applied^ 
(in./acre) (lb./acre) 
43.5 
31.6 
39.0 
28.4 
37.1 
47.4 
170 
255 
255 
340 
340 
340 
Yields 
Block 1 Block 2 
Rep. 1 Rep. 2 Rep. 1 Rep. 2 
Grain Grain Grain Grain 
(lb./grain) (lb./grain) (lb./grain) (lb./grain) 
7222 
4335 
6169 
3110 
4393 
5347 
6943 
3048 
3983 
6938 
6819 
4719 
5649 
1595 
6295 
6813 
6722 
2687 
3296 
7915 
166 
Table A7. Suinnary of treatment combinations and corresponding corn 
grain yields in pounds per acre at 15.5 percent moisture, 
Colby, Kansas, 1970^ (17) 
Treatments Yields 
Water ^ 
Applied 
(lb./acre) 
Nitrogen 
Applied^ 
(lb./acre) 
Block 1 Block 2 
Rep. 1 Rep. 2 Rep. 1 Rep. 2 
(lb./care) (lb-/acre) 
11.21 0 4309 
9.77 0 4593 
10.19 0 5143 
8.70 0 2424 
10.99 0 5080 
12.17 0 6025 
10.27 0 3665 
10.66 0 5996 
17.72 0 5880 
19.17 0 5010 
18.52 0 3729 
20.19 0 6431 
14.46 90 6240 
16.95 90 7167 
25.04 90 7243 
23.34 90 6860 
11.01 180 6211 
11.06 180 6008 
10.21 180 6019 
10.86 180 6529 
13-28 180 7689 
12.39 ISO 7121 
11.98 180 7927 
12.55 180 6622 
Planting date: 
Harvesting date: 
Variety of seed: 
Seeding rate: 
Soil type: 
Bulk density: 
Wilting point: 
Field capacity; 
May 5 
November 2 
Prairie Valley 40S 
30" rows; 8" seed spacing 
Keith silt loam 
14.1% 
26.8%. 
Does not include an average of 9.7 5 acre inches of soil moisture in 
the top five feet at planting or 11.9 inches of rainfall. 
'Measurements of preplant soil fertility are not available. 
167 
Table A7 (Continued) 
Treatments Yields 
Water ^ 
Applied 
(lb./acre) 
Nitrogen 
Applied^ 
(lb./acre) 
Block 1 Block 2 
Rep. 1 Rep. 2 Rep. 1 Rep. 2 
(lb./acre) (lb./acre) 
21.76 180 8466 
20.05 180 7451 
20.02 180 7439 
21.22 180 7167 
17.86 270 7098 
16.73 270 7689 
20.95 270 8194 
19.96 270 7214 
11.41 360 5712 
10.19 360 5829 
10.66 360 5834 
9.66 360 6245 
13.96 360 7840 
11.75 360 6982 
13.82 360 6535 
12.99 360 7672 
16.48 360 8704 
21.85 360 8814 
21.55 360 8542 
21.44 360 8246 
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Table A8. Summary of treatment combinations and corresponding corn 
grain yields in pounds per acre at 15.5 percent moisture, 
Colby, Kansas, 1971^ (17) 
Treatments Yields 
Water Nitrogen Block 1 Block 2 
Applied Applied^ Rep. 1 Rep. 2 Rep. 1 Rep. 2 
(lb./acre) (lb./acre) (lb./acre) (lb./acre) 
9.60 0 1873 
8.32 0 1711 
8.38 0 956 
8.85 0 1600 
11.66 0 3021 
10.61 0 2992 
8.31 0 1293 
9.51 0 1276 
18.23 0 2708 
17.67 0 1560 
14.43 0 1421 
21.52 0 2969 
8.16 90 6518 
10.08 90 5728 
27.56 90 7214 
18.00 90 6802 
9.56 180 5984 
10.13 180 6170 
10.10 180 7144 
9.01 180 6164 
15.37 180 8205 
16.61 180 8605 
13.36 ISO B605 
Planting date: May 7 
Harvesting date; October 29 
Variety of seed; Prairie Valley 4OS 
Seeding rate; 26,000 seeds per acre 
Soil type; Keith silt loam 
Bulk density; 1.3 
Wilting point: 14.1% 
Field capacity: 26.8%. 
^Does not include an average of 12.1 acre inches of soil moisture in 
the top five feet at planting or 7.46 inches of rainfall. 
Does not include an estimated average of 42 pounds per acre of 
preplant N. 
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Table A8 (Continued) 
Treatments Yields 
Water ^ Nitrogen Block 1 Block 2 
Applied Applied^ Rep. 1 Rep. 2 Rep. 1 Rep. 2 
(lb./acre) (lb./acre) (lb./acre) (lb./acre) 
15.92 180 8651 
22.07 180 9266 
24.57 180 9232 
22.30 180 8321 
22.97 180 8826 
10.08 270 6790 
8.87 270 7335 
25.80 270 10154 
23.80 270 7805 
9.12 360 6309 
10-32 360 6448 
10.28 360 6593 
10.77 360 6680 
14.58 360 9371 
14.49 360 8663 
13.92 360 8200 
12.84 360 8275 
23.04 360 10409 
26.48 360 9568 
21.45 360 9667 
25.90 360 8646 
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APPENDIX B: SUMMARY OF SOILS DATA FOR THE 
SITES CONSIDERED IN THE STUDY 
(Hexem and Heady (17)) 
Table B1. Summary of soils data for Davis, California site (data apply to 1969 and 1970 corn 
experiments) (17) 
Depth of Sample 
0-8" 8-26" 26-33" 33-58" 58-65" 
Particle size - Sand 
Silt 
Clay 
27.4 
46.6 
26.0 
18.9 
53.4 
27.7 
20.1 
54.7 
25.2 
24.0 
49.9 
26.2 
45.3 
31.8 
22.9 
pH (paste) 6.9 7.2 7.4 7.4 7.5 
Soluble salts in sat. 
Ext. (ECg X 10^) 0.6 0.3 0.2 0.3 0.2 
ML EDTA 
ESP 
CEC (meq/100 g) 26.8 29.6 29.4 29.2 23.2 
Cations and anions of 
saturation extract; 
NO3 (ppra) 
PO (ppm) 
Potassium (ppm) 
Calcium (ppm) 
Magnesium (ppm) 
Sodium (ppm) 
Chloride (ppm) 
Sulfate (ppm) 
Cëurbonate (ppm) 
Bicarbonate (ppm) 
28.05 
23.41 
4.03 
24.05 
20.06 
3.45 
16.03 
13.38 
2.30 
20.04 
16.72 
2.87 
13.03 
13.38 
2.30 
Hydraulic conductivity (in./hr.) 0.38 
Available water holding 
capacity (in.) 7.5 
Table B2. Summary of soils data for Upland, Texas site (data apply to 1970 and 1971 corn 
experiments)® (17) 
Depth of Sample 
0-14" 14-22" 22-34" 34-48" 48-56" 56-60" 
Particle size - Sand 36.8 29.4 26.8 32.3 29.0 21.0 
Silt 38.2 36.2 38.0 36.1 37.5 44.8 
Clay 25.0 34.4 34.2 31.6 33.5 34.2 
pH (paste) 7.7 7.6 8.0 7.9 7.9 7.9 
Soluble salts in sat. 
Ext. (ECg X  1 0 ^ )  0.74 0.51 0.60 0.62 0.78 0.98 
ML EDTA 
ESP 1.69 1.54 1.74 2.00 2.06 2.82 
CEC (meq/100 g) 19.0 26.0 23.0 21.0 19.0 11.0 
Cations and anions of 
saturation extract: 
NO^ (meq/100 g) 0.22 0.19 0.19 0.19 0.27 0.25 
PO. (meq/100 g) 
Potassium (meq/100 g) 
Calcium (meq/100 g) 0.22 0.19 0.19 0.19 0.27 0.25 
Magnesium (meq/100 g) 
Sodium (meq/100 g) 0.18 0.08 0.11 0.10 0.07 0.06 
Chloride (meq/100 g) 0,40 0.03 0.05 0.03 0.04 0.04 
Sulfate (meq/100 g) 0.13 0.13 0.14 0.16 0.22 0.22 
Carbonate (meq/100 g) 
Bicarbonate (meq/100 g) 
Hydraulic conductivity (in./hr.) 0.2 
Available water holding capacity (in.) 8.0 
^(meq/liter) = milliequivalents per 100 grams soil. 
Table B3a. Summary of soils data for Mesa, Arizona site (data apply to 1970 corn experiments)(17) 
Depth of Sample 
0-1' 1-.2' 2-3' 3-4' 
Particle size - Sancl 49.5 58.2 60.4 56.0 
Silt 36.5 28.8 29.6 33.5 
Clay 14.0 13.0 10.0 10.5 
pH (paste) 7.8 7.9 8.0 8.1 
Soluble salts in sat. 
Ext. (EC X 10^) 
c 
1.79 1.66 1.49 1.30 
ML EDTA 0.88 0.75 0.60 0.44 
ESP 5.9 6.0 6.5 7.8 
CEC (meq/100 g) 16.5 13.4 8.1 7.0 
Cations and anions of 
saturation extract: 
NO^ (ppm) 53.0 32.0 18.0 9.0 
PO. (ppm) 0.65 0.25 0.15 0.25 
Potassium (ppm) 25.6 15.4 9.0 8.4 
Calcium (ppm) 120.0 108.0 84.0 62.0 
Magnesium (ppm) 34.0 25.5 21.9 15.8 
Sodium (ppm) 205.0 190.0 189.0 195.0 
Chloride (ppm) 600.0 600.0 550.0 650.0 
Sulfate (ppm) 250.0 200.0 200.0 200.0 
Carbonate (ppm) 0.0 0.0 0.0 0.0 
Bicarbonate (ppm) 488.0 366.0 305.0 366.0 
Hydraulic conductivity (in./hr.) .64 
Available water holding capacity 
(in./48") 7.3 
Table B3b. Summary of soils data for Mesa, Arizona site (data apply to 1971 corn experiments)(17) 
Depth of Sample 
0-1' 1-2' 2-3' 3-4' 
Particle size - Sand 52.0 60.0 61.0 58.0 
Silt 27.2 27.0 25.0 24.5 
Clay 20.8 13.0 14.0 17.5 
pH (paste) 7.90 8.10 8.15 8.10 
Soluble salts in sat. 
Ext. (EC^ X 10^) 1.52 1.06 0,96 1.06 
ML EDTA 0.69 0.41 0.36 0.38 
ESP 3.6 3.4 6.0 6.3 
CEC (meq/100 g) 17.8 10.9 9.2 8.8 
Cations and anions of 
saturation extract: 
NO (ppm) 212.0 92.0 75.0 46.0 
PO (ppm) 2.92 0.40 0.25 0.30 
Potassium (ppm) 9.6 4.0 3.5 2.9 
Calcium (ppm) 96.0 70.0 60.0 50.0 
Magnesium (ppm) 25.5 7.3 7.3 15.8 
Sodium (ppm) 190.0 151.0 146.0 135.0 
Chloride (ppm) 600.0 550.0 600.0 600.0 
Sulfate (ppm) 175.0 175.0 175.0 200.0 
Carbonate (ppm) 0.0 0.0 0.0 0.0 
Bicarbonate (ppm) 305.0 244.0 366.0 366.0 
Hydraulic conductivity (in./hr.) .64 
Available water holding 
capacity (in.) 7.3 
Table B4. Summary o;f soils data 
ments) (17) 
for Colby, Kansas site (data apply to 1970, 1971 corn experi-
Depth of Sample 
0-10" 10-25" 25-40" 40-80" 
Particle size - Sand 
Silt 
Clay 
15.0 
56.0 
29.0 
17.0 
56.0 
27.0 
18.0 
58.0 
24.0 
22.0 
62.0 
16.0 
pH (paste) 7.2 7.2 7 .7 7.9 
Soluble salts in sat. 
Ext. (EC X 10^) 
e 
0.74 0.71 0.64 0.59 
ML EDTA 
ESP 
CEC (meq/lOO g) » 34.9 34.4 32.0 28.0 
Cations and anions of 
saturation extract; 
NO, (meq/liter) 
PO (meq/liter) 
Potassium (meq/liter) 
Calcium (meq/liter) 
Magnesium (meq/liter) 
Sodium (meq/liter) 
Chloride (meq/liter) 
Sulfate (meq/liter) 
Carbonate (meq/liter) 
Bicarbonate (meq/liter) 
1.06 
2.88 
2.24 
0.82 
2.04 
1.86 
0.0 
4.16 
.90 
3.30 
2.10 
0.65 
1.68 
1.85 
0.0 
4.55 
1.07 
3.47 
2.27 
1.03 
1.70 
1.83 
0.0 
4.20 
.83 
1.47 
2.53 
2.00 
1.50 
1.70 
0.0 
4.73 
Hydraulic conductivity (in./hr.) .32 
Available water 
holding capacity (in.) 8.1 
