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This paper addresses the finite element method for the two-dimensional time-dependent
Schrödinger equation on an infinite strip by using artificial boundary conditions. We
first reduce the original problem into an initial-boundary value problem in a bounded
domain by introducing a transparent boundary condition, then fully discretize this reduced
problem by applying the Crank–Nicolson scheme in time and a bilinear or quadratic finite
element approximation in space. This scheme, by a rigorous analysis, has been proved to be
unconditionally stable and convergent, and its convergence order has also been obtained.
Finally, two numerical examples are given to verify the accuracy of the scheme.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider the following initial-boundary value problem of a Schrödinger equation on an infinitely long channel:
i
∂ψ(x, y, t)
∂t
= −1
2
[
∂2ψ(x, y, t)
∂x2
+ ∂
2ψ(x, y, t)
∂y2
]
+ V (x, y, t)ψ(x, y, t), x ∈ R, 0 < y < b, 0 < t ≤ T , (1.1)
ψ(x, 0, t) = ψ(x, b, t) = 0, x ∈ R, 0 < t ≤ T , (1.2)
ψ(x, y, 0) = ψ0(x, y), x ∈ R, 0 ≤ y ≤ b, (1.3)
where V (x, y, t) is the potential (real valued) function, and ψ0(x, y) is the complex initial data satisfying ψ0(x, 0) =
ψ0(x, b) = 0. The unknown function ψ(x, y, t) is a complex valued function. This model equation arises in many practical
domains of physical and technological interest, e.g. quantum waveguides and wave couplers [1]. Let
Ω− = (−∞, 0] × (0, b), Ω = (0, a)× (0, b), Ω+ = [a,+∞)× (0, b),
and suppose that ψ0(x, y) is compact with
Supp{ψ0} ⊂ Ω. (1.4)
Also, we assume that V (x, y, t) has constant values outside the bounded domainΩ × (0, T ]with
V (x, y, t) =
{
V−, −∞ < x ≤ 0, 0 < y < b, 0 < t ≤ T ,
V+, a ≤ x < +∞, 0 < y < b, 0 < t ≤ T , (1.5)
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and V (x, y, t), Vt(x, y, t) and Vtt(x, y, t) are bounded inΩ × [0, T ]. Without loss of generality, we assume that there exists
a constant V0 such that
V (x, y, t) ≥ V0 > 0, (x, y) ∈ Ω, 0 ≤ t ≤ T . (1.6)
In fact, if the above inequality does not hold, we can let ψ˜(x, y, t) = eiλtψ(x, y, t) and choose constant λ to be large enough
such that V˜ (x, y, t) = λ+ V (x, y, t) ≥ V0 inΩ × [0, T ], then ψ˜(x, y, t) satisfies
iψ˜t(x, y, t) = −12 (ψ˜xx(x, y, t)+ ψ˜yy(x, y, t))+ V˜ (x, y, t)ψ˜(x, y, t), x ∈ R, 0 < y < b, 0 < t ≤ T .
In order to solve numerically such an unbounded problem, we have to introduce artificial boundaries to make a finite
subdomain and impose boundary conditions on the artificial boundaries. When the solution of this new problem is equal to
the restriction to the subdomain of the original solution, we say that the artificial boundary conditions are transparent.
Now we introduce two artificial boundaries Γ0 = {(x, y) | x = 0, 0 ≤ y ≤ b} and Γ1 = {(x, y) | x = a, 0 ≤ y ≤ b},
then the subdomain Ω is the computational domain. The reason to choose Ω as a rectangle here is only for simplicity of
the presentation. In fact, the geometry of the computational domain could be more complex. The only constraint for our
subsequent discussion of the transparent boundary conditions is that the exterior domains Ω− and Ω+ are semi-infinite
strips.
Suppose that ψ(x, y, t) is the solution of problem (1.1)–(1.3), and the restriction of ψ(x, y, t) onΩ+ × [0, T ] satisfies
i
∂ψ
∂t
= −1
2
(
∂2ψ
∂x2
+ ∂
2ψ
∂y2
)
+ V+ψ, inΩ+ × (0, T ], (1.7)
ψ |y=0,b = 0, a ≤ x < +∞, t ∈ (0, T ], (1.8)
ψ |x=a = ψ(a, y, t), 0 < y < b, t ∈ (0, T ], (1.9)
ψ |t=0 = 0, a ≤ x < +∞, 0 ≤ y ≤ b. (1.10)
Because ψ(a, y, t) is an unknown function, the above problem cannot be solved independently. Suppose that ψ(a, y, t) is
given, then the above problem is a properly posed problem and the solution can be obtained.
Now we derive the transparent boundary conditions (TBCs) [2,3]. Let
µm = mpib , m = 1, 2, 3, . . . , V1,m =
1
2
µ2m + V+, V0,m =
1
2
µ2m + V−,
and take the partial Fourier series of ψ(x, y, t)with respect to y:
ψ(x, y, t) =
∞∑
m=1
ϕm(x, t) sin(µmy),
then from (1.7)–(1.10), we have
i
∂ϕm(x, t)
∂t
= −1
2
∂2ϕm(x, t)
∂x2
+ V1,mϕm(x, t), a ≤ x < +∞, 0 < t ≤ T , (1.11)
ϕm(a, t) = 2b
∫ b
0
ψ(a, ξ , t) sin(µmξ)dξ, 0 < t ≤ T , (1.12)
ϕm(x, 0) = 0, a ≤ x < +∞. (1.13)
Solving (1.11)–(1.13) we obtain [4]:
∂ϕm(a, t)
∂x
= −
√
2
pi
e−i
pi
4 e−iV1,mt
d
dt
∫ t
0
eiV1,mλϕm(a, λ)
dλ√
t − λ, 0 < t ≤ T . (1.14)
Substituting the above equality into ψ(x, y, t), we get the TBC on the artificial boundary Γ1:
∂ψ(a, y, t)
∂x
= −
+∞∑
m=1
B1,m(t) sin(µmy),
where for j = 0, 1,
Bj,m(t) = 2b
√
2
pi
e−i
pi
4 e−iVj,mt
d
dt
∫ t
0
{∫ b
0
eiV1,mλψ(ja, ξ , λ) sin(µmξ)dξ
}
dλ√
t − λ . (1.15)
Similarly, we can consider the restriction ofψ(x, y, t) onΩ−×[0, T ], and obtain the TBC on the artificial boundaryΓ0. Using
these TBCs we reduce the original problem (1.1)–(1.3) to the following initial-boundary problem, which is well-posed [3]
and equivalent to problem (1.1)–(1.3) on the bounded domainΩ × [0, T ]:
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i
∂ψ(x, y, t)
∂t
= −1
2
[
∂2ψ(x, y, t)
∂x2
+ ∂
2ψ(x, y, t)
∂y2
]
+ V (x, y, t)ψ(x, y, t), 0 ≤ x ≤ a, 0 < y < b, 0 < t ≤ T ,
(1.16)
ψ(x, y, 0) = ψ0(x, y), (x, y) ∈ Ω, (1.17)
ψ(x, 0, t) = ψ(x, b, t) = 0, 0 ≤ x ≤ a, 0 < t ≤ T , (1.18)
∂ψ(0, y, t)
∂x
=
+∞∑
m=1
B0,m(t) sin(µmy), 0 < y < b, 0 < t ≤ T , (1.19)
∂ψ(a, y, t)
∂x
= −
+∞∑
m=1
B1,m(t) sin(µmy), 0 < y < b, 0 < t ≤ T . (1.20)
Remark 1. If the initial data ψ0(x, y) is not compactly supported inside the computational domain Ω , then (1.13) will be
replaced with
ϕm(x, 0) = ϕ0m(x) ≡
2
b
∫ b
0
ψ0(x, ξ) sin(µmξ)dξ, 0 < t ≤ T . (1.21)
Following the TBCs derived in the potential-free situation in paper [5], we can obtain the TBCs of problem (1.11)–(1.12) and
(1.21). For example, (1.14) becomes
∂ϕm(a, t)
∂x
= −
√
2
pi
e−i
pi
4 e−iV1,mt
d
dt
∫ t
0
eiV1,mλϕm(a, λ)
dλ√
t − λ +
√
2
pi t
e−i
pi
4
∫ +∞
a
∂ϕ0m(x)
∂x
e
2i(x−a)2
t dx, (1.22)
and the resulting right TBC is given by
∂ψ(a, y, t)
∂x
= −
+∞∑
m=1
[B1,m(t)+ C1,m(t)] sin(µmy), (1.23)
where
C1,m(t) = −2b
√
2
pi t
e−i
pi
4
∫ +∞
a
{∫ b
0
ψ0x (x, ξ) sin(µmξ)dξ
}
e
2i(x−a)2
t dx.
Remark 2. If the potential function V (x, y, t) depends only on the time outside the computational domain, i.e.,
V (x, y, t)|Ω± = V±(t), then this case can be reduced to a zero exterior potential by the following gauge change [6] in
(1.1):
ψ˜± = eiν±(t)ψ±, with ν±(t) =
∫ t
0
V±(λ)dλ, t > 0. (1.24)
The resulting TBCs are given by
∂ψ(0, y, t)
∂x
=
+∞∑
m=1
B˜0,m(t) sin(µmy),
∂ψ(a, y, t)
∂x
= −
+∞∑
m=1
B˜1,m(t) sin(µmy), (1.25)
where for j = 0, 1,
B˜j,m(t) = 2b
√
2
pi
e−i
pi
4 e−i˜Vj,m(t)
d
dt
∫ t
0
{∫ b
0
ei˜Vj,m(λ)ψ(ja, ξ , λ) sin(µmξ)dξ
}
dλ√
t − λ,
with
V˜0,m(t) = 12µ
2
mt + ν−(t), V˜1,m(t) =
1
2
µ2mt + ν+(t).
If the potential function V (x, y, t) depends on both space and time outside the computational domain, the situation
becomes much more complicated, and there is no easy way to derive the TBC. A direction investigated for the one-
dimensional problem can be found in [7].
So far, there has been a lot of work on the numerical approximations of such Schrödinger problems in the one-
dimensional case by using artificial boundary conditions.We refer the reader to papers [6,8,9,4,10–14] and the recent review
article [15] for the details.
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For the two-dimensional problem (1.16)–(1.20), like the situation in the one-dimensional case [4,13], the numerical
discretization of the artificial boundary conditions (1.19) and (1.20) with the mildly singular convolution kernels is not
trivial at all since it may make the overall discrete scheme only conditionally stable when the Crank–Nicolson scheme or a
finite element method is used for the interior equation. Moreover, the numerical reflections at the artificial boundaries may
appear.
Instead of discretizing the boundary conditions like (1.19) and (1.20), Arnold, Ehrhard and Sofronov [16,17] derived an
exact discrete TBC directly from the fully discretized Schrödinger equation on the whole space by using the five-point
finite difference scheme in space combined with a Crank–Nicolson time-stepping. Recently, Schulte and Arnold [18,19]
constructed a higher order schemebased on the compact nine-point finite difference scheme in space. The resulting schemes
are unconditionally stable and do not induce a numerical reflection at the boundaries. However, it seems quite difficult to
extend these approaches to the finite element method. Similarly, Schädle et al. [20], Antoine et al. [21] first constructed
a semi-discrete scheme and then derived the associated non-local TBC or local absorbing boundary condition from the
semidiscretized Schrödinger equation. These approaches are efficient, the resulting schemes are unconditionally stable, and
no or only a small numerical reflection is induced at the boundaries.
As an extension of the approach first proposed in [13,4] and later developed in [11,22] for the one-dimensional problems,
we consider the finite element approximation for the problem (1.16)–(1.20).We directly discretize the boundary conditions
(1.19) and (1.20) by the quadrature rule, fully discretize the Schrödinger equation by using the finite element method in
space and a Crank–Nicolson scheme in time. It is proved, by a rigorous analysis, that the resulting scheme is unconditionally
stable and convergent, and its global error order is also given. For a time-spatial meshsize (τ , h), the γ -degree finite element
(γ = 1 for a bilinear element and γ = 2 for a quadrature element) approximation yields O(h−(s+1/2)[hγ+1τ−1/2 + τ 3/2])
accuracy in Hs norm, s = 0, 1. Moreover, almost no numerical reflections appear at the boundaries.
We remark that the key ideas presented in this paper for the Dirichlet boundary condition (1.2) can also be generalized
to the Neumann boundary condition ψy(x, 0, t) = ψy(x, b, t) = 0, and the global error estimate of the finite element
approximation remains correct.
We also remark here that τ 3/2 strongly depends on our approximation of the boundary conditions which is of order
3/2 in time, hence, if a second-order time discrete scheme of the boundary conditions is employed, then a global second-
order convergence in time can be expected. Of course, this might make the theoretical analysis more lengthy and involved.
For this kind of problem, to our knowledge, excepting in paper [22] no rigorous global error estimates of the fully discrete
finite element scheme is given in any other paper, we hope this paper can provide some insights on how to estimate the
convergence order for the finite element approximation of this kind of problem.
The organization of this paper is the following. In Section 2, we derive our fully discrete finite element scheme, and the
stability and convergence of the resulting scheme are analyzed in Section 3. Section 4 is devoted to present two numerical
examples to verify the accuracy of our approach.
2. Construction of the fully discrete finite element scheme
Let QT = Ω × (0, T ),Γ2 = {(x, y) | 0 ≤ x ≤ a, y = 0}, and Γ3 = {(x, y) | 0 ≤ x ≤ a, y = b}. For any complex valued
functions u(x, y) and v(x, y), let (u, v) denote the inner product
(u, v) =
∫
Ω
u(x, y)v¯(x, y)dxdy,
where v¯ denotes the complex conjugate of v. We introduce the function spaces
H1(QT ) =
{
w(x, y, t) | w,wx, wy, wt are in L2(QT )
}
,
S = {v(x, y, t) | v ∈ H1(QT ), v|Γ2 = v|Γ3 = 0}
and for 1 ≤ p, q ≤ ∞, integers k ≥ 0, l ≥ 0,
W k,p(0, T ;W l,q(Ω)) = {w(x, y, t) | ‖w(x, y, t)‖W k,p(0,T ;W l,q(Ω)) < +∞}
with the norms
‖w(x, y, t)‖W k,p(0,T ;W l,q(Ω)) =
(
k∑
s=0
∫ T
0
∥∥∥∥∂ sw(x, y, t)∂ts
∥∥∥∥p
W l,q(Ω)
) 1
p
, 1 ≤ p <∞,
‖w(x, y, t)‖W k,∞(0,T ;W l,q(Ω)) = max
0≤s≤k
{∥∥∥∥∥
∥∥∥∥∂ sw(x, y, t)∂ts
∥∥∥∥
W l,q(Ω)
∥∥∥∥∥
L∞(0,T )
}
.
To simplify the notations, we denote the Sobolev space W 0,p by Lp, W l,2 by H l. Then ψ(x, y, t), the weak solution of
problem (1.16)–(1.20), is defined as follows:
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Find ψ(x, y, t) ∈ S such that for any v(x, y, t) ∈ S and nearly all t ∈ (0, T ],
i(ψt , v) = A(ψ, v)+ 12
1∑
j=0
∫ b
0
{
v¯(ja, y, t)
+∞∑
m=1
Bj,m(t) sin(µmy)
}
dy, (2.1)
ψ(x, y, 0) = ψ0(x, y), x ∈ Ω, (2.2)
where
A(ψ, v) = 1
2
[
(ψx, vx)+ (ψy, vy)+ 2(Vψ, v)
]
. (2.3)
Let τ = TN be the mesh size of [0, T ], tn = nτ , n = 0, 1, . . . ,N , be the nodes in [0, T ]. Assume that Jh is a quasi-uniform
partition ofΩ , each element K is a rectangle and
Ω =
⋃
K∈Jh
K .
Also, we define the following spaces on K :
Q1(K) = Span {1, x, y, xy} , Q ′2(K) = Span
{
1, x, y, x2, xy, y2, x2y, xy2
}
,
Q2(K) = Span
{
1, x, y, x2, xy, y2, x2y, xy2, x2y2
}
.
Then we construct the bilinear and quadratic Lagrange finite element spaces:
S1h =
{
vh(x, y) | vh(x, y) ∈ C(Ω), vh|K ∈ Q1(K), vh|Γ2 = vh|Γ3 = 0
}
,
S2
′
h =
{
vh(x, y) | vh(x, y) ∈ C(Ω), vh|K ∈ Q ′2(K), vh|Γ2 = vh|Γ3 = 0
}
,
S2h =
{
vh(x, y) | vh(x, y) ∈ C(Ω), vh|K ∈ Q2(K), vh|Γ2 = vh|Γ3 = 0
}
.
We introduce some notations. Let tn−
1
2 = 12 (tn + tn−1),
An−
1
2 (u, v) = 1
2
[
(ux, vx)+ (uy, vy)
]+ (V (x, y, tn− 12 )u, v) ,
An(u, v) = 1
2
[
(ux, vx)+ (uy, vy)
]+ (V (x, y, tn)u, v) .
For functionw(x, y, t) and the function series un(x, y), n = 0, 1, 2, . . . , let
δtun−
1
2 (x, y) = 1
τ
[
un(x, y)− un−1(x, y)] , un− 12 (x, y) = 1
2
[
un(x, y)+ un−1(x, y)] ,
δtw
n− 12 (x, y) = 1
τ
[w(x, y, tn)− w(x, y, tn−1)] , wn− 12 (x, y) = 12 [w(x, y, tn)+ w(x, y, tn−1)] .
For the function or the function series ϕ, j = 0, 1, we use the notation:
Fj,m(ϕ)n−
1
2 = 1
b
e−i
pi
4
{
a0
∫ b
0
ϕn−
1
2 (ja, ξ) sin(µmξ)dξ
+
n−1∑
k=1
(an−k − an−k−1)e−iVj,m(tn−tk)
∫ b
0
ϕk−
1
2 (ja, ξ) sin(µmξ)dξ
}
, (2.4)
where
ak = 2
√
2
piτ
(√
k+ 1−√k
)
, k = 0, 1, 2, . . . . (2.5)
Next, we construct the fully discrete finite element scheme for the problem (1.16)–(1.20).
Lemma 1. Suppose u(t) ∈ W 2,1[0, tn]. Then∫ tn
0
u′(t)
dt√
tn − t −
n∑
k=1
u(tk)− u(tk−1)
τ
∫ tk
tk−1
dt√
tn − t = 2
n∑
k=1
∫ tk
tk−1
u′′(t)Pn,k(t)dt,
where
Pn,k(t) = √tn − t −
(
tk − t
τ
√
tn − tk−1 + t − tk−1
τ
√
tn − tk
)
≥ 0, t ∈ [tk−1, tk], (2.6)
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and
n∑
k=1
∫ tk
tk−1
Pn,k(t)dt ≤ cτ 32 , (2.7)
where and throughout this paper, c is a positive constant independent of h and τ , but may have different values at different places.
Proof. Similar to the proof of Lemma 1 in [23]. 
Suppose that ψ(x, y, t), the solution of the problem (1.16)–(1.20), is smooth enough. Let
ϕj,m(t) =
∫ b
0
ψ(ja, ξ , t) sin(µmξ)dξ, j = 0, 1, (2.8)
and notice that ψ(0, y, 0) = ψ(a, y, 0) = 0, then
d
dt
∫ t
0
ϕj,m(λ)eiVj,mλ√
t − λ dλ = 2
d
dt
∫ t
0
√
t − λ d
dλ
{ϕj,m(λ)eiVj,mλ}dλ =
∫ t
0
d
dλ
{eiVj,mλϕj,m(λ)} dλ√
t − λ .
By Lemma 1 we have
Bj,m(tn) = 2b
√
2
pi
e−i
pi
4
n∑
k=1
∫ tk
tk−1
d
dλ
{e−iVj,m(tn−λ)ϕj,m(λ)} dλ√
tn − λ
= γ nj,m +
2
b
√
2
pi
e−i
pi
4
n∑
k=1
1
τ
{e−iVj,m(tn−tk)ϕj,m(tk)− e−iVj,m(tn−tk−1)ϕj,m(tk−1)}
∫ tk
tk−1
dλ√
tn − λ
= 2e
−i pi4
b
n∑
k=1
an−k{e−iVj,m(tn−tk)ϕj,m(tk)− e−iVj,m(tn−tk−1)ϕj,m(tk−1)} + γ nj,m
= 2e
−i pi4
b
{
a0ϕj,m(tn)+
n−1∑
k=1
(an−k − an−k−1)e−iVj,m(tn−tk)ϕj,m(tk)
}
+ γ nj,m, 1 ≤ n ≤ N,
where
γ nj,m =
4
b
√
2
pi
e−i
pi
4
n∑
k=1
∫ tk
tk−1
∂2
∂t2
[
e−iVj,m(tn−t)ϕj,m(t)
]
Pn,k(t)dt. (2.9)
Notice that ψ(x, 0, t) = ψ(x, b, t) = 0 and (1.16), we have
ψ(ja, y, t) = ψyy(ja, y, t) = ψt(ja, y, t) = ψtt(ja, y, t) = 0, y = 0, b, j = 0, 1. (2.10)
Therefore, by integrating by parts, we get
ϕj,m(t) = 1
µ4m
∫ b
0
ψξξξξ (ja, ξ , t) sin(µmξ)dξ .
Treating ϕ′j,m(t) and ϕ
′′
j,m(t) similarly, we have
|γ nj,m| ≤ c
n∑
k=1
∫ tk
tk−1
∣∣∣∣ ∂2∂t2 ϕj,m(t)+ i2Vj,m ∂∂t ϕj,m(t)− (Vj,m)2ϕj,m(t)
∣∣∣∣ · Pn,k(t)dt
≤ c
n∑
k=1
∫ tk
tk−1
{∣∣∣∣∫ b
0
ψtt(ja, ξ , t) sin(µmξ)dξ
∣∣∣∣+ ∣∣∣∣∫ b
0
ψtξξ (ja, ξ , t) sin(µmξ)dξ
∣∣∣∣
+
∣∣∣∣∫ b
0
ψξξξξ (ja, ξ , t) sin(µmξ)dξ
∣∣∣∣
}
· Pn,k(t)dt. (2.11)
Then
Bj,m(tn−1) = 2e
−i pi4
b
{
a0ϕj,m(tn−1)+
n−2∑
k=1
(an−1−k − an−k−2)e−iVj,m(tn−1−tk)ϕj,m(tk)
}
+ γ n−1j,m
= 2e
−i pi4
b
{
a0ϕj,m(tn−1)+
n−1∑
k=1
(an−k − an−k−1)e−iVj,m(tn−tk)ϕj,m(tk−1)
}
+ γ n−1j,m .
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Therefore, for 1 ≤ n ≤ N , we have
1
2
[Bj,m(tn)+ Bj,m(tn−1)] = 2Fj,m(ψ)n− 12 + γ n−
1
2
j,m (2.12)
with
γ
n− 12
j,m =
1
2
(
γ nj,m + γ n−1j,m
)
. (2.13)
Now we define the fully discrete finite element solution Ψ n(x, y) of problem (1.16)–(1.20) as follows:
Find Ψ n(x, y) ∈ Sγh (or S2′h ), γ = 1 or 2, such that
i
(
δtΨ
n− 12 , vh
)
= An− 12
(
Ψ n−
1
2 , vh
)
+
1∑
j=0
∞∑
m=1
Fj,m(Ψ )n−
1
2
∫ b
0
v¯h(ja, y) sin(µmy)dy, ∀vh(x, y) ∈ Sγh (or S2
′
h ), 1 ≤ n ≤ N, (2.14)
Ψ 0(x, y) = ψ0I (x, y), (x, y) ∈ Ω, (2.15)
where ψ0I (x, y) ∈ Sγh (or S2′h ) is the interpolation of ψ0(x, y).
Remark 3. The two series of complex numbers in (2.14) are absolutely convergent. In fact,
√
2
b sin(µmξ), m = 1, 2, . . . , is
a group of normalized orthogonal series on [0, b]. If we denote the Fourier coefficients αkj,m, βj,m, j = 0, 1, by
αkj,m =
√
2
b
∫ b
0
Ψ k−
1
2 (ja, y) sin(µmy)dy, βj,m =
√
2
b
∫ b
0
v¯h(ja, y) sin(µmy)dy, (2.16)
then by the generalized Parseval-inequality, we have
∞∑
m=1
∣∣∣∣Fj,m(Ψ )n− 12 ∫ b
0
v¯h(ja, y) sin(µmy)dy
∣∣∣∣ ≤ 12
∞∑
m=1
{
a0
∣∣αnj,m∣∣+ n−1∑
k=1
(an−1−k − an−k)
∣∣αkj,m∣∣
} ∣∣βj,m∣∣
≤ a0
2
∞∑
m=1
n∑
k=1
∣∣αkj,m∣∣ ∣∣βj,m∣∣
≤ a0
2
{ ∞∑
m=1
∣∣βj,m∣∣2}
1
2 n∑
k=1
{ ∞∑
m=1
∣∣αkj,m∣∣2
} 1
2
≤ a0
2
{∫ b
0
|vh(ja, y)|2 dy
} 1
2 n∑
k=1
{∫ b
0
∣∣∣Ψ k− 12 (ja, y)∣∣∣2 dy} 12 < +∞.
3. Analysis of the fully discrete scheme
We introduce the following Lemma [11]:
Lemma 2. For any complex vector u = (u1, u2, . . . , uN), the following inequality holds:
Re
{
e
ipi
4
N∑
n=1
un
[
a0un −
n−1∑
k=1
(an−k−1 − an−k)uk
]}
≥ 0,
where ak is defined in (2.5).
By this lemma, we have the following result:
Theorem 1. The fully discrete scheme (2.14)–(2.15) is unconditionally stable, and
‖Ψ n‖L2(Ω) ≤ ‖Ψ 0‖L2(Ω). (3.1)
Proof. Let αkj,m be the Fourier coefficients defined in (2.16). For 1 ≤ n ≤ N , taking vh(x, y) = Ψ n−
1
2 (x, y) in (2.14), we get
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i
2τ
(∥∥Ψ n∥∥2L2(Ω) − ∥∥Ψ n−1∥∥2L2(Ω))+ i2τ ((Ψ n,Ψ n−1)− (Ψ n,Ψ n−1))
= An− 12
(
Ψ n−
1
2 ,Ψ n−
1
2
)
+
√
b
2
1∑
j=0
∞∑
m=1
Fj,m(Ψ )n−
1
2 αnj,m.
Summing up the above equality for n and comparing the imaginary parts of the results, we get
∥∥Ψ n∥∥2L2(Ω) − ∥∥Ψ 0∥∥2L2(Ω) = τ√2bIm
{
n∑
l=1
1∑
j=0
∞∑
m=1
Fj,m(Ψ )l−
1
2 αlj,m
}
. (3.2)
From (2.4),
αlj,mFj,m(Ψ )
l− 12 = 1√
2b
e−i
pi
4
{
a0|αlj,m|2 −
l−1∑
k=1
(al−k−1 − al−k)e−iVj,m(tl−tk)αkj,mαlj,m
}
.
Then according to Lemma 2,
Im
{
n∑
l=1
αlj,mFj,m(Ψ )
l− 12
}
= Re
{
−i
n∑
l=1
αlj,mFj,m(Ψ )
l− 12
}
= − 1√
2b
Re
{
e
ipi
4
n∑
l=1
αlj,me
iVj,mtl
[
a0αlj,me
iVj,mtl −
l−1∑
k=1
(al−k−1 − al−k)αkj,meiVj,mtk
]}
≤ 0. (3.3)
Therefore, (3.1) follows from (3.2) and (3.3). 
Nextwe consider the convergence. Notice thatA(u, v) is bounded and coercive onH1(Ω)×H1(Ω), for any fixed t ∈ [0, T ]
and givenw(x, y, t) ∈ S, we can define its elliptic projection Rhw(x, y, t) ∈ Sγh (or S2′h ), γ = 1 or 2, such that
A (Rhw(x, y, t), vh(x, y)) = A (w(x, y, t), vh(x, y)) , ∀ vh(x, y) ∈ Sγh (or S2
′
h ). (3.4)
Lemma 3. If for any t ∈ [0, T ], w(x, y, t), wt(x, y, t) ∈ Hγ+1(Ω), then Rhw(x, y, t) ∈ Sγh , γ = 1 or 2, has the estimates:
‖w − Rhw‖Hs(Ω) ≤ chγ+1−s ‖w‖Hγ+1(Ω) , s = 0, 1, (3.5)
‖(w − Rhw)t‖Hs(Ω) ≤ chγ+1−s
(‖wt‖Hγ+1(Ω) + ‖w‖Hγ+1(Ω)) , s = 0, 1. (3.6)
Also, the above two inequalities with γ = 2 are valid for Rhw(x, y, t) ∈ S2′h .
Proof. (3.5) is a well-known result. Next we show the validity of (3.6). Let
At(u, v) =
∫
Ω
Vt(x, y, t)uv¯dxdy, E(x, y, t) = w(x, y, t)− Rhw(x, y, t)
and Et(x, y, t) = E1(x, y, t)+ E2(x, y, t)with
E1(x, y, t) = wt(x, y, t)− Rhwt(x, y, t), E2(x, y, t) = Rhwt(x, y, t)− ∂
∂t
Rhw(x, y, t).
For fixed t ∈ [0, T ] and any vh(x, y, t) ∈ Sγh (or S2′h ), from (3.4) we have
A(E2, vh) = A
(
wt − ∂
∂t
Rhw, vh
)
= d
dt
A(E, vh)− A
(
E,
∂
∂t
vh
)
− At(E, vh) = At(E, vh).
Taking vh(x, y, t) = E2(x, y, t) and from (1.6), we get
1
2
|E2|2H1(Ω) + V0‖E2‖2L2(Ω) ≤ A(E2, E2) = At(E, E2) ≤ c‖E‖L2(Ω)‖E2‖L2(Ω),
which implies that
‖E2‖L2(Ω) ≤ c‖E‖L2(Ω), |E2|H1(Ω) ≤ c‖E‖L2(Ω). (3.7)
Noticing that (3.5) holds when w(x, y, t) is replaced by wt(x, y, t), therefore, (3.6) follows from (3.7) and the following
inequality
‖Et‖Hs(Ω) ≤ ‖E1‖Hs(Ω) + ‖E2‖Hs(Ω). 
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Lemma 4. Let wI(x, y, t) ∈ Sγh be the interpolation of w(x, y, t), γ = 1 or 2. If for any t ∈ [0, T ], w(x, y, t), wt(x, y, t) ∈
Hγ+2(Ω), then we have the following superconvergence estimates:
‖wI − Rhw‖H1(Ω) ≤ chγ+1‖w‖Hγ+2(Ω), (3.8)
‖(wI − Rhw)t‖H1(Ω) ≤ chγ+1
(‖wt‖Hγ+2(Ω) + ‖w‖Hγ+2(Ω)) . (3.9)
Also, the above two inequalities with γ = 2 are valid for wI(x, y, t), Rhw(x, y, t) ∈ S2′h .
Proof. For elementK = {(X, Y ) | x1 ≤ X ≤ x2, y1 ≤ Y ≤ y2}, let x0 = (x1+x2)/2, h1 = (x2−x1)/2, y0 = (y1+y2)/2, h2 =
(y2 − y1)/2, X = x0 + x, Y = y0 + y, then K is mapped to a standard element∆ = {(x, y) | −h1 ≤ x ≤ h1,−h2 ≤ y ≤ h2}
and the following expansion forms hold on∆ [24]:
w(x, y, t)− wI(x, y, t) = ϕ1(x)wxx + ψ1(y)wyy + r1, ifwI(x, y, t) ∈ S1h , (3.10)
w(x, y, t)− wI(x, y, t) = ϕ2(x)wxxx + ψ2(y)wyyy + r2, ifwI(x, y, t) ∈ S2′h , (3.11)
where
ϕ1(x) = 12 (x
2 − h21), ψ1(y) =
1
2
(y2 − h22), ϕ2(x) =
1
6
(x3 − xh21), ψ2(y) =
1
6
(y3 − yh22),∥∥rγ ∥∥Hs(∆) ≤ chγ+2−s ‖w‖Hγ+2(∆) , s = 0, 1, γ = 1, 2.
In the casewI , Rhw ∈ S1h , for any v ∈ S1h ,
A(w − wI , v) = 12
∑
K∈Jh
∫
K
[(w − wI)X v¯X + (w − wI)Y v¯Y + 2V (w − wI)v¯] dXdY
= 1
2
∑
K∈Jh
∫
∆
[
(w − wI)xv¯x + (w − wI)yv¯y + 2V (w − wI)v¯
]
dxdy. (3.12)
Integrating by parts and noticing that vxx = 0, we get∣∣∣∣∫
∆
[(w − wI)xv¯x] dxdy
∣∣∣∣ = ∣∣∣∣∫
∆
{
[ϕ1(x)wxx]x + ψ1(y)wxyy + (r1)x
}
v¯xdxdy
∣∣∣∣
=
∣∣∣∣∮
∂∆
ϕ1(x)wxxv¯xdy+
∫
∆
[
ψ1(y)wxyy + (r1)x
]
v¯xdxdy
∣∣∣∣
=
∣∣∣∣∫
∆
[
ψ1(y)wxyy + (r1)x
]
v¯xdxdy
∣∣∣∣ ≤ ch2 ‖w‖H3(K) ‖v‖H1(K) . (3.13)
Similarly,∣∣∣∣∫
∆
[
(w − wI)yv¯y
]
dxdy
∣∣∣∣ ≤ ch2 ‖w‖H3(K) ‖v‖H1(K) . (3.14)
Taking v = wI − Rhw in (3.12), then
min
{
1
2
, V0
}
‖wI − Rhw‖2H1(Ω) ≤ A(wI − Rhw,wI − Rhw) = −A(w − wI , wI − Rhw)
≤ ch2 ‖w‖H3(Ω) ‖wI − Rhw‖H1(Ω) + c ‖w − wI‖L2(Ω) ‖wI − Rhw‖L2(Ω)
≤ ch2 ‖w‖H3(Ω) ‖wI − Rhw‖H1(Ω) , (3.15)
which implies that (3.8) holds with γ = 1.
In the casewI , Rhw ∈ S2′h , let ϕ3(x) = (x2 − h21)2/24. For any v ∈ S2′h , integrating by parts and noticing that vxxx = 0 and
the inverse inequality, we get∣∣∣∣∫
∆
[(w − wI)xv¯x] dxdy
∣∣∣∣ = ∣∣∣∣∫
∆
{[ϕ2(x)wxxx]x + ψ2(y)wxyyy + (r2)x} v¯xdxdy∣∣∣∣
=
∣∣∣∣∮
∂∆
ϕ2(x)wxxxv¯xdy+
∫
∆
{−ϕ2(x)wxxxv¯xx + [ψ2(y)wxyyy + (r2)x] v¯x} dxdy∣∣∣∣
=
∣∣∣∣∫
∆
{
ϕ3(x)wxxxxv¯xx +
[
ψ2(y)wxyyy + (r2)x
]
v¯x
}
dxdy
∣∣∣∣
≤ c [h4 ‖w‖H4(K) ‖v‖H2(K) + h3 ‖w‖H4(K) ‖v‖H1(K)] ≤ ch3 ‖w‖H4(K) ‖v‖H1(K) .
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Similarly,∣∣∣∣∫
∆
[
(w − wI)yv¯y
]
dxdy
∣∣∣∣ ≤ ch3 ‖w‖H4(K) ‖v‖H1(K) .
Then by the similar derivations as in the first case, we can get (3.8) with γ = 2.
The validity of (3.8) in the casewI , Rhw ∈ S2h can be found in [24].
Finally, we prove (3.9): Let (wI−Rhw)t = E1+E2 with E1 = (wt)I−Rh(wt), E2 = Rh(wt)− (Rhw)t . Notice that (3.8) also
holds whenw(x, y, t) is replaced bywt(x, y, t), therefore, (3.9) follows from (3.7) and (3.5) and the following inequality
‖(wI − Rhw)t‖H1(Ω) ≤ ‖E1‖H1(Ω) + ‖E2‖H1(Ω) . 
Theorem 2. Assume that Ψ n(x, y) ∈ Sγh (or S2′h ), γ = 1 or 2, is the fully discrete finite element solution defined in (2.14)–(2.15),
ψ(x, y, t) is the solution of the problem (2.1)–(2.2), and
ψ0(x, y) ∈ Hγ+1(Ω),
ψ(x, y, t) ∈ W 1,∞(0, T ;H5(Ω))
⋂
W 2,∞(0, T ;H1(Ω))
⋂
W 3,2(0, T ; L2(Ω)).
Then
‖ψ(·, tn)− Ψ n‖Hs(Ω) ≤ ch−(s+ 12 )
(
τ−
1
2 hγ+1 + τ 32
)
, s = 0, 1. (3.16)
Proof. Let Ψ n(x, y)− ψ(x, y, tn) = ϑn(x, y)+ ρn(x, y)with
ϑn(x, y) = Ψ n(x, y)− Rhψ(x, y, tn), ρn(x, y) = Rhψ(x, y, tn)− ψ(x, y, tn).
For any vh(x, y) ∈ Sγh (or S2′h ), 1 ≤ n ≤ N , from (2.14) we have
i
(
δtϑ
n− 12 , vh
)
+ i
(
δt(Rhψ)n−
1
2 , vh
)
= An− 12
(
ϑn−
1
2 , vh
)
+
√
b
2
1∑
j=0
∞∑
m=1
Fj,m(ϑ)n−
1
2 βj,m + An− 12
(
ρn−
1
2 , vh
)
+
√
b
2
1∑
j=0
∞∑
m=1
Fj,m(ρ)n−
1
2 βj,m + An− 12
(
ψn−
1
2 , vh
)
+
√
b
2
1∑
j=0
∞∑
m=1
Fj,m(ψ)n−
1
2 βj,m, (3.17)
where βj,m is defined in (2.16). Notice that
An−
1
2
(
ρn−
1
2 , vh
)
= 1
2
An−
1
2
(
ρn, vh
)+ 1
2
An−
1
2
(
ρn−1, vh
)
= 1
2
([
V (x, y, tn− 12 )− V (x, y, tn)
]
ρn, vh
)
+ 1
2
([
V (x, y, tn− 12 )− V (x, y, tn−1)
]
ρn−1, vh
)
,
and
∑∞
m=1 Bj,m(t) sin(µmy) is the Fourier series of (−1)jψx(ja, y, t) with respect to y and it uniformly converges to
(−1)jψx(ja, y, t), j = 0, 1, so we have∫ b
0
{
v¯h(ja, y)
∞∑
m=1
Bj,m(t) sin(µmy)
}
dy =
∞∑
m=1
Bj,m(t)
∫ b
0
v¯h(ja, y) sin(µmy)dy.
Therefore, from (2.1) and (2.12) we get
An−
1
2
(
ψn−
1
2 , vh
)
= 1
2
An−
1
2 (ψ(x, y, tn), vh)+ 12A
n− 12 (ψ(x, y, tn−1), vh)
= 1
2
([
V
(
x, y, tn− 12
)
− V (x, y, tn)
]
ψ(x, y, tn), vh
)
+ 1
2
([
V
(
x, y, tn− 12
)
− V (x, y, tn−1)
]
ψ(x, y, tn−1), vh
)
+ i
(
ψ
n− 12
t , vh
)
−
√
b
2
1∑
j=0
∞∑
m=1
{
Fj,m(ψ)n−
1
2 + 1
2
γ
n− 12
j,m
}
βj,m.
Then from (3.17) with vh(x, y) = ϑn− 12 (x, y) and denoting βj,m by βnj,m, we get
i
(
δtϑ
n− 12 , ϑn−
1
2
)
= T n1 + T n2 + T n3 + T n4 + T n5 , 1 ≤ n ≤ N, (3.18)
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where
T n1 = An−
1
2
(
ϑn−
1
2 , ϑn−
1
2
)
+
√
b
2
1∑
j=0
∞∑
m=1
Fj,m(ϑ)n−
1
2 βnj,m,
T n2 =
√
b
2
1∑
j=0
∞∑
m=1
Fj,m(ρ)n−
1
2 βnj,m,
T n3 =
1
2
([
V
(
x, y, tn− 12
)
− V (x, y, tn)
]
Rhψ(x, y, tn), ϑn−
1
2
)
+ 1
2
([
V
(
x, y, tn− 12
)
− V (x, y, tn−1)
]
Rhψ(x, y, tn−1), ϑn−
1
2
)
,
T n4 = i
(
ψ
n− 12
t − δt(Rhψ)n− 12 , ϑn− 12
)
,
T n5 = −
1
2
√
b
2
1∑
j=0
∞∑
m=1
γ
n− 12
j,m β
n
j,m.
Noticing that(
δtϑ
n− 12 , ϑn−
1
2
)
= 1
2τ
(
‖ϑn‖2L2(Ω) − ‖ϑn−1‖2L2(Ω)
)
+ 1
2τ
[(
ϑn, ϑn−1
)− (ϑn, ϑn−1)] ,
then taking the imaginary parts of (3.18) and summing up the result for n, we have
1
2τ
(
‖ϑn‖2L2(Ω) − ‖ϑ0‖2L2(Ω)
)
=
5∑
k=1
n∑
l=1
Im{T lk}. (3.19)
Similar to the derivation of inequality (3.3), we can get
n∑
l=1
Im{T l1} =
√
b
2
1∑
j=0
∞∑
m=1
n∑
l=1
Im
{
Fj,m(ϑ)l−
1
2 β lj,m
}
≤ 0. (3.20)
Now we estimate
∑n
l=1 Im{T l2}. Let
E(x, y, t) = ψ(x, y, t)− Rhψ(x, y, t), ϕkj,m =
√
2
b
∫ b
0
ρk−
1
2 (ja, ξ) sin(µmξ)dξ, j = 0, 1.
Then by the generalized Parseval-inequality,
∞∑
m=1
∣∣ϕkj,m∣∣2 ≤ ∫ b
0
∣∣∣ρk− 12 (ja, ξ)∣∣∣2 dξ ≤ max
0≤t≤T
∫ b
0
|E(ja, ξ , t)|2 dξ .
Therefore,√
b
2
∞∑
m=1
∣∣∣Fj,m(ρ)n− 12 βnj,m∣∣∣ ≤ 12
{
a0
∞∑
m=1
∣∣ϕnj,m∣∣ ∣∣βnj,m∣∣+ n−1∑
k=1
(an−k−1 − an−k)
∞∑
m=1
∣∣ϕkj,m∣∣ ∣∣βnj,m∣∣
}
≤ 1
2
{ ∞∑
m=1
∣∣βnj,m∣∣2
} 1
2
a0
[ ∞∑
m=1
∣∣ϕnj,m∣∣2
] 1
2
+
n−1∑
k=1
(an−k−1 − an−k)
[ ∞∑
m=1
∣∣ϕkj,m∣∣2
] 1
2

≤ a0
∥∥∥ϑn− 12 ∥∥∥
L2(∂Ω)
· max
0≤t≤T
{∫ b
0
|E(ja, ξ , t)|2 dξ
} 1
2
.
By the Sobolev embedding theorem and (3.8),
‖E‖L2(∂Ω) ≤ ‖ψ − ψI‖L2(∂Ω) + ‖ψI − Rhψ‖L2(∂Ω)
≤ ‖ψ − ψI‖L2(∂Ω) + c ‖ψI − Rhψ‖H1(Ω) ≤ chγ+1 ‖ψ‖Hγ+2(Ω) .
Then by the ε-inequality with ε = 14T and the inverse inequality
‖vh‖L2(∂Ω) ≤ ch−
1
2 ‖vh‖L2(Ω) , ∀ vh ∈ Sγh (or S2
′
h ), (3.21)
we get
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≤ ca20h2γ+1 ‖ψ‖2W1,1(0,T ;Hγ+2(Ω)) +
1
8T
∥∥∥ϑn− 12 ∥∥∥2
L2(Ω)
and
n∑
l=1
|T l2| ≤ cτ−2h2γ+1‖ψ‖2W1,1(0,T ;Hγ+2(Ω)) +
1
8T
n∑
l=1
‖ϑ l− 12 ‖2L2(Ω). (3.22)
Next, we estimate
∑n
l=1 |T l3|. Noticing that[
V
(
x, y, tn− 12
)
− V (x, y, tn)
]
Rhψ(x, y, tn)+
[
V
(
x, y, tn− 12
)
− V (x, y, tn−1)
]
Rhψ(x, y, tn−1)
=
[
2V
(
x, y, tn− 12
)
− V (x, y, tn)− V (x, y, tn−1)
]
Rhψ(x, y, tn−1)+
[
V
(
x, y, tn− 12
)
− V (x, y, tn)
] ∫ tn
tn−1
(Rhψ)tdt,
we have∣∣T n3 ∣∣ ≤ cτ 2 ∫
Ω
|Rhψ(x, y, tn−1)| |ϑn− 12 |dxdy+ cτ
∫ tn
tn−1
∫
Ω
|(Rhψ)t | |ϑn− 12 |dxdydt
≤ 1
8T
‖ϑn− 12 ‖2L2(Ω) + cτ 3
[
τ‖Rhψ(·, tn−1)‖2L2(Ω) +
∫ tn
tn−1
‖(Rhψ)t‖2L2(Ω)dt
]
≤ 1
8T
‖ϑn− 12 ‖2L2(Ω) + cτ 3
[
τ‖ψ(·, tn−1)‖2H1(Ω) +
∫ tn
tn−1
‖ψt‖2H1(Ω)dt
]
.
So we have
n∑
l=1
|T l3| ≤
1
8T
n∑
l=1
‖ϑ l− 12 ‖2L2(Ω) + cτ 3‖ψ‖2W1,2(0,T ;H1(Ω)). (3.23)
It is easy to check that
ψ
n− 12
t (x, y) = δtψn− 12 (x, y)− 1
τ
∫ tn
tn−1
ψλλ(x, y, λ)(tn− 12 − λ)dλ
= δtψn− 12 (x, y)− 1
τ
∫ tn
tn−1
[∫ λ
tn−1
ψsss(x, y, s)ds
]
(tn− 12 − λ)dλ,
then
|T n4 | ≤
∣∣∣(δtEn− 12 , ϑn− 12 )∣∣∣+ τ‖ϑn− 12 ‖L2(Ω) ∫ tn
tn−1
‖ψttt(·, t)‖L2(Ω)dt
= 1
τ
∣∣∣∣∣
(∫ tn
tn−1
Eλ(x, y, λ)dλ, ϑn−
1
2
)∣∣∣∣∣+ τ‖ϑn− 12 ‖L2(Ω)
∫ tn
tn−1
‖ψttt(·, t)‖L2(Ω)dt
≤ 1
τ
‖ϑn− 12 ‖L2(Ω)
∫ tn
tn−1
‖Et(·, t)‖L2(Ω)dt + τ‖ϑn−
1
2 ‖L2(Ω)
∫ tn
tn−1
‖ψttt(·, t)‖L2(Ω)dt
≤ 1
8T
‖ϑn− 12 ‖2L2(Ω) + cτ−1
[∫ tn
tn−1
(
‖Et(·, t)‖2L2(Ω) + τ 4‖ψttt(·, t)‖2L2(Ω)
)
dt
]
.
Therefore, from (3.6) we have
n∑
l=1
|T l4| ≤ cτ−1
[
h2(γ+1)‖ψ‖2W1,2(0,T ;Hγ+1(Ω)) + τ 4‖ψ‖2W3,2(0,T ;L2(Ω))
]
+ 1
8T
n∑
l=1
‖ϑ l− 12 ‖2L2(Ω). (3.24)
Finally, from (2.11) and Lemma 1, we have
∞∑
m=1
∣∣γ nj,mβnj,m∣∣ ≤ c n∑
k=1
∫ tk
tk−1
Pn,k(t)
∞∑
m=1
{∣∣∣∣∫ b
0
ψtt(ja, ξ , t) sin(µmξ)dξ
∣∣∣∣
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+
∣∣∣∣∫ b
0
ψtξξ (ja, ξ , t) sin(µmξ)dξ
∣∣∣∣+ ∣∣∣∣∫ b
0
ψξξξξ (ja, ξ , t) sin(µmξ)dξ
∣∣∣∣} ∣∣βnj,m∣∣ dt
≤ c
n∑
k=1
∫ tk
tk−1
Pn,k(t)
{
‖ψtt‖L2(∂Ω) +
∥∥ψtyy∥∥L2(∂Ω) + ∥∥ψyyyy∥∥L2(∂Ω)} ∥∥∥ϑn− 12 ∥∥∥L2(∂Ω) dt
≤ cτ 32 {‖ψ‖W2,∞(0,T ;L2(∂Ω)) + ‖ψ‖W1,∞(0,T ;H2(∂Ω)) + ‖ψ‖L∞(0,T ;H4(∂Ω))} ∥∥∥ϑn− 12 ∥∥∥
L2(∂Ω)
≤ cτ 32 {‖ψ‖W2,∞(0,T ;H1(Ω)) + ‖ψ‖W1,∞(0,T ;H3(Ω)) + ‖ψ‖L∞(0,T ;H5(Ω))} ∥∥∥ϑn− 12 ∥∥∥
L2(∂Ω)
.
Therefore,
|T n5 | ≤ ch−1τ 3 +
1
8T
‖ϑn− 12 ‖2L2(Ω)
and
n∑
l=1
|T l5| ≤
1
8T
n∑
l=1
‖ϑ l− 12 ‖2L2(Ω) + ch−1τ 2. (3.25)
Therefore, from (3.19), (3.20) and (3.22)–(3.25), we have
1
2τ
(
‖ϑn‖2L2(Ω) − ‖ϑ0‖2L2(Ω)
)
≤ 1
2T
n∑
l=1
‖ϑ l− 12 ‖2L2(Ω) + ch−1
(
τ−2h2(γ+1) + τ 2) . (3.26)
Noticing that
‖ϑ0‖L2(Ω) ≤ ‖ψ0 − ψ0I ‖L2(Ω) + ‖ψ0 − Rhψ0‖L2(Ω) ≤ chγ+1‖ψ0‖Hγ+1(Ω),
then from (3.26) we have
1
2
‖ϑn‖2L2(Ω) ≤
(
1− τ
2T
)
‖ϑn‖2L2(Ω) ≤
2τ
T
n−1∑
l=1
‖ϑ l‖2L2(Ω) + ch−1
(
τ−1h2(γ+1) + τ 3) .
Using the discrete Gronwall inequality to the above inequality and noticing that nτ ≤ T , we have
‖ϑn‖2L2(Ω) ≤ ch−1
(
τ−1h2(γ+1) + τ 3) e 2nτT ≤ ch−1 (τ−1h2(γ+1) + τ 3) . (3.27)
By the inverse inequality
‖ϑn‖H1(Ω) ≤ ch−1‖ϑn‖L2(Ω),
we have
‖ϑn‖Hs(Ω) ≤ ch−
(
s+ 12
) (
τ−
1
2 hγ+1 + τ 32
)
, s = 0, 1. (3.28)
Therefore, (3.16) follows from (3.5) and (3.28) and the following inequality:
‖ψ(·, tn)− Ψ n‖Hs(Ω) ≤ ‖ρn‖Hs(Ω) + ‖ϑn‖Hs(Ω).  (3.29)
4. Numerical examples
Two examples are presented in this section. The first one is used to check the stability and the convergence order of our
scheme, and also to compare with another scheme proposed in paper [6]. The second one, its exact solution is a traveling
Gaussian wave, is used to observe whether any numerical reflections appear at the artificial boundaries.
Example 1. We numerically solve the following problem of the Schrödinger equation:
iψt(x, y, t) = −12 [ψxx(x, y, t)+ ψyy(x, y, t)] + ψ(x, y, t), x ∈ R, 0 < y < 1, 0 < t ≤ 5,
ψ(x, 0, t) = ψ(x, 1, t) = 0, x ∈ R, 0 < t ≤ 5,
ψ(x, y, 0) =
{
x(1− x) sin(piy), (x, y) ∈ [0, 1] × [0, 1],
0, otherwise.
In order to find its exact solution, we let
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Table 1
The absolute errors for our scheme, τ = h.
Mesh h = h0 = 0.25 h = h0/2 h = h0/4 h = h0/8
e1h,τ (5.0) 7.54D−02 1.55D−02 4.39D−03 1.76D−03
e2
′
h,τ (5.0) 9.01D−02 2.02D−02 5.28D−03 1.82D−03
e2h,τ (5.0) 9.37D−02 2.03D−02 5.29D−03 1.82D−03
Table 2
The absolute errors for our scheme, τ = h2 .
Mesh h = h0 = 0.25 h = h0/2 h = h0/4 h = h0/8
e1h,τ (5.0) 8.81D−03 3.14D−03 8.62D−04 2.21D−04
e2
′
h,τ (5.0) 2.79D−03 1.68D−04 1.30D−05 1.17D−06
e2h,τ (5.0) 2.01D−03 1.25D−04 1.01D−05 1.02D−06
Table 3
The absolute errors for the DN-scheme, τ = h.
Mesh h = h0 = 0.25 h = h0/2 h = h0/4 h = h0/8
e1h,τ (5.0) 7.57D−02 1.51D−02 3.85D−03 1.26D−03
e2
′
h,τ (5.0) 9.04D−02 1.99D−02 4.78D−03 1.37D−03
e2h,τ (5.0) 9.42D−02 2.00D−02 4.79D−03 1.37D−03
ψ(x, y, t) =
∞∑
m=1
ϕm(x, t) sin(mpiy), Vm = 12 (mpi)
2 + 1,
then we have
i
∂ϕm(x, t)
∂t
= −1
2
∂2ϕm(x, t)
∂x2
+ Vmϕm(x, t), x ∈ R , 0 < t ≤ 5,
ϕm(x, 0) = 2
∫ 1
0
ψ(x, y, 0) sin(mpiy)dy =

{
x(1− x), x ∈ [0, 1],
0, otherwise, m = 1,
0, m > 1.
The exact solution of the above problem is the following [25]:
ϕ1(x, t) = 1√
2pi t
∫ 1
0
ξ(1− ξ)ei
[
(x−ξ)2
2t −V1t− pi4
]
dξ, ϕm(x, t) = 0, m > 1.
Therefore, we can obtain the exact solution of the original problem as the following:
ψ(x, y, t) = sin(piy)√
2pi t
∫ 1
0
ξ(1− ξ)ei
[
(x−ξ)2
2t −V1t− pi4
]
dξ .
Weapply two kinds of fully discrete finite element scheme to solve this problem, one is our scheme (2.14)–(2.15), another
is the DN-scheme given in paper [6].
Here the computational domainΩ = [0, 1] × [0, 1] is uniformly partitioned by square elements with side length h for a
bilinear element and 2h for a quadratic element. For the finite element approximation Ψ n(x, y) ∈ Sγh (or S2′h ), γ = 1, 2, we
denote the absolute errors at the time level t = tn as the following:
eγh,τ (tn) = ‖ψ(·, tn)− Ψ n‖L2(Ω), if Ψ n(x, y) ∈ Sγh , γ = 1, 2,
e2
′
h,τ (tn) = ‖ψ(·, tn)− Ψ n‖L2(Ω), if Ψ n(x, y) ∈ S2
′
h .
The numerical results solved by our scheme at level tn = 5.0 are listed in Tables 1 and 2. From Table 1, we can see
that in the case τ = h the quadratic finite element approximation has only the same accuracy as the linear finite element
approximation, which is coincident with the theoretical result, but the convergence order (about 1.4) is higher than the
theoretical result (first order). From Table 2, we can see that in the case τ = h2 the quadratic finite element approximation
has a much higher accuracy than the linear finite element approximation, and the numerical results are much better than
the theoretical results, so a convergence rate higher than that given in Theorem 2 should be expected.
The numerical results solved by the DN-scheme at level tn = 5.0 are listed in Tables 3 and 4. We can see that the DN-
scheme, compared with our scheme, has a higher accuracy, its average convergence order in the L2-norm is almost second
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Table 4
The absolute errors for the DN-scheme, τ = h2 .
Mesh h = h0 = 0.25 h = h0/2 h = h0/4 h = h0/8
e1h,τ (5.0) 8.87D−03 3.14D−03 8.62D−04 2.21D−04
e2
′
h,τ (5.0) 2.99D−03 1.66D−04 1.30D−05 1.25D−06
e2h,τ (5.0) 2.00D−03 1.24D−04 1.01D−05 1.11D−06
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Fig. 1. The exact solution |ψ(x, y, t)| at t = 0 and t = 140τ .
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Fig. 2. The numerical solution |ψ(x, y, t)| at t = 50τ and t = 90τ .
order in the case τ = h. Notice that the DN-scheme is a second-order time discrete scheme when the TBCs are discretized,
hence, this numerical example shows that a global second-order convergence in time can be expected if we discrete an
interior equation by a Crank–Nicolson time-stepping and TBCs by a second-order time discrete scheme.
Example 2. We consider the traveling Gaussian wave [19] with k0 = 50, α = 120:
ψ(x, y, t) = 1
1+ iαt
+∞∑
l=−∞
(−1)le −12+2iαt
(
α
[
(x−0.5)2+(y+l−0.5)2
]
−2ik0(x−0.5)+ik20t
)
.
It is the exact solution of the problem (1.1)–(1.2) with V (x, y, t) = 0, b = 1.0. This wave will trave along the channel
R × [0, b] in x-direction with the velocity given by the wavenumber k0, its evolutions at t = 0 and t = 140 × 10−4 are
shown graphically in Fig. 1.
In the computation interval Ω = [0, 1] × [0, 1], which is uniformly partitioned by square elements with a side length
h, we take h = 1/32, τ = 10−4 and solve the 8-point quadratic finite element solution by the scheme (2.14)–(2.15). The
evolutions of the numerical solutions at different times are shown graphically in Figs. 2 and 3. We can see in these figures
that the approximated wave leavesΩ almost without numerical reflections.
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5. Conclusions
In this paper, we constructed and analyzed a fully discrete finite element scheme for a time-dependent Schrödinger
equation in an infinitely long channel. This problemwas reduced to an initial-boundary value problemon a bounded domain
by introducing the artificial boundaries. We extended the approach given in [22] to discretize the reduced problem and
constructed a fully discrete scheme based on a finite element method. By a rigorous analysis, this scheme has been proved
to be unconditionally stable and convergent, and its convergence order has also been obtained.
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