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The existence of an optimal affine method using linear information is established 
for the approximation of a linear functional on a convex set. This is a generalization 
of a result of S. A. Smolyak (“On Optimal Restoration of Functions and Functionals 
of Them,” Candidate Dissertation, Moscow State University, 1965). 0 1986 ACES- 
demic Press. Inc. 
Let F be a set in a linear space and S, x1, . . . , xN functionals on F. 
Knowing thatf E F and knowing the values x,(f), . . . , +(f) we wish to 
construct an. optimal method for approximating S(f), i.e., a function 0, 
minimizing 
zg IS(f) - ~Mf), . . . > XN(f))I 
over the set of all real-valued functions 8. It is quite natural to look for a 
simple 6, and this is the case if $ is a linear or affine function. It turns out 
that for convex F and linear S, x1, . . . , xN an optimal affine 6, exists. 
THEOREM. Let F be a convex set in a linear space and let S, xl, . . . , xN 
be linear functionals. Then there exists an afJine function &( yl , . . . , yN) = 
PO + piyi + * * * + PNYN such that 
SUPIS - &h(f), . . . , 
Zf), I, 
XN(f))i = @,g 7:; is(f) - ~(-df), . . , 
where 0 is the set of all real-valued functions 8 of variables 
*Part of this work was done while the author was visiting the Department of Computer 
Science, State University of New York at Albany. 
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(Yl, . . . 9 YN) E {(Yl, . . . ,YN)IYI =xl(f), . . . ~YN=XN(f),f~Fl. 
If the set F is balanced (i.e., f E F j -f E F), po = 0. 
This theorem was proven by Smolyak (1965) for continuous S, x1, . . . , 
xN (see also Bakhvalov (1971), where the proof is given for a balanced F). 
Further developments on this subject are due to Marchuk and Osipenko 
(1975)) Osipenko (1976), Micchelli and Rivlin (1977)) Traub and Woinia- 
kowski (1980), Packel (1984), Werschulz and Wozniakowski (1985), and 
others. See Woiniakowski (1985) for a history of the subject. 
To prove the theorem, we need the following well-known and almost 
obvious result. 
LEMMA. Let X, Y be arbitrary sets 
g:X x Y+R, cp = {pl cp: Y-+X}, 
where @ contains all mappings from Y to X. Dejne g on @ X Y by the 
formula g(cp, Y) = g(cp(y>, Y>. Then 
inf SUP gh Y> = ;yg ;;; g(x, 19. pE@ yEY 
Proof of Theorem. Let 
Y={y = (Yo,Y,, . . . ,YN) IYo = s(f),Yl =-df), . . . vYN=-&v(f),f~ F}. 
Since F is convex and S, xl, . . . , xN are linear, the set Y C RN+’ is convex. 
For an arbitrary 13 E 0 we have 
sup IS(f) - edf), . . . ,&v(f)) I= SUP IYO - e(YlY . . . 3 YN)I 
SEF (YO.YI....*YNEY 
= sup sup IYO - f%Y,, . . . , YdL (y.I,.. ,y,+dY) YOEdYI . . . . Y‘vl 
where a(~,, . . . , yN) = {y. I ( yo, yI, . . . , yN) E Y} is the interval with 
the extreme points 
ah, . . . , YN) = 
(YO,Y,,i.?,YN)EY y°F b(y19 . . . ’ yN) = (YO.Y,SUqyN)EY yoT 
n(y) = {(yl, . * . , YN) 1 dy,, . . . , yN) # 8) is the projection of Y on the 
subspace of the variables y,, . . . , yN. From this and the lemma we get 
g ;& (S(f) - Hx,(f), . . . 7 XN(f)) 1 
= inf SUP SUP em (YI,. ,y,&dEdY) YOEdYl,. .4.&d 
IYO - ~(Yl, . . . 9 YN)I 
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= sup inf sup 
(Y I.. ~YN)ETm PER YOWY I,. ,YN) IYO - 4 (1) 
= sup inf m=4b(h, . . . , YN) - r, r - a(~,, . . . , yN)) 
(YI.....Y&dWY) ‘ER def 
= sup (yl,. ,yN)E?dY) 
MYI, . . * 9 YN) - a(Yl, . . . , YN:N)) = d. 
If d = +w, then any 8 E 0 is optimal. For d = 0 the proof is simple. Let 
0 < d < +m. To substantiate the existence of an optimal affine method, it 
is sufficient to point out a function &( yi, . . . , ye) = p0 + pi y1 + * * * 
+ PNYN such that 
g; P(f) - $Mf), . 
or, in other words, 
IYO - (PO + Ply1 + * ’ ’ + PNYN)I 5 d 
Consider the sets 
and 
K = Y - (d, 0, 
, XN(f)) 1 5 d 
for any (~0, YI, . . . , YN) E Y. 
(2) 
. , 0) 
y2 = Y + (d, 0, . . . , 0) 
(Fig. 1). Let 
Y = (Yo, Y19 * . . 7 yN)Eriu,nrir, 
(as usual, ri A denotes the relative interior of the set A). Then 
(Yo + 4 YI, . . . , YN) E ri y, (YO - d, ~1, . . . , YN) E ri y. 
The line passing through these points clearly belongs to the affine hull of the 
set Y. The points 
(Yo + d + 42, Yl, . . . , YN), (YO - d - 42, YI, . . . , YN) 
lie on the same line. Hence, for a small E > 0, they are elements of the set 
Y. Therefore, 
bb,, * . . , YN) - a(yl, . . . , YN) 2 (yo + d + 42) - (yo - d - 42) 
= 2d+e, 
which contradicts the last equality in (1). Thus, ri & n ri y2 = 8. 
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FIG. 1 
Due to the separation theorem (see Rockafellar, 1970), in this case there 
exists a hyperplane (c, y) = 5 separating the sets 8 and U, properly, where 
c = (co, Cl, . . . , cN), (c, y) = Zc;“=o ciyi. That is, 
k, Y’> 5 5 5 (CT y”) for any y’ E &, y” E &, (3) 
k, 7’) < (CT 7”) for some 7’ E 6, L” E l$. (4) 
Let co=O. Take any y’=(y&y; ,..., yi;)E& and y”= 
(Yh + 24 YI, . . . , yl;) E V,. We have (c, y’) = (c, y”). Therefore, due to 
(3), (c, Y ‘> = s f or any y’ E 6. Similarly, (c, y”) = 5 for any y” E y2, 
which contradicts (4). The contradiction shows that co # 0. Without loss of 
generality, let co > 0. Define 
pl = -cl/CO, . . . , PN = -cN/cO, PO = c/co. 
Using the definition of Y, and y2, rewrite (3) in the form 
YO - d - 5 p;yi 5 PO 5 YO + d - $ PiYi 
i=l i=l 
for any Y = (~0, ~1, . . . , yN) E Y which Verifies (2). 
To complete the proof, we should show that p. = 0 for a balanced F. In this 
case, Y is also balanced. 
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Let (yr, . . . , yN) E r(Y). Then, the points (a( yt, . . . , y,.,), 
59 . * . , YN) and @(YI, . . . , YNh Yl, * * * 9 yN) belong to the closure 
Y of the set Y Clearly, the set y is balanced and convex. Hence, 
(--U(YlY * . . 7 YN), -y1, . . . , -YN) E E 
;(b(Yl, . . . , YN), Yl, . . . , YN) 
+ +(Yh . . . 7 YNL -y1, . . . , -YN) 
= 
( 
HY,, . . . 7 YN) - U(Yl, . . . 3 YN)) o 
2 7 f . * , 
0 EY, 
) 
and 
Due to the definition of the functions a and b, 
b(0, . . . , 0) - ~(0, . . . , 0) 2 bh, . . . 3 YN) - a(~,, . . . , YN) 
2 
U(YI, . . . , YN) - b(y,, . . . , YN) - 
2 
= b(y,, . . . 9 YN) - U(YI, . . . , YN). 
Now, recalling the definition of d in (1) and recalling that ( yl, . . . , yN) E 
V(Y) is arbitrary and Y is balanced, we get successively b(0, 
. . . ) 0) - ~(0, . . . , 0) = 2d, b(0, . . . , 0) = -u(O, . . . , 0) = d. 
Assumingy,=...=y,=Oin(2),weseethatly,-poIrdforany 
YO E (~(0, . . . , O), b(O, . . . , 0)) = (-d, d), 
which is possible only for p. = 0. n 
In Fig. 1 the graph of the function yo = p. + p1 y1 + * * . + pays, 
defining the optimal affine method approximating S(f), is exhibited. Obvi- 
ously any function y. = eo(y,, . . . , yN), whose graph lies entirely within 
the shaded area in Fig. 
IYO - eo(Yl, . . * , 
1, defines an optimal method since 
YN) I 5 d for any (Yo, YI, * * * , YN) E y. 
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