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A physical system in the grand-canonical ensemble is in contact with a particle reservoir, hence
the average number of particles in the system is not fixed, but depends on other thermodynamic
variables, most notably the temperature T . Yet, in the field-theoretic formulation of the statistical
mechanics of interacting bosons, the number of bosons that appears in the expressions of the grand-
potential and of other thermodynamic quantities is taken to be a fixed quantity that is independent
of temperature. In this paper, we re-examine the way in which Bogoliubov’s theory of a dilute
Bose gas at T = 0 has been extended to describe the statistical mechanics of interacting bosons at
finite temperatures, and show explicitly that the field-theoretic calculation of the grand partition
function in this formulation amounts to a canonical trace over the eigenfunctions of the Bogoliubov
Hamiltonian at fixed total number of bosons N , and that the additional trace over N that is required
in the grand-canonical formalism is never carried out. This implies that what usually passes as
the grand-canonical treatment of the Bogoliubov Hamiltonian of interacting bosons is not quite
grand-canonical, and is in fact a canonical treatment. We also show that the discontinuity in the
condensate density predicted by previous formulations of this theory as the temperature T goes past
the critical transition temperature Tc is a direct consequence of an inappropriate generalization of
the Bogoliubov prescription to finite temperatures, and that this discontinuity disappears when this
prescription is either used as a zero temperature approximation or avoided altogether. Armed with
the above findings, we reformulate the statistical mechanics of interacting bosons in the canonical
ensemble using the variational number-conserving approach developed in a pevious publication [A.
M. Ettouhami, Prog. Theor. Phys., 127, 453 (2012)], and derive the thermodynamics of the system.
We then show how the canonical treatment can be used to setup a grand-canonical description of
the statistical mechanics of a weakly interacting Bose gas where the average number of bosons in the
system does vary with temperature. Consequences on the physics of interacting bosons are briefly
discussed.
I. INTRODUCTION
Bogoliubov’s description of the quantum-mechanical
ground state of dilute gases of interacting bosons1 forms
the basis of our understanding of these systems.2–20 Yet,
despite its widespread acceptance and aura of venerabil-
ity, it has long been recognized that several aspects of
Bogoliubov’s theory were not very well understood.21–32
In a recent paper,33 we analyzed Bogoliubov’s theory
in quite some detail, and discussed several problematic
aspects of this theory, which originate in the so-called
Bogoliubov prescription on one hand, and in the non-
conservation of the number of bosons on the other. In
particular, we have shown that Bogoliubov’s theory does
not model a unique system of N interacting bosons, but
rather describes an independent collection of such sys-
tems, where in each one of these systems N bosons are
allowed to be in either one of the three single particle
states with momenta 0,±k. Indeed, in Bogoliubov’s the-
ory, a truncated version HˆB of the total Hamiltonian Hˆ
of the system is considered, and this truncated Hamilto-
nian HˆB is written as a sum HˆB =
∑
k 6=0 Hˆk, where each
Hˆk describes a sytem of N bosons that can only be in
one of three momentum states: −k,0, and k. Then, the
Hamiltonians Hˆk are diagonalized independently from
one another, leading to a theory that describes, as we
mentioned above, not a unique system of N interacting
bosons, where the same particle in the condensed state
with k = 0 can be excited to any one of the other single-
particle states with k 6= 0, but a juxtaposition of inde-
pendent systems, each with its own reservoir ofN bosons,
and where a boson in the condensate with k = 0 can only
be excited to one of the single particle states ±k. Refor-
mulating the theory so as to describe a unique system
of N bosons such that a boson in the condensate with
k = 0 can now be excited to any one of single-particle
states with momenta {±k1, . . . ,±k∞}, and taking care
to preserve the conservation of particle number, we have
explicitly shown33 that the depletion of bosons is signifi-
cantly reduced with respect to the Bogoliubov case, and
that the elementary excitations of the truncated Hamil-
tonian HˆB become gapped, in contradiction with the re-
sults of the standard Bogoliubov theory.
As has been noted elsewhere,29 a gapped excitation
spectrum does not necessarily indicate that the theory
is incorrect or that there is a problem with the un-
derlying variational procedure. Actually, most number-
conserving theories tend to predict a gapped excitation
spectrum.29 Of course, experimental evidence dictates
that in a complete theory the elementary excitations of
a uniform, translationally invariant system of interact-
ing bosons should not have a gap. This, however, should
not induce us to turn a blind eye to all the conceptual
difficulties of Bogoliubov’s theory and accept it as “the”
correct formulation merely because it predicts a gapless
excitation spectrum. To do so would violate the integrity
of the whole process of scientific inquiry, in which the
end does not justify the means, and every approximate
2theory needs to be conceptually sound before its results
can be accepted. So, rather than continuing to use an
imperfect formulation which predicts a gapless spectrum
using highly questionable intermediate steps, a proper
approach would consist in using a theory with sound
foundations and no internal inconsistencies even if such a
theory predicts elementary excitations that have a finite
gap, and work toward improving this theory to eventually
reach a refined version that predicts no gap. After all,
progress in research is most of the time incremental, and
there is a better chance of a conceptually sound gapless
theory to emerge from a correctly formulated gapped ap-
proach than from an incorrectly formulated gapless one.
In this article, we want to resume the project we
started in Ref. 33 and re-examine the way in which
Bogoliubov’s theory of a dilute Bose gas at T = 0 has
been extended to describe the statistical mechanics of
interacting bosons at finite temperatures. Here again,
we find upon close scrutiny that several aspects of the
conventional formulation of the statistical mechanics of
Bose systems are quite questionable and do not rest on
sound foundations. The main manifestation of this is our
finding that what usually passes as the grand-canonical
treatment of the Bogoliubov Hamiltonian of interacting
bosons is not a grand-canonical treatment at all, and is
in fact a canonical one. A clue that betrays the canonical
nature of the standard Bogoliubov-Beliaev-Popov (BBP)
theory at finite temperature is the presence of the den-
sity of condensed bosons n0(T ) in the expressions of the
thermodynamic quantities derived within this approach
when in fact in a grand-canonical formulation the num-
ber of condensed bosons N0 should be traced over and
should not even appear in these expressions. Another
clue is the fact that the density of bosons nB in these
formulations is taken to be a constant that does not vary
with temperature, while in a grand-canonical description
the average density of bosons is not fixed, but depends on
other thermodynamic variables, most notably the tem-
perature. Below, we will show that the main results of
the BBP approach can be derived within a purely canon-
ical formulation, and we show how one can extend this
theory to the grand-canonical case where the system is
in contact with a particle reservoir and the average den-
sity of bosons nB is not a constant, but depends on the
chemical potential µ, the volume V and the temperature
T , nB = nB(µ, V, T ), and explicitly derive an expression
of this dependence.
The rest of this paper is organized as follows. In Sec.
II we review the standard formulation of the statistical
mechanics of a dilute Bose gas. This formulation is based
on the use of the so-called Bogoliubov prescription, where
the imaginary-time boson field Ψ(r, τ) is approximated as
the sum of a condensed part
√
n0, treated as a constant in
(r, τ)-space, and a fluctuating field ψ(r, τ) representing
depleted bosons:
Ψ(r, τ) ≃ √n0 + ψ(r, τ). (1)
In Ref. 33, we saw that the zero temperature version of
this prescription was the root cause of many shortcom-
ings and inconsistencies of Bogoliubov’s theory. Here, we
will show that the finite temperature version of Bogoli-
ubov’s prescription creates one more major inconsistency
by artificially leading to the appearance of a jump discon-
tinuity in the density of condensed bosons n0(T ) at the
critical transition temperature Tc. A discussion of how
this happens and how this problem can be avoided will
be presented in Sec. III, where we argue that the quan-
tity n0 inside the square root on the rhs of Eq. (1) should
not depend on temperature, because it is the result of the
ad-hoc prescription (1) and not the result of a thermal
averaging process. We furthermore show that interpret-
ing n0 on the rhs of Eq. (1) as the density of condensed
bosons at zero temperature leads to a critical transition
temperature Tc which is higher than the transition tem-
perature Tc0 of an ideal Bose gas, with the difference
∆Tc = Tc−Tc0 varying with the parameter nBa3, where
nB is the density of bosons and a the s-wave scattering
length, according to a relation of the form:
∆Tc
Tc0
∝ (nBa3)η, (2)
with an exponent:
η =
1
6
. (3)
We then show in Sec. IV that the formulation of the
BBP theory of Sec. II is in fact canonical in nature, and
not grand-canonical as is commonly thought. We do so
by going back to first principles, and deriving fundamen-
tal results of this theory by taking the trace over the
orthonormal basis of eigenfunctions of the system at a
fixed boson number N . When the theory is reformulated
in this fashion, where we avoid the use of the sophisti-
cated but not too transparent apparatus of field-theory,
we are led to realize that the results of the standard the-
ory can be recovered by taking a canonical trace, and
hence previous formulations of the statistical mechanics
of interacting bosons are all essentially canonical. In Sec.
V, we generalize the variational theory of Ref. 33 to in-
clude Fock interactions between depleted bosons, and we
find the zero temperature ground state and elementary
excitations of the system when these Fock interactions
between depleted bosons are taken into account. Armed
with the knowledge of the energy levels of the system,
in Sec. VI we take canonical traces over these levels to
derive the thermodynamics of the interacting Bose gas
in the canonical ensemble. In Sec. VII we show how the
statistical mechanics of interacting bosons can be formu-
lated properly within the grand-canonical ensemble by
doing the extra step of taking the trace over the toal
number of bosons N , and in Sec. VIII we present our
conclusions.
3II. BOGOLIUBOV PRESCRIPTION FOR AN
INTERACTING BOSE GAS
Let us start our study by reviewing the standard for-
mulation of the statistical mechanics of a condensed Bose
gas. The traditional formulation uses imaginary-time
equations of motion for Heisenberg field operators to de-
rive a set of Dyson equations for the normal and anoma-
lous Green’s functions.6,18,38 Modern formulations use
the path-integral formalism to derive the same results,
and that is the formalism we shall use in the rest of this
Section.
Our starting point will be the imaginary-time grand-
canonical partition function of the system, which is given
by:
ZG =
∫
[dΨ∗(r, τ)][dΨ(r, τ)] e−S[Ψ
∗,Ψ]/~, (4)
where S is the imaginary-time action:
S =
∫ β~
0
dτ
{∫
drΨ∗(r, τ)
(
~∂τ − ~
2∇2
2m
− µ
)
Ψ(r, τ)
+
1
2
∫
drdr′Ψ∗(r, τ)Ψ∗(r′, τ)V (r − r′)Ψ(r′, τ)Ψ(r, τ)
}
.
(5)
In the above equation, ~ is Planck’s constant h divided
by 2pi, m is the mass of the bosons and µ is the chemical
potential. On the other hand, β = 1/(kBT ), where kB is
Boltzmann’s constant and T is the temperature. In this
Section, we shall assume for simplicity that the interac-
tion potential V (r) between bosons is repulsive, and that
it can be approximated by a short-range, point-contact
interaction of the form V (r) = gδ(r), where the inter-
action strength g can expressed in terms of the s-wave
scattering length a through the relation:
g =
4pi~2a
m
. (6)
Below the critical temperature Tc the zero momentum
state is macroscopically populated, and the boson field
Ψ(r, τ) is rewritten as the sum:
Ψ(r, τ) ≃ √n0 + ψ(r, τ), (7)
where n0 is the density of the condensate, and where
the field ψ(r, τ) describes excited bosons. If we de-
note by {ϕk(r)} the set of eigenfunctions of the non-
interacting Hamiltonian Hˆ0 = −~2∇2/2m such that
ϕk(r) = e
ik·r/
√
V and Hˆ0ϕk(r) = (~
2k2/2m)ϕk(r), then
ψ(r, τ) can be written as a Fourier expansion of the form
ψ(r, τ) =
∑
k 6=0
ψ(k, τ)ϕk(r). (8)
The function ψ(k, τ) can in turn be expanded in a Mat-
subara Fourier series,
ψ(k, τ) =
1√
β~
∞∑
n=−∞
ψ(k, ωn)e
−iωnτ (9)
with ωn = 2pin/β~, so that ψ(r, τ) becomes:
ψ(r, τ) =
1√
β~V
∑
k 6=0
∞∑
n=−∞
ψ(k, ωn)e
i(k·r−ωnτ). (10)
Using the prescription (7) and the decomposition (10)
in the expression of the action, and noticing that∫
drψ(r, τ) = 0, we find that S can be written as a sum of
a part S0 that is quadratic in ψ and a part S1 that con-
tains cubic and quartic contributions. These are given
by:
S0 = β~V (−µn0 + 1
2
gn20)
+
∑
k 6=0
∞∑
n=−∞
{
ψ∗(k, ωn)
(− i~ωn + εk − µ+ 2gn0)ψ(k, ωn)
+
gn0
2
[
ψ(k, ωn)ψ(−k,−ωn) + ψ∗(k, ωn)ψ∗(−k,−ωn)
]}
,
(11a)
S1 =
g
2
∫ β~
0
dτ
∫
dr
{
2
√
n0
[
ψ(r, τ) + ψ∗(r, τ)
]|ψ(r, τ)|2
+ |ψ(r, τ)|4
}
. (11b)
At this point, it is convenient to write the quadratic part
S0 using matrix notation in the form:
S0 = β~V (−µn0 + 1
2
gn20)
+
∑
k 6=0
∞∑
n=−∞
{[
ψ(k, ωn)ψ
∗(k, ωn)
]
G−1(k, ωn)
[
ψ(k, ωn)
ψ∗(k, ωn)
]}
,
(12)
where the inverse Green’s function matrix G−1(k, ωn) is
given by:
G−1(k, ωn) =
(
(G−1)11 (G
−1)12
(G−1)21 (G
−1)22
)
, (13)
with:
(G−1)11 = −i~ωn + εk − µ+ 2gn0, (14a)
(G−1)12 = (G
−1)21 = gn0, (14b)
(G−1)22 = i~ωn + εk − µ+ 2gn0. (14c)
Inverting G−1 gives the following expression of the
Green’s function matrix G(k, ωn):
G(k, ωn) =
1
~2ω2n + E
2
k
(
(G−1)22 −(G−1)12
−(G−1)21 (G−1)11
)
, (15)
where we defined the enrgy spectrum Ek such that:
Ek =
√(
εk + 2gn0 − µ
)2 − (gn0)2. (16)
Requiring this excitation spectrum to vanish as k → 0
imposes the constraint:
µ = gn0, (17)
4upon which the expression of Ek becomes:
Ek =
√
εk
(
εk + 2gn0
)
. (18)
Using the expression of the quadratic action S0 from
Eq. (12) and the Green’s function matrix G(k, ωn)
from Eq. (15), one can derive the following results for
the so called normal and anomalous thermal averages,
〈ψ(k1, ωn)ψ∗(k2, ωm)〉 and 〈ψ(k1, ωn)ψ(k2, ωm)〉, respec-
tively:
〈ψ(k1, ωn)ψ∗(k2, ωm)〉 = ~G11(k, ωn)δk1,k2δn,m, (19a)
〈ψ(k1, ωn)ψ(k2, ωm)〉 = ~G12(k, ωn)δk1,k2δn,m. (19b)
It then follows that the average number of bosons Nk =
〈Nˆk〉 with momentum k is given by:
Nk =
1
β~
lim
η→0+
∞∑
n=−∞
~G11(k, ωn) e
iωnη, (20a)
=
εk + gn0
2Ek
coth
(βEk
2
)
− 1
2
. (20b)
The density of depleted bosons nd is given by:
nd =
1
V
∑
k 6=0
Nk, (21)
and transforming the sum into an integral, we obtain:
nd(T ) =
∫
dk
(2pi)3
[
εk + gn0
2Ek
coth
(βEk
2
)
− 1
2
]
. (22)
From the above expession of the density of depleted
bosons, one can obtain the density of condensed bosons
n0(T ) = nB − nd(T ). (23)
With the knowledge of n0(T ), the normal and anomalous
Green’s functions G11 andG12 are now fully specified and
can be used to derive the thermodynamic properties of
the Bose gas.
Now, in previous literature the thermodynamics of
condensed Bose systems has been studied using the
method summarized above mainly at temperatures well
below the transition temperature Tc. This is because this
formulation predicts a jump discontinuity in the conden-
sate density n0(T ) at Tc. In the following Section, we
want to examine the origin of this discontinuity, which
we will find can be traced back to the Bogoliubov pre-
scription used in this formulation, and more precisely to
the improper way this prescription is used at finite tem-
peratures. This will be done next.
III. ORIGIN OF THE JUMP DISCONTINUITY
IN THE DENSITY OF CONDENSED BOSONS AT
T = Tc
As mentioned above, one of the salient features of the
standard formulation of the statistical mechanics of in-
teracting bosons is the fact that the density of condensed
bosons n0(T ) has a discontinuity
18 at the critical tran-
sition temperature Tc. We now show that this discon-
tinuity is a direct consequence of the inappropriate use
of the Bogoliubov prescription, Eq. (7), at finite tem-
peratures. Indeed, when we write the decomposition
Ψ(r, τ) ≃ √n0 + ψ(r, τ) in the expression of the action
S[Ψ,Ψ∗],
√
n0 is merely the Ψ(k = 0, ωn = 0) compo-
nent of Ψ(r, τ). As such, it is not the result of a ther-
mal averaging process, and hence it does not and cannot
represent the number of condensed bosons at any finite
temperature T . In fact, the quantity n0 that appears in
the decomposition (7) can, at the most, be interpreted as
the density of condensed bosons at T = 0. Interpreting
n0 as n0(T ) in Eq. (7) is not only unjustified, it also has
an unphysical and rather annoying consequence in that
it causes the density of codensed bosons to have a jump
discontinuity at the critical transition temperature Tc.
In the following, we shall discuss how this phenomenon
takes places, and how correctly interpreting n0 in Eq.
(7) as n0(T = 0) eliminates this jump discontinuity and
leads to a continuous variation of n0(T ) across the Bose
condensation critical temperature Tc.
Let us for definiteness rewrite here the density of de-
pleted bosons at temperature T obtained in the previous
Section, Eq. (22) – (note that we use the shorthand no-
tation
∫
k
≡ ∫ dk/(2pi)3):
nd(T ) =
∫
k
[
εk + gn0
2Ek
coth
(βEk
2
)
− 1
2
]
.
Close to the transition temperature Tc, we shall follow
Ref. 18 and calculate the difference:
nd − ncr =
∫
k
[
εk + gn0
2Ek
coth
(βEk
2
)
− 1
2
coth
(βεk
2
)]
.
(24)
Here ncr(T ) is the density of excited particles of an ideal
Bose gas at a given temperature T , and is given by:
ncr(T ) =
∫
k
1
eβεk − 1 = ζ(3/2)
(
mkBT
2pi~2
) 3
2
, (25)
where ζ(x) is Riemann’s Zeta function, and ζ(3/2) ≃
2.612. To calculate the difference in Eq. (24), we note
that the main contribution to the integral comes from the
region of k-space where the energy spectrum Ek differs
significantly from the free-particle energy εk, which in
this case is the region εk ≤ gn0. Assuming that gn0 ≪
kBTc, we can approximate coth(βEk/2) by (2/βEk) and
coth(βεk/2) by (2/βεk) to obtain:
18
nd(T )− ncr(T ) = −kBT
8pi
(
2m
~2
) 3
2 √
2gn0. (26)
We now need to use the relationship between the total
number of bosons nB, the number of condensed bosons
n0(T ) and the number of depleted bosons nd(T ),
nB = n0(T ) + nd(T ), (27)
5to eliminate nd(T ) from Eq. (26) and rewrite it solely in
terms of nB and n0(T ), with the result:
nB = n0(T ) + ncr(T )− kBT
8pi
(
2m
~2
)3/2√
2gn0. (28)
In the standard formulation of the statistical mechanics
of an interacting Bose gas, the quantity n0 inside the
square root, which is the one coming directly from the
Bogoliubov prescription of Eq. (7), is taken to be a func-
tion of temperature. In this case, Eq. (28) can be seen
as a quadratic equation for
√
n0(T ) which has two solu-
tions:√
n
(±)
0 (T ) =
1
2
[√
ng(T )±
√
ng(T ) + 4(nB − ncr)
]
.
(29)
Here, we followed Ref. 18 and called
√
ng(T ) the coeffi-
cient of
√
n0 in Eq. (28), namely:
√
ng(T ) =
kBT
8pi
(
2m
~2
)3/2√
2g. (30)
Below the transition temperature, ncr < nB, and so the
solution n
(−)
0 (T ) in Eq. (28) is negative and hence un-
physical. We then can immediately see that the physical
solution
n0(T ) =
1
4
[√
ng(T ) +
√
ng(T ) + 4(nB − ncr)
]2
, (31)
being the square of a strictly positive number, does not
vanish for any value of the temperature T . At T = Tc,
ncr(Tc) = nB and hence n0(T ) is discontinuous at the
transition:18
n0(T ) = ng(Tc), T → T−c , (32a)
n0(T ) = 0, T → T+c . (32b)
At this point, we will note that a similar jump disconti-
nuity of n0(T ) at T = Tc is also found to take place in
the formulation of Hartree-Fock theory34 that uses Bo-
goliubov’s prescription with a temperature-dependent n0
(more on this below).
Having reviewed how the standard derivation gives
rise to a jump discontinutiy in the density of condensed
bosons at T = Tc, we now go back to Eq. (28) and
observe that the n0 inside the square root of this last
equation is the same n0 that appears in the expression of
the Green’s function G11(k, ωn), and, as such, should be
independent of temperature (the other n0(T ) on the rhs
of Eq. (28) comes from using the relation between nB, n0
and n1, Eq. (27), and has to have a temperature depen-
dence). In other words, we will rewrite the Bogoliubov
prescription of Eq. (7) in the form:
Ψ(r, τ) ≃ Ψ0 + ψ(r, τ), (33)
where Ψ0 does not depend on temperature because it is
the result of the ad-hoc prescription (33) and not the
result of a thermal averaging process. Then the action
of Eq. (12) and hence the Green’s function matrix of
Eq. (15) will all be written in terms of the temperature-
independent quantity Ψ0 (instead of
√
n0 which one can
easily be misled to interpret as a quantity that varies
with temperature), and so would the rhs of Eq. (22)
giving the density of depleted bosons at temperature T .
In other words, Eq. (22) should now read:
nd(T ) =
∫
k
[
εk + g|Ψ0|2
2Ek
coth
(βEk
2
)
− 1
2
]
, (34)
with the energy spectrum
Ek =
√
εk(εk + 2g|Ψ0|2), (35)
where |Ψ0|2 on the rhs of these last two equations does
not depend on temperature. Comparing the excita-
tion spectrum (35) with the standard T = 0 expression
Ek =
√
εk(εk + 2gn0(T = 0)), we see that we can iden-
tify |Ψ0|2 to be the density of condensed bosons at zero
temperature:35
|Ψ0|2 = n0(T = 0). (36)
It then follows that a more appropriate way to write Eq.
(28) is as follows:
nB = n0(T ) + ncr − kBT
8pi
(
2m
~2
)3/2√
2gn0(0), (37)
where we now write the density of condensed bosons in-
side the square root as n0(0) to emphasize that this is the
quantity that is coming directly from the decomposition
(33) in the imaginary-time action, and hence is the T = 0
value of the density of condensed bosons (below in Sec.
V we will show that this quantity should in fact be nB).
Solving for n0(T ), we obtain:
n0(T ) = nB − ncr(T ) + kBT
8pi
(
2m
~2
) 3
2 √
2gn0(0),
= nB − ζ
(
3
2
)(
mkBT
2pi~2
) 3
2
+
kBT
8pi
(
2m
~2
) 3
2 √
2gnB,
(38)
where in going from the first line to the second one we
used the expression (25) of ncr(T ), and we approximated
n0(0) inside the square root with the total density of
bosons nB. Dividing both sides of the above equation by
nB, we can write:
n0(T )
nB
= 1− ζ
(
3
2
)
nB
(
mkBT
2pi~2
) 3
2
+
kBT
8pi
(
2m
~2
) 3
2
√
2g
nB
.
(39)
At T = Tc, we expect n0(Tc) = 0. Assuming this to be
true, we can write:
1− ζ
(
3
2
)
nB
(
mkBTc
2pi~2
) 3
2
+
kBTc
8pi
(
2m
~2
) 3
2
√
2g
nB
= 0. (40)
6The critical temperature for a free Bose gas Tc0 can be
obtained by letting g = 0 in the above equation, and
satisfies the following relation:
ζ
(
3
2
)
nB
(
mkBTc0
2pi~2
) 3
2
= 1, (41)
which gives the well-known result:
Tc0 =
2pi~2
mkB
[ nB
ζ(3/2)
]2/3
. (42)
Going back to the condensate fraction of Eq. (39), if
we scale the temperature T by Tc0 we obtain after a few
manipulations:
n0(T )
nB
= 1−
(
T
Tc0
) 3
2
+
√
4pi(nBa
3)
1
6[
ζ(3/2)
] 2
3
(
T
Tc0
)
. (43)
At T = Tc, n0(T ) = 0, and so:
1−
(
Tc
Tc0
) 3
2
+
√
4pi(nBa
3)
1
6[
ζ(3/2)
] 2
3
(
Tc
Tc0
)
= 0. (44)
Now, let ∆Tc = Tc−Tc0, so that Tc = Tc0(1+∆Tc/Tc0).
Then, if we assume that the difference between critical
temperatures is small, i.e. ∆Tc ≪ Tc0, then we can write:
(
Tc
Tc0
) 3
2
≃ 1 + 3
2
∆Tc
Tc0
, (45)
and Eq. (44) has the approximate solution:
∆Tc
Tc0
=
c(nBa
3)
1
6
1− c(nBa3) 16
, (46)
where we call c the numerical constant:
c =
4
3
√
pi[
ζ(3/2)
] 2
3
≃ 0.219874. (47)
We now want to check this result numerically. Going
back to Eq. (22), we see that we can write for the con-
densate fraction n0(T )/nB = 1−nd(T )/nB the following
expression:
n0(T )
nB
= 1− 2
5
2√
pi
(nBa
3)
1
2
∫ ∞
0
dk˜ k˜2

 k˜2 + 1√
k˜2(k˜2 + 2)
coth
( [ζ(3/2)]2/3(nBa3)1/3
T/Tc0
√
k˜2(k˜2 + 2)
)
− 1

 , (48)
where we introduced the dimensionless wave-vector k˜
such that:
k˜ =
k
k0
, (49)
with
k0 =
√
2mgnB
~
= (8pinBa)
1
2 . (50)
In Fig. 1, we plot the condensate fraction as ob-
tained from the above equation for two different values
of the parameter nBa
3. We find that for nBa
3 = 0.001,
the condensate fraction vanishes at Tc/Tc0 = 1.33, and
for nBa
3 = 0.01, the condensate fraction vanishes at
Tc/Tc0 = 1.39.
The expression above for the condensate fraction, Eq.
(48), can be used to study the dependence of Tc on nBa
3
numerically by looking for the temperature T that solves
the equation n0(T )/nB = 0. The upper panel of Fig.
2 shows a plot of ∆Tc/Tc0 vs. nBa
3 found using this
method, where the infinite slope near the origin indicates
a power-law relationship with an exponent that is less
than unity. In the lower panel, we plot ln(∆Tc/Tc0) vs.
ln(nBa
3), which shows that there is a linear relationship
between these two logarithms with a slope of 0.158 ≃ 1/6,
in perfect agreement with the analytical result of Eq.
(46).
It is worth taking a pause at this juncture to note the
vast body of literature which treated the problem of the
shift in the transition temperature due to repulsive inter-
actions between bosons. Beginning with the early work of
Lee and Yang,4 various methods of calculations over the
years have produced widely dissimilar results,36–62 with
positive and negative shifts in Tc that were predicted to
be proportional to a,
√
a, a ln(a), etc. It is not our in-
tention here to give support to one of these results or
another, our main focus in this paper not being to give
an accurate or definitive calculation of the shift in transi-
tion temperature, but merely to correct a misconception
about the standard Beliaev BBP predicting a jump dis-
continuity of n0(T ) at the transition. It is interesting to
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FIG. 1. (Color online) Plot of the condensate fraction
n0(T )/nB as a function of the reduced temperature T/Tc0
in the naive Bogoliubov theory for nBa
3 = 0.001 (solid line)
and nBa
3 = 0.01 (dashed line).
note that the positive shift we obtain
∆Tc
Tc0
∝ (nBa3)η (51)
with the exponent
η =
1
6
(52)
has been predicted previously,4,36,44 although the author
is not aware of this result having been obtained within
an approach similar to the one used in the current study.
Now that we got rid of the jump discontinuity in the
condensate fraction at the critical temperature Tc pre-
dicted by the standard, field-theoretic formulation of the
statistical mechanics of interacting bosons, one may ask
how we should interpret the quantity nB that appears
in Eq. (48). Indeed, in the grand-canonical ensemble,
where the system is in contact with a particle reservoir,
the density of bosons nB should depend on temperature.
Hence, the question arises as to whether we should in-
terpret nB in Eq. (48) to be the total density of bosons
(i) at zero temperature, (ii) at the critical temperature
Tc, or (iii) at some intermediate temperature between
T = 0 and T = Tc. The fact is, the plots in Figs. 1
and 2 were drawn with the assumption that nB does not
depend on temperature, and even if we are willing to as-
sume a temperature dependence for nB, there is simply
not enough information in the BBP formulation to find
what this temperature dependence exactly is.
In the following, we want to examine the physical con-
tent of the BBP formulation by trying to derive some of
its major results using first-principles, i.e. using traces
over eigenstates of the Bogoliubov Hamiltonian. In do-
ing so, we will establish that what passes as a grand-
canonical treatment of the interacting Bose gas is in fact
a canonical treatment, not a grand-canonical one as is
commonly thought, and hence that we do not have to
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FIG. 2. Upper panel: Plot of ∆Tc/Tc0 vs. nBa
3 as obtained
from the numerical solution of the equation n0(T )/nB = 0 us-
ing Eq. (48). Lower panel: Plot of ln(∆Tc/Tc0) vs. ln(nBa
3)
as obtained using the data in the upper panel for values of
na3 ≤ 0.001. The plot shows a linear dependence with a best
fit slope ≈ 0.158, in pretty good agreement with the slope of
1/6 = 0.166 predicted by Eq. (46).
worry about the temperature dependence of nB in Eq.
(48) because this quantity, in the canonical ensemble, is
fixed and does not in any way vary with temperature.
IV. STATISTICAL MECHANICS OF
INTERACTING BOSONS: CANONICAL
FORMULATION
A. Back to basics: thermal averages as traces over
eigenvectors of the Bogoliubov Hamiltonian
In this Section, we want to derive fundamental build-
ing blocks of the BBP theory, namely the expressions of
the normal and anomalous thermal averages 〈a†kak〉 and
〈aka−k〉 respectively, using a first-principles type of ap-
proach. Our starting point will be the canonical partition
function of the Bogoliubov model, which for a system of
N bosons is given by (note that we are purposely adding
a subscript N to the symbol Tr to indicate that we are
taking a canonical trace with a fixed number of bosons
8N):
ZC(N, V, T ) = TrN
(
e−βHˆB
)
. (53)
In the above equation, HˆB is the truncated part of the to-
tal Hamiltonian Hˆ that can be diagonalized using Bogoli-
ubov’s canonical transformations, and is given in Fourier
space by the following expression:
HˆB =
∑
k 6=0
[
εka
†
kak +
v(k)
2V
(
a†0a0a
†
kak + a
†
0a0a
†
−ka−k
+ a†ka
†
−ka0a0 + aka−ka
†
0a
†
0
)]
. (54)
After the above Hamiltonian is diagonalized, it can be
written in the form:
HˆB = E0 +
∑
k 6=0
Ekα
†
kαk, (55)
where E0 is the ground state energy of the system, and
Ek is the energy of an excitation of wavevector k. In the
standard Bogoliubov formulation, these two quantities
are given by:
E0 = −1
2
∑
k 6=0
[
εk + nBv(k) − Ek
]
< 0, (56a)
Ek =
√
εk
(
εk + 2nBv(k)
)
. (56b)
On the other hand, α†k and αk are the creation and an-
nihilation operators of an elementary excitation of mo-
mentum k:
α†k = uka
†
k + vka−k, (57a)
αk = ukak + vka
†
−k, (57b)
where the so-called coherence factors uk and vk are given
by:
u2k =
1
2
(εk + nBv(k)
Ek
+ 1
)
, (58a)
v2k =
1
2
(εk + nBv(k)
Ek
− 1
)
. (58b)
We shall denote by |ΨB(N)〉 the ground state of Bo-
goliubov’s Hamiltonian HˆB, such that αk|ΨB(N)〉 = 0
for all wavevectors k 6= 0. It then follows that:
HˆB|ΨB(N)〉 = E0|ΨB(N)〉, (59)
confirming our statement above that E0 in Eq. (55)
is the ground state energy of HˆB. On the other hand,
we shall denote by |Ψ{mi}(N)〉 = |m1,m2, . . . ,mM 〉 the
eigenfunction of HˆB corresponding to mi excitations of
wavevector ki, i = 1, . . . ,M (M here is the number of
momentum modes kept in the Hilbert space, and will
eventually be sent to infinity). These eigenfunctions can
be written in the form:
|Ψ{mi}(N)〉 =
(
α†k1
)m1
√
m1!
× · · · ×
(
α†kM
)mM
√
mM !
|ΨB(N)〉,
(60)
and one can easily verify by direct calculation that
|Ψ{mi}(N)〉 satisfies the following equation:
HˆB|Ψ{mi}(N)〉 =
(
E0 +
∑
i6=0
miEki
)
|Ψ{mi}(N)〉. (61)
We now go back to Eq. (53) and rewrite the canonical
partition function ZC(N, V, T ) in the form:
ZC =
∑
{mi}
〈m1,m2, . . . ,mM |e−βHˆB |m1,m2, . . . ,mM 〉.
(62)
In the above expression, the summation extends over all
values of mi that are smaller than the dimension of the
matrix representation of the Hamiltonian HˆB. In the
thermodynamic limit N → ∞ and M ≫ 1, the summa-
tions over themi’s can be extended all the way to infinity,
with the result:
ZC = e
−βE0
∞∑
m1=0
· · ·
∞∑
mM=0
M∏
i=1
(
e−βEki
)mi
, (63a)
= e−βE0
M∏
i=1
(
∞∑
mi=0
(
e−βEki
)mi)
, (63b)
= e−βE0
M∏
i=1
1
1− e−βEki , (63c)
where, in going from the second to the third line use has
been made of the geometric summation formula:
∞∑
mi=0
(
e−βEki
)mi
=
1
1− e−βEki . (64)
Now, the thermal average of the operator Nˆki = a
†
ki
aki
in the canonical ensemble is given by:
〈
a†kiaki
〉
=
1
ZC
TrN
(
a†kiakie
−βHˆ
)
. (65)
Although it is possible to conduct the calculation of the
above thermal average in the number-conserving formal-
ism of Ref. 33, we here for simplicity shall use the number
non-conserving formalism in which the relation between
the operators aki and {αki , α†ki} is linear, and can be
obtained by inverting Eqs. (57), with the result:
aki = ukiαki − vkiα†−ki , (66a)
a†ki = ukiα
†
ki
− vkiα−ki . (66b)
9The operator Nˆk = a
†
kak is therefore given by:
Nˆk = u
2
kα
†
kαk + v
2
kα−kα
†
−k − ukvk(α†kα†−k + α−kαk).
(67)
Let us find the trace of Nˆk exp(−βHˆB) in the base formed
by the |Ψ{mi}〉. In order to do that, we shall first use Eq.
(61) to calculate the action of this operator on the ket
|Ψ{mi}〉, with the result:
Nˆkje
−βHˆB |Ψ{mi}〉 = e−βE0
M∏
i=1
(
e−βEki
)mi
Nkj |Ψ{mi}〉.
(68)
Hence:
〈Ψ{mi}|Nˆkje−βHˆB |Ψ{mi}〉 = e−βE0
M∏
i=1
(
e−βEki
)mi
× 〈Ψ{mi}|Nˆkj |Ψ{mi}〉. (69)
Using the expression of Nˆkj in terms of the αk’s, Eq.
(67), in the above expression, we obtain:
〈Ψ{mi}|Nˆkj |Ψ{mi}〉 = 〈Ψ{mi}|(u2kjα†kjαkj
+ v2kjα−kjα
†
−kj
)|Ψ{mi}〉. (70)
We now use the fact that α†kjαkj simply counts the num-
ber of excitations of wavevector kj in the excited state
|Ψ{mi}(N)〉, which is nothing but mj , to write:
α†kjαkj |Ψ{mi}(N)〉 = mj |Ψ{mi}(N)〉. (71)
Also, from the canonical commutation relations of the
αk’s, we see that α−kjα
†
−kj
= 1+ α†−kjα−kj , and hence:
α−kjα
†
−kj
|Ψ{mi}(N)〉 = (1 +m−j)|Ψ{mi}(N)〉, (72)
where we denote by m−j the number of excitations of
wavevector −kj . Now, if we use Eqs. (71) and (72) in
Eq. (70), this last equation becomes:
〈Ψ{mi}|Nˆkj |Ψ{mi}〉 = mju2kj + (1 +m−j)v2kj . (73)
Replacing this result back into Eq. (69) and taking the
trace, we obtain:
〈Ψ{mi}|Nˆkje−βHˆB |Ψ{mi}〉 = e−βE0
{
u2kj
∞∑
mj=0
mj
(
e−βEkj
)mj × M∏
i=1( 6=j)
∞∑
mi=0
(
e−βEki
)mi
+ v2kj
∞∑
m−j=0
(1 +m−j)
(
e−βE−kj
)m−j × M∏
i=1( 6=−j)
∞∑
mi=0
(
e−βEki
)mi}
. (74)
Dividing by ZC , as in Eq. (65), we obtain that the ther-
mal average of Nˆk in the canonical ensemble is given by:
〈Nˆkj 〉 = u2kj
∑∞
mj=0
mj
(
e−βEkj
)mj∑∞
mj=0
(
e−βEkj
)mj
+ v2kj
∑∞
m−j=0
(1 +m−j)
(
e−βE−kj
)m−j∑∞
m−j=0
(
e−βE−kj
)m−j . (75)
Recalling that E−kj = Ekj , this last equation becomes:
〈Nˆkj 〉 = v2kj + (u2kj + v2kj )
∑∞
mj=0
mj
(
e−βEkj
)mj∑∞
mj=0
(
e−βEkj
)mj . (76)
Using Eq. (64) and the fact that
∞∑
n=0
nxn =
x
(1 − x)2 , (77)
we finally obtain:
〈Nˆkj 〉 = v2kj +
u2kj + v
2
kj
eβEkj − 1
. (78)
Now, using the expression of the coherence factors u2ki
and v2ki from Eq. (58), we can rewrite 〈Nˆkj 〉 in the form:
〈Nˆkj 〉 =
εkj + nBv(kj)
2Ekj
coth
(βEkj
2
)
− 1
2
. (79)
This is the exact same expression that was obtained pre-
viously from the field-theortic formulation of the statisti-
cal mechanics of an interacting Bose gas, see Eq. (20b).
The fact that we obtained this expression within a strictly
canonical formalism, where we traced over the basis of
eigenstates |Ψ{mi}(N)〉 corresponding to a fixed number
of bosons N , is quite remarkable. In fact, and as we al-
ready mentioned in the beginning of this section, a quite
conspicuous clue that the usual treatment is canonical is
the presence of the density of bosons nB on the rhs of Eq.
10
(79), for in a correctly formulated grand-canonical treat-
ment the number of bosons N would be traced over, and
the rhs of this last equation would no longer contain the
density of bosons nB = N/V . (Strictly speaking, in the
standard Bogoliubov derivation n0 appears on the rhs of
Eq. (79) rather than nB, and the same argument can be
made that in a grand-canonical formulation n0 should be
traced over and hence should not appear on the rhs of
this last equation.)
We now want to calculate the anomalous thermal av-
erage 〈akja−kj〉. Following the analysis we made in Ref.
33 of the meaning of this anomalous average at zero tem-
perature, where we showed that it can be interpreted as
the expectation value 〈Ψ(N − 2)|akja−kj |Ψ(N)〉, |Ψ(N)〉
and |Ψ(N − 2)〉 being the Bogoliubov ground states of
a system of N and (N − 2) bosons respectively, we here
will define the canonical trace in the following way:
〈akja−kj 〉 =
1
ZC
Tr
(
akja−kje
−βHˆB
)
, (80a)
=
1
ZC
∑
{mi}
〈Ψ{mi}(N − 2)|akja−kje−βHˆB |Ψ{mi}(N)〉.
(80b)
Using Eq. (61), we can write:
〈akja−kj 〉 = e−βE0
1
ZC
∞∑
m1=0
· · ·
∞∑
mM=0
M∏
i=1
(
e−βEki
)mi
× 〈Ψ{mi}(N − 2)|akja−kj |Ψ{mi}(N)〉. (81)
We now use Eq. (66) to express aka−k in terms of the
αk’s, with the result:
akja−kj = u
2
kj
αkjα−kj + v
2
kj
α†kjα
†
−kj
− ukjvkjαkjα†kj
− ukjvkjα†−kjα−kj . (82)
Taking the quantum expectation value, we obtain:
〈Ψ{mi}|akja−kj |Ψ{mi}〉 = −ukjvkj 〈Ψ{mi}|(1 + α†kjαkj
+ α†−kjα−kj )|Ψ{mi}〉, (83a)
= −ukjvkj (1 +mj +m−j).
(83b)
Replacing this result in Eq. (81), and using expres-
sion (63c) of the canonical partition function ZC , we can
write:
〈akja−kj〉 = −ukjvkj
[
1 +
∑∞
mj=0
mj
(
e−βEkj
)mj
∑∞
mj=0
(
e−βEkj
)mj
+
∑∞
m−j=0
m−j
(
e−βE−kj
)m−j
∑∞
m−j=0
(
e−βE−kj
)m−j
]
. (84)
Performing the summations with the help of Eqs. (64)
and (77), we finally obtain:
〈akja−kj〉 = −ukjvkj
[
1 +
2
eβEkj − 1
]
, (85a)
= −nBv(kj)
2Ekj
[
1 +
2
eβEkj − 1
]
. (85b)
This is again the exact same expression as the one ob-
tained from the standard Bogoliubov theory,18,38 except
that the total density of bosons nB appears on the rhs
instead of n0. We emphasize that this is so because we
used nB instead of n0 in the expressions of the coherence
factors uk and vk, Eq. (58).
The fact that the thermal averages 〈a†kak〉 and 〈aka−k〉
that are derived in the BBP approach can be derived
using canonical traces is quite remarkable. It tells us
that thermal averages of physical observables (one or two-
body operators that can be expressed as combinations of
a†kak and aka−k and their hermitian conjugates) can be
obtained in the canonical ensemble, and hence that the
whole BBP formulation is canonical in nature, and not
grand canonical. In the following subsection, we want to
analyze the various tracing schemes that one can use to
obtain partition functions for interacting bosons, and try
to understand how in the BBP, starting from a suppos-
edly grand-canonical partition function we end up with
results that can be derived in the canonical ensemble.
B. Analyzing the various possible tracing schemes
We now are in a good position to discuss what ex-
actly is not quite right about the standard field-theoretic
formulations of the statistical mechanics of interacting
bosons. These formulations are so elegant and so mathe-
matically sophisticated that it is hard to imagine that
they actually do anything other than what they pur-
port to be doing. Unfortunately, mathematical sophis-
tication is no guarantee of correctness, and below we
will show that in the standard formulation of BBP’s the-
ory, the number of condensed bosons N0 is never traced
over, and this incomplete tracing operation effectively re-
duces what is supposed to be a grand-canonical trace to
a canonical one instead.
Let us for example have a detailed look at the manip-
ulations that led us to Eq. (15). When we write the
action S0 as a quadratic form in the fields ψ and ψ
∗, as
we did in Eq. (12), and take the inverse of the matrix
G−1 to find the Green’s function matrix G, these two
quick steps are thought to be equivalent to the following
ones in first-quantized methods:
1. The eigenvalues and eigenfunctions of the Bogoli-
ubov Hamiltonian are found for a system of N
bosons;
2. A canonical trace of the Boltzmann weight
e−β(Hˆ−µNˆ) is taken over these eigenfunctions at
11
constant number of bosons N ;
3. A second trace is taken over the total number of
bosons N from N = 0 to N =∞ to find the grand-
canonical partition function.
The fact that the above three steps do actually take
place behind the scenes is never doubted and is gen-
erally taken for granted. It turns out, unfortunately,
that taking the inverse of the matrix G−1 to go from
Eq. (14) to Eq. (15) succeeds in completing steps 1
and 2 of the above program, but fails to complete step
3. In other words, finding the Green’s function matrix G
is equivalent to taking the trace over the eigenfunctions
|Ψ{mi}(N)〉 of the Bogoliubov Hamiltonian HˆB at fixed
boson number N , which is a canonical trace, but is not
equivalent to taking the extra step of doing a trace over
N that would make the approach grand-canonical.
We now want to discuss the various kinds of trace that
one may use to evaluate partition functions in the canon-
ical and grand-canonical ensembles.
1. Canonical ensemble: tracing over the basis of
single-particle states
Let us first consider the relatively simple situation of a
gas ofN bosons in the canonical ensemble. The canonical
partition function ZC = TrN
(
e−βHˆ
)
can be written as
the following trace over boson single-particle states:
ZC =
N∑
N0=0
· · ·
N∑
NM=0
〈N0, . . . , NM |e−βHˆ |N0, . . . , NM 〉
× δ∑M
i=0Ni,N
, (86)
where the ket |N0, . . . , NM 〉 represents the state having
N0 bosons with momentum k0 = 0, N1 bosons with mo-
mentum k1, and so on, i.e.:
|N0, . . . , NM 〉 =
M∏
i=0
(
a†ki
)Ni
√
Ni!
|0〉. (87)
Note how, in Eq. (86), we chose to take the trace of
the Hamiltonian HˆB over the complete orthonormal ba-
sis composed of the eigenstates of the non-interacting
Hamiltonian Hˆ0 =
∑
k εka
†
kak at fixed number of bosons
N , this last constraint being enforced by the Kronecker
delta on the rhs of this last equation, which ensures
that the total number of particles in all the basis kets
|N0, N1, . . . , NM 〉 is equal to N .
2. Canonical ensemble: tracing over the basis of
elementary excitations
Now, after we diagonalize the Hamiltonian HˆB using a
number-conserving formalism such as the one developed
in Ref. 33, we end up with another basis of eigenfunc-
tions describing elementary excitations of the system of
N bosons, with one such eigenfunction |Ψ{mi}(N)〉 =
|m1,m2, . . . ,mM 〉 describing a state having mi excita-
tions in the state of momentum ki, with i = 1, . . . ,M , see
Eq. (60). The trace being independent of the orthonor-
mal basis chosen, we observe that there is a second, equiv-
alent way to calculate the partition function ZC which
consists in taking a trace over the basis of eigenfunctions
{|Ψ{mi}(N)〉} at fixed total number of bosons N :
ZC =
D(N,M)∑
m1=0
· · ·
D(N,M)∑
mM=0
〈m1, . . . ,mM |e−βHˆ |m1, . . . ,mM 〉.
(88)
In the above equation, the mi’s take integer values mi =
0, 1, 2, . . . , D(N,M), corresponding to the number of ex-
citations of wavevector ki. The upper limit of the sum-
mation over any single quantum numbermi is the dimen-
sion D(N,M) of the matrix representation of the Hamil-
tonian HˆB and depends on the number of bosons and
the number of momentum modes considered. Assuming
that our system has N bosons andM momentum modes,
any given state of the Hilbert space can be written in the
form |N0, N1, N2, . . . , NM 〉, and hence the dimension of
the Hilbert space is the number of ways we can solve the
equation:
N0 +N1 +N2 + · · ·+NM = N. (89)
This is a well-known combinatorial problem, which can
be mapped onto the problem of finding the number
D(N,M) of arrangements of N balls and M − 1 dividers
(all indistinguishable), and is given by:
D(N,M) =
(
N +M − 1
M − 1
)
=
(N +M − 1)!
(M − 1)!N ! . (90)
It can be shown that D(N,M) becomes extremely large
for values of N and M such that N +M ≫ N,M , and
hence for all practical purposes we can extend the sum-
mations in Eq. (88) all the way to infinity:
ZC =
∞∑
m1=0
· · ·
∞∑
mM=0
〈m1, . . . ,mM |e−βHˆ |m1, . . . ,mM 〉.
(91)
Note the fundamental difference between Eq. (86) and
Eq. (91). For while in the former there is a need for a
Kronecker delta on the rhs to ensure that the constraint
(89) is satisfied, no such constraint is imposed on the
mi’s. This has the important consequence that while
it is notoriously difficult to calculate the canonical trace
directly from Eq. (86), precisely because of the constraint∑
i ni = N on the rhs of this equation, in the basis of
Bogoliubov eigenfunctions there is no such constraint and
the sums on the rhs of Eq. (88) can be decoupled into
a product of geometric series and hence can be easily
evaluated.
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3. Grand-canonical ensemble: which trace is used in the
BBP formalism ?
We now want to discuss the grand-canonical ensem-
ble, where the grand-canonical partition function can be
obtained from the canonical one using the following re-
lation:
ZG(µ, V, T ) =
∞∑
N=0
ZC(N, V, T ) e
βµN . (92)
Inserting the expression of ZC from Eq. (86) into Eq.
(92), one can show that the summation over all values
of N from N = 0 to ∞ is equivalent to extending the
summations over the Ni’s from 0 to ∞ in Eq. (86), with
the result:63
ZG =
∞∑
N0=0
· · ·
∞∑
NM=0
〈N0, . . . , NM |e−β(Hˆ−µNˆ)|N0, . . . , NM 〉.
(93)
Alternatively, if we start from the expression (88) of the
canonical partition function, where the trace is evaluated
in the basis of the |Ψ{mi}(N)〉’s, the grand partition func-
tion takes the form:
ZG =
∞∑
N=0
∞∑
m1=0
· · ·
∞∑
mM=0
〈m1, . . . ,mM |
× e−β(Hˆ−µNˆ)|m1, . . . ,mM 〉. (94)
The two tracing schemes in Eqs. (93) and (94) are math-
ematicall equivalent and have to produce the same re-
sult for the grand partition function ZG. Notice from
Eq. (93) that all single particle occupation numbers
N0, . . . , NM are traced over and should not appear in the
expression of ZG. And, since the total number of bosons
N can be decomposed as the sum N = N0 + · · · + NM ,
N itself should also not appear in the expression of ZG.
Similarly, since Eq. (94) should give the exact same re-
sult at Eq. (93), we conclude that the rhs of Eq. (94)
should not depend on any one of the single particle occu-
pation numbers N0, . . . , NM , and should also not depend
on the total number of bosons N .
We now can make an attempt at explaining the rea-
son why the result we obtained in Sec. II for the ther-
mal average
〈
a†kak
〉
, which was supposedly derived in
the grand-canonical ensemble, coincides with the result
of Eq. (79), which was derived in the canonical ensem-
ble (provided n0 is replaced with nB). This reason has
to do with the Bogoliubov prescription, which replaces33
the density of bosons nB in the expression of the ground
state and excitation energies with n0 (we shall indeed see
in Sec. V below that when the Bogoliubov prescription
is avoided, the condensate density n0 does not appear in
the expressions of the ground state and excitation ener-
gies of the system, and that only nB appears in these ex-
pressions), and with the fact that the occupation number
of the condensate N0 is kept as an immutable constant
and never traced over. In other words, the BBP formu-
lation is equivalent to the canonical trace in Eq. (91),
as the final trace over N in Eq. (94) is never performed
in this approach. The fact that the trace is taken in an
incomplete way leads to a canonical result instead of a
grand-canonical one for the average Nk =
〈
a†kak
〉
of the
number of bosons in the single-particle state of momen-
tum k.
The realization that the statistical treatments of the in-
teracting Bose gas are canonical in nature and not grand-
canonical as is commonly thought is the main result of
this paper. In what follows, we want to extend the work
we did in Ref. 33 and generalize the variational number-
conserving theory we developed in that reference to finite
temperatures. However, before we can do that, we need
to find a way to take Fock interactions between depleted
bosons into account. This will be the subject of the fol-
lowing Section.
V. GROUND STATE ENERGY AND
EXCITATION SPECTRUM OF INTERACTING
BOSONS: TAKING FOCK INTERACTIONS
BETWEEN DEPLETED BOSONS INTO
ACCOUNT
In Sec. VI below, we will want to examine the canoni-
cal formulation of the statistical mechanics of interacting
bosons by extending the variational approach developed
in Ref. 33 to finite temperatures. The motivation behind
our desire to use the variational approach resides in the
fact that it will allow us to avoid the use of Bogoliubov’s
prescription, and hence will allow us to seamlessly avoid
issues such as the jump discontinuity in the condensed
density n0(T ) at the critical temperature Tc, and un-
ambiguously demonstrate that n0 which appears in the
expression of the density of depleted bosons should in
fact be replaced by nB.
Because we will be interested in the thermodynam-
ics of the Bose gas in the whole range of temperatures
between T = 0 and the critical transition temperature
Tc, we will need to take into account the Fock interac-
tions between depleted bosons, which are neglected in
the T = 0 diagonalization of Bogoliubov’s Hamiltonian.
This can be done in two different ways. One way con-
sists in treating these Fock interactions as a perturbation
to the quadratic action S0, and performing a perturba-
tive expansion of the partition function in terms of this
perturbation. Another, more compact way to treat the
Fock terms, which avoids the difficulties of perturbation
theory and mirrors more closely the inner workings of an
exact solution, consists in trying to generalize the varia-
tional approach of Ref. 33 to find the ground state and
excitation energies in presence of the Fock interactions
between depleted bosons, and is the way we are going to
follow in this Section. To this end, let us consider the
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following Hamiltonian:
Hˆ = HˆB + Hˆ
′
F . (95)
Here HˆB is Bogoliubov’s Hamiltonian of Eq. (54), and
Hˆ ′F is the part of the total Hamiltonian that represents
the Fock interaction between depleted bosons,
Hˆ ′F =
1
2V
∑
k 6=0
∑
k′ 6=0,k
v(k− k′)a†kaka†k′ak′ . (96)
Henceforth, we shall write the Hamiltonian Hˆ in the
form:
Hˆ =
∑
k 6=0
Hˆk, (97)
where the single-mode Hamiltonian Hˆk is given by:
Hˆk = εka
†
kak +
v(k)
2V
(a†0a0a
†
kak + a
†
0a0a
†
−ka−k
+ a†ka
†
−ka0a0 + aka−ka
†
0a
†
0)
+
1
2V
∑
k′ 6=0,k
v(k− k′)a†kaka†k′ak′ . (98)
We shall first find the variational, number-conserving
ground state of the total Hamiltonian Hˆ in Subsec-
tion VA before deriving the excitation spectrum of this
Hamiltonian in Subsection VB.
A. Variational ground state energy
As we mentioned above, our aim in this Subsection
is to generalize the variational approach of Ref. 33 to
the Hamiltonian Hˆ of Eqs. (97)-(98), which includes the
Fock interaction between depleted bosons. To this end,
we shall use for |Ψ(N)〉 an expression of the form (we
again here denote by M the total number of momentum
modes kept in the calculation, which will eventually be
sent to infinity):
|Ψ(N)〉 =
n1max∑
n1=0
. . .
nMmax∑
nM=0
Cn1Cn2 . . . CnM
× |N − 2
M∑
i=1
ni;n1, n1; . . . ;nM , nM 〉, (99)
where the normalized basis wavefunctions are given by:
|N − 2
M∑
i=1
ni;n1, n1; . . . ;nM , nM 〉 =
(
a†0
)N−2∑Mi=1 ni√
[N − 2∑Mi=1 ni]!
×
M∏
i=1
(
a†ki)
ni
√
ni!
(
a†−ki)
ni
√
ni!
|0〉. (100)
As we explained in detail in Ref. 33, the ground
state wavefunction in Eq. (99) is not a simple prod-
uct of ground state wavefunctions of the single-mode
Hamiltonians Hˆk, as was the case in previous ap-
proaches to this problem2,26,64 where the kets |N −
2
∑M
i=1 ni;n1, n1; . . . ;nM , nM 〉 on the rhs of Eq. (99)
were replaced with |N0;n1, n1; . . . ;nM , nM 〉, i.e. the
number of bosons in the single-particle state of momen-
tum k = 0 was kept as an immutable constant N0 re-
gardless of the number of bosons n1, n2, . . . , nM in the
other single-particle states ki 6= 0. Here by contrast,
the presence of the quantity
[
N − 2∑Mi=1 ni] in the var-
ious kets that appear on the rhs of Eq. (99) acts like an
implicit and rather nontrivial coupling between all the
single-mode Hamiltonians {Hˆk}, and goes a step beyond
wavefunctions studied in previous literature.
We now will follow the same steps as in Ref. 33, and
use the following ansatz for the coefficients Cni :
Cni = (−cki)ni
√
1− c2ki . (101)
It can then be shown that the expectation value of the
Hamiltonian Hˆkj in the state |Ψ(N)〉 of Eq. (99) is given
by the following expression (see Appendix A):
〈Ψ(N)|Hˆ |Ψ(N)〉 =
M∑
j=1
{[
εkj + nB v¯(kj)
] c2kj
1− c2kj
− nB v¯(kj)
ckj
1− c2kj
+ nB v˜(kj)
c2kj
1− c2kj
}
, (102)
where v¯(kj) and v˜(kj) are given by:
v¯(kj) = v(kj)
(
1− 2
N
M∑
i=1( 6=j)
c2ki
1− c2ki
)
, (103a)
v˜(kj) = v(kj)
[ 1
N
∑
kl 6=0,±kj
v(kj − kl)
v(kj)
c2kl
1− c2kl
]
. (103b)
Minimization of the expectation value in Eq. (102) with
respect to the variational constants {ckj} leads to the
following equation:
c2kj − 2
( E˜kj
nB v¯(kj)
)
ckj + 1 = 0. (104)
In the above equation, E˜kj denotes the quantity:
E˜kj = εkj + nB v¯(kj) + σk, (105a)
with σkj =
2
N
M∑
i=1( 6=j)
nBv(ki)
[ cki
1 + cki
+
1
2
v(ki − kj)
v(ki)
c2ki
1− c2ki
]
(105b)
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Transforming the sum over momentum modes in Eq.
(105b) into an integral,33 we can rewrite σkj in the form:
σkj ≃
∫
k′
v(k′)
[ c′k
1 + c′k
+
1
2
v(k− k′)
v(k′)
c2k′
1− c2k′
]
. (106)
Solving Eq. (104) for ck, we obtain:
ck =
( E˜k
nB v¯(k)
)
−
√( E˜k
nB v¯(k)
)2
− 1, (107)
where the sign of the second term has been chosen so
that 0 < ck < 1. In the particular case where v(k) = g,
corresponding to v(r) = gδ(r) in real space, the ratio
[v(k − k′)/v(k)] = 1, and the expression of σk can be
written in the form:
σkj =
∫
k′
[1
2
c2k′
1− c2k′
+ v(k′)
c′k
1 + c′k
]
, (108a)
≃ 1
2
gnd +
∫
k′
v(k′)
c′k
1 + c′k
, (108b)
where nd is the density of depleted bosons:
nd =
∫
k
c2k
1− c2k
. (109)
As can be seen, the quantity on the rhs of Eq. (108b)
does not depend on k, and we shall henceforth drop the
subscript k from σk, and rewrite Eqs. (105) in the form:
E˜kj = εkj + nB v¯(kj) + σ, (110a)
with σ =
1
2
gnd +
∫
k
v(k)
ck
1 + ck
. (110b)
In Ref. 33, we used a Gaussian form for the interaction
potential between bosons of the form:
v(r) =
ge−r
2/(2λ2)
(2piλ2)3/2
, (111)
where λ is a positive quantity having the dimensions of
length, so as to avoid an ultraviolet divergence in the
integral on the rhs of Eq. (110b) in three dimensions,
which occurs when v(k) = g is a constant because in
that case ck from Eq. (107) behaves like 1/k
2 as k →∞.
In Fourier space, the interaction potential of Eq. (111)
is given by:
v(k) = ge−
1
2
k2λ2 . (112)
Let us now introduce dimensionless units, where energies
are measured in units of nBv(0) = gnB, and wavevectors
are measured in units of k0 =
√
2mgnB/~. Then we can
write for v(k) the following expression:
v(k) = ge−
1
2
(8pinBaλ
2)k˜2 , (113)
where in the notation of Eq. (49) k˜ is the dimensionless
wavevector k˜ = k/k0. As we mentioned above, the rea-
son behind using an interaction potential with Gaussian
form in Ref. 33 was to avoid the ultraviolet divergence
that results from summing over momentum modes in the
integral on the rhs of Eq. (110b). It is not difficult to see
from Eq. (113) that such a Gaussian interaction potential
v(k) introduces a momentum cut-off around values of k˜
such that 8pinBaλ
2k˜2 ∼ 1. Hence, for reasons of numeri-
cal efficiency we’ll find it expedient to replace the above
interaction potential with the following approximation:
v(k) = g k ≤ Λ, (114a)
v(k) = 0 k > Λ, (114b)
where the ultraviolet momentum cut-off Λ is given by:
Λ =
1√
8pinBaλ2
. (115)
For simplicity, we shall take the characteristic length
scale λ which governs the range of the interaction po-
tential v(r) to be the scattering length a. The expression
of Λ becomes:
Λ =
1√
8pinBa3
. (116)
We can then write for ck the following expression:
ck = 1 +
1
Cd
(k˜2 + σ˜)−
√[
1 +
1
Cd
(k˜2 + σ˜)
]2
− 1,
(117)
where we denote by σ˜ the dimensionless quantity:
σ˜ =
σ
gnB
, (118)
and where Cd is given by:
33
Cd = 1− Nd
N
. (119)
Here, the fraction of depleted bosons Nd/N is given by:
33
Nd
N
=
4
√
2√
pi
(nBa
3)
1
2
∫ ∞
0
dk˜ k˜2
(
1 +Q2√
Q2(Q2 + 2)
− 1
)
,
(120)
where we used the shorthand notation:
Q2 =
k˜2 + σ˜
Cd
. (121)
If we use the expression (117) of ck in Eq. (110b),
and change the variable of integration from k to the di-
mensionless wavevector k˜ = k/k0 (see Eq. (50)), we can
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nBa
3 σ˜ Cd
10−5 0.614 0.9967
10−4 0.568 0.9897
10−3 0.452 0.9672
10−2 0.263 0.8990
10−1 0.172 0.7483
TABLE I. Values of σ˜ and Cd for a few representative values
of the parameter nBa
3.
write for the dimensionless quantity σ˜ the following self-
consistent equation:
σ˜ =
1
2
( nd
nB
)
+
8
√
2√
pi
(nBa
3)
1
2
×
∫ Λ
0
dk˜ k˜2
1 +Q2 −
√
Q2
(
Q2 + 2
)
2 +Q2 −
√
Q2
(
Q2 + 2
) . (122)
A numerical solution to the above equation for σ˜ can be
found by iteration in the following way. First, one starts
with an initial guess for σ˜. Using this initial guess, one
computes the ratio Nd/N using Eq. (120) above, which
allows us to find the “depletion constant” Cd = 1−Nd/N .
This value of Cd is then used to solve equation (122) for
σ˜. This computed value of σ˜ is then used again as an
input to find a better estimate of the ratio Nd/N using
Eq. (120), and the process is repeated until convergence
and a stable solution for Cd and σ˜ is found.
In the following, we shall be mostly interested in di-
lute Bose gases, for which nBa
3 ≪ 1. Under these cir-
cumstances, a numerical solution of the self-consistency
equation (122) for a few representative values of nBa
3
between 10−5 and 10−1 yields the values for the quanti-
ties σ˜ and Cd shown in Table I. The variation of σ˜ vs.
nBa
3 over the whole range 10−6 ≤ nBa3 ≤ 0.1 is shown
in Fig. 3. As can be seen, σ˜ takes values that are close
to 0.6 for nBa
3 < 10−4, and decreases to about 0.2 for
nBa
3 between 0.02 and 0.1.
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FIG. 3. Plot of σ˜ vs. nBa
3.
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FIG. 4. Upper panel: Plot of Cd = 1 − nd/nB vs. nBa3
in the variational number-conserving approach at T = 0.
Lower panel: Plot of the depleted fraction nd/nB vs. nBa
3
at T = 0. The solid line corresponds to the variational
number-conserving approach of this paper, and the dashed
line represents the result of the naive Bogoliubov approxima-
tion, nd/nB = 8(nBa
3)
1
2 /3
√
pi.
We are now in a position to find the ground state en-
ergy E0 = 〈Ψ(N)|Hˆ |Ψ(N)〉 of the system, which is given
by Eq. (102). For simplicity, in Eq. (103b) we shall
approximate the interaction potential as v(r) = gδ(r),
which gives us:
v˜(k) ≃ 1
2
g
(Nd
N
)
. (123)
It then follows that Eq. (102) can be written in the form:
E0 =
∑
k 6=0
1
1− c2k
{[
εk + nB v¯(k) +
1
2
gnd
]
c2k − nB v¯(k)ck
}
.
(124)
Using the expression (117) of the coefficients ck into this
last equation and transforming the sum into an integral,
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we obtain (in three dimensions):
E0
V
= −1
2
gn2B
{
8
√
2√
pi
(nBa
3)
1
2
×
∫ Λ
0
dk˜ k˜2
[
Cd
(
1 +Q2 −
√
Q2(Q2 + 2)
)
+ σ˜
( 1 +Q2√
Q2(Q2 + 2)
− 1
)]
−
( nd
nB
)2}
. (125)
The physical interpretation of the above equation is quite
simple: it is just the ground state energy derived in Ref.
33, plus an extra term
− 1
2
gn2B
[
−
( nd
nB
)2]
= +
1
2
gn2d (126)
which represents the Fock interaction between depleted
bosons.
Numerical evaluation of the integral on the rhs of Eq.
(125) for nBa
3 = 10−4 yields, for σ˜ = 0.568 and Cd =
0.9897:
E0
V
≃ 1
2
gn2B · (−57.62)(nBa3)
1
2 , (127a)
≃ 1
2
gn2B · (−0.5762). (127b)
On the other hand, for nBa
3 = 10−3, using σ˜ = 0.452
and Cd = 0.9672, we have:
E0
V
≃ 1
2
gn2B · (−14.69)(nBa3)
1
2 , (128a)
≃ 1
2
gn2B · (−0.4645). (128b)
Finally, for nBa
3 = 10−2 we let σ˜ = 0.263 and Cd =
0.8990, and we obtain:
E0
V
≃ 1
2
gn2B · (−2.373)(nBa3)
1
2 , (129a)
≃ 1
2
gn2B · (−0.2373). (129b)
At this point we will introduce some notation, and
write the ground state energy E0 at T = 0 in the form:
E0
V
≃ −1
2
gn2B CE (nBa
3)
1
2 < 0, (130)
where CE is a positive dimensionless quantity whose pre-
cise value depends on the parameter nBa
3. Just as we
discussed in Ref. 33, we will not introduce any “renor-
malization” of the “bare” interaction strength g to con-
vert the negative ground state energy E0 into a posi-
tive quantity. In this author’s view, such “renormaliza-
tions” where divergent integrals are substracted from g
and where the ground state energy is converted from a
negative value to a positive one while leaving the coeffi-
cients of the wavefunction intact,30,38 are improper and
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FIG. 5. Plot of the quantity CE vs. nBa
3 showing that CE is
not a constant, and varies rather strongly with the expansion
parameter nBa
3.
nBa
3 CE
10−4 57.62
10−3 14.64
10−2 2.37
TABLE II. Numerical values of the coefficient CE in the ex-
pression of the T = 0 ground-state energy for a few rep-
resentative values of the parameter nBa
3 as obtained from
the canonical ensemble description of our variational number-
conserving approach.
mathematically unjustified and hence will be avoided in
the rest of this paper. The negative E0 in Eq. (130) with
CE > 0 is what we will use to derive the thermodynam-
ics of the dilute Bose gas in the canonical ensemble in
Sec. IV below. For the reader’s convenience, the three
representative values of CE listed in Eq. (127)-(129) are
summarized in Table II. The variation of CE over a wider
range of the parameter nBa
3 is shown in Fig. 5.
B. Excitation energies
Having found the ground state energy of the system
of interacting bosons in presence of Fock interactions be-
tween depleted bosons, we now want to find the excita-
tion spectrum of the system within our variational ap-
proach. But, before we do so, we shall digress a little bit
and uncover yet another flaw in the standard Bogoliubov
theory by finding the excitation energies in presence of
Fock interactions between depleted bosons in that the-
ory and showing that these excitation energies diverge
in the limit of small momenta. This will be done in the
following paragraph.
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1. Digression: excitation energies in presence of Fock
interactions between depleted bosons in the standard
Bogoliubov formulation
Let us find the amount of energy Ek required to cre-
ate a single excitation of wavevector k above the ground
state in the standard Bogoliubov theory when Fock in-
teractions between depleted bosons is taken into account.
This is the quantity:
Ek = 〈ΨB|αkHˆα†k|ΨB〉 − 〈ΨB|Hˆ|ΨB〉. (131)
Using the fact that Hˆ = HˆB + Hˆ
′
F , and the fact
that the quantity 〈ΨB|αkHˆBα†k|ΨB〉 − 〈ΨB|HˆB|ΨB〉 is
nothing but the Bogoliubov excitation energy EBk =√
εk(εk + 2gn0), we obtain:
Ek = E
B
k + 〈ΨB|αkHˆ ′Fα†k|ΨB〉 − 〈ΨB|Hˆ ′F |ΨB〉. (132)
Now, noticing that:
αkHˆ
′
Fα
†
k = αk[Hˆ
′
F , α
†
k] + αkα
†
kHˆ
′
F , (133)
and using the commutation relation αkα
†
k = 1 + α
†
kαk,
we can write:
Ek = E
B
k + 〈ΨB|αk[Hˆ ′F , α†k]|ΨB〉. (134)
For the purpose of calculating the commutator [Hˆ ′F , α
†
k],
we shall for simplicity use the linearized approximation to
αk and α
†
k given in Eq. (58). Tedious but straightforward
algebra leads to the result:
〈ΨB|αk[HˆF , α†k]|ΨB〉 = gnd(uk + vk)
− g
V
(u2k + v
2
k)(Nk +N−k), (135)
where nd =
∑
k 6=0〈ΨB|a†kak|ΨB〉/V is the density of de-
pleted bosons. In this last equation, the second term
becomes negligibly small compared to the first term in
the thermodynamic limit V → ∞, and so we obtain for
the excitation energy:
Ek = E
B
k + gnd(uk + vk), (136a)
= EBk +
gnd(εk + gn0)√
εk(εk + 2gn0)
. (136b)
As can be seen, apart from the familiar term EBk the
excitation energy acquires an addtional contribution due
to the addition of the Hamiltonian Hˆ ′F . This additional
contribution does not vanish in the limit k → 0, but
instead diverges like 1/k, which is an erroneous feature
of the standard, number non-conserving Bogoliubov the-
ory, to be added to the list of other erroneous features
we already discussed in Ref. 33. To remedy this diver-
gence, we shall evaluate the excitation energies directly
within the variational approach we developed in this last
reference. This will be done in the next paragraph.
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FIG. 6. (Color online) Plot of the gap Ek→0/(nBv(0)) vs.
nBa
3 from Eq. (138).
2. Excitation energies in presence of Fock interactions
between depleted bosons: variational approach
We will not give here all the steps regarding the deriva-
tion of the excitation energies, and refer the interested
reader to the calculation presented in Ref. 33, which re-
mains unchanged, except for the additonal gnd/2 term
on the rhs of Eq. (110b) or equivalently the additonal
nd/2nB on the rhs of Eq. (122), with the result for the
excitation energy Ek of wavevector k given by:
Ek = nBv(k)
√
Q2(Q2 + 2), (137a)
Q2 =
k˜2 + σ˜
Cd
. (137b)
Due to the fact that Q2 → σ˜/Cd as k → 0, we see that
the excitation spectrum Ek has a finite gap at k = 0:
Ek→0 = nBv(0)
√
σ˜
Cd
(
σ˜
Cd
+ 2
)
. (138)
Fig. 6 shows how the gap varies with the parameter
nBa
3. The gap is largest for very small values nBa
3 <
10−3, where Ek→0 ≃ nBv(0), while for 0.01 < nBa3 <
0.1 the gap is a little smaller, of order 0.8nBv(0).
In anticipation of the customary criticism that the fi-
nite gap in Eq. (138) violates Goldstone’s theorem, we
here shall repeat a counter-example from Ref. 33 proving
that this theorem does not even apply to this kind of mi-
croscopic Hamiltonian. Indeed, if Goldstone’s theorem
applied to Bogoliubov’s Hamiltonian, it would equally
apply to the Hartree-Fock Hamiltonian given by the fol-
lowing expression:
HˆHF =
v(0)
2V
Nˆ(Nˆ − 1) +
∑
k 6=0
εka
†
kak
+
1
2V
∑
k
∑
k′( 6=k)
v(k− k′)a†kaka†k′ak′ , (139)
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in which case the excitation spectrum of HˆHF should
not have a gap. Unfortunately, this turns out to be not
true, as the excitation spectrum of HˆHF , which is known
exactly,33 does have a gap. We therefore conclude that
Goldstone’s theorem does not apply to the Hartree-Fock
Hamiltonian HˆHF , and in a similar fashion does not ap-
ply to the Hamiltonian Hˆ studied in this Section. We
refer the reader to section 8.4 of Ref. 33 where we dis-
cuss questions related to the apparent violation of the
Goldstone and Hugenholtz-Pine theorems in quite some
detail, and show explicitly that the gap in Eq. (138) does
not violate either theorem.
Before we close this Section, we want to attract the
reader’s attention to the fact that neither the ground
state energy in Eq. (125) nor the excitation spectrum in
Eq. (137a) depend on the density of condensed bosons
n0. Hence the canonical partition function ZC in Eq.
(88) will only depend on (N, V, T ) as it should, and not
also on N0. When in Sec. VII we will want to derive
the grand partition function ZG, we will just have to
perform an additional trace over N as in Eq. (94), and
the resulting expression of ZG will not depend on N0.
With the knowledge of the ground state and excita-
tion energies, we are now equipped to perform traces
over eigenfunctions corresponding to these energies and
obtain partition functions to study the thermodynamics
of interacting bosons. In the following Section, we will
study the statistical mechanics of interacting bosons in
the canonical formalism using the ground state and exci-
tation energies derived in the current Section. A discus-
sion of the grand-canonical formalism will be presented
in Sec. VII.
VI. STATISTICAL MECHANICS OF
INTERACTING BOSONS: CANONICAL
NUMBER-CONSERVING FORMULATION
We now want to discuss the thermodynamics of an
interacting Bose gas in the canonical ensemble using the
number conserving formalism developed in Ref. 33 which
avoid the use of Bogoliubov’s prescription. We will start
by investigating the condensate fraction and the shift
in transition temperature Tc in Subsection VIA before
discussing the thermodynamic properties in Subsection
VIB.
A. Condensate fraction and shift in transition
temperature
In Sec. IV, we already derived the expectation value
〈Nˆk〉 of the number of bosons of wavevector k as a canon-
ical trace at fixed number of bosons N , and the main
steps of that derivation remain valid in the variational
approach of Sec. V provided that we replace the coher-
ence factors uk and vk we used in that section by the
appropriate expressions for the number-conserving the-
ory:
u2k =
1
2
(εk + nB v¯(k) + σ
Ek
+ 1
)
, (140a)
v2k =
1
2
(εk + nB v¯(k) + σ
Ek
− 1
)
, (140b)
where v¯(k) was defined in Eq. (103a). Using Eqs. (140)
into Eq. (78), we obtain after a few manipulations:
Nk =
εk + nB v¯(k) + σ
2Ek
coth
(βEk
2
)
− 1
2
, (141a)
=
Q2 + 1
2
√
Q2(Q2 + 2)
coth
(βEk
2
)
− 1
2
, (141b)
where in going from the first to the second line we in-
troduced the dimensionless quantity Q2 defined in Eq.
(121). On the other hand, it is not difficult to show that
the quantity βEk inside the hyperbolic cotangent can be
written in dimensionless form, where temperature T is
measured in units of the critical temperature of a non-
interacting gas Tc0, see Eq. (42), as follows:
βEk =
2[ζ(3/2)]
2
3 (nBa
3)
1
3
T/Tc0
√
Q2(Q2 + 2). (142)
Before going any further, we pause a moment to note
the differences between the expression of Nk given in Eq.
(141a) and the similar expression derived within the num-
ber non-conserving approach, Eq. (20b). Apart from the
appearance of the quantity σ on the rhs of Eq. (141a),
we also note that n0 does not appear on the rhs of that
equation, and instead n0 is replaced with the total den-
sity of bosons nB, which we remind the reader is fixed
and does not depend on temperature. We thus see that
in the variational number-conserving approach the con-
fusion about whether n0 on the rhs of Eq. (20b) depends
or not on temperature does not arise because n0 does not
appear in the expression of Nk in the first place, hence
confirming our earlier claim in Sec. IV that n0 on the
rhs of Eq. (20b) should in fact be replaced by nB.
Now, using Eq. (142) in Eq. (141b), we obtain af-
ter a few manipulations that the condensate fraction
in the canonical ensemble using the variational number-
conserving approach of Sec. V is given by:
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n0(T )
nB
= 1− 2
5
2√
pi
(nBa
3)
1
2
∫ ∞
0
dk˜ k˜2
[
Q2 + 1√
Q2(Q2 + 2)
coth
( [ζ(3/2)] 23 (nBa3) 13
T/Tc0
√
Q2(Q2 + 2)
)
− 1
]
. (143)
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FIG. 7. (Color online) Plot of the condensate fraction
n0(T )/nB vs. temperature T for nBa
3 = 10−4 (upper panel)
and 10−3 (lower panel). The solid curve is the result of
the variational number-conserving approach, and the dashed
curve is the result obtained from the standard, number non-
conserving approximation.
In Fig. 7 we plot the condensate fraction n0(T )/nB
vs. temperature T for nBa
3 = 10−4 (upper panel) and
10−3 (lower panel). The solid curve is the result of the
variational number-conserving approach, and the dashed
curve is the result obtained from the standard, number
non-conserving approximation. It is seen that the curves
obtained from the number-conserving approach lie higher
than the curves predicted by the number non-conserving
approximation. One can see that it takes higher tem-
peratures to deplete the condensate completely in the
number-conserving approach, hence this approach leads
to higher critical temperatures than what is predicted by
the standard Bogoliubov formulation.
Unlike the case of the number non-conserving approxi-
mation where we were able to derive an analytical ex-
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FIG. 8. (Color online) Upper panel: Plot of ∆Tc/Tc0 for var-
ious values of the parameter nBa
3 in the variational number-
conserving approach. Lower panel: Plot of ln(∆Tc/Tc0) for
various values of the parameter ln(nBa
3). The data points
fall on a straight line of slope 0.163 and intercept 0.796.
pression for ∆Tc/Tc0 in terms of nBa
3 for small val-
ues of nBa
3, in the variational number-conserving ap-
proach such a derivation is made difficult by the fact
that σ˜ depends on nBa
3, and the fact that this depen-
dence is unknown analytically. Here we shall investigate
this dependence numerically, and to this end in the up-
per panel of Fig. 8 we plot ∆Tc/Tc0 vs. nBa
3 in the
variational number-conserving approximation (see also
Table III). This plot shows the infinite slope behaviour
near the origin which is charateristic of a dependence
∆Tc/Tc0 ∝ (nBa3)η with η < 1. In the lower panel we
plot ln(∆Tc/Tc0) vs. ln(nBa
3), and it turns out that this
plot can be well approximated by a straight line of slope
0.16357, which seems to point to a dependence of the
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nBa
3 Tc/Tc0
10−4 1.498
10−3 1.727
10−2 2.022
TABLE III. Critical temperature Tc/Tc0 for a few represen-
tative values of the parameter nBa
3 as obtained from the
canonical ensemble description of our variational number-
conserving approach.
form:
∆Tc
Tc0
∝ (nBa3) 16 (144)
which is reminiscent of the number non-conserving re-
sult of Eq. (46). The only difference between the varia-
tional and standard approach is that while in the lat-
ter the curve of ∆Tc/Tc0 vs. nBa
3 has a maximum
around nBa
3 ≈ 0.01 and decreases monotonically for
values nBa
3 ≥ 0.01, no such maximum appears in the
number-conserving case, and ∆Tc/Tc0 seems to be fol-
lowing the variation in Eq. (144) all the way across the
region 0 ≤ nBa3 ≤ 0.1.
B. Thermodynamics in the canonical ensemble
We now turn our attention to the thermodynamic func-
tions of the system. The result derived in Sec. IV for
the canonical partition function ZC(N, T, V ), Eq. (63c),
remains valid in the number-conserving variational for-
malism, provided that we use for the excitation energies
Ek the variational expression from Eq. (137a). It then
follows that the Helmholtz free energy
F (N, V, T ) = −kBT lnZC(N, V, T ) (145)
is given by (we here assume thatN ≫ 1 so that (N−1) ≃
N):
F =
1
2
V v(0)n2B + E0 + kBT
∑
k 6=0
ln(1− e−βEk). (146)
The internal energy of the gas U = 〈HˆB〉 can be obtained
using the thermodynamic identity U = F + β(∂F/∂β),
valid in the canonical ensemble, with the result:
U(N, V, T ) =
1
2
V v(0)n2B + E0 +
∑
k 6=0
Ek
eβEk − 1 . (147)
If we call excess internal energy Uexc(N, V, T ) the
temperature-dependent term on the rhs of Eq. (147),
i.e.
Uexc(N, V, T ) = U(N, V, T )− 1
2
V v(0)n2B − E0, (148a)
=
∑
k 6=0
Ek
eβEk − 1 , (148b)
then in dimensionless units this quantity is given by:
Uexc
(nBV )
(
nBv(0)
) = 16√
2pi
(nBa
3)
1
2
×
∫ ∞
0
dk˜
k˜2
√
Q2(Q2 + 2)
exp
(2[ζ(3/2)] 23 (nBa3) 13
T/Tc0
√
Q2(Q2 + 2)
)
− 1
.
(149)
The heat capacity at constant volume Cv =
(∂U/∂T )N,V is given by:
Cv =
1
kBT 2
∑
k 6=0
E2ke
βEk(
eβEk − 1)2 , (150)
and in dimensionless units can be written in the form:
Cv
kB(V nB)
=
2
3
2
pi
1
2
(nBa
3)
1
2
∫ ∞
0
dk˜
k˜2
(
βEk
)2
sinh2
(
βEk
2
) , (151)
where we remind the reader that the quantity βEk is
given in dimensionless units by the rhs of Eq. (142).
In Fig. 9, we show plots of the excess internal en-
ergy Uexc(T ) and specific heat Cv(T ) as obtained in the
canonical formalism based on our variational number-
conserving theory, Eqs. (149) and (151). In both plots,
the dashed vertical line at the tip of the curve indicates
the location of the critical temperature Tc for the cor-
responding value of nBa
3. As can be seen, at any given
value of temperature, the excess internal energy Uexc and
heat capacity Cv decrease as nBa
3 increases, reflecting
the fact that higher repulsive interactions tend to reduce
the number of depleted bosons, hence reducing the values
of Uexc and Cv.
For completeness, let us examine what the above ex-
pressions of Uexc and Cv become in the naive Bogoliubov
theory. In that case, σ˜ = 0, Cd = 1 and Q
2 = k˜2, and we
can write:
Uexc
(nBV )
(
nBv(0)
) = 16√
2pi
(nBa
3)
1
2
×
∫ ∞
0
dk˜
k˜2
√
k˜2(k˜2 + 2)
exp
(
2[ζ(3/2)]
2
3 (nBa3)
1
3
(Tc0
T
)√
k˜2(k˜2 + 2)
)
− 1
,
(152a)
Cv
kB(V nB)
=
2
3
2
pi
1
2
(nBa
3)
1
2
×
∫ ∞
0
dk˜
k˜2
[
2[ζ(3/2)]
2
3 (nBa
3)
1
3
(Tc0
T
)√
k˜2(k˜2 + 2)
]2
sinh2
(
[ζ(3/2)]
2
3 (nBa3)
1
3
(Tc0
T
)√
k˜2(k˜2 + 2)
) .
(152b)
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FIG. 9. Upper panel: plot of the excess internal energy
Uexc of Eq. (149) as a function of the reduced temperature
T/Tc0 in the canonical formulation of our variational number-
conserving theory for nBa
3 = 10−4, 10−3 and 10−2 from top
to bottom. Lower panel: plot of the specific heat Cv vs. T/Tc0
from Eq. (151) in the canonical formulation of our variational
number-conserving theory for nBa
3 = 10−4, 10−3 and 10−2
from top to bottom. In both panels, the dashed vertical line
at the tip of the curve indicates the location of the critical
temperature Tc for the corresponding value of nBa
3.
In Fig. 10 we plot the excess internal energy (upper
panel) and specific heat (lower panel) in the naive Bo-
goliubov theory for nBa
3 = 10−4, 10−3, and 10−2. In
both plots, the dashed vertical line at the tip of each
curve indicates the location of the critical temperature Tc
for the corresponding value of nBa
3, with Tc = 1.246Tc0
for nBa
3 = 10−4, Tc = 1.332Tc0 for nBa
3 = 10−3 and
Tc = 1.396Tc0 for nBa
3 = 10−2. These plots are qual-
itatively similar to the plots obtained from the varia-
tional approach shown in Fig. 9. There is a quanti-
tative difference coming from the fact that the critical
temperature Tc is a little bit higher in the variational ap-
proach than in the naive Bogoliubov approach for any
given value of the parameter nBa
3 owing to the fact
that when the conservation of the number of bosons is
enforced, the ground state depletion becomes extremely
small, and hence higher temperatures are needed in order
to completely deplete the state k = 0 of all its bosons.
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FIG. 10. Upper panel: plot of the excess internal energy Uexc
of Eq. (152a) as a function of the reduced temperature T/Tc0
in the naive Bogoliubov theory for nBa
3 = 10−4, 10−3 and
10−2 from top to bottom. Lower panel: plot of the specific
heat Cv of Eq. (152b) vs. T/Tc0 in the naive Bogoliubov
theory for nBa
3 = 10−4, 10−3 and 10−2 from top to bottom.
In both panels, the dashed vertical line at the tip of the curve
indicates the location of the critical temperature Tc for the
corresponding value of nBa
3.
VII. STATISTICAL MECHANICS OF
INTERACTING BOSONS: GRAND-CANONICAL
FORMULATION
Let us recapitulate what we have done so far. After
having realized that the field-theoretic calculation of the
grand partition function based on Bogoliubov’s prescrip-
tion involved an incomplete trace where the number of
bosons in the condensate N0 is not traced over, we gen-
eralized the variational approach of Ref. 33 to include
Fock interactions between depleted bosons, and derived
the thermodynamics of a dilute Bose gas in the canonical
ensemble within this method. The advantage of using the
variational method lies in the fact that this approach al-
lows us to avoid Bogoliubov’s prescription, which on one
hand eliminates the spurious temperature dependence in-
troduced by this prescription in the BBP approach, and
on the other hand allows us to evaluate traces in the
canonical ensemble cleanly, with all the relevant variables
being traced over. The result is a canonical partition
22
function ZC(N, V, T ) that does not depend on N0 at all,
but depends on the total number of bosons N instead,
as it should. In this section, we want to explore how one
can perform the extra trace over N to derive the grand
canonical partition function of the system. This will be
done in the following Subsection.
A. Using saddle-point techniques to evaluate the
grand partition function
In this Subsection, we want to examine the question of
how to formulate the grand-canonical description of an
interacting Bose gas using the canonical formulation of
Bogoliubov’s theory from Sec. V as a starting point. In
this Section, we shall use the expression of the ground
state energy E0 given by the standard Bogoliubov the-
ory, in spite of the grave reservations33 this author has
about the way this expression is usually derived38 and in
particular about the sign of the constant CE , which in
this approach is given by:
CE = − 128
15
√
pi
, (153)
which results in an overall positive correction to the
Gross-Pitaevskii result 12gn
2
B. Our goal behind using the
standard Bogoliubov theory in this section is to show for
the record how to derive a grand-canonical formulation
for the naive Bogoliubov approach. On a more practical
level, using Bogoliubov’s theory with constant CE allows
us to ignore the complication arising from the variation
of CE with the expansion parameter nBa
3, which in turn
allows us to avoid taking derivatives of CE with respect
to nB at various steps of the calculation.
We shall start by rewriting the expression of the grand-
canonical partition function ZG(µ, V, T ), which is given
by:
ZG(µ, V, T ) =
∞∑
N=0
ZC(N, V, T )e
βµN , (154a)
=
∞∑
N=0
e−β(FN−µN), (154b)
where ZC is the canonical partition function and FN is
the canonical free energy for a system of N bosons, and
where in going from the first to the second line use has
been made of the fact that ZC = exp(−βFN ). Now, in
Sec. V we saw that the canonical free energy FN is given
by:
FN =
v(0)
2V
N(N − 1) + E0 +
∑
k 6=0
kBT ln
(
1− e−βEk
)
.
(155)
Dividing both sides by V and transforming the sum to
an integral, we obtain:
FN
V
=
1
2
v(0)n2B +
E0
V
+ kBT
∫
k
ln
(
1− e−βEk
)
, (156)
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FIG. 11. Plot of the function f1(x) of Eq. (160) of the text.
where we approximated (N−1) ≃ N and used the short-
hand notation
∫
k
=
∫
dk/(2pi)3. Introducing the dimen-
sionless wavevector k˜ = k/k0, we obtain:
FN
V
=
1
2
v(0)n2B +
E0
V
+
16
√
2√
pi
(kBTnB)(nBa
3)
1
2×
×
∫ ∞
0
dk˜ k˜2 ln
(
1− e−βEk˜
)
, (157)
where the excitation spectrum Ek˜ is given by:
Ek˜ = nBv(k)
√
k˜2(k˜2 + 2). (158)
Now, using Eq. (130) in Eq. (157), we finally obtain:
FN
V
=
1
2
v(0)n2B
[
1− CE(nBa3) 12
]
+ (kBTnB)(nBa
3)
1
2 f1(βnBv(k)), (159)
where we denote by f1(x) the function:
f1(x) =
16
√
2√
pi
∫ ∞
0
dk˜ k˜2 ln
(
1− e−x
√
k2(k2+2)
)
. (160)
A plot of this function is shown in Fig. 11. It is seen
that f1(x) takes large negative values for 0 < x < 1, and
goes to zero negatively for x > 1.
Replacing the expression of FN from Eq. (159) into
Eq. (154b), we find that the grand partition function
ZG =
∞∑
N=0
eV (βµnB−βFN/V ) (161)
can be written in the form (note that nB = N/V here
is not an actual density of bosons but merely a dummy
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variable which is being summed over):
ZG
V
=
1
V
∞∑
N=0
exp
{
V
[
βµnB
− 1
2
v(0)n2B
(
1− CE(nBa3) 12
)
− (kBTnB)(nBa3) 12 f1(βnBv(k))
]}
. (162a)
Now, the quantity on the rhs can be interpreted as a
Riemann sum, which in the limit V → ∞ converges ex-
actly to an integral over the variable nB = N/V , with
the result:
ZG = V
∫ ∞
0
dnB exp (V g(nB)) , (163)
where g(nB) is the following function:
g(nB) = βµnB − 1
2
v(0)n2B
[
1− CE(nBa3) 12
]
− (kBTnB)(nBa3) 12 f1(βnBv(k)). (164)
The integral in Eq. (163) can be calculated to a very
good approximation when V → ∞ using saddle-point
methods. To this end, we start by finding the value of
nB for which the argument of the exponential is maxi-
mal. Setting the derivative g′(nB) to zero, we find that
the value of nB maximizing the exponential satisfies the
following equation:
µ = nBv(0)
{
1 + (nBa
3)
1
2
[
f2
(
βnBv(k)
) − CE]}
+
3
2
kBT (nBa
3)
1
2 f1
(
βnBv(k)
)
(165)
where we defined:
f2(x) =
16
√
2√
pi
∫ ∞
0
dk˜ k˜2
v(k)
v(0)
√
k2(k2 + 2)e−x
√
k2(k2+2)
1− e−x
√
k2(k2+2)
.
(166)
For the rest of this section we shall place ourselves in the
particular case where the interaction potential is a delta
function in real space, v(r) = gδ(r). Then v(k) = v(0) =
g, and the above expression of f2 reduces to (note that f2
in this case is simply the derivative of f1, f2(x) = f
′
1(x)):
f2(x) =
16
√
2√
pi
∫ ∞
0
dk˜ k˜2
√
k2(k2 + 2)e−x
√
k2(k2+2)
1− e−x
√
k2(k2+2)
.
(167)
A plot of this function is shown in Fig. 12. It is seen
that f2(x) takes large positive values for 0 < x < 1 and
tends to zero positively for x > 1.
In order to solve Eq. (165) for nB anlytically, it is
necessary to make an assumption about the value of the
quantity nBa
3. If we denote by n∗B the value of nB that
solves Eq. (165), we shall assume that
√
n∗Ba
3 ≪ 1.
This will allow us organize the solution as an expansion
in powers of the small parameter
√
n∗Ba
3. Then, to zero-
th order in this small parameter, we simply have:
n∗B ≃
µ
v(0)
. (168)
The next order approximation to the value of n∗B is ob-
tained by letting nB = µ/v(0) in the (nBa
3)
1
2 terms in
Eq. (165), with the result:
n∗B =
µ
v(0)
{
1 +
( µa3
v(0)
) 1
2
[5
4
CE − 3
2
kBT
µ
f1(βµ)
− f2(βµ)
]}
. (169)
As mentioned above, the functions f1(x) and f2(x) as-
sume very large values at small arguments, and become
small for values of x that are greater than unity. There-
fore, the expansion in powers of
√
n∗Ba
3 in Eq. (169)
is only valid for values of βµ such that βµ > 1, i.e.
kBT < µ; otherwise, the expansion (169) is no longer
valid, and a numerical method would be needed to solve
Eq. (165). Assuming the condition βµ > 1 to be true, we
now want to perform a Taylor expansion of g(nB) around
n∗B, writing:
g(nB) = g(n
∗
B) + g
′(n∗B)(nB − n∗B)
+
1
2
g′′(nB∗)(nB − n∗B)2, (170a)
= g(n∗B)−
1
2
|g′′(nB∗)|(nB − n∗B)2, (170b)
where in going from the first equality to the second we
used the fact that g′(n∗B) = 0 and we assumed that
g′′(n∗B) < 0, i.e. that n
∗
B is a maximum of g(nB). The
grand-canonical partition function now becomes:
ZG = V e
V g(n∗B)
∫ ∞
0
dnBe
− 1
2
V |g′′(n∗B)|(nB−n
∗
B)
2
, (171)
= V eV g(n
∗
B)
∫ ∞
−∞
dnBe
− 1
2
V |g′′(n∗B)|(nB−n
∗
B)
2
, (172)
where in going from the first to the second line we ex-
tended the lower limit of integration to −∞ because the
exponential decays extremely rapidly away from n∗B when
V → ∞. At this point the integral can be easily calcu-
lated, and we obtain the following result for the grand-
partition function ZG:
ZG =
√
2piV
|g′′(nB∗)| exp (V g(n
∗
B)) . (173)
To lowest order in (n∗Ba
3)
1
2 , the second derivative g′′(n∗B)
is given by:
g′′(n∗B) = −βv(0), (174)
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FIG. 12. Plot of the function f2(x) of Eq. (167).
and is indeed negative if v(0) > 0. On the other hand,
upon using the value of n∗B from Eq. (169) into the ex-
pression of g(n∗B) we obtain:
ZG =
√
2piV
βv(0)
exp
{
V
βµ2
2v(0)
[
1 +
( µa3
v(0)
) 1
2×
×
(
CE − 2kBT
µ
f1(βµ)
)]}
. (175)
Given this result for the grand-canonical partition func-
tion, one can immediately write the expression of the
grand-potential Ω = −kBT lnZG, which is given by:
Ω =
1
2
kBT ln
(
βv(0)
2piV
)
− V µ
2
2v(0)
[
1 +
( µa3
v(0)
) 1
2×
×
(
CE − 2kBT
µ
f1(βµ)
)]
(176)
The important thing to note in this result is that the rhs
only depends on the thermodynamic variables (µ, T, V ),
as should be the case in a truly grand-canonical formu-
lation:
Ω = Ω(µ, T, V ). (177)
In particular, previous formulations almost invariably ex-
press Ω as a function of µ, T , V , but also of n0(T ) which,
in an incomplete tracing procedure is never traced over
(sometimes, both n0 and the density of bosons nB, which
is considered to be temperature-independent, appear in
the expression of Ω). Here on the contrary, both n0 and
nB have been traced over and do not appear on the rhs
of the above equation for Ω(µ, T, V ). Moreover, we are
going to show that nB itself depends on temperature,
and cannot be taken to be a temperature-independent
quantity as in previous formulations.
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FIG. 13. (Color online) Plot of the dimensionless quantity
a3g(nB) vs. nBa
3 for (µa3/g) = 10−4 and T/T0 = 0.2.
One can see that g(nB) has a pronounced maximun around
n∗Ba
3 = 10−4, in agreement with the zeroth-order approxima-
tion of Eq. (168).
B. Finding the average number of bosons 〈〈Nˆ〉〉 in
the system
Let us now find the value of the average number of
bosons 〈〈Nˆ〉〉 for given values of µ, T and V . In the rest
of this section, we will use double angular brackets to
denote the grand-canonical average. We do so in order
to emphasize that this average consists of a double trace
procedure, by contrast with the canonical average which
involves a single trace. We have:
〈〈Nˆ〉〉 = 1
ZG
∞∑
N=0
NeβµNZC ,
= −∂Ω
∂µ
. (178)
Performing the calculation, we find after a few steps:
〈〈Nˆ〉〉 = V µ
v(0)
{
1 +
( µa3
v(0)
) 1
2
[5
4
CE − 3
2
1
βµ
f1(βµ)
− f2(βµ)
]}
. (179)
Note that this value of 〈〈Nˆ〉〉 agrees with the value n∗B of
nB which maximizes the argument g(nB) of the expo-
nential, see Eq. (169). More importantly, the expression
on the rhs of Eq. (179) shows that 〈〈Nˆ〉〉 varies with the
thermodynamic variables µ, T and V :
〈〈Nˆ〉〉 = 〈〈Nˆ〉〉(µ, T, V ), (180)
as it should in a grand-canonical description where the
system is in contact with a particle reservoir and the
average number of particles in the system varies, in par-
ticular, when temperature is varied. As T → 0, using the
fact that limx→∞ f1(x) = limx→∞ f2(x) = 0, we obtain
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that the average number of bosons 〈〈Nˆ〉〉 approaches the
limiting value:
〈〈Nˆ〉〉|T=0 = V µ
v(0)
[
1 +
5
4
CE
( µa3
v(0)
) 1
2
]
. (181)
In order to be able to draw plots, we now need to intro-
duce dimensionless units. By analogy with the canonical
case where temperatures were measured in units of the
critical temperature of an ideal Bose gas Tc0, we here
shall introduce the characteristic temperature T0 such
that:
kBT0 =
2pi~2
m
[
µ/v(0)
ζ(3/2)
] 2
3
. (182)
We shall start by writing:
βµ =
µa3
v(0)
(
v(0)
kBTa3
)
. (183)
Then, using the definition of T0, Eq. (182), and the fact
that v(0) = g = 4pia~2/m, we obtain after a few manip-
ulations:
v(0)
kBTa3
=
1
T/T0
[
2
√
2ζ(3/2)
µa3/v(0)
] 2
3
(184)
On the other hand, going back to Eq. (183), we find that
we can write βµ in dimensionless units in the form:
βµ =
[
2
√
2ζ(3/2)
] 2
3
[
µa3/v(0)
] 1
3
T/T0
. (185)
We now can write the dimensionless quantity a3g(nB) in
the form:
a3g(nB) =
v(0)
kBTa3
{( µa3
v(0)
)
(nBa
3)
− 1
2
(nBa
3)2
[
1− CE(nBa3) 12 )
]
−
(kBTa3
v(0)
)
(nBa
3)
3
2 f1
(
nBa
3 v(0)
kBTa3
)}
. (186)
In Fig. 13, we plot the dimensionless function a3g(nB)
for (µa3/v(0)) = 10−4 and T/T0 = 0.2, where
v(0)/(kBTa
3) on the rhs of Eq. (186) is expressed in di-
mensionless units using Eq. (184). It is seen that g(nB)
has a pronounced maximum around nBa
3 = 10−4, in
agreement with the zeroth-order approximation of Eq.
(168). On the other hand, in Fig. 14 we plot the ratio
〈〈Nˆ〉〉/[〈〈Nˆ〉〉|T=0] as obtained by taking the ratio of Eqs.
(179) and (181) for a couple of values of the dimension-
less parameter (µa3/v(0)), where on the rhs of Eq. (179)
the dimensionless expression of βµ given in Eq. (185)
has been used. The two curves in the figure correspond
to (µa3/v(0)) = 10−3 and 10−4 from top to bottom.
The average density of bosons decreases quite substan-
tially with temperature for both values of the parameter
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FIG. 14. (Color online) Plot of the ratio 〈〈Nˆ〉〉(T )/〈〈Nˆ〉〉(0) as
a function of temperature in the grand-canonical ensemble.
The upper curve is for (µa3/v(0)) = 10−3, and the lower
curve is for (µa3/v(0)) = 10−4.
(µa3/v(0)), and appear to go to zero for temperatures in
the range of T0. This shows that the variation of 〈〈Nˆ〉〉
with temperature is not a small perturbative effect that
can be neglected, and has to be taken into account in any
grand canonical formulation of the statistical mechanics
of an interacting Bose gas.
C. Condensate fraction in the grand-canonical
ensemble
Having found the average number of bosons
〈〈Nˆ〉〉(µ, V, T ), we now want to study the condensate
fraction
〈〈Nˆ0〉〉(µ, V, T )
〈〈Nˆ〉〉(µ, V, T = 0) =
〈〈a†0a0〉〉(µ, V, T )
〈〈Nˆ〉〉(µ, V, T = 0) , (187)
and in particular how this quantity varies with tempera-
ture T . In order to do so, we shall start by deriving the
average number of depleted bosons in the single-particle
state of momentum k, 〈〈Nˆk〉〉 = 〈〈a†kak〉〉. We have:
〈〈Nˆk〉〉 = 1
ZG
TrG
(
e−β(Hˆ−µNˆ)a†kak
)
, (188a)
=
1
ZG
∞∑
N=0
TrN
(
e−β(Hˆ−µNˆ)a†kak
)
. (188b)
In Eq. (188a), we denote by TrG the grand-canonical
trace: it consists of a trace over all eigenvectors of the
Hamiltonian Hˆ at a given number of bosons N , plus a
trace over all values of N from 0 to +∞. The fact that
the grand-canonical trace consists of two separate traces
is explicitly spelled out in Eq. (188b), where we sepa-
rated out the canonical trace, denoted by TrN (the index
N emphasizing that the trace is performed at a fixed
number of bosons), and the summation over all values of
the total number of bosons N . Now, since Hˆ commutes
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with Nˆ , exp[−β(Hˆ − µNˆ)] = exp(βµNˆ) exp(−βHˆ), and
we can write:
〈〈Nˆk〉〉 = 1
ZG
∞∑
N=0
eβµNTrN
(
e−βHˆa†kak
)
,
=
1
ZG
∞∑
N=0
eβµNZC × 1
ZC
TrN
(
e−βHˆa†kak
)
,
=
1
ZG
∞∑
N=0
eβµNZC〈a†kak〉N , (189)
where in the last equation we used the definition of the
average number of bosons in the single-particle state of
momentum k in the canonical ensemble (we again use
the subscript N to emphasize that the average is taken
at fixed number of bosons N):
〈a†kak〉N =
1
ZC
TrN
(
e−βHˆa†kak
)
. (190)
Now, in Eq. (189) we use the fact ZC = exp(−βFN ) to
write:
〈〈Nˆk〉〉 = 1
ZG
∞∑
N=0
eβ(µN−FN)〈a†kak〉N ,
=
V
ZG
· 1
V
∞∑
N=0
eV (βµN/V−FN/V )〈a†kak〉N . (191)
Transforming the sum into an integral over the dummy
variable nB = N/V , we can write:
〈〈Nˆk〉〉 = V
ZG
∫ ∞
0
dnB e
V (βµnB−FN/V )〈a†kak〉N ,
=
V
ZG
∫ ∞
0
dnB e
V g(nB)〈a†kak〉N . (192)
Using again the Taylor expansion of g(nB) around n
∗
B,
Eq. (170b), we obtain (note that we are extending the
lower limit of integration to −∞):
〈〈Nˆk〉〉 = V e
V g(n∗B)
ZG
∫ ∞
−∞
dnBe
− 1
2
V |g′′(n∗B)|(nB−n
∗
B)
2〈a†kak〉N .
(193)
Now, in the limit V → ∞, the exponential is so sharply
peaked around n∗B that a very good approximation to
the integral can be obtained by using the value n∗B that
maximizes g(nB) in the expression of 〈a†kak〉N . Doing
that, and taking this quantity outside the integral, we
find:
〈〈Nˆk〉〉 = 1
ZG
√
2piV
|g′′(n∗B)|
eV g(n
∗
B)〈a†kak〉
∣∣
nB=n∗B
. (194)
Given the expression of ZG found in Eq. (173), we finally
can write (note that the single angular brackets average
on the rhs of Eq. (195a) is a canonical average taken at
nB = n
∗
B):
〈〈Nˆk〉〉 ≃ 〈Nˆk〉
∣∣
nB=n∗B
, (195a)
=
εk + gn
∗
B(T )
2Ek
(
n∗B(T )
) coth
(
βEk
(
n∗B(T )
)
2
)
− 1
2
.
(195b)
We therefore see that in the grand-canonical ensemble
the average number of bosons in the single-particle state
of momentum k is given by the same expression as in the
canonical ensemble, Eq. (79), except that now the total
density of bosons nB is replaced by the average density
n∗B(µ, V, T ).
Taking the sum over all vectors k, we find that the
condensate fraction in the grand-canonical ensemble is
given by (note that this result is identical to the one in
Eq. (48), except for the fact that nB in this last equation
is now replaced with n∗B(T )):
〈〈n0(T )〉〉
n∗B(T )
= 1− 2
5
2√
pi
(n∗B(T )a
3)
1
2
∫ ∞
0
dk˜ k˜2
[
k˜2 + 1√
k˜2(k˜2 + 2)
coth
(
[ζ(3/2)]2/3
(
n∗B(T )a
3
) 1
3
√
k˜2(k˜2 + 2)
T/Tc0
)
− 1
]
. (196)
Rearraging terms, the above expression can be written in the form:
〈〈n0(T )〉〉
n∗B(0)
=
n∗B(T )
n∗B(0)
{
1− 2
5
2√
pi
(n∗B(T )
n∗B(0)
) 1
2
(n∗B(0)a
3)
1
2
×
∫ ∞
0
dk˜ k˜2
[
k˜2 + 1√
k˜2(k˜2 + 2)
coth
(
[ζ(3/2)]2/3
(n∗B(T )
n∗B(0)
) 1
3 (
n∗B(0)a
3
) 1
3
√
k˜2(k˜2 + 2)
T/Tc0
)
− 1
]}
. (197)
A plot of the condensed fraction 〈〈n0(T )〉〉/〈〈nB(0)〉〉 vs. temperature T in the grand canonical ensemble is shown
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FIG. 15. (Color online) Plot of the ratio 〈〈nˆ0〉〉(T )/n∗B(0) vs.
temperature T in the grand canonical ensemble. The solid line
is for (µa3/v(0)) = 10−4, the dashed line is for (µa3/v(0)) =
10−3.
in Fig. 15, with the solid curve corresponding to
(µa3/v(0)) = 10−4 and the dashed curve to (µa3/v(0)) =
10−3. We again note that higher values of (µa3/v(0))
lead to higher values of the critical temperature Tc, which
is qualitatively the same behaviour of Tc(a) we found pre-
viously in the canonical ensemble.
This concludes our discussion of the grand-canonical
formulation of the statistical mechanics of interacting
bosons. Our take-away from this section is that any such
formulation should necessarily take into account the fact
that the total number of bosons in the system is not
fixed, but is a function of the grand-canonical variables
(µ, V, T ).
VIII. DISCUSSION AND CONCLUSIONS
In this paper, we have discussed many aspects of the
statistical mechanics of a dilute gas of interacting bosons.
In doing so, we have covered a lot of ground and brought
forth a number of new ideas, and so we will offer the
following thoughts by way of conclusion:
1. The standard BBP formulation of the statistical
mechanics of interacting bosons performs an incom-
plete trace over the occupation numbers Ni of sin-
gle particle states of momentum ki, where the oc-
cupation number N0 of the condensate is not traced
over. The result of this partial tracing procedure
is equivalent to a canonical trace at fixed boson
number N . The realization that previous statisti-
cal treatments of interacting Bose gases are canoni-
cal in nature and not grand-canonical as commonly
thought is the main result of this paper, a result
that sets the record straight on several decades of
research on the statistical mechanics of interacting
bosons using BBP type of methods.
2. Another important result of this paper is the real-
ization that the discontinuous jump in the conden-
sate density n0(T ) at the critical transition tem-
perature Tc that is commonly obtained by these
BBP type of theories originates from the inappro-
priate generalization of the Bogoliubov prescription
Ψ(r, τ) ≃ √n0 +ψ(r, τ) to finite temperatures. In-
deed, not only is the k = 0 Fourier component
of Ψ(r, τ), which is a flucuating field in τ -space,
replaced with a scalar
√
n0, but furthermore this
scalar is erroneously assumed to have a tempera-
ture dependence even though no thermal averaging
process is involved. This state of great confusion
that is directly caused by Bogoliubov’s prescrip-
tion undescores the importance of using methods
that circumvent this type of ad-hoc approxima-
tions. Within the number-conserving variational
approach used in this paper, where Bogoliubov’s
prescription is avoided altogether, no such issues
arise, as the condensate fraction n0(T )/nB vanishes
continuously at T = Tc and the jump discontinuity
discussed above does not occur.
3. A hallmark of grand-canonical formulations is that
the total number of particles in the system is not
constant, but depends on the thermodynamic vari-
ables (µ, V, T ). To the best of the author’s knowl-
edge, none of the previous formulations of the sta-
tistical mechanics of interacting bosons made any
attempt (let alone succeeded) at reproducing this
important property, as in all these theories the den-
sity of bosons in the system nB is commonly taken
to be a constant. A prominent example of this is
the common use of the relation nB = n0(T )+n1(T )
with a temperature-independent nB (most notably
to find the condensate fraction n0(T )/nB), which
is only correct to do in the canonical ensemble. In
Sec. VII, we have shown how one can devise a
formulation which is truly grand-canonical by trac-
ing over the number of bosons in the system using
saddle-point techniques. When this is done, the av-
erage number of bosons 〈〈Nˆ〉〉 that is obtained does
vary with temperature, and we have shown that
this variation is not small, and may therefore not
be neglected.
4. Since previous field-theoretic formulations of the
BBP approach were essentially canonical in na-
ture, and not grand-canonical in the least, the va-
lidity of many higher order perturbation theory
results18 for the spectral density function, damping
effects and the lifetime of quasiparticles becomes
highly questionable. On one hand, the perturba-
tive methods used to derive these results assume
the underlying statistical ensemble to be grand-
canonical, while these studies are essentially canon-
ical. On the other hand, the Bogoliubov pre-
scription Ψ(r, τ) ≃
√
n0(T ) + ψ(r, τ) introduces
a spurious temperature dependence in the expres-
sion of the normal and anomalous Green’s func-
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tions G11(k, ω) and G12(k, ω) making any results
derived within these theories, one is sorry to say, of
highly dubious character. To be clear, this is not
a statement that this author is taking lightly, nor
is there any derogatory or polemical intent in it.
The fact is, if we can all agree that Bogoliubov’s
prescription introduces an erroneous temperature
dependence in the expression of n0 on the rhs of
this prescription (which at the most should be re-
garded as n0(T = 0) and not n0(T )), and that this
erroneous temperature dependence trickles down to
the expression of the Green’s functions, then one is
automatically led to the conclusion that any results
based on such erroneous Green’s functions cannot
be taken at face value and need to be thoroughly
and carefully re-examined.
5. In addition to the four items above, which con-
stitute the most important results of this paper,
we have derived other, auxiliary rsults along the
way which, while not as important, should not be
completely overlooked. An example of this would
be our prediction that the shift in critical tem-
perature ∆Tc due to the repulsive interactions be-
tween bosons varies with the dimensionless param-
eter nBa
3 like ∆Tc ∝ (nBa3)η, with the exponent
η = 1/6 appearing to be quite robust, as it is ob-
tained both in the naive Bogoliubov theory and in
our number-conserving variational approximation.
6. Finally, the variation of the “gap paramter” σ˜ and
the prefactor CE in the expression of the ground
state energy of the dilute Bose gas with the in-
teraction parameter (nBa
3) are also interesting re-
sults in their own right. Having been derived some-
what hastily here, these results deserve a more thor-
ough examination, perhaps in a future contribu-
tion. The author understands that the variational
theory studied in Ref. 33 and in the present pa-
per, having two variational parameters to be deter-
mined self-consistently, is definitely more cumber-
some that the sleek-looking and elegant Bogoliubov
method. However, as we mentioned in the intro-
duction, this should not be an excuse for us to con-
tinue using Bogoliubov’s theory totally unabated,
after having witnessed all the shortcomings of this
theory whether it be at T = 0 or at finite temper-
atures, just because this theory predicts a gapless
spectrum. If anything, this study should give us a
fresh impetus to look for a more satisfying theory
of Bose systems: one that rigorously conserves the
number of bosons, and at the same time produces a
gapless excitation spectrum. But then again, such
a theory may well turn out to be cumbersome and
not be as sleek and elegant as the number non-
conserving Bogoliubov theory we currently have.
An important lesson of this paper is that there is in-
deniable value in non field-theoretic, good old first prin-
ciples calculations. As shown in Sec. IV, it is only when
we “looked under the hood,” in a figurative sense, and
analyzed the thermal averaging process using a back to
basics, no-nonsense approach based on tracing over ac-
tual eigenvalues of the Bogoliubov Hamiltonian that we
discovered the very important fact that field-theoretic
formulations of the statistical mechanics of Bose systems
correspond to an incomplete tracing procedure and are
canonical in nature, not grand-canonical as they purport
to be. Hence, first principles calculations based on ac-
tual eigenvalues and eigenfunctions of the Hamiltonian
should be used, whenever it is possible, as a sanity check
to convoluted field-theoretic calculations where the heavy
formalism, sophisticated though it is, can conceal seem-
ingly insignificant details which have great physical im-
portance. It is to be hoped that the ideas presented
in this study will help correct common misconceptions
about the theories of interacting bosons, hence helping
us formulate improved theories for these systems in the
future.
Appendix A: Expectation value of the Hamiltonian
in the number-conserving approach
In this Appendix, we briefly describe how we cal-
culate the expectation value of the total Hamiltonian
Hˆ =
∑
kj 6=0
Hˆkj where
Hˆkj =
1
2
εkj
(
a†kjakj + a
†
−kj
a−kj
)
+
v(kj)
2V
(
a†0a0a
†
kj
akj
+ a†0a0a
†
kj
akj + a0a0a
†
kj
a†−kj + a
†
0a
†
0akja−kj
)
+
1
2V
∑
kl 6=0,±k
v(kj − kl)a†kjakja
†
kl
akl , (A1a)
in the variational ground state |Ψ(N)〉 of Eq. (99),
namely (note that Z here is a normalization constant,
chosen so that 〈Ψ(N)|Ψ(N)〉 = 1, not a partition func-
tion):
|Ψ(N)〉 = Z
∞∑
n1=0
· · ·
∞∑
nM=0
Cn1 · · ·CnM
× |N − 2
M∑
i=1
ni;n1, n1; . . . ;nM , nM 〉. (A2)
If we denote by Hˆ
(0)
kj
the part consisting of the first six
terms of Hˆkj and Hˆ
(1)
kj
the part consisting of the last
term on the rhs of Eq. (A1a), then the expectation value
〈Ψ(N)|Hˆ(0)kj |Ψ(N)〉 was already calculated in Appendix
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B of Ref. 33, with the result:
〈Ψ(N)|Hˆ(0)kj |Ψ(N)〉 = εkj
c2kj
1− c2kj
+ nBv(kj)
c2kj
1− c2kj
[
1− 2
N
M∑
i=1( 6=j)
ck2
i
1− c2ki
]
− nBv(kj)
ckj
1− c2kj
[
1− 2
N
M∑
i=1( 6=j)
ck2
i
1− c2ki
]
. (A3)
Let us now calculate the expectation value
〈Ψ(N)|Hˆ(1)kj |Ψ(N)〉. We have:
a†kjakja
†
kl
akl |Ψ(N)〉 = Z
∞∑
n1=0
· · ·
∞∑
nM=0
Cn1 · · ·CnMnjnl
× |N − 2
M∑
i=1
ni;n1; . . . ;nM 〉. (A4)
Hence:
〈Ψ(N)|a†kjakja
†
kl
akl |Ψ(N)〉 =
∑∞
nj=0
njC
2
nj∑∞
nj=0
C2nj
×
∑∞
nj=0
nlC
2
nl∑∞
nl=0
C2nl
(A5a)
=
c2kj
1− c2kj
· c
2
kl
1− c2kl
. (A5b)
Using the above result, we obtain that the expectation
value of the Hamiltonian Hˆ
(1)
kj
is given by:
〈Ψ(N)|Hˆ(1)kj |Ψ(N)〉 =
1
2V
∑
kl 6=0,±kj
v(kj − kl)
c2kj
1− c2kj
× c
2
kl
1− c2kl
. (A6)
Rearranging terms, we obtain for the total Hamiltonian
Hˆ =
∑M
j=1 Hˆkj the following expression:
〈Ψ(N)|Hˆ |Ψ(N)〉 =
M∑
j=1
{[
εkj + nBv(kj)
(
1− 2
N
M∑
i=1( 6=j)
c2ki
1− c2ki
)] c2kj
1− c2kj
− nBv(kj)
(
1− 2
N
M∑
i=1( 6=j)
c2ki
1− c2ki
) ckj
1− c2kj
+ nBv(kj)
c2kj
1− c2kj
[ 1
N
∑
kl 6=0,±kj
v(kj − kl)
v(kj)
c2kl
1− c2kl
]}
. (A7)
This is Eq. (102) from the text, with v¯(k) and v˜(k)
defined as in Eqs. (103a) and (103b), respectively.
Taking the partial derivative of 〈Hˆ〉 =
〈Ψ(N)|Hˆ |Ψ(N)〉 with respect to ckj , using steps
that are similar to those in Appendix C of Ref. 33, we
obtain:
∂〈Hˆ〉
∂ckj
=
1
(1− c2kj )2
[
2E˜kjckj − nB v¯(kj)(1 + c2kj )
]
, (A8)
where E˜kj is given by:
E˜kj ≃ εkj + nB v¯(kj) +
2
N
M∑
l=1
nBv(kl)
ckl
1 + ckl
+
1
N
M∑
l=1
v(kl − kj)
c2kl
1− c2kl
. (A9a)
= εkj + nB v¯(kj) + σkj , (A9b)
where σkj is defined in Eq. (105b). Now, if we set the
rhs of Eq. (A8) to zero, we obtain:
c2kj − 2
( E˜kj
nB v¯(kj)
)
ckj + 1 = 0, (A10)
which is nothing but Eq. (104) of the text.
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