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Le vieillissement de la population est un enjeu majeur auquel les sociétés modernes vont
devoir faire face dans les années à venir. La population française a augmenté de 21 millions de
personnes entre 1950 et 2013. Pendant ces 64 ans, le pourcentage des jeunes de moins de 20 ans
a baissé. En 1950 les jeunes représentaient 29.9%, alors qu’en 2013, ils ne représentent plus que
24.4% de la population française. Cette baisse de la proportion des jeunes a été accompagnée
d’une augmentation du nombre de seniors (65 ans ou plus ) qui est passé de 11.3% à 18.2%.
Cette augmentation est liée à l’espérance de vie qui est passée de 60 ans en 1950 à 80 ans en
2013. Le taux de naissance a chuté de 20.5 à 12.2 pour 1000 habitants. Ces chiffres sont extraits
des statistiques de l’INSEE illustrées dans le tableau de la figure 1.
Figure 1 – Indicateurs démographiques pour la France entre les années 1950 et 2013.
Pour ces raisons et pour d’autres raisons sociales et économiques, le pourcentage des jeunes
diminue en faveur de celui des personnes âgées. Ainsi la pyramide des âges dans des pays comme
l’Espagne, l’Italie et le Japon, s’est transformée en une "toupie". En France, la structure de la
population évolue aussi vers une "toupie". La figure 2 illustre nettement cette évolution.
Face au vieillissement de la population, la mise en œuvre de solutions pour la prise en charge
des personnes âgées s’avère importante pour la société. L’un des enjeux, par sa dimension sociale
et économique porte sur le maintien à domicile ([Thomesse et al., 2001], [Hewson et al., 2007]),
alternative à la maison de retraite et/ou à l’hôpital. Pour les personnes ayant gardé leur autono-
mie, la problématique est de conserver cet état le plus longtemps possible, tout en limitant les
risques, notamment les accidents domestiques ou les malaises, qui, non pris en compte rapide-
ment, peuvent dégénérer en situation extrêmement dangereuse. Mais il faut aussi renforcer le lien
social afin d’éviter l’isolement pouvant conduire à des dépressions graves. Pour les personnes en
perte d’autonomie, les solutions existantes peuvent mobiliser parfois à plein temps des personnes
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Figure 2 – Evolution de la Structure de la population Française pour les années 1914, 1974 et
2014. a) Du pyramide (1914) c) Vers la toupie (2014).
du cercle familial (aidants) ou du monde de la santé. Le coût psychologique pour les aidants est
d’autant plus fort qu’ils sont souvent sur le front 7 jours sur 7 et 24 heures sur 24. Quant aux
seconds, leur coût économique pour les personnes et la collectivité est très élevé, même s’il reste
parfois inférieur à l’accueil en institution spécialisée.
2 Le projet LAR
Cette thèse s’est effectuée dans le cadre du projet LAR (Living Assistant Robot) financé
en réponse à l’appel « Technologies de l’e-santé- Santé et autonomie sur le lieu de vie grâce au
numérique » (programme des Investissements d’Avenir).
Le projet LAR s’est construit autour d’un consortium constitué de quatre partenaires : Le
Credit Agricole, la société Robosoft, la société Diatelic et INRIA et il vise, notamment à déve-
lopper un assistant robotique :
— permettant d’une part l’accès à des techniques de communication avancées pour faciliter
le maintien du lien social (famille, amis, soignants, . . . )
— et d’autre part offrant un service de télé-vigilance de la personne âgée afin de détecter
des situations à risques (chutes) ou des anomalies relevant d’une dégradation de l’état
physique ou de santé de la personne suivie.
Dans ce cadre, le programme de recherche plus spécifique de la thèse, cherche à répondre au
besoin de disposer d’un dispositif autonome, temps réel, peu coûteux, pouvant être embarqué
sur un robot mobile (robot Kompai) et capable de localiser, suivre la personne en mouvement
et d’en estimer la pose (posture) y compris lorsque la personne suivie est partiellement occultée
par des objets. Le dispositif développé comprend une caméra (du type RGB-D), un calculateur
(NUC Intel) et les algorithmes de traitement.
La thèse s’articule ainsi autour de deux contributions complémentaires :
1. La proposition d’un algorithme d’estimation de la posture humaine dans un environne-
ment encombré.
2. La proposition d’un algorithme pour l’estimation de la pose d’une caméra RGB-D en
mouvement.
2.1 Robot Kompai
La plate-forme robotique utilisée dans nos travaux est basée sur le robot Kompai développé
par la société française Robosoft. Ce robot comme le montre la figure 3 se déplace sur un socle à
roulettes capable d’obéir à des ordres vocaux simples en utilisant un module de reconnaissance
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vocale développé par Microsoft. Ce robot est équipé de différents capteurs : télémètre Laser,
web cam, capteurs infra-rouges, ultra-son et une caméra RGB-D. Le robot est équipé aussi d’un
écran tactile avec une interface graphique (figure 4) permettant d’accéder à une variété de services
développés tant par Robosoft que par les partenaires du projet LAR : météo, web, vidéos, jeux,
appels vocaux, vidéo conférence.
Figure 3 – Robot Kompai développé par la société Robosoft.
Figure 4 – L’interface utilisateur du robot Kompai qui permet de contrôler le robot.
2.2 Camera RGB-D
Le robot Kompai est équipé d’un capteur actif du type RGB-D qui fournit à la fois une
image de profondeur et une image RGB. La commercialisation de ce type de capteur pour les
jeux vidéo est une opportunité pour développer de nouvelles fonctions en robotique d’assistance
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comme le montre le nombre de projets de recherche allant dans cette voie. Ce type de capteur
est particulièrement bien adapté à la problématique de la surveillance à domicile, car il est à la
fois peu coûteux et très performant. Ces capteurs dédiés initialement à l’interaction par le geste
dans les jeux vidéo, trouveront naturellement leur place dans notre contexte applicatif.
Dans cette thèse, nous avons choisi de nous concentrer sur ce capteur pour le développement
des différents algorithmes de traitement.
3 Problématique et contributions
Le développement d’un système de perception visuelle de la posture humaine pour un robot
se déplaçant dans un environnement dynamique et encombré, est une tâche difficile et complexe.
L’objectif de notre travail est de répondre essentiellement les trois questions suivantes :
1. Extraire de la scène l’information pertinente pour reconstruire la posture.
2. Suivre la posture de la personne dans le temps et l’espace.
3. Localiser la caméra en mouvement dans l’environnement.
Pour la première question, la difficulté est de séparer de l’image, les pixels qui correspondent
à la silhouette de la personne de ceux qui appartiennent au décor. Le fait que la caméra n’est
pas fixe d’une part, et d’autre part, la dynamique de la scène qui évolue au cours du temps,
rendent cette tâche difficile. Les méthodes classiques de segmentation, qui supposent que le fond
est fixe et procèdent à une soustraction de l’arrière-plan pour extraire la silhouette de la per-
sonne, ne sont pas adaptées. La première contribution de ce travail est la proposition d’une
méthode capable de modéliser en 3D un environnement dynamique et d’identifier les parties fixes
et mobiles de la scène pour ensuite extraire la silhouette de la personne. Cette contribution a été
présentée dans une conférence internationale [Dubois et al., 2011].
Pour la seconde question, la difficulté est de reconstruire le mouvement de la personne en 3D
à partir de sa silhouette en sachant que certaines parties du corps peuvent être occultées par des
objets ou obstacles présents dans la scène. Ce problème de reconstruction de posture dans un
environnement encombré avec occlusions est très peu traité dans la littérature et reste un défi
scientifique ouvert. La majorité des méthodes existantes supposent que la personne se déplaçant
dans la scène est toujours visible en entier à chaque instant. Certaines méthodes traitent indi-
rectement le problème des occlusions en utilisant un dispositif à plusieurs caméras. Mais même
avec plusieurs caméras, les occlusions sont inévitables. La deuxième contribution de cette
thèse, porte sur le développement d’une méthode d’extraction et de suivi de la posture humaine
dans un environnement encombré. L’originalité de cette méthode est sa capacité à s’adapter
aux occlusions générées par les objets de la scène masquant certaines parties du corps. Une
troisième contribution liée à cette partie est le développement d’un benchmark composé d’un
ensemble de séquences vidéo enregistrées avec une caméra RGB-D filmant une personne qui se
déplace dans différents types de scènes encombrées, contenant des obstacles masquant certaines
parties du corps. La vérité terrain est obtenue par un système externe de capture de mouvement
utilisant des marqueurs réfléchissants fixés sur la personne. Ce benchmark est disponible en ligne
sur le lien suivant [motion capture dataset, 2015], et il est mis à disposition de la communauté.
Cette contribution a été présentée dans une conférence internationale [Dib and Charpillet, 2015a].
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Pour la dernière question, la difficulté principale ici est liée à la dynamique de l’environne-
ment qui rend la localisation difficile. En effet, dans un milieu dynamique, le déplacement des
objets présents dans la scène induit une difficulté supplémentaire pouvant nuire à l’estimation
du mouvement de la caméra. Le problème de localisation d’une caméra dans un environnement
dynamique reste un défi scientifique ouvert. Dans la littérature, peu de travaux traitent l’aspect
dynamique de la scène, et la majorité des approches existantes suppose que la scène est statique.
La dernière contribution de cette thèse, est la proposition d’une nouvelle méthode de locali-
sation d’une caméra mobile dans un environnement dynamique. L’originalité de cette méthode
est sa capacité à éliminer les pixels de l’image qui appartiennent à des objets mobiles, dans le but
de fournir une estimation précise du mouvement de la caméra. Cette contribution a été présentée
dans une conférence internationale [Dib and Charpillet, 2015b].
Notons que dans cette thèse, nous ne traitons pas le problème de la navigation du robot.
4 Organisation du mémoire
Ce mémoire est organisé en 4 parties. Après cette première partie (ouverture), nous dévelop-
pons les parties suivantes :
La partie II traite les deux premiers problèmes déjà ciblés auparavant (voir paragraphe
"Problèmatique et contributions"), à savoir, l’extraction de la silhouette et le suivi 3D du mou-
vement humain dans un environnement en présence d’occlusions. Elle est divisée en 5 chapitres :
1. Chapitre 1 : nous exposons les différentes méthodes existantes de capture de mouvement
et nous expliquons comment elles traitent les problèmes cités ci-dessus. Nous expliquons
notre choix des approches stochastiques par filtrage particulaire pour le développement
de notre méthode de suivi du mouvement humain.
2. Chapitre 2 : nous faisons un rappel sur le filtrage particulaire en général et de son appli-
cation pour le suivi du mouvement humain.
3. Chapitre 3 : nous décrivons la méthode que nous avons développée pour modéliser un
environnement dynamique et extraire la silhouette de la personne.
4. Chapitre 4 : nous décrivons la méthode de suivi du mouvement humain que nous avons
développée dans cette thèse. L’originalité de cette méthode est sa capacité à s’adapter
aux occlusions générées par les objets de la scène masquant certaines parties du corps.
5. Chapitre 5 : nous décrivons d’abord la base de données étiquetées (benchmark) que nous
avons développée et mis en ligne sur le lien suivant [motion capture dataset, 2015]. Cette
base va servir à évaluer d’une façon quantitative et qualitative le système de suivi du
mouvement humain développé.
La partie III traite le troisième problème, déjà identifié dans le paragraphe "Problèmatique
et contributions", qui est la localisation d’une caméra mobile dans un environnement dynamique.
Elle est divisée en 4 chapitres :
1. Chapitre 6 : nous faisons un état de l’art sur les différentes approches d’odométrie visuelle
existantes.
2. Chapitre 7 : nous décrivons les outils théoriques dont nous avons besoin pour le dévelop-
pement de notre méthode d’odométrie visuelle.
3. Chapitre 8 : nous décrivons la méthode de localisation visuelle que nous avons développée
dans cette thèse, capable d’estimer correctement le mouvement de la caméra dans un
environnement dynamique.
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4. Chapitre 9 : nous évaluons la performance de notre méthode avec une série d’expériences
que nous avons réalisée et avec une base de données étiquetées, disponible en ligne.
La partie IV décrit le système complet de perception de la posture humaine à partir d’une
caméra montée sur un robot mobile. Ce système intègre les différentes méthodes développées
dans cette thèse, à savoir, l’extraction de la silhouette, le suivi du mouvement humain et l’odo-
métrie visuelle. Nous discutons les premiers résultats obtenus suite à une expérience que nous
avons réalisée consistant à filmer avec une caméra montée sur un robot mobile, une personne se
déplaçant dans un environnement avec occlusions. Cette expérience nous a permis d’identifier
les limites du système proposé ainsi que les difficultés rencontrées.
En conclusion, nous proposons certains perspectives d’améliorations futures.
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Deuxième partie





Notre objectif est de doter un robot assistant mobile, des capacités de perception visuelle
de la posture humaine. La reconstruction de la posture est une étape fondamentale pour toute
application d’interaction et d’assistance. Elle permet de mieux maîtriser certaines situations, par
exemple, détecter une situation à risque comme une chute ou analyser les capacités motrices de
la personne.
Dans des conditions réelles, et à cause de la dynamique de la scène, plusieurs difficultés
existent et notamment les occlusions et l’évolution de la scène au court du temps. La majorité
des méthodes existantes ignorent ces problèmes et traitent le suivi dans des situations contrôlées,
en supposant que la scène est statique, et que la personne qui se déplace est toujours visible en
entier à n’importe quel instant par la caméra. Ces situations parfaites sont loin de répondre aux
besoins d’une analyse à domicile. Certains travaux de la littérature traitent indirectement les
occlusions présentes dans la scène en utilisant un système multi-caméra. Cependant, même avec
un nombre élevé de caméras, les occlusions restent inévitables.
Notre motivation principale est de développer un système capable de suivre le mouvement de
la personne dans un environnement dynamique et encombré. La contribution majeure de cette
partie, est la proposition d’une méthode de capture de mouvement robuste dans des conditions
réelles. Le système de capture de mouvement proposé aborde les problèmes suivants :
1. Dynamique de la scène : la difficulté principale dans un environnement dynamique est de
pouvoir extraire la silhouette de la personne de l’image. Nous supposons qu’un modèle
de fond n’est pas disponible, ainsi les méthodes classiques de soustraction de fond ne
sont pas applicables. Nous proposons alors une nouvelle méthode capable d’apprendre en
ligne le fond de la scène et d’extraire la silhouette de la personne dans un environnement
dynamique.
2. Occlusions : les objets présents dans la scène masquent certaines parties du corps de la
personne rendant ainsi l’extraction de la posture difficile. Nous proposons une nouvelle
méthode d’extraction de posture capable de gérer les situations où la silhouette de la
personne est partiellement observable.
Par ailleurs, nous avons construit une base de référence qui contient des données étiquetées
d’une personne se déplaçant dans un environnement avec occlusion. La vérité terrain est obtenue
par un système externe de capture de mouvement basé sur des marqueurs lumino-réfléchissants
Qualisys. Cette base est disponible en ligne sur le lien suivant [motion capture dataset, 2015] et
elle est mise à disposition de la communauté.
Dans la suite de cette partie, le chapitre 1, fait le panorama des méthodes de capture de
mouvement. Nous distinguons deux types de méthodes, les premières basées sur la fixation des
marqueurs ou capteurs sur les différentes parties du corps et les deuxièmes utilisant uniquement
une ou plusieurs caméras fixes ou mobiles. Ensuite, le chapitre 2 fait un rappel sur le filtrage
particulaire et son application pour le suivi du mouvement humain. Dans le chapitre 3, nous
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Introduction
décrivons la méthode que nous avons développée pour extraire la silhouette de la personne dans
un environnement dynamique. Dans le chapitre 4, la méthode que nous avons développée pour
reconstruire la posture à partir d’une silhouette partiellement observable dans un environnement
avec occlusion sera décrite. Finalement, dans le chapitre 5, nous évaluons le système de suivi du
mouvement humain sur notre base de données.
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Chapitre 1
Méthodes existantes pour la capture du
mouvement humain
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La capture du mouvement humain (en anglais Human Motion Capture HMC) consiste à
reconstruire, à partir d’un certain nombre de capteurs, les positions et les orientations des diffé-
rents membres du corps pour obtenir un modèle de la posture de type fils de fer ou squelette. Le
squelette reconstruit est utilisé dans une variété d’application notamment les jeux vidéos, cinéma
et dans le domaine médical pour analyser la qualité de la marche des personnes. Dans le domaine
robotique, l’extraction du squelette est principalement utilisée pour l’interaction homme machine
pour permettre au robot de mieux comprendre l’intention de la personne, d’interagir avec elle et
aussi de surveiller son activité.
Dans ce chapitre, nous exposons, les différentes méthodes existantes pour extraire le sque-
lette. Ces méthodes sont classées en deux catégories : la première utilise des capteurs ou des
marqueurs fixés sur la personne, et la deuxième n’a pas besoin de capteurs ni de marqueurs por-
tables, elle utilise uniquement un flux vidéo correspondant au mouvement de la personne. Cette
dernière catégorie quand à elle, peut être divisée en deux sous catégories, la première utilise une
ou plusieurs caméras fixes, et la seconde utilise une caméra mobile. Dans la conclusion de ce
chapitre, nous expliquons notre choix des méthodes stochastiques par filtrage particulaire pour
le développement de la méthode de suivi du mouvement humain.
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Chapitre 1. Méthodes existantes pour la capture du mouvement humain
1.1 Capture de mouvement par les méthodes à base de marqueurs
ou capteurs fixés sur le corps
Ces méthodes sont basées sur le positionnement des capteurs ou marqueurs sur les différentes
parties du corps de la personne. Plusieurs systèmes utilisant cette technique existent et nous
distinguons deux méthodes. La première utilise des marqueurs lumino-réfléchissants fixés à des
endroits clés de la personne. Ces marqueurs passifs sont observés et suivis par des caméras
infrarouges. Plusieurs systèmes commerciales existent actuellement et utilisent cette technique
notamment les systèmes Vicon, Motion Analysis, Optitrack et Qualisys (Nous disposons au
LORIA, dans la plate-forme habitat intelligent d’un système Qualisys). La deuxième technique
existante consiste à utiliser des marqueurs actifs qui comportent une source de lumière à base
de LED. Cette technique est utilisée par plusieurs systèmes telles que Phoenix et Phasespace.
Le fonctionnement de ces méthodes repose sur l’utilisation de plusieurs caméras infrarouges.
Une phase de calibration des différentes caméras est nécessaire dans un premier temps. Ensuite,
chaque marqueur réfléchit le signal émis (pour le cas des système passifs) ou émet un signal
infrarouge (pour les systèmes actifs). Ce signal n’est capté que par les caméras ayant une ligne
de vue directe sur ce marqueur. C’est pour cela, qu’un tel système a besoin d’un nombre de
caméras élevé pour garantir un suivi non interrompu. Ce nombre augmente avec la dimension
de l’espace à couvrir. La position 3D de chaque marqueur est obtenue par une méthode de
triangulation. Cette triangulation n’est possible que si le marqueur est visible par au moins deux
caméras à un instant donné.
La deuxième catégorie de système de capture de mouvement et d’extraction de la posture
repose sur l’utilisation d’accéléromètres et/ou de gyroscopes 3 axes qui sont fixés sur les différentes
parties du corps. Ces capteurs renvoient la position et l’orientation en sortie. Quelques solutions
commerciales existent actuellement, notamment celle de la société française Tea, les sociétés
Metamotion et XSens. La mise en place d’un tel système nécessite une phase d’étalonnage au
repos. Une étape de filtrage et de traitement de signal est réalisé pour éliminer le bruit du signal
brut.
1.2 Capture de mouvement à partir d’une ou plusieurs caméras
fixes
Le principe de fonctionnement de ces méthodes consiste à estimer le mouvement 3D de la
personne à partir d’un flux d’images provenant d’une ou plusieurs caméras. La structure générale
qu’utilise ces méthodes consiste d’abord à segmenter l’image d’entrée pour extraire la personne de
la scène. L’image segmentée obtenue est transformée en une autre représentation plus compacte
et mieux adaptée pour chaque algorithme : silhouette, contours, ou un nuage de points 3D par
exemple. Finalement, le suivi est appliqué pour en extraire les différentes parties du corps en
utilisant la représentation de l’image d’entrée comme une fonction de vraisemblance. La sortie
typique d’un système de capture de mouvement est un squelette comme le montre la figure 1.1.
Le capteur utilisé par ces méthodes est une caméra couleur classique ou une caméra RGB-D.
En effet, le suivi du mouvement humain à partir des caméras restent un sujet de recherche actif
et très peu de solutions commerciales existent actuellement. Nous avons identifié deux startup
qui proposent des systèmes de capture de mouvement à base de plusieurs caméras RGB : la
société Organic Motion et The Captury. Ces systèmes nécessitent une phase de calibration des
différentes caméras en utilisant des techniques classiques de vision. Un nombre élevé de caméras
est nécessaire pour couvrir tout l’espace de travail. Un autre système proposé par Microsoft pour
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1.2. Capture de mouvement à partir d’une ou plusieurs caméras fixes
la console de jeu Xbox utilise une caméra RGB-D pour reconstruire le squelette de la personne.
Ce système est orienté pour les jeux vidéo et nécessite que la personne reste toujours en face de
la caméra.
D’après la littérature, nous pouvons citer, deux grandes études faites par Moeslund et al.
[Moeslund et al., 2006] et Poppe [Poppe, 2007] qui résument les principaux travaux et avancés
sur ce sujet. Deux approches sont actuellement prédominantes pour traiter le problème de la
capture de mouvement. La première approche dite sans modèle (en anglais Model Free) n’a pas
besoin d’un modèle à priori de l’être humain, et nous citons principalement dans cette famille les
méthode de type Machine Learning ou d’apprentissage. Ces méthodes consistent à apprendre le
mouvement humain hors ligne à partir d’un dictionnaire construit avec des images synthétiques
ou réelles. La deuxième approche basée modèle (en anglais Model Based) qui, quand à elle
utilise un modèle a priori de l’être humain. Dans cette famille, nous citons principalement les
méthodes probabilistes consistant à prédire en ligne la pose et plus précisément, les méthodes
stochastiques qui utilise le filtrage particulaire.
Alors que le domaine de la capture de mouvement humain est un sujet bien établi et étudié
dans la littérature, très peu de travaux traitent le problème de suivi dans des conditions réelles.
En effet, la majorité des méthodes existantes ont été testées et validées dans des environnements
contrôlés où la scène est supposée statique et la personne se déplaçant devant la caméra est
toujours visible en entier. De telles conditions ne sont pas réalisables dans le cadre de notre projet
qui consiste à développer un assistant robotique dans un environnement quotidien. Dans la vie
quotidienne, l’environnement est évolutif : les meubles bougent, la lumière change, l’emplacement
des capteurs n’est pas forcement optimal,... Ainsi la première difficulté dans ces conditions est
de pouvoir segmenter la silhouette de la personne de l’image. Une deuxième difficulté est liée
aux occlusions causées par la présence des objets dans la scène pouvant ainsi masquer certaines
parties du corps. Ces occlusions sont inévitables et il faut donc trouver une méthode capable de
détecter et gérer les situations où la personne n’est pas visible entièrement. Dans l’étude faite par
Poppe [Poppe, 2007], l’auteur a mentionné que le suivi 3D dans un environnement avec occlusion
reste un challenge et peu de travaux traitent ce problème. Dans la section suivante, nous faisons
un panorama des méthodes de captures de mouvement existantes et comment elles traitent les
problèmes cités ci-dessus.
1.2.1 Panorama des méthodes existantes
Parmi les premiers travaux traitant des occlusions, nous pouvons citer les travaux de Lee
et al. [Lee et al., 2002] qui utilisent un filtre particulaire ([Arulampalam et al., 2002]) avec une
inférence analytique pour réduire le nombre de degrés de liberté et pour pouvoir restaurer le suivi
après une occlusion. Pour fonctionner, leur méthode doit utiliser une détection analytique très
précise, ce qui est très difficile à obtenir. Une autre approche traitant des occlusions est celle de
Peursum et al. [Peursum et al., 2007] en 2007, qui utilise un module de reconnaissance d’actions
pour assister et guider leur algorithme de suivi pendant les occlusions. Les résultats obtenues
sont très grossiers et peu précis, comme indiqués par les auteurs eux mêmes.
Lee et Nevatia [Lee and Nevatia, 2009] proposent en 2009, un système complexe à trois étages
pour gérer les occlusions qui se produisent suite à l’interaction entre plusieurs personnes dans
l’image. Pour cela, ils extraient pour chaque personne un blob, puis un histogramme est appris
pour chaque blob dans le but de détecter les occlusions en observant un changement dans la forme
du blob appris. L’inconvénient de cette méthode est le temps de traitement qui peut atteindre
5 minutes par image comme indiqué par les auteurs. Plus récemment, les approches de Stoll
et al. [Stoll et al., 2011] et Liu et al. [Liu et al., 2013] utilisent plusieurs caméras pour gérer
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(a) (b)
Figure 1.1 – Principe de la capture de mouvement à partir d’une caméra (image prise de notre
système) : a) Une personne filmée par une caméra. b) La reconstruction du mouvement de la
personne représentée ici par un squelette en fil de fer.
les occlusions. Un ensemble de 12 caméras est utilisé. La difficulté de ce type d’approche est la
nécessité d’un nombre élevé de caméras difficile à mettre en place.
Avec l’apparition des caméras RGB-D en 2011, les approches basées sur les algorithmes
d’apprentissage de type forêts aléatoires (en anglais Random Forests [Ho, 1995]) produisent des
résultats intéressants. Nous citons principalement les travaux de Shotton et al. [Shotton et al.,
2011] et Lallemand2013 et al. [Lallemand et al., 2013]. La robustesse de ces méthodes n’a pas
été évaluée dans des situations avec occlusion. En 2015, Rafi et al. [Rafi et al., 2015] montrent
que les méthodes basées sur les forêts aléatoires donnent de mauvais résultats dans des situa-
tions d’occlusion, et pour les améliorer, les auteurs intègrent un modèle sémantique d’occlusion.
D’autres types d’approches par apprentissage existent, notamment, celles qui utilisent du Deep
Learning ([Lecun et al., 1998]). En effet, le Deep Learning est actuellement un sujet très actif,
mais qui nécessite une puissance de calcul importante ainsi que des gros volumes de données.
Appliqué au domaine de la capture du mouvement humain, il produit des résultats intéressants
(par exemple, voir Jiu et al. [Jiu et al., 2014]). Cependant, dans l’article précédemment cité, les
auteurs ne traitent pas le problème lié aux occlusions.
D’autres méthodes qui utilisent l’information provenant d’une caméra 3D, comme les travaux
de Ganapathi et al. [Ganapathi et al., 2012] et Wei et al. [Wei et al., 2012] produisent des
résultats précis et en temps réel. Par contre, les auteurs ne traitent pas les occlusions et supposent
que le fond est fixe et procèdent à une soustraction de fond classique. En 2012, Zhang et al.
[Zhang et al., 2012] fusionnent les images de profondeurs de plusieurs caméras 3D en un seul
nuage de points commun et utilisent une fonction de distance tronquée comme observation dans
leur filtre particulaire. Les auteurs affirment que l’utilisation d’une seule caméra 3D est très
sensible aux occlusions et en utilisant plusieurs caméras, ils arrivent à réduire l’ambiguïté. En
2014, Ghiasi et al. [Ghiasi et al., 2014] proposent une méthode d’apprentissage supervisé pour
apprendre les situations d’occlusion ce qui leur permet d’apprendre l’apparence des différents
types d’occlusions. Cela nécessite une grande base de données pour apprendre tous les types
d’occlusions qui peuvent se produire dans des environnement très variés.
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1.2.2 Discussion
La recherche bibliographique que nous avons effectuée montre qu’il existe actuellement de
nombreux méthodes pour l’extraction de la posture humaine, mais la majorité de ces méthodes
sont testées dans des environnement contrôlés. Certaines méthodes traitent indirectement le
problème des occlusions en utilisant plusieurs caméras. Mais l’utilisation de plusieurs caméras
sur un robot n’est pas envisageable pour nous et même avec plusieurs caméras les occlusions
sont toujours présents. Dans cette thèse, nous proposons une adaptation d’une méthode existante
pour la rendre robuste aux problèmes rencontrés dans des conditions réelles, à savoir, l’extraction
de la silhouette et la gestion des occlusions. Pour le choix de la méthode que nous souhaitons
adapter, les méthodes basées sur l’apprentissage hors-ligne sont intéressantes et précisément celle
proposée par Microsoft. Les approches stochastiques en ligne basée sur le filtrage particulaire
sont à considérer. Dans la suite nous décrivons brièvement le fonctionnement de la méthode de
Microsoft et des méthodes basées sur le filtrage particulaire. Le choix de la méthode sera fait
dans la conclusion de ce chapitre.
1.2.3 Méthodes basées sur l’apprentissage (Méthode de Microsoft)
La méthode d’extraction de la posture développée par Microsoft ([Shotton et al., 2011])
appartient à la famille des approches sans modèle. Cette méthode consiste à apprendre les mou-
vements humains hors-ligne à partir d’un dictionnaire construit avec des images synthétiques et
réelles. Cette méthode est inspirée des modèles appelés Pictorial Structure introduits en 2005
par Felzenszwalb et Huttenlocher [Felzenszwalb and Huttenlocher, 2005] qui consistent à estimer
la position des différentes parties d’un objet dans une image en respectant les relations entre
ces parties. Cette solution est bien adaptée pour l’estimation de la position du corps humain
composé d’un ensemble de segments reliés entre eux. Ainsi, Microsoft re-formalise le problème
d’estimation de pose en un problème de classification qui consiste à identifier pour chaque pixel
de l’image la partie du corps à laquelle il appartient. Le classificateur utilisé est de type forêt
aléatoire ([Breiman, 2001]) qui est un algorithme d’apprentissage automatique, rapide et qui peut
être facilement parallélisable sur les architectures modernes comme les GPU (Graphical Proces-
sor Unit) d’aujourd’hui. Pour obtenir des résultats satisfaisants, Microsoft a généré une grande
base d’apprentissage constituée de million d’images synthétiques générées par ordinateur. Les
pixels de chaque image sont étiquetés pour savoir à quelle partie du corps ils appartiennent. Le
corps humain est divisé en 31 parties comme le montre la figure 1.2. La base doit couvrir toutes
les configurations et les mouvements possibles que la personne peut faire, y compris les change-
ments de textures et de couleurs. Grâce à l’image de profondeur retournée par la caméra RGB-D,
cette tâche est simplifiée car l’image de profondeur retournée par la caméra est invariante aux
changements de couleur et texture.
Les caractéristiques (en anglais features) utilisées pour classifier les pixels sont basées sur une
soustraction de profondeur entre des pixels de l’image. Soit θi = (ui, vi) une caractéristique i
parmi N . ui et vi définissent un offset dans l’image. Pour un pixel donné x, la caractéristique est
calculée comme suit :







avec dI(x) la valeur de profondeur pour le pixel x dans l’image I. La forêt aléatoire est composée
de T arbres. Chacun de ces arbres est composé d’une division et de feuilles. Chaque division
est composée d’une caractéristique fθi et d’un seuil σi. Pour classifier un pixel, l’algorithme
commence par la racine d’un arbre, l’équation 1.1 est évalué à chaque division, pour savoir
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Figure 1.2 – Un extrait de la base d’apprentissage utilisée par Microsoft pour apprendre leur
classificateur. A gauche les images synthétiques et à droite les images réelles. Pour chaque image
de profondeur (en niveau de gris), un étiquetage est fait pour chaque pixel pour identifier la
partie du corps à laquelle ce pixel appartient.
s’il faut brancher à gauche ou à droite de l’arbre suivant le résultat de la comparaison de la
caractéristique (feature) au niveau du pixel par rapport au seuil σi. Une fois que le parcours d’un
arbre t est terminé, la valeur de probabilité de distribution Pt(c | I, x) est apprise, définissant la
probabilité que ce pixel appartienne à une partie du corps notée c. La classification finale d’un
pixel sur l’ensemble des arbres est égale à la valeur moyenne des probabilités de distribution pour
tous les arbres :




Pt(c | I, x).
La dernière étape consiste à extraire la position des différentes articulations du squelette à
partir des pixels classifiés en utilisant une méthode de regroupement basée sur l’algorithme de
Mean Shift ([Comaniciu et al., 2002]). La figure 1.3 montre le processus final qui résume les
différentes étapes de la méthode.
Figure 1.3 – Le processus de la méthode de capture de mouvement développée par Microsoft.
Après soustraction du fond, une classification en utilisant les forêt aléatoires est appliquée pour
classifier tous les pixels de l’image. Finalement, une extraction de la position des différentes
articulations est faite en utilisant une méthode de regroupement.
Limitations dans des situations d’occlusion
Rafi et al. [Rafi et al., 2015], ont montré que la méthode décrite ci-dessus est très sensible
aux occlusions et produit des mauvais résultats dans ces situations comme le montre la figure
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1.4. Ce résultat n’est pas surprenant puisque la base construite par Microsoft ne contient pas de
personnes en situation d’occlusion.
Figure 1.4 – L’estimation de pose par la méthode de Microsoft [Shotton et al., 2011] dans
des situations avec occlusions. Les résultats montrent que la méthode ne réussit pas à estimer
correctement la pose de la personne dans ces situations.
1.2.4 Méthodes stochastiques utilisant le filtrage particulaire
Les approches stochastiques à base de filtrage particulaire ([Arulampalam et al., 2002]) qui ap-
partiennent à la famille des approches basées modèle, consistent à approximer l’espace d’état par
un ensemble de particules. Ces approches sont prometteuses et donnent des résultats intéressants
pour le suivi du mouvement humain. Les filtres particulaire sont bien adaptés pour modéliser
l’incertitude dans ce contexte. Le fait de garder plusieurs hypothèses au cours du temps per-
met au système d’améliorer l’estimation de pose. Le filtre particulaire approxime l’espace d’état
complexe du mouvement humain par un ensemble de particules dont chacune représente une
hypothèse sur la configuration de la personne. Ces particules sont évaluées par rapport à l’image
observée de la caméra en utilisant une fonction de vraisemblance qui affecte un poids ou un
score à chaque particule. Finalement, les particules qui obtiennent des scores élevés sont gardées
pour la suite. Par contre, cette méthode nécessite un nombre très élevées de particules pour le
suivi ce qui nécessite une grande puissance de calcul pour évaluer toutes les particules, rendant
l’implémentation loin du temps réels.
Dans le but d’optimiser l’algorithme de filtrage particulaire original, Deutscher et al. [Deut-
scher et al., 2000] proposent une version qui réduit le nombre de particules en utilisant le principe
du recuit-simulé. Peursum et al. [Peursum et al., 2007] montrent que le suivi du mouvement hu-
main avec cette méthode donne des mauvaises résultats dans les situations d’occlusion. Une autre
approche pour réduire le nombre de particules proposée par MacCormick et Isard [MacCormick
and Isard, 2000], similaire à celle proposée par Gavrila et Davis [Gavrila and Davis, 1996], qui
consiste à représenter la structure cinématique du corps humain sous forme factorisée. Cette
factorisation d’espace d’état permet de réduire considérablement le nombre de particules requis.
Rose et al. [Rose et al., 2008] formalisent le problème du suivi du mouvement humain dans un
réseau bayésien dynamique ([Murphy, 2002]) et utilisent un filtre particulaire pour l’inférence
dans ce réseau. Bandouch et Beetz [Bandouch and Beetz, 2009] proposent une méthode de suivi
du mouvement humain qui combine la méthode basée sur le recuit-simulé et celle qui factorise
l’espace d’état. Les auteurs de cette méthode traitent les occlusions en utilisant un système à 4
caméras et en étiquetant manuellement les zones de l’image susceptibles de générer des occlusions
avant de lancer leur système de suivi. Cette méthode suppose que la scène est fixe et que les
endroits pouvant générer des occlusions ne vont pas changer lors du suivi. Saboune et Charpillet
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([Saboune and Charpillet, 2005a], [Saboune and Charpillet, 2005b]) proposent un algorithme de
filtrage particulaire avec une exploration déterministe de l’espace d’état. Les auteurs montrent
que cet algorithme permet de réduire le nombre de particules nécessaire pour le suivi.
1.3 Capture de mouvement à partir d’une caméra mobile
Alors que le problème de la capture de mouvement à partir d’un ensemble de caméra fixes est
bien étudié dans la littérature, peu de travaux traitent le problème d’un point de vue robotique,
c-à-d à partir d’une caméra montée sur un robot mobile. Dans cette section, nous décrivons les
principales méthodes que nous avons identifiées dans la littérature qui s’adressent à ce problème,
plus précisément nous décrivons comment ces méthodes traitent les problèmes que nous avons
identifiés, à savoir l’extraction de la silhouette et la gestion des occlusions.
Les premiers travaux que nous avons identifiés datent de 2007, avec Azard et al. [Azad et
al., 2007] qui proposent un système de stéréo-vision passif pour capturer le mouvement de la
partie supérieure de la personne situant en face d’une tête robotique motorisée. Pour extraire la
silhouette de la personne, les auteurs proposent une alternative à la méthode de soustraction de
fond classique qui consiste à supposer que la personne est toujours habillé d’un T-shirt de couleur
uniforme et avec une méthode de segmentation, ils arrivent à extraire la partie supérieure de la
personne. Les auteurs ne s’adressent pas au problème des occlusions puisque leur système est
orienté pour l’interaction directe entre le robot et l’homme et ils ne s’intéressent qu’à la partie
supérieure du corps qui est supposée toujours visible.
Les travaux de Hasler et al. [Hasler et al., 2009] sont intéressants, bien que le domaine d’appli-
cation de ces travaux ne soit pas la robotique. Les auteurs proposent une méthode de capture de
mouvement à partir d’un ensemble de caméras mobiles et non synchronisées. L’approche consiste
à procéder d’abord à une étape de synchronisation entre les caméras en utilisant le son audio
enregistré par chacune des caméras. Ensuite, la trajectoire de chaque caméra est calculée par
une méthode de localisation à base d’extraction de points d’intérêts, et la géométrie 3D de la
scène observée par chaque caméra est reconstruite par des méthodes de stéréo-vision classique
(Structure From Motion [Hartley and Zisserman, 2004]). La transformation rigide entre chaque
caméra est calculée pour obtenir la géométrie globale sous forme d’un nuage de point 3D de la
scène. Pour l’extraction de la silhouette, l’algorithme repose sur une étape préliminaire d’extrac-
tion d’un modèle 3D de la personne en utilisant un scanner 3D, ce modèle est utilisé pour la
segmentation de l’image par un processus itératif qui calcule à la fois, la position des différentes
parties du corps et l’image segmentée. Les auteurs ne traitent pas dans leur travaux le problème
lié aux occlusions.
1.4 Conclusion
Dans ce chapitre nous avons détaillé les principales méthodes de capture de mouvement. Ces
méthodes sont séparées en deux catégories : La première utilise un ensemble de marqueurs ou
capteurs fixés sur les différentes parties de corps. Ce type d’approche n’est pas envisageable dans
notre situations à cause de la complexité de la mise en place d’un tel système, son prix très élevé,
et d’autre part, un tel système oblige la personne à porter ces capteurs/marqueurs ce qui n’est
pas applicable dans notre cas. La deuxième catégorie utilise uniquement des caméras et n’utilise
ni marqueurs ni capteurs portables est intéressante à étudier. Nous avons vu d’après l’état de
l’art, que la majorité de ces méthodes traitent le problème de suivi dans un environnement
contrôlé. En effet, ces méthodes supposent que la scène est statique et utilisent une méthode
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d’extraction de fond classique qui consiste à supposer qu’à l’initialisation le fond est fixe et la
personne est en dehors de la scène. Une fois que la personne entre dans la scène, une soustraction
de fond est appliquée pour extraire la silhouette. En plus, ces méthodes ne traitent pas les
occlusions générées par des objets de la scène. Cette situation arrive très fréquemment dans un
environnement du quotidien souvent encombré où la personne peut être dernière son bureau,
assise sur une chaise etc. Certains travaux comme nous l’avons montré traitent le problème des
occlusions indirectement en utilisant plusieurs caméras. Mais même avec plusieurs caméras, les
occlusions sont inévitables.
Notre objectif est de fournir un suivi dans des conditions de vie quotidienne où la scène
évolue en permanence, d’où la nécessité d’avoir une méthode capable d’extraire la silhouette de
la personne se déplaçant dans une scène dynamique et de suivre son mouvement en présence des
occlusions. Notre objectif est de reprendre une méthode existante et de l’adapter pour la rendre
robuste aux problèmes liés aux occlusions et à la dynamique de la scène.
Pour le choix de la méthode, nous avons étudié les méthodes basées sur l’apprentissage hors-
ligne utilisant les forêts aléatoires et le Deep learning et nous avons présenté comme exemple,
l’approche proposée par Microsoft. Cette méthode est orientée pour les jeux vidéos où la personne
est devant la console et elle n’est pas adaptée pour suivre l’activité de la personne dans sa vie
quotidienne avec notamment la gestion d’occlusion. Microsoft a utilisée une base de millions
d’images pour l’apprentissage. Nous avons vu que Rafi et al. [Rafi et al., 2015] ont montré que
cette méthode donne des mauvais résultats en présence des occlusions. Pour permettre à cette
méthode de gérer les occlusions, il est nécessaire d’intégrer dans la phase d’apprentissage des
situations d’occlusion, ce qui augmentera la taille de la base pour garantir un suivi fiable, ce
qui rend cette méthode difficile à mettre en place pour nous. Une deuxième limitation de cette
approche est qu’elle se focalise uniquement sur la détection des parties du corps sans exploiter
les contraintes temporelles et mécaniques puisque chaque image est traitée séparément. Par
conséquent, elle peut générer des postures non consistantes dans certains cas. Par exemple, elle
peut détecter la même partie du corps à plusieurs endroits voir même ne pas détecter certaines
parties. Ainsi, dans des situations réelles avec occlusions, le taux de réussite de leur classifieur
sera faible et produira un suivi interrompu.
En conclusion, à cause de la complexité du problème que nous cherchons à résoudre, la
méthode retenue est basée sur les modèles stochastiques par filtrage particulaire qui consiste à
maintenir plusieurs hypothèses dans le temps. Ainsi, la méthode ne rejettera pas d’hypothèses
à priori, ce qui permet de reprendre le suivi suite à une perte occasionnelle. Un autre avantage
du filtrage particulaire est qu’il ne nécessite pas de connaître une forme analytique de l’espace
d’état, cet espace sera approximé par un ensemble de particules. En revanche, un inconvénient de
cette méthode est qu’elle nécessite un nombre élevé de particules pour bien approximer l’espace
d’état ce qui nécessite une grande puissance de calcul rendant l’implémentation loin du temps
réels. Cependant, il existe des variantes de cette méthode que nous avons décrit dans ce chapitre
permettant de réduire considérablement le nombre de particules tout en gardant une bonne
qualité de suivi.
Dans le chapitre suivant, nous faisons un rappel sur la méthode de filtrage particulaire, et
nous décrivons les principales variantes de cette méthode permettant de réduire le nombre des
particules nécessaire pour le suivi.
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Dans ce chapitre, nous présentons un bref rappel des techniques d’estimation d’état et de
filtrage bayésien. Nous verrons que le filtre particulaire est une approximation du filtrage bayé-
sien adaptée aux problèmes non linéaires, non gaussiens, caractéristiques commune à de nom-
breux problèmes dont la reconnaissance de la posture humaine. Nous présentons ensuite les deux
principales extensions existantes du filtrage particulaire qui améliore considérablement les per-
formances de l’algorithme pour le suivi du mouvement humain. D’autres variantes existent que
nous n’abordons pas dans cette thèse ; elles sont décrites dans les thèses de Saboune [Saboune,
2008] et Nguyen [Nguyen, 2013].
2.1 Problème de filtrage
Soit un processus stochastique Markovien de premier ordre décrivant l’évolution de l’état
d’un système dynamique suivant l’équation :
xt = ft(xt−1, πt), (2.1)
où xt est un vecteur représentant l’état du système à un instant t, πt est le bruit sur l’état et
ft est la fonction de transition qui peut être non-linéaire décrivant l’évolution du vecteur d’état.
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Le vecteur d’état xt est supposé inconnu ou non observable directement, l’information sur xt est
obtenue à partir des mesures bruitées notées yt défini par l’équation :
yt = ht(xt, νt), (2.2)
où ht est la fonction d’observation qui peut être non-linéaire et νt le bruit sur la mesure.
Nous rappelons dans la suite, le problème du filtrage à temps discret d’un processus Markovien
de premier ordre. Le filtrage consiste à estimer le vecteur d’état à chaque instant t, connaissant
toutes les observations jusqu’à l’instant t notées y1:t. Dans un cadre bayésien, cela revient à
estimer la densité a posteriori p(xt | y1:t) d’une façon récursive en deux étapes :
1. Prédiction : Dans cette étape, la densité de probabilité p(xt | y1:t−1) est calculée à partir
de p(xt−1 | y1:t−1) à t− 1 supposée connue par récursion :
p(xt | y1:t−1) =
∫
xt−1
p(xt | xt−1) · p(xt−1 | y1:t−1)dxt−1, (2.3)
où p(xt | xt−1) est donnée par l’équation 2.1.
2. Correction : Dans cette étape, p(xt | y1:t−1) est corrigée avec la nouvelle mesure yt en
utilisant la règle de Bayes pour obtenir la densité a posteriori p(xt | y1:t) sur xt :
p(xt | y1:t) ∝ p(yt | xt) · p(xt | y1:t−1), (2.4)
où p(yt | xt) est donnée par l’équation 2.2.
Les deux équations récurrentes de prédiction 2.3 et de correction 2.4 forment la base d’une
solution bayésienne optimale. La propagation récursive de la densité a posteriori p(xt | y1:t)
est une solution théorique et ne peut pas être déterminée d’une façon analytique sauf dans le
cas particulier où la fonction de transition 2.1 et d’observation 2.2 sont linéaires et le bruit est
gaussien. Dans ce cas là, des solutions existent en utilisant un filtre de Kalman ([Kalman, 1960])
ou un maillage de l’espace d’état ([Arulampalam et al., 2002]). Dans le cas général, les filtres
particulaires basés sur des méthodes de Monte Carlo sont souvent utilisés pour approximer la
solution bayésienne optimale. En effet, si le modèle d’évolution p(xt | xt−1) est non linéaire, il
n’existe pas de solution optimale pour trouver la probabilité a posteriori p(xt | yt) car il n’est
pas possible d’évaluer analytiquement la probabilité p(xt | xt−1). Dans ce cas, il est possible
de calculer une approximation convergente par un filtre particulaire. Dans la suite, nous faisons
un rappel sur la méthode de Monte Carlo dont nous avons besoin pour introduire le filtrage
particulaire.
2.2 Rappel sur la méthode de Monte Carlo
Soit la fonction f d’une variable aléatoire de densité de probabilité p(x). Par définition,
l’espérance Ep(f) de f est égale à :
Ep(f) =
∫
f(x) · p(x)dx. (2.5)
Cette espérance, représentée sous forme d’une intégrale, peut être approchée par la méthode de









2.3. Echantillonnage préférentiel séquentiel (SIS)
A partir de ce résultat, il est possible d’approximer p(x) par un estimateur non biaisé en tirant






avec δx(i)(x) une mesure de Dirac sur x
(i).
2.2.1 Echantillonnage préférentiel
L’échantillonnage préférentiel (en anglais Importance Sampling) consiste à approximer la
densité de probabilité p(x) à partir des échantillons tirés d’une autre fonction q(x) appelée
















avec {x(i)}i:···N cette fois-ci, échantillonnés de q(x). Ce résultat est intéressant puisqu’il permet
d’approximer Ep(f) à partir des échantillons tirés d’une autre fonction q(x) connue. Ce résultat
peut être généralisé pour approximer une densité de probabilité p(x) à partir des échantillons






avec x(i)t ∼ q(x), et w(i) ∝
p(x(i))
q(x(i))
est le poids normalisé de l’échantillon d’indice i.
2.3 Echantillonnage préférentiel séquentiel (SIS)
L’échantillonnage préférentiel séquentiel (en anglais Sequential Importance Sampling SIS) est
une technique pour implémenter un filtre bayésien récursif en utilisant l’approximation de Monte
Carlo. Reprenons le problème de départ qui consiste à estimer la densité a posteriori p(xt | y1:t)
(voir section 2.1). Cette densité peut être exprimée sous la forme suivante (pour plus de détails
voir le papier de Arulampalam et al. [Arulampalam et al., 2002]) :
p(xt | y1:t) =
∫
xt−1
p(x0:t | y1:t)dxt−1, (2.8)
où p(x0:t | y1:t) est proportionnelle (en raison de l’hypothèse markovienne de premier ordre) à :
p(x0:t | y1:t) ∝ p(yt | xt) · p(xt | xt−1) · p(x0:t−1 | y1:t−1). (2.9)
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Dans le cas général, une solution analytique de l’intégrale de l’équation 2.8 n’est pas possible,
et l’algorithme SIS permet d’obtenir une solution approximative en se basant sur l’échantillonnage
de Monte-Carlo. Ainsi, l’intégrale de l’équation 2.8 peut être approximé par :














q étant une fonction de proposition. Dans l’échantillonnage séquentiel par importance, q est
choisie sous la forme factorisée suivante :
q(x0:t | y1:t) = q(xt | x0:t−1,y1:t) · q(x0:t−1 | y1:t−1). (2.12)
et en supposant que :
q(xt | x0:t−1,y1:t) = q(xt | x0:t−1,yt). (2.13)

















Ainsi, l’algorithme d’échantillonnage séquentiel par importance approxime la densité a pos-
teriori par un ensemble de N échantillons (appelées aussi particules) tirés d’une fonction de
proposition q et effectue une propagation récursive des poids wit des particules avec l’équation
2.14 à chaque réception d’une observation yt. Les différentes étapes de SIS sont présentées dans
l’algorithme 1. Cet algorithme prend en entrée un ensemble de particules {x(i)t−1, w
(i)
t−1}i:1···N repré-
sentant p(xt−1 | y1:t−1), et retourne un nouvel ensemble de particules {x(i)t , w
(i)
t }i:1···N estimant
la densité a posteriori p(xt | y1:t) en tirant des nouvelles particules x(i)t de la fonction de pro-
position q(xt | x(i)t−1,yt), et ensuite en corrigeant les poids avec l’équation 2.14. Finalement, la
densité a posteriori est estimée en utilisant l’équation 2.10.
Algorithm 1: Algorithme SIS
1 {x(i)t , w
(i)





2 pour i : 1 · · ·N faire
3 - Prédiction : x(i)t ∼ q(xt | x
(i)
t−1,yt)

























t · δx(i)t (xt)
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Dégénérescence
Un phénomène inévitable avec l’algorithme d’échantillonnage préférentiel séquentiel (SIS)
est la dégénérescence des poids des particules au cours du temps (voir les travaux de Doucet et
Johansen [Doucet and Johansen, 2011]). En effet, après plusieurs itérations, très peu de particules
possèdent des poids élevés et contribuent à l’approximation de la densité a posteriori alors que
les autres auront des poids très faibles. Une solution naïve consiste à augmenter le nombre de
particules au cours du temps, mais cette solution n’est pas réalisable en pratique parce que le
temps de traitement continue à croître jusqu’à atteindre les limites des ressources disponible
pour le calcul. Liu et Chen [Liu and Chen, 1998] ont introduit un critère qui permet d’évaluer la
dégénérescence d’un filtre particulaire égale à :
Neff =
N







représente le "vrai poids" et V ar(w∗(i)t ) est la variance de w
∗(i)
t . Ce critère
mesure le nombre de particules qui contribuent à l’approximation de la densité de probabilité.
Si Neff est inférieure à un certain seuil, l’algorithme SIS est alors dégénéré. En réalité, il est
impossible d’évaluer Neff , par contre une bonne approximation de Neff (voir les travaux de
Doucet et al. [Doucet et al., 2000] et MacCormik et Isard [MacCormick and Isard, 2000]) est









N̂eff est appelé le diagnostic de survie (en anglais Survival Diagnostic). Pour comprendre com-
ment Neff mesure la dégénérescence de l’algorithme SIS, prenons deux exemples extrêmes, le
premier où seule une particule possède un poids égale à 1 et les autres à zéro. Dans cette si-
tuation N̂eff = 1 indiquant qu’une seule particule contribue à l’approximation de la densité
a posteriori. L’autre cas est lorsque toutes les particules possèdent un poids égale à 1N , ainsi
N̂eff = N indiquant que toutes les particules contribuent à l’approximation.
Ré-échantillonnage
Le ré-échantillonnage est utilisée pour réduire l’impact de la dégénérescence à chaque fois que
N̂eff devient inférieure à un seuil Nmin prédéfini. L’idée du ré-échantillonnage est d’éliminer les
particules de faibles poids et de dupliquer ceux qui ont des poids élevés. Le ré-échantillonnage




N } de poids égal à partir d’un
l’ensemble St = {x(i)t , w
(i)
t } de particules pondérées en éliminant les particules possédant des
poids très faibles et en dupliquant ceux qui possèdent des poids élevés. La première technique de
ré-échantillonnage utilisée en filtrage particulaire est l’échantillonnage multinomial (en anglais
Multinomial Resampling [Efron and Tibshirani., 1993]) dont l’implémentation est décrite dans
l’annexe A. Plusieurs variantes de cette technique existent, et les plus utilisées sont : Résiduel
([Liu and Chen, 1998]), Stratifié ([Kitagawa, 1996]) et systématique ([Kitagawa, 1996]). Dans les
travaux de Douc et Cappe [Douc and Cappe, 2005], les auteurs comparent les techniques de ré-
échantillonnage citées ci-dessus et montrent que les résultats de ces méthodes sont comparables et
que l’échantillonnage systématique est souvent utilisé parce qu’il est facile à mettre en place. Les
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travaux de Doucet et al. [Doucet et al., 2000] listent les différentes techniques d’échantillonnage
les plus utilisées.
L’échantillonnage préférentiel séquentiel que nous avons décrit forme la base des algorithmes
de filtrage particulaire. Dans la section suivante Nous décrivons le fonctionnement général de ces
algorithmes.
2.4 Filtre particulaire
L’algorithme de filtrage particulaire est dérivé de SIS en choisissant une fonction de proposi-
tion égale à la fonction de transition :
q(xt | x(i)t−1,yt) = p(xt | x
(i)
t−1), (2.17)
comme elle est plus aisée de calculer, et cela simplifie également le calcul des poids de l’équation





t−1 · p(yt | x
(i)
t ). (2.18)
p(yt | x(i)t ) est aussi appelée fonction de vraisemblance (en anglais likelihood) qui mesure le degré
de similitude entre une particule et l’observation émise par le système. p(xt | x(i)t−1) représente
la fonction de transition qui décrit comment une particule évolue de l’instant t − 1 à t. En
filtrage particulaire l’étape de ré-échantillonnage est effectuée à chaque instant. Ainsi les poids
des particules deviennent égales à :
w
(i)





N suite à l’étape de ré-échantillonnage.
En résumé, les étapes d’un algorithme de filtrage particulaire dont le but est d’estimer la
densité a posteriori p(xt | y1:t) par un ensemble de N particules sont les suivantes :
— Prédiction (propagation ou exploration) : A l’instant t, les particules sont échan-
tillonnées de la fonction de transition :
x
(i)
t ∼ p(xt | x
(i)
t−1).
— Correction (ou pondération) : Pour chaque particule, un poids w(i)t est calculé par
rapport à l’observation courante :
w
(i)
t ∝ p(yt | x
(i)
t ).
— Ré-échantillonnage : Un nouvel ensemble de particules S′t = {xt(i), 1N } de poids égales
est généré à partir de l’ensemble St = {x(i)t , w
(i)
t } de particules pondérées en éliminant les
particules possédant des poids très faibles et en dupliquant les particules proportionnel-
lement à leur poids.
Finalement, la densité de probabilité a posteriori est estimée de la façon suivante :





t · δx(i)t (xt)
Un filtre particulaire générique est représenté dans l’algorithme 2. Cet algorithme est aussi appelé
algorithme de Condensation qui a été introduit par Isard et Blake [Isard and Blake, 1998] pour
le suivi d’un objet dans une image.
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Algorithm 2: Algorithme d’un filtre particulaire (PF)
1 {x(i)t , w
(i)





2 pour i : 1 · · ·N faire
3 - Prédiction (propagation ou exploration) : xit ∼ p(xt | x
(i)
t−1).
4 - Correction : w(i)t ∝ p(yt | x
(i)
t ).





6 pour i : 1 · · ·N faire










t · δx(i)t (xt)









2.5 Application du filtrage particulaire pour le suivi du mouve-
ment humain
Le suivi du mouvement humain à partir d’une séquence d’images peut être formalisé comme
un problème de filtrage. En effet, supposons que nous disposons d’un modèle humanoïde 3D d’un
être humain. Cet humanoïde est composé d’un ensemble de segments reliés entre eux. Chaque
configuration de ses segments représente un état ou une posture (par exemple, assis, debout ...).
L’objectif est alors de trouver l’état xt le plus probable de l’humanoïde connaissant l’observation
yt provenant de la caméra à l’instant t et les connaissances a priori sur les états précédents.
Ainsi le problème se ramène à calculer la densité a posteriori p(xt | y1:t). En général, pour le
problème de suivi, il n’est pas possible de calculer cette densité d’une façon analytique à cause
de la grande taille de l’espace d’état et la non linéarité du modèle de transition et d’observation.
C’est pour ça que l’utilisation du filtrage particulaire pour résoudre ce problème est intéressante.
En effet, le filtrage particulaire permet d’approximer la densité a posteriori par un ensemble de
particules sans connaître sa forme ou son expression analytique exacte et peut converger vers
un estimateur bayésien optimal. Un autre avantage du filtrage particulaire, est qu’il modélise
bien l’incertitude. En effet, si à un instant donné une particule n’a pas une bonne vraisemblance,
elle ne sera pas immédiatement rejetée, au contraire elle aura encore une chance de se prouver,
ce qui permet au filtre de reprendre le suivi suite à une perte occasionnelle. En revanche, les
techniques de filtrage particulaires ne se mettent pas facilement à l’échelle, et la version de base
ce cet algorithme nécessite un nombre N de particules qui croit d’une façon exponentielle avec




avec α, le taux de survie, et Nmin le diagnostic de survie minimal (voir section 2.3). Pour le
suivi du mouvement humain, la dimension de l’espace d’état d est très élevée et souvent elle est
supérieure à 25 degrés de liberté. Ainsi l’algorithme de filtrage particulaire nécessite un nombre
très élevé de particules pour converger ce qui augmente la complexité temporelle de l’algorithme
et le rend pratiquement inapplicable. Un autre problème de l’application du filtrage particulaire
pour la capture de mouvement est lié à la multi-modalité de la fonction de vraisemblance p(yt |
xt) qui mesure le degré de similitude entre une particule et l’observation reçue. Cette fonction
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possède souvent plusieurs maximums locaux qui peuvent attirer les particules amenant le filtre à
diverger. La solution naïve à ce problème est d’utiliser un nombre très élevé de particules rendant
son application inapplicable en pratique. Plusieurs techniques d’optimisations ont été introduites
pour pallier ces problèmes. Parmi ces techniques, nous nous intéressons particulièrement à la
méthode basée sur le recuit-simulé et une autre basée sur une factorisation de l’espace d’état.
Ces deux méthodes ont été utilisées pour le suivi du mouvement humain et produisent des
résultats intéressants d’après la littérature. Nous décrivons le principe de fonctionnement de ces
deux techniques dans la suite.



























Figure 2.1 – Un exemple illustrant le phénomène d’attraction des particules par un maximum
local dans un filtre particulaire classique.
La technique du recuit-simulé a pour but d’aider une faible population de particules à s’échap-
per des maxima locaux présents dans la fonction de vraisemblance p(yt | xt) qui est souvent
multi-modale. Ces maxima locaux attirent les particules amenant le filtre à diverger. Ce phéno-
mène est bien illustré sur la figure 2.1 : En effet sur cette figure, en partant d’un ensemble de 5
particules de poids égaux (cercles en gris sur la courbe en haut), un poids est affecté à chaque
particule suite à l’étape de correction de l’algorithme 2 (cercles en noirs). Un nouvel ensemble
de particules non pondérées est généré en dupliquant les particules d’une façon proportionnelle
à leurs poids (étape de ré-échantillonnage). Ensuite l’étape de prédiction est appliquée sur les
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particules résultantes et ainsi de suite. Nous remarquons qu’après plusieurs itérations, toutes les
particules sont attirées par le maximum local présent dans la fonction de vraisemblance (courbe
en bas), et il est difficile et voir impossible à l’algorithme de sortir de cette situation à moins
d’utiliser un nombre très grand de particules.
Pour aider les particules à s’échapper des maxima locaux, Deutscher et al. [Deutscher et al.,
2000] proposent une méthode basée sur le recuit-simulé originalement introduit par Kirkpatrick
et al. [Kirkpatrick et al., 1983] qui consiste à appliquer une politique de recherche multi-couches
(en anglais Layered Search). Pour chaque couche, une passe de filtrage particulaire est appliquée
mais cette fois ci en assouplissant fortement la fonction de vraisemblance dans les premières
couches. En effet, soit M le nombre de couches, l’algorithme commence de la couche M jusqu’à
atteindre la première couche. Pour une couche m, avec 0 ≤ m ≤M , la fonction de vraisemblance
est atténuée et lissée avec un facteur βm. Ainsi la nouvelle fonction de vraisemblance pour un
niveau m est égale à :
pm(yt | xt) = p(yt | xt)βm
avec 1 = β0 > β1 · · · > βM . Ainsi, pour chaque observation reçue à l’instant t, les particules
sont filtrées M fois avec chaque fois une fonction de vraisemblance différente en commençant
par la couche M jusqu’à atteindre la première couche. Cette heuristique de recherche permet aux
particules au début d’explorer mieux l’espace d’état en utilisant la fonction de vraisemblance
comme guide mais sans que les particules soient mal orientées. Au fur et à mesure qu’on monte
dans les couches, la fonction de vraisemblance devient de plus en plus pointue, guidant les
particules à atteindre le maximum global de la fonction. La figure 2.2 illustre ce processus, en
utilisant la même fonction d’observation que l’exemple de la figure 2.1, cette fonction est lissée sur
3 niveaux. Ce lissage rend les maximums moins pointus, ce qui assouplit le poids des particules,
et donne ainsi la chance à ces particules de mieux explorer l’espace sans qu’elles soient rejetées.
La méthode de recuit-simulé introduit une autre modification qui intervient dans l’étape
d’exploration (ou prédiction) de filtrage particulaire (voir algorithme 2). Cette modification per-
met aux particules dans les premières couches d’explorer un grand intervalle de l’espace et au
fur et à mesure qu’on monte dans les couches, l’intervalle d’exploration devient de plus en plus
réduit permettant aux particules de se focaliser sur les caractéristiques locales de la fonction
d’observation. Ainsi la dynamique du système 1 devient :
xt
(i),(m−1) = xt
(i),(m) +N (0, Pm), (2.20)
avec N est une loi normale multidimensionnelle avec Pm la matrice de covariance pour une
couche m obtenue de la façon suivante :
Pm = P 0 · 0.5(M−m),
où P 0 est la matrice de covariance initiale dont les éléments diagonaux correspondent à la vitesse
maximale des paramètres du modèle sur un pas de temps.
Finalement, à chaque itération, la méthode du recuit-simulé :
— Corrige de plus en plus avec la fonction de vraisemblance.
— Explore de moins en moins en utilisant la fonction de transition.
1. La dynamique du système est représentée par la fonction de transition et elle est utilisée pour faire évoluer
les particules dans l’étape d’exploration de l’algorithme 2. Dans le cas où la fonction de transition du modèle est
inconnue (comme dans le problème de suivi du mouvement humain), il est commun d’utiliser un déplacement
aléatoire, ce qui se traduit par l’équation 2.20.
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Un filtre particulaire avec recuit-simulé est représenté par l’algorithme 3. Dans cet algorithme,







































Figure 2.2 – La fonction de vraisemblance originale (la même que la figure 2.1)lissée sur trois
niveaux. Les maxima sont fortement atténués sur les couches plus profondes ce qui permet aux
particules de mieux explorer l’espace sans qu’elles soient attirées par des maximums locaux.
2.5.2 Filtrage particulaire factorisé
Originalement proposée par MacCormick et Isard [MacCormick and Isard, 2000], aussi appe-
lée échantillonnage partitionnée (en anglais Partitioned Sampling PS), l’objectif de cette méthode
est de réduire le nombre de particules nécessaires pour le suivi d’un objet articulé dans un espace
d’état de grande dimension. L’idée derrière cette méthode est simple et consiste à factoriser l’es-
pace d’état en sous-espaces et d’appliquer un filtre particulaire sur chaque sous-espace. Pour le
corps humain, cette factorisation est naturelle. En effet, la structure cinématique du corps humain
est composée d’un ensemble de segments reliés entre eux par des contraintes bio-mécanique. Cette
structure peut être représentée sous forme factorisée en considérant le torse comme la racine de
cet arbre. Cette factorisation d’espace d’état permet de réduire considérablement le nombre de
particules requis. Par exemple, l’évaluation des hypothèses sur la position du torse permet de
réduire l’espace de recherche sur les cuisses et ainsi de suite. Nous décrivons dans la suite le
fonctionnement de cette méthode.
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Algorithm 3: Algorithme d’un filtre particulaire avec recuit-simulé
entrée: {x(i),(0)t−1 , w
(i),(0)
t−1 }i:1···N , yt
sortie : {x(i),(0)t , w
(i),(0)
t }i:1···N
1 pour i : 1 · · ·N faire
2 - Exploration : xt(i),(M) = xt(i),(0) +N (0, P 0)





4 pour m : M · · · 1 faire
5 - Calculer Pm = P 0 · 0.5(M−m)





7 pour i : 1 · · ·N faire









10 pour i : 1 · · ·N faire
11 - Exploration : xt(i),(m−1) = xt(i),(m) +N (0, Pm)





Soit X l’espace d’état et Y l’espace des observations. Cette méthode suppose que X et Y
peuvent être factorisés telles que X = X1 × · · · ×XK et Y = Y 1 × · · · × Y K respectivement (K
étant le nombre des sous-espaces, par exemple, pour le suivi du mouvement humain, K est le
nombre des différentes parties du corps). La méthode factorisée suppose aussi que la dynamique
du système de l’équation 2.1 peut être décomposée de la façon suivante :
ft(xt−1, πt) = f
K
t ◦ fK−1t ◦ · · · f
j
t ◦ · · · ◦ f1t (xt−1), (2.21)
avec f jt modifie uniquement le sous-espace Xj . Ainsi, l’étape de propagation dans l’algorithme de
filtrage particulaire classique (voir algorithme 2) est remplacée par une séquence de propagations
f jt des sous-espaces. De la même façon, la fonction d’observation de l’équation 2.2 peut être
décomposée de la façon suivante :








avec xjt et y
j
t sont les projections de xt et yt dans le sous espace Xj et Y j respectivement. Ainsi,
l’étape de correction dans l’algorithme de filtrage particulaire classique (voir algorithme 2) est
remplacée par une séquence de corrections pjt . Les hypothèses présentées ci-dessus amènent au
diagramme de condensation illustré sur la figure 2.3, où la méthode factorisée (PS) peut être
vue comme une cascade de K filtres particulaire classiques. En effet, la méthode PS prend en
entrée un ensemble de particules estimant p(xt−1 | yt−1), elle propage les particules en utilisant
la fonction f1t appliquée sur X1. Ensuite, elle applique l’étape de correction en utilisant p1t suivi
d’une étape de ré-échantillonnage. Ce processus est répété sur les K sous-espaces pour obtenir
finalement la densité a posteriori p(xt | y1:t). MacCormick et Isard [MacCormick and Isard,
2000] montrent que ce diagramme est mathématiquement correct.
Un filtre particulaire factorisé est représenté par l’algorithme 4 (dans cet algorithme, chaque




























Figure 2.3 – Diagramme de condensation du filtre particulaire factorisé (PS).
Une remarque sur la méthode de filtre particulaire factorisé est que la factorisation de l’espace
d’état est souvent appelée stratégie d’exploration car elle décrit comment les particules explorent
l’espace. Dans la littérature, plusieurs stratégie ont montré leur efficacité. A titre d’exemple, sur
la figure 2.4 est affichée deux stratégies d’exploration différentes.
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Bandouch et al. [Bandouch et al., 2008] et Bandouch et Beetz [Bandouch and Beetz, 2009] ont
proposé une méthode qui combine les deux méthodes citées ci-dessus pour le suivi du mouvement
humain. Cette combinaison consiste à appliquer une recherche multi-couches sur les différents
sous-espaces. Les auteurs proposent aussi une nouvelle stratégie d’exploration qui consiste à
représenter le torse, les cuisses et la tête dans un même sous-espace (voir figure 2.4(b)). Les
auteurs ont démontré que cette nouvelle méthode donne des meilleurs résultats que celle du
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recuit-simulé et de la méthode factorisée et nécessite moins de particules. Cependant, les auteurs
traitent les occlusions en utilisant un système à 4 caméras et en étiquetant manuellement les
zones de l’images susceptibles de générer des occlusions avant de lancer leur système de suivi.
Ces zones sont ensuite retirées de la fonction d’observation. Cette façon de gérer les occlusions
suppose que la scène est fixe et que les endroits pouvant générer des occlusions ne vont pas
changés lors du suivi.
2.6 Conclusion
Dans ce chapitre, nous avons présenté d’abord le problème du filtrage en général qui consiste
à estimer l’état du système à chaque instant en calculant la densité a posteriori de l’équation 2.4.
Nous avons vu qu’il est impossible de calculer d’une façon analytique cette densité sauf dans des
cas où les fonctions de transition et d’observation du système sont linéaires (en utilisant le filtre
de Kalman par exemple). Dans le cas général, le filtrage particulaire est utilisé pour approximer
cette densité. Nous avons ensuite présenté le cadre théorique du filtrage particulaire basé sur
l’échantillonnage de Monte Carlo, et nous avons décrit un premier algorithme générique d’un filtre
particulaire qui utilise un ensemble d’échantillons (aussi appelés particules) pour approximer la
densité a posteriori. Ensuite nous avons montré que l’application de cet algorithme pour le suivi
du mouvement humain nécessite un nombre très élevé de particules pour converger. Nous avons
enfin présenté les deux techniques les plus utilisées qui ont été développées dans la littérature
pour améliorer les performances de l’algorithme original. La première technique utilise le principe
du recuit-simulé pour aider les particules à s’échapper des maximums locaux présents dans la
fonction de vraisemblance, et la deuxième représente l’espace d’état sous forme factorisée pour
réduire le nombre de particules requis pour le suivi.
Ces deux techniques vont être utilisées pour développer notre méthode de suivi du mouvement
humain (qui sera décrite dans le chapitre 4). Avant de décrire la méthode de suivi du mouvement,
nous introduisons dans le chapitre suivant, la méthode que nous avons développée pour extraire
la silhouette de la personne dans un environnement dynamique. L’obtention de la silhouette est
une étape importante pour l’extraction de la posture. Elle va servir à construire la fonction de
vraisemblance pour évaluer le degré de similitude entre chaque particule et l’observation.
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(a)
(b)
Figure 2.4 – Exemples de deux stratégies d’exploration différentes utilisées dans un filtrage
particulaire factorisé. a) Chaque partie du corps est considérée comme un sous-espace. b) Le
torse, la tête et les cuisse forment un même sous-espace. Cette dernière stratégie a été proposée
par Bandouch et al. [Bandouch et al., 2008].
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Dans ce chapitre, nous présentons la méthode que nous avons développée pour extraire la
silhouette de la personne à partir d’une caméra RGB-D dans un environnement dynamique.
Cette silhouette sera utilisée par l’algorithme de suivi du mouvement qui sera détaillé dans le
chapitre suivant. Etant donné que la caméra est mobile et que l’environnement est dynamique,
les méthodes classiques de soustraction d’arrière plan ne sont pas adaptées. Nous proposons
alors dans ce chapitre une nouvelle méthode d’extraction de la silhouette capable d’apprendre en
continu l’arrière plan de la scène et d’extraire la silhouette de la personne. La méthode développée
est composée de deux parties (voir figure 3.1) :
— La première partie segmente l’espace 3D en un ensemble fini de cellules de taille fixe
formant une grille d’occupation ([Elfes, 1989a]). Ensuite, un Modèle de Markov Caché
(HMM pour Hidden Markov Model [Rabiner, 1989]) est utilisé pour déterminer si chaque
cellule de la grille est occupée par un objet fixe (cellules en vert sur la figure 3.1) ou mobile
(cellules en bleu sur la figure 3.1).
— La deuxième partie utilise un algorithme d’étiquetage (en anglais Component Labeling)
pour regrouper en étiquettes les cellules occupées par des objets mobiles. Cette partie
assure le suivi du déplacement de ces étiquettes dans le temps. Chaque étiquette est
ensuite projetée sur l’image de profondeur de la caméra pour extraire sa silhouette de
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Silhouette de profondeur pour 
chaque étiquette
(a)
Figure 3.1 – Les différentes étapes de traitement de la méthode développée pour extraire la
silhouette de la personne dans un environnement dynamique. Le HMM utilise l’image de profon-
deur reçue en entrée pour identifier si chaque cellule de la grille d’occupation est occupée par un
objet du décor (en vert) ou un objet mobile de la scène (en bleu). Ensuite, un algorithme d’éti-
quetage est appliqué pour regrouper les cellules occupées par des objets mobiles en étiquettes.
Finalement, chaque étiquette est projetée sur l’image de profondeur pour extraire sa silhouette.
profondeur qui sera utilisée par l’algorithme de suivi du mouvement de la personne décrit
dans le chapitre 4.
Dans l’objectif de valider le choix de notre approche, nous présentons dans la section suivante
les principales méthodes existantes que nous avons identifiées dans la littérature pour l’extraction
de la silhouette à partir d’une caméra mobile de type RGB-D. Ensuite, un rappel sur les HMM
sera fait dans la section 3.2. Les sections 3.3 et 3.4 décrivent les deux parties de la méthode que
nous avons développée (Grille d’occupation + HMM et l’algorithme d’étiquetage).
3.1 Méthodes existantes
Les systèmes pour la détection des personnes à partir d’une caméra mobile de type RGB-D
sont intéressants à étudier car ils proposent des alternatives aux méthodes de soustraction de fond




Figure 3.2 – La sortie sous forme de boîtes englobantes d’un système de détection des personnes
à partir d’une caméra mobile.
Ces systèmes permettent de détecter et suivre les personnes dans l’image, mais ne s’intéressent
pas à l’extraction de la posture. Nous étudions particulièrement ces méthodes pour comprendre
comment elles procèdent à l’extraction de la silhouette de la personne. La figure 3.2 montre le
résultat typique de ces systèmes sous forme des boîtes englobantes représentant les personnes
détectées dans la scène.
Comme illustration de ces méthodes, le système proposé par Zhang et al. [Zhang et al., 2013]
consiste à détecter les personnes à partir d’une caméra de type RGB-D montée sur un robot se
déplaçant dans un environnement peuplé. Le fonctionnement de ce système est le suivant : Tout
d’abord, les points 3D appartenant au sol et au plafond sont extraits avec une méthode classique
de régression par moindres carrés couplée à l’algorithme de RANSAC ([Fischler and Bolles, 1981])
pour éliminer les points aberrants (voir figure 3.3(b)). Ainsi ces points sont éliminés du nuage
de points. Ensuite la distribution de profondeur est calculée sur le reste des points 3D du nuage
pour identifier les régions candidates pouvant contenir une personne (voir figure 3.3(c)). L’idée
repose sur le fait que les personnes et les objets dans la scène possèdent un ensemble de points 3D
avec des profondeurs proches. Les auteurs appellent ces régions candidates : Depth Of Interest
(DOI), similaire à Region Of Interest (ROI) en traitement d’image. Pour extraire les DOI, un
noyau (en anglais Kernel) gaussien (voir les travaux de Parzen [Parzen, 1962]) est appliqué sur
la fonction de distribution de profondeur. Le nuage de points est ensuite filtré pour ne garder
que les points 3D qui appartiennent aux DOI. Une nouvelle image de profondeur est ensuite
régénérée à partir des ces points. Un algorithme d’étiquetage est ensuite appliqué sur l’image
résultante et seuls les points 3D dont la profondeur des pixels correspondants appartiennent à
la même étiquette sont conservés (voir figure 3.3(d)). Finalement, pour obtenir la silhouette des
personnes, une série de détecteurs en cascade est appliquée sur les étiquettes pour éliminer celles
qui ne correspondent pas à des personnes. Les trois premiers détecteurs rejettent les étiquettes
dont la hauteur et la taille sont inférieures à un certain seuil. Un autre détecteur basé sur le
calcul des vecteurs normaux des points 3D de chaque étiquette est utilisé pour filtrer les plans
et les murs. Le dernier détecteur est le fameux détecteur de Dalal et Triggs [Dalal and Triggs,
2005] utilisé pour ne garder que les étiquettes correspondant aux personnes.
Une autre approche proposée par Spinello et al. [Spinello et al., 2010] consiste à segmenter
le nuage de points 3D en un ensemble de segments ou couches suivant leur hauteur. Ensuite,
pour chaque segment, un ensemble de descripteurs (en anglais descriptors) est calculé. Chaque
descripteur est défini par une fonction f : SM → R, qui prend lesM points du segment en entrée
et retourne un scalaire. Les auteurs utilisent 17 descripteurs. Parmi ces descripteurs, il y a ceux
qui calculent la surface, le ratio de la boîte englobante, et la surface de l’enveloppe convexe etc...
(pour voir la liste complète, se référer à l’article [Arras et al., 2007]). Finalement, pour détecter
les personnes, pour chaque segment, un classificateur de type AdaBoost ([Freund and Schapire,
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(a) (b)
(c) (d)
Figure 3.3 – La méthode d’extraction de la silhouette utilisée par Zhang et al. [Zhang et al.,
2013] pour la détection des personnes. a) Le nuage de point d’entrée. b) Elimination des points
3D appartenant au sol et plafond. c) Distribution de profondeur avec identification des zones
candidates (Depth of Interest) DOI. d) Les étiquettes candidates.
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1997]) est appris à partir des descripteurs déjà extraits.
Certaines approches (voir les travaux de Darel et al. [Darrell et al., 1998] et Grest et Koch
[Grest and Koch, 2004]) utilisent des méthodes d’extraction des objets de l’image (en anglais
Blob Detection). Ces objets ont des caractéristiques communes (profondeur, couleur etc...). Pour
détecter les blobs qui correspondent à des personnes, l’algorithme de détection de visage proposé
par Viola et Jones [Viola and Jones, 2001] est utilisé.
D’autres types d’approches utilisent une grille d’occupation 2D et une carte de hauteur pour la
détection des personnes. Comme exemple, le système proposé par Jafari et al. [Jafari et al., 2014]
peut être cité. Ce système consiste à détecter les personnes à partir d’une caméra de type RGB-
D montée sur un robot se déplaçant dans un environnement peuplé. Une méthode d’odométrie
visuelle est d’abord utilisée pour aligner les images dans un repère commun. Ensuite, le nuage de
points obtenu par fusion est segmenté en trois classes (voir figure 3.4(a)) : Sol (S), Objets (O) et
décor (D). Cette classification est faite de la façon suivante : d’abord une méthode d’extraction
de sol (plan horizontal) en utilisant l’algorithme de RANSAC est appliquée sur les points 3D
dont la hauteur est inférieure à 2 mètres. Le nuage de points est ensuite projeté sur le sol qui
forme une grille 2D d’occupation. Un histogramme de hauteur est ensuite calculé pour chaque
cellule de la grille. Finalement pour extraire la silhouette, un algorithme d’étiquetage de type
Quick Shift ([Vedaldi and Soatto, 2008]) est appliqué sur la projection des points 3D appartenant
à la classe Objets (O) sur une grille d’occupation 2D. Les étiquettes 2D obtenues correspondant
aux silhouettes des personnes dans la scène sont ensuite projetées sur l’image 2D pour obtenir
les silhouettes finales (voir figure 3.4(b)). D’autres approches utilisant entre autres des grilles
d’occupation pour modéliser le fond de la scène existent. Nous pouvons ainsi citer les travaux de
Harville [Harville, 2002] et les travaux de Hayashi et al. [Hayashi et al., 2004].
En conclusion, la majorité des méthodes de détection des personnes que nous avons étudiées
sont orientées pour les applications de navigation autonome des véhicules, détection des piétons,
surveillance et interaction homme machine. Dans ce type d’applications, les personnes sont sup-
posées être toujours debout et c’est pour cela que la majorité de ces approches reposent sur
une segmentation du nuage de points suivant la hauteur, pour simplifier la tâche d’extraction
de la silhouette. Notre problématique est différente dans le sens où nous cherchons à suivre une
personne chez elle qui peut être dans d’autres situations que debout, comme par exemple, assise,
allongée dans un canapé, ou par terre suite à une chute. C’est principalement pour ça que nous
n’utilisons pas une approche par segmentation de haut en bas de l’image. En revanche, l’utili-
sation de la grille d’occupation 2 pour apprendre le fond de la scène comme nous avons vu dans
certains travaux cités ci-dessus, nous intéresse pour plusieurs raisons :
— Cette méthode nous permet d’avoir une représentation unique de l’environnement, et
permet aussi la fusion de plusieurs types de capteurs hétérogènes, fixes ou mobiles.
— Cette méthode intègre un modèle d’incertitude sur les données bruitées du capteur, ainsi
nous pouvons modéliser différents types de capteurs avec les grilles d’occupation.
— Dans le domaine de la robotique, les grilles d’occupation sont intensivement utilisées
pour la cartographie de l’environnement. Ainsi, l’utilisation de la grille d’occupation pour
construire notre méthode d’extraction de la silhouette donne une cohérence à notre ap-
proche et lui permet aussi de s’intégrer facilement avec les méthodes de localisation et de
cartographie basées sur l’utilisation des grilles d’occupation.
Dans la suite, nous faisons un rappel sur le modèle de Markov caché dont nous avons besoin pour
2. Par définition, la grille d’occupation telle qu’elle a été introduite par Elfes [Elfes, 1989a] pour la localisation
et la navigation des robots consiste à segmenter ou discrétiser l’espace 3D ou 2D en un ensemble fini de cellules
de taille fixe.
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(a) (b)
Figure 3.4 – La méthode d’extraction de la silhouette utilisée par Jafari et al. [Jafari et al.,
2014] pour la détection des personnes. a) La classification du nuage de points en trois classes :
Sol (S), Objets (O) et décor (D). b) D’abord les points 3D appartenant à la classe Objets sont
projetés sur une grille d’occupation 2D. Ensuite un algorithme d’étiquetage est appliqué pour
extraire les différentes étiquettes dans l’image. Finalement, une projection sur l’image est faite
pour chaque étiquette pour obtenir la silhouette de chaque personne.
la conception de notre méthode d’extraction de la silhouette.
3.2 Rappel sur le Modèle de Markov Caché
3.2.1 Modèle de Markov
Le modèle de Markov est un processus stochastique décrivant l’évolution de l’état d’un sys-
tème à chaque instant t. Le modèle de Markov suit l’hypothèse Markovienne selon laquelle l’état
à l’instant t ne dépend que de l’état à l’instant t− 1. Cette hypothèse se traduit par :
P (Qt | Q1, Q2, · · · , Qt−1) = P (Qt | Qt−1),
Qt représentant l’état à l’instant t. Un modèle de Markov est composé d’un ensemble de N
états discrets notés (S1, S2, · · · , SN ) et de transitions entre ces différents états. Cette transition
représente la probabilité de passer d’un état Si à un autre Sj et elle est notée aij = P (Qt = Sj |
Qt−1 = Si). Un exemple d’un modèle de Markov à deux états est représenté sur la figure 3.5.
Le modèle de Markov tel qu’il est décrit ci-dessus, permet d’étudier l’évolution de la séquence
d’états produite par le système à chaque instant.
3.2.2 Modèle de Markov caché MMC ou HMM
Dans un modèle de Markov caché (en anglais HMM Hidden Markov Model), les états du sys-
tème ne sont pas observés directement. Seules les observations émises par les états sont observées
([Rabiner, 1989]). C’est pourquoi que nous introduisons la variable discrète Yt pour représenter
l’observation émise par le système à un instant t. Yt peut prendre une des valeurs définies dans
l’ensemble constitué de M symboles : {O1, O2, · · · , OM}. La figure 3.6 correspond à la représen-
tation graphique d’un HMM, déroulée dans le temps, avec Qt l’état caché du système et Yt la
variable observée.
Plus formellement, un HMM est défini par :
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Figure 3.6 – Représentation graphique d’un HMM.
— Un ensemble de N états discrets {S1, S2, · · ·SN}.
— La probabilité de transition d’un état Si à un autre Sj défini par : aij = P (Qt = Sj |




— La probabilité initiale πi = P (Q1 = Si) pour chaque état Si qui est la probabilité que le




— La probabilité d’émission d’un symbole Oj pour chaque état Si défini par : P (Yt = Oj |
Qt = Si). Les probabilités d’émission des symboles pour chaque état constituent une loi
de probabilité et nous avons par conséquent :
M∑
j=1
P (Yt = Oj | Qt = Si) = 1. ∀i ∈ N.
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L’inférence dans un HMM consiste à trouver la distribution de probabilités sur les variables
cachées à un instant donné connaissant la séquences des observations émises. Les algorithmes
Forward-Backward et Viterbi sont souvent utilisés pour résoudre le problème d’inférence ([Rabi-
ner, 1989]).
3.3 Modèle HMM pour identifier les objets fixes et mobiles dans
la scène
Comme nous l’avons vu précédemment, le schéma de la figure 3.1 montre les différentes étapes
de la méthode que nous avons développée pour extraire la silhouette d’une personne dans une
scène dynamique. La première étape utilise une grille d’occupation 3D qui consiste à segmenter
ou discrétiser l’espace 3D en un ensemble fini de cellules de taille fixe. Dans notre approche,
chaque cellule peut être dans 3 états (occupée par un objet fixe, mobile ou non occupée) et non
pas deux (occupée ou non) comme dans les grilles d’occupations 2D classiques ([Elfes, 1989a],
[Meyer-Delius et al., 2012]). Pour cela, nous utilisons un HMM à 3 états pour identifier si chaque
cellule de la grille d’occupation est occupée par un objet fixe ou mobile de la scène ou si elle est
non occupée.
Pour mettre en place le HMM, nous avons besoin de définir l’espace d’états, les probabilités
de transition entre les différents états, le modèle d’observation et la probabilité initiale pour
chaque état.
Pour l’espace d’état, soit Qit une variable discrète qui représente l’état à un instant t d’une
cellule ci de la grille G. Une cellule peut être dans un des trois états suivants :
— Occupée (F) : cellule occupée par un objet fixe de la scène.
— Mobile (M) : cellule occupée par un objet mobile de la scène.
— Non occupée (L) : cellule non occupée.
Ainsi l’espace d’états est défini par l’ensemble S = {F,M,L}.
Pour les probabilités de transition entre les différents états, la figure 3.7 montre le HMM avec
les probabilités de transitions α, β et γ entre les états avec :
— α la probabilité de passer de l’état F à L.
— β la probabilité de passer de L à M.
— γ la probabilité de passer de M à L.
Nous remarquons qu’avec le HMM que nous avons défini (figure 3.7), le passage de l’état L à F
et de M à F n’est pas possible. Cela signifie que si l’état d’une cellule est libre ou mobile à un
instant donné, il ne peut jamais passer à fixe. Nous avons défini les valeurs de ces probabilités
de façon empirique en prenant :
α = 0.01, β = 0.1, γ = 0.4.
Pour le modèle d’observation, soit Y it une variable aléatoire discrète représentant l’observation
à un instant t pour une cellule donnée. Soit (Xi, Yi, Zi) les coordonnées du centre d’une cellule ci.
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Figure 3.7 – HMM à trois états utilisé pour estimer l’état de chaque cellule de la grille.
où (fx, fy) et (cx, cy) sont respectivement la focale et le centre optique de la caméra. Soit di la
profondeur du pixel (ui, vi) de l’image de profondeur It. Nous définissons la variable εi = di−Zi.
Trois cas de figures existent pour une cellule donnée (voir figure 3.8) :
— εi < 0 (di < Zi)⇒ La cellule ci est non observée (figure 3.8(a)).
— εi = 0⇒ La cellule ci est dite touchée, ce qui signifie qu’elle est occupée 3 (figure 3.8(b)).
— εi > 0 (di > Zi) ⇒ la cellule ci est dite non touchée, ce qui signifie quelle est visible ou
non occupée (figure 3.8(c)).
Ainsi, Y it peut prendre une des valeurs de l’ensemble des symboles {hit,miss}, où hit correspond
à une cellule touchée (εi = 0) et miss correspond au cas où la cellule n’est pas touchée (εi > 0)
mais traversée. Pour le cas où εi < 0, la cellule est non observée et ainsi ce cas n’est pas inclus
dans l’ensemble des observations. Nous définissons ensuite la probabilité d’émission de chaque
symbole comme suit :
P (Y it = hit | Qit = F ) = 1, P (Y it = miss | Qit = F ) = 0,
P (Y it = hit | Qit = M) = 1, P (Y it = miss | Qit = M) = 0,
P (Y it = hit | Qit = L) = 0, P (Y it = miss | Qit = L) = 1. (3.3)
Finalement, pour la probabilité initiale de chaque état, nous avons choisi :
P (Qi1 = F ) = 0.5,
P (Qi1 = L) = 0.5,
P (Qi1 = M) = 0.
3. En pratique εi n’est jamais égale à zéro. Nous montrons comment traiter ce cas en utilisant la fonction de
vraisemblance que nous allons introduire dans la suite.
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Figure 3.8 – L’état d’une cellule peut être dans un des trois cas suivants : a) invisible (di < Zi),
b) occupée di = Zi ou c) visible di > Zi (Notons que la valeur de la profondeur di correspond à
la distance sur l’axe Z de l’objet le plus proche à la caméra).
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3.3.1 Evidence virtuelle
Dans le HMM décrit ci-dessus, la variable observée Y it représente la mesure obtenue à partir
du capteur indiquant si la cellule a été touchée (hit) ou non (miss). Cependant, cette mesure
n’est souvent pas précise à cause du bruit du capteur. Dans un réseau bayésien, il est possible de
représenter la certitude sur la mesure d’une variable en lui associant une évidence virtuelle (en
anglais virtual evidence) introduite par Pearl [Pearl, 1988]. Cette évidence représente une obser-
vation faite sur la variable Y it et elle est quantifiée par une fonction de vraisemblance représentant
le degré de certitude attribué à chaque valeur observée. Un HMM n’étant qu’un cas particulier
d’un réseau bayésien dynamique ([Murphy, 2002]), il est possible d’y insérer une connaissance
incertaine sous la forme d’évidences virtuelles. L’insertion de connaissances incertaines dans un
HMM constitué de variables discrètes modélisant un raisonnement symbolique a était faite selon
ce principe dans les travaux de Jeanpierre [Jeanpierre, 2002] et de Rose [Rose, 2011].
Ainsi, dans notre cas, nous introduisons l’évidence virtuelle eY it qui porte sur la variable Y
i
t
et nous définissons les fonctions de vraisemblances P (eY it | Y
i
t = hit) et P (eY it | Y
i
t = miss)
représentant la croyance que nous attribuons à chaque valeur que Y it peut prendre. La nouvelle
représentation graphique du HMM est montrée sur la figure 3.9.
Sur la figure 3.10 est affichée la fonction f(εi) que nous avons utilisée pour modéliser l’incer-
titude associée à la mesure du capteur. Cette fonction couvre les trois cas suivants (voir figure
3.8) :
— εi < 0 : la cellule est masquée par l’objet le plus proche à la caméra.
— εi = 0 : la cellule est occupée par l’objet le plus proche à la caméra.
— εi > 0 : la cellule est libre et le premier objet le plus proche à la caméra se situe derrière
la cellule.
A partir de f(εi), nous avons construit les deux fonctions de vraisemblance mesurant le degré de
certitude associé à chaque valeur de Y it telles que :
P (eY it | Y
i
t = hit) = f(εi),
P (eY it | Y
i
t = miss) = 1− f(εi). (3.4)
Remarquons sur la figure 3.10, dans le cas où la cellule n’est pas observée (εi < 0) se traduit par
une vraisemblance uniforme sur les deux états de Y it (0.5, 0.5) puisque aucune connaissance n’est
apportée par la mesure.
3.3.2 Inférence
L’inférence dans le HMM représenté par le réseau bayésien dynamique de la figure 3.9 consiste
à calculer la densité a posteriori P (Qit | eY i1:t) d’une façon récursive à chaque fois une observation
47












Figure 3.9 – Nouvelle représentation graphique avec l’introduction de l’évidence virtuelle eY it .
i
i
Figure 3.10 – La fonction f(εi) représentant la vraisemblance de l’état occupé P (eY it | Y
i
t = hit).
est reçue. Nous avons alors :
P (Qit | eY i1:t) = P (Q
i
t | eY i1:t−1 , eY it )
= K · P (eY it | Q
i
t, eY i1:t−1
) · P (Qit | eY i1:t−1)
= K · P (eY it | Q
i
t) · P (Qit | eY i1:t−1) Hypothèse Markovienne.





P (Qit | Qit−1, eY i1:t−1) · P (Q
i
t−1 | eY i1:t−1)





P (Qit | Qit−1) · P (Qit−1 | eY i1:t−1) Hypothèse Markovienne.
(3.5)
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K étant la constante de normalisation, représentant la probabilité de l’observation P (eY it ).
P (eY it | Q
i
t) peut être écrite sous la forme suivante :













P (eY it | Y
i
t ) · P (Y it | Qit) car Y it d-sépare eY it et Q
i
t. (3.6)
En remplaçant l’équation 3.6 dans 3.5, nous obtenons :
P (Qit | eY i1:t) = K ·
∑
Y it
P (eY it | Y
i
t ) · P (Y it | Qit) ·
∑
Qit−1
P (Qit | Qit−1) · P (Qit−1 | eY i1:t−1),
(3.7)
avec P (eY it | Y
i
t ) est donnée par les équations 3.4, P (Y it | Qit) par les équations 3.3, P (Qit | Qit−1)
représente la probabilité de transition et P (Qit−1 | eY i1:t−1) la probabilité à t− 1 supposée connue
par récursivité.
3.3.3 Modélisation du fond dynamique
Le HMM décrit ci-dessus est capable 4 d’identifier les objets mobiles et fixes de la scène
comme le montre la figure 3.11. Par contre, ce HMM ne peut pas apprendre le fond en continu.
En effet, un objet identifié comme mobile ne peut jamais devenir fixe même s’il ne bouge plus
(par exemple, une chaise qui a été déplacée d’un endroit à l’autre). Cela est lié au fait que le
passage de l’état mobile à fixe n’est pas possible dans le HMM (voir figure 3.7).
Pour permettre à la méthode d’apprendre le fond en continu, nous avons modifié le HMM
pour autoriser la transition de l’état mobile M à fixe F. Avec cette transition, un objet qui est
dans un état mobile M peut redevenir fixe F s’il n’a pas bougé après un certain temps. Ainsi,
cette nouvelle probabilité de transition, notée ψ, permet au modèle de réintégrer un objet mobile
dans le fond s’il ne bouge pas pendant un certain temps. Le temps de transition de l’état M
vers F dépend de la valeur de ψ. Le HMM modifié est représenté sur la figure 3.12. Le résultat
obtenu avec ce nouveau HMM est illustré sur la figure 3.13.
Figure 3.11 – Détection des objets mobiles (en bleu) et fixes (en vert) avec le HMM.
4. Nous présentons dans le chapitre 5 une évaluation détaillée de la capacité de la méthode à classifier les
cellules de la grille d’occupation.
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Figure 3.12 – Le HMM est modifié avec une nouvelle probabilité de transition ψ de l’état M
à F pour permettre à un objet de passer de mobile à fixe s’il n’a pas bougé pendant un certain
temps.
Les différentes étapes de la mise à jour de la grille d’occupation par le nouveau HMM sont
représentées dans l’algorithme 5 (page 52) qui prend en entrée une grille d’occupation G et une
image de profondeur It reçue à l’instant t. L’algorithme parcourt toute la grille, et pour chaque
cellule ci, les coordonnées de son centre (Xi, Yi, Zi) sont projetées sur le plan image et la valeur
di qui correspond à la profondeur du pixel projeté est calculée. Ensuite, la valeur εi = di − Zi
est calculée et l’état de chaque cellule est mis à jour par le HMM en utilisant l’équation 3.7 suivi
d’une étape de normalisation. Finalement, la cellule est classée comme mobile, fixe ou libre en
choisissant le maximum a posteriori (MAP) qui représente l’état le plus probable.
3.4 Extraction de la silhouette
Dans la section précédente, nous avons décrit la première partie de notre méthode qui modélise
un environnement dynamique en utilisant une grille d’occupation dont l’état de chaque cellule
est mis à jour avec un HMM à 3 états. Nous disposons maintenant d’un ensemble de cellules
occupées par des objets mobiles (en bleu sur la figure 3.1) et fixes (en vert sur la figure 3.1).
L’objectif de la deuxième partie est de regrouper les cellules mobiles en des étiquettes différentes,
suivre ces étiquettes dans le temps et finalement extraire la silhouette de profondeur de chacune
de ces étiquettes.
3.4.1 Étiquetage
Un algorithme d’étiquetage 5 (en anglais Component Labeling) est utilisé pour regrouper les
cellules mobiles retournées par le HMM en des étiquettes différentes. Soit la fonction F définie
5. Il s’agit d’un algorithme classique d’analyse en composantes connexes
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(a) (b) (c)
Figure 3.13 – a) Image avec une chaise qui a été bougée. b) La chaise est identifiée comme





1, Si l’état de la cellule ci est mobile mobile (M)
0, sinon.
(3.8)
Cette fonction a pour but d’assigner une valeur de 1 pour les cellules mobiles uniquement dans
le but de pouvoir les identifier dans la suite. Soit ei l’étiquette de la cellule ci. L’initialisation




m, (m = m+ 1), Si F(ci) = 1
0, sinon.
(3.9)
Ensuite, l’algorithme procède itérativement sur l’ensemble des cellules en mettant à jour la valeur
de l’étiquette de chaque cellule avec la fonction g :
ei =
{
g(ei) Si ei 6= 0
0, sinon,
(3.10)
avec g(ei) = min(ei,N (ci)) une fonction qui remplace la valeur de l’étiquette de ci par la valeur
minimale de l’étiquette de son voisinage N (ci) dans une fenêtre de 3 × 3 × 3 . La fonction
g est appliquée jusqu’à ce qu’il n’y ait plus de changement d’étiquette par la fonction g sur
toutes les cellules. Au final, les cellules possédant le même index m correspondent à une seule
étiquette. Un exemple de fonctionnement de cet algorithme en 2D est illustré sur la figure 3.14.
La sortie de l’algorithme d’étiquetage est montrée sur la figure 3.1 où les deux personnes dans la
scène sont identifiées comme deux étiquettes différentes. Notons que la version que nous avons
implémentée n’est pas optimale en terme de vitesse d’exécution et il existe des variantes ([Cabaret
and Lacassagne, 2014]) permettant d’accélérer cet algorithme.
Pour suivre ces étiquettes dans le temps, nous utilisons une méthode simple qui est la sui-
vante : Soit Lt un ensemble d’étiquettes renvoyées par l’algorithme d’étiquetage à l’instant t. A
l’instant t+ 1, un nouvel ensemble L′t+1 d’étiquettes est renvoyé. Pour suivre les étiquettes dans
le temps, il faut associer à chaque étiquette dans L′t+1, l’étiquette correspondante dans Lt. Cette
association est faite en cherchant dans Lt l’étiquette dont la distance géométrique est la plus
petite à une étiquette de L′t+1.
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Algorithm 5: Algorithme de la mise à jour de la grille d’occupation par le HMM.
entrée : grille d’occupation G, image de profondeur It









4 si (ui, vi)dans le plan de la caméra alors
5 di = It(ui, vi)
6 εi = di − Zi
7 obs = f(εi)
8 /* Mise à jour de l’état de chaque cellule par le HMM*/
9 -P (Qit = L | eY i1:t) = (1− obs) · [P (Q
i
t−1 = F ) · α+ P (Qit−1 = M) · γ + P (Qit−1 =
L) · (1− β)]
10 -P (Qit = M | eY i1:t) = obs · [P (Q
i
t−1 = L) · β + P (Qit−1 = M) · (1− γ − ψ)]
11 -P (Qit = F | eY i1:t) = obs · [P (Q
i
t−1 = F ) · (1− α) + P (Qit−1 = M) · ψ]
12 /* Normalisation*/
13 somme = P (Qit = L | eY i1:t) + P (Q
i
t = M | eY i1:t) + P (Q
i
t = F | eY i1:t)




15 -P (Qit = M | eY i1:t) =
P (Qit=M |eY i1:t
)
somme
16 -P (Qit = F | eY i1:t) =
P (Qit=F |eY i1:t
)
somme
3.4.2 Reconstruction de la silhouette à partir d’une étiquette
Nous avons maintenant un ensemble d’étiquettes représentant les personnes se déplaçant
dans l’environnement. Chaque étiquette est composée d’un ensemble de cellules mobiles. Dans
cette section nous décrivons la méthode que nous avons développée pour extraire la silhouette
de profondeur 6 de chaque étiquette.
Pour construire la silhouette de profondeur de chaque étiquette, nous calculons la boite englo-
bante d’une étiquette comme le montre la figure 3.1. Cette boite est définie par ses coordonnées
Mmin et Mmax qui représentent les points 3D minimal et maximal de la boite. Ensuite, pour ob-
tenir la silhouette, les points Mmin et Mmax sont projetés sur l’image de profondeur en utilisant
les équations de projection perspective 3.1 et 3.2. pmin et pmax sont les pixels correspondants
respectivement à la projection de Mmin et Mmax. Chaque pixel p = (u, v, d) contenu dans la










avec P (X,Y, Z) le point 3D qui correspond à un pixel p. Pour décider si p appartient à la
6. Par comparaison à une image de silhouette classique, une silhouette de profondeur est une image dont



































Figure 3.14 – Exemple de fonctionnement de l’algorithme d’étiquetage en 2D : a) A l’initialisa-
tion, une étiquette temporaire est assignée à chaque cellule mobile (en bleu). b) et c) A chaque
étape de l’algorithme, l’étiquette d’une cellule est remplacée par la valeur minimale de l’éti-
quette de son voisinage dans une fenêtre de 3× 3. d) A la fin, lorsqu’il n’y a plus de changement
d’étiquettes, l’algorithme s’arrête.
silhouette, son point P correspondant est testé pour savoir s’il se situe à l’intérieur de la boite
englobante de l’étiquette et s’il appartient à une cellule mobile. Si les deux conditions sont
vérifiées, la profondeur du pixel p est utilisée pour la construction de la silhouette de profondeur.
La figure 3.1 montre la silhouette de profondeur reconstruite pour chaque étiquette. L’avantage
de cette technique d’extraction de la silhouette est que nous pouvons reconstruire la silhouette
à la résolution native du capteur même avec une basse résolution de la grille d’occupation. Nous
étudions dans le chapitre 5 la qualité de la silhouette extraite avec différentes résolutions de la
grille d’occupation.
3.5 Conclusion
Dans ce chapitre, nous avons décrit la méthode que nous avons développée pour modéliser
le fond dynamique de la scène et extraire la silhouette de la personne se déplaçant dans un
environnement dynamique. Cette méthode consiste d’abord à discrétiser l’espace en un ensemble
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de cellules qui constituent une grille d’occupation. Ensuite, un HMM à 3 états est utilisé pour
identifier si chaque cellule est occupée par un objet fixe de la scène, un objet mobile ou si elle est
non occupé. Ensuite, un algorithme d’étiquetage est appliqué sur l’ensemble des cellules mobiles
pour les regrouper en étiquettes. L’extraction de la silhouette est faite en projetant la boite
englobante de chaque étiquette sur l’image de profondeur et en prenant les pixels dont le point
3D correspondant se situe à l’intérieur de cette boite.
La méthode que nous avons développée tourne en temps-réel et possède plusieurs avantages :
— Elle permet d’adapter en continu le fond de la scène en intégrant les objets mobiles dans
le fond s’ils ne bougent pas pendant un certain temps.
— Elle permet la reconstruction de la silhouette de la personne à la résolution native du
capteur tout en travaillant avec une basse résolution de la grille d’occupation.
— L’utilisation de la grille d’occupation permet d’avoir une représentation unique de l’envi-
ronnement et intègre naturellement les informations provenant d’un ou plusieurs capteurs
hétérogènes fixes ou mobiles.
— La méthode ne nécessite aucune connaissance sur la nature et le type da scène.
— La méthode développée peut être adaptée facilement lorsque la caméra est mobile. Il
suffit de mettre à jour la grille d’occupation avec le nuage de points connaissant la bonne
transformation décrivant le déplacement de la caméra.
— Le HMM que nous avons mis en place, résout le problème d’aliasing qui se traduit par
le fait que l’observation d’un objet statique dans la scène est la même que pour un objet
mobile.
Notons que nous ne traitons pas l’aspect multi-personne dans ce travail.
En conclusion, nous disposons maintenant d’une méthode capable d’apprendre en continu le
fond de la scène et d’extraire la silhouette de la personne dans un environnement dynamique.
Cette silhouette sera utilisée par l’algorithme de reconstruction de la posture qui sera détaillé
dans le chapitre suivant.
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Nous avons vu dans le chapitre 2 que le problème de suivi 3D du mouvement humain peut
être réduit à un problème d’estimation dynamique d’un vecteur d’état à partir d’une observation
reçue de la caméra. Dans notre cas, ce vecteur d’état est la configuration d’un modèle 3D virtuel
(appelé humanoïde ou avatar) dont nous cherchons à trouver la configuration maximisant la
vraisemblance par rapport à la vraie posture humaine observée à partir de la silhouette. Nous
avons aussi introduit le filtrage particulaire comme un cadre général permettant d’approximer le
vecteur d’état d’un système dont les fonctions de transition et d’observation sont non linéaires.
Nous avons ensuite introduit l’algorithme Condensation utilisé pour le suivi d’un objet dans
une image. Pour le suivi du mouvement humain, cet algorithme possède un inconvénient majeur
qui est le nombre très élevé de particules nécessaires pour garantir un suivi fiable. Nous avons
ensuite détaillé trois techniques introduites pour améliorer les performances de cet algorithme.
La première technique, appelée APF qui utilise le recuit-simulé avec une politique d’exploration
à plusieurs couches en lissant fortement les sommets de la fonction d’observation des premières
couches réduisant l’attraction des particules par les maxima locaux et permettant ainsi aux
particules de mieux explorer l’espace d’état. Une deuxième technique appelée PS qui représente
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l’espace d’état sous une forme factorisée et qui permet de réduire considérablement le nombre
des particules requis pour le suivi. Finalement, nous avons détaillé une approche qui combine
APF et PS, donnant de meilleurs résultats que les deux approches prises séparément.
Rappelons que notre objectif est de suivre la posture humaine dans un environnement encom-
bré où la silhouette extraite n’est pas toujours observable entièrement à cause des occlusions. Ces
conditions rendent la tâche du suivi du mouvement humain difficile à résoudre et les méthodes
existantes donnent généralement de mauvais résultats (nous montrons ça dans la suite de ce
chapitre). Ainsi, le suivi du mouvement d’une personne en présence des occlusions reste encore
un défi scientifique ouvert comme nous l’avons constaté suite à la recherche bibliographique faite
pendant cette thèse.
La contribution majeure présente dans ce chapitre est la proposition d’un nouvel algorithme
basé sur le filtrage particulaire capable de suivre le mouvement de la personne en présence des
occlusions.
Dans la suite de ce chapitre, nous détaillons le modèle 3D virtuel composé d’un ensemble
de segments reliés entre eux. Ce modèle simule le mouvement humain et comporte un ensemble
de degrés de liberté. Chaque configuration de ce modèle représente un vecteur d’état qui sera
comparé à la vraie posture de la personne en utilisant une fonction mesurant la vraisemblance
entre les deux. Le degré de similitude est calculé en comparant la projection 2D de la configuration
du modèle avec l’image de silhouette extraite à partir de l’image reçue de la caméra (la méthode
que nous avons développée pour extraire cette silhouette a été décrite dans le chapitre 3). Ensuite
nous décrivons la fonction de vraisemblance que nous avons développée pour mesurer le degré de
similitude entre chaque configuration du modèle 3D à la silhouette de la personne. Nous montrons
ensuite avec une expérience que les méthodes existantes sont incapables de suivre correctement le
mouvement de la personne en présence d’occlusions. Finalement, nous décrivons la modification
que nous avons apportée à l’algorithme de filtre particulaire pour suivre le mouvement de la
personne en présence d’occlusions.
4.1 Modèle 3D virtuel
Le modèle 3D utilisé est composé de 10 segments articulés, liés entre eux par un squelette
en fils de fer comme le montre la figure 4.1. Chaque segment représentant une partie du corps
(tête, torse, coude, genoux, cheville, etc) possède un ensemble de degrés de liberté qui corres-
pond à son orientation dans l’espace. En théorie, chaque partie du corps possède 3 degrés de
liberté représentant les angles d’Euler autour des axes (x,y, z). Nous avons réduit le nombre de
degrés de liberté pour certaines parties du corps pour obtenir au final un ensemble de 25 degrés
de liberté (comme montré sur la figure 4.1). Ainsi le modèle virtuel est configuré à partir d’un
vecteur d’état composé de 25 degrés de liberté. Chaque configuration du modèle est obtenue en
variant les angles d’Euler des différentes parties du corps. La géométrie de chaque segment est
représentée par un cylindre défini par son rayon et sa hauteur fixe. L’ensemble des segments
forme une chaîne cinématique représentée sur la figure 4.2 dont le mouvement d’un nœud en-
traîne le mouvement des nœuds attachés. Chaque nœud de la chaîne représente une articulation
possédant au maximum 3 degrés de liberté représentant les angles de rotations sur les différents
axes à l’exception du nœud "racine". Ce dernier, possédant 6 degrés de liberté (translation et
rotation ), représente l’origine du repère attaché au modèle et permet de déplacer et tourner
le modèle entièrement. Finalement, pour chaque articulation, nous définissons un intervalle de
valeurs admissibles noté Ik décrivant les contraintes bio-mécanique obligeant chaque partie du
corps à tourner dans un intervalle bien défini (par exemple, pour la jambe, cet intervalle est
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Figure 4.1 – Le modèle 3D utilisé pour le suivi est composé de 25 degrés de liberté. La géométrie
de chaque partie du corps est représentée par un cylindre.
compris entre -30 et 60 degrés sur l’axe horizontal Z).
4.2 Fonction de vraisemblance
La fonction de vraisemblance a pour but de mesurer le degré de similitude entre une hypothèse
donnée qui correspond à une configuration du modèle 3D et l’observation représentée par la
silhouette de profondeur extraite de l’image de la caméra RGB-D. Dans la suite nous décrivons
plusieurs techniques pour la construction de la fonction de vraisemblance ensuite nous décrivons
la technique que nous avons développée.
4.2.1 Choix de la fonction de vraisemblance
Pour construire cette fonction, nous avons choisi d’utiliser uniquement les informations de
profondeur fournies par la caméra (pour rappel, une caméra RGB-D fournit une image de couleur
et de profondeur). Contrairement à l’image couleur classique, l’image de profondeur fournit des
informations additionnelles sur la scène qui permettent d’avoir une meilleure fonction de vraisem-
blance. Une autre raison pour laquelle nous n’utilisons pas les informations couleurs est de rendre
le système de suivi moins intrusif. Avant l’apparition de la caméra de profondeur lowcost en 2010,
la fonction de vraisemblance était calculée soit à partir d’une image silhouette binaire ou d’une
image de contour, soit par le calcul d’histogrammes de couleurs. Pour les caméras de profondeur,
il existe actuellement deux méthodes pour construire la fonction de vraisemblance : la première
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Figure 4.2 – Chaîne cinématique représentant le modèle 3D virtuel. Chaque nœud représente
une articulation possédant un certain nombre de degrés de liberté.
utilise l’algorithme ICP (Iterative Closest Point [Besl and McKay, 1992]) et la deuxième utilise
le principe du lancer de rayon. Dans le filtrage particulaire, l’étape la plus coûteuse est le calcul
du degré de ressemblance entre chaque particule et l’observation. Ce calcul doit être le plus léger
possible parce qu’il est répété pour chaque particule. Dans le cas contraire, l’algorithme risque de
prendre beaucoup de temps, ce qui le rend inapproprié pour une application temps réel. L’utili-
sation d’ICP pour obtenir la fonction de vraisemblance nécessite une étape d’appariement entre
les différents points 3D qui est coûteuse en termes de ressources de calcul alors que la méthode
basée sur le lancer de rayon consiste à calculer la différence entre la silhouette de profondeur
extraite de la caméra et l’image de profondeur synthétique obtenue suite à une projection 2D de
la configuration du modèle 3D. Cette méthode ne nécessite pas une étape d’appariement. Ainsi,
nous choisissons cette méthode qui est rapide à calculer surtout que nous allons utilisé la carte
graphique pour projeter chaque configuration. Ce qui va permettre de calculer rapidement la
différence entre les images. Nous détaillons par la suite cette méthode.
4.2.2 Construction de la fonction de vraisemblance
Pour comparer chaque configuration du modèle 3D et l’image de la silhouette, il faut d’abord
projeter la configuration 3D dans un plan 2D pour obtenir une image de profondeur synthétique.
Cette projection est appelée dans le domaine graphique le "rendu 3D" consistant à générer une
image de profondeur 2D à partir d’une scène en 3D. Le principe du rendu 3D est illustré sur
la figure 4.3. Un rendu est composé de deux étapes : la première consiste à projeter tous les











avec (fx, fy) et (cx, cy) représentant les coordonnées de la focale et du centre optique de la caméra
et d représentant la profondeur du pixel égale à celle du point 3D correspondant. La deuxième
étape dans le rendu est appelée "Rastérisation" ou "Matricialisation" et consiste à transformer
les facettes entre les pixels projetés en un ensemble de pixels où la profondeur de chaque pixel
est interpolée entre la profondeur des sommets du triangle correspondant. Ce processus de rendu
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Figure 4.3 – Le principe du rendu 3D consiste à générer une image 2D à partir d’une scène 3D
(image reproduite de Modern OpenGL tutorial).
3D est délégué à la carte graphique qui permet d’obtenir une image de profondeur synthétique
représentant la projection d’une configuration du modèle 3D. Il suffit alors de fournir à la carte
graphique les paramètres intrinsèques de la caméra et les points 3D représentant les cylindres et
elle génère l’image de profondeur synthétique. Un exemple d’image de profondeur synthétique
obtenue par un rendu 3D d’une configuration est montré sur la figure 4.4.a.
Nous pouvons maintenant définir une distance entre la silhouette de profondeur de la personne
notée IR (voir figure 4.4.b) et celle obtenue d’un rendu 3D d’une configuration du modèle notée
IS (voir figure 4.4.a). Cette distance est calculée de la façon suivante :
Soit S∩ l’intersection entre la projection 2D du modèle et la silhouette de l’image réelle (voir
figure 4.4.c), et S∪ l’union du contour du modèle et la silhouette de l’image réelle. Pour chaque
pixel pi, nous définissons la distance entre sa profondeur ds(pi) dans Is et sa profondeur dr(pi)
dans IR par :
f(ds(pi), dr(pi)) =

f1 Si pi ∈ S∩,
1 Si pi ∈ S∪\S∩,
0 Si pi /∈ S∪,




D Si |ds(pi)− dr(pi)| ≤ D,
1 Si |ds(pi)− dr(pi)| > D.
D est un seuil calculé empiriquement qui vaut 10 cm. La distance finale entre les deux images









Avec N le nombre total de pixels et pi le pixel courant. ds(pi) et dr(pi) correspondent à la
profondeur du pixel pi dans IS et IR respectivement.
Finalement la fonction de vraisemblance est construite à partir de σ de la façon suivante :
p(yt | xt) = exp (−σ). (4.2)
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Figure 4.4 – a) Une image de profondeur synthétique IS obtenue par un rendu 3D d’une
configuration du modèle 3D. Chaque pixel dans cette image encode la valeur de profondeur qui
correspond à sa distance par rapport à la caméra (l’image est représentée en rouge pour une
meilleure visibilité). b) La silhouette de profondeur IR obtenue par la méthode décrite dans le
chapitre 3 (l’image est représentée en noire pour une meilleure visibilité). c) La superposition de
l’image synthétique IS et réelle IR pour le calcul de la distance. La zone d’intersection S∩ est
affichée en rayé.
Multi-Modalité de la fonction de vraisemblance
Pour étudier la forme de la fonction de vraisemblance, nous avons réalisé une expérience
consistant à faire varier un seul degré de liberté du modèle 3D dans son intervalle de valeur
admissible Ik et en comparant sa projection 2D avec la silhouette de profondeur d’une personne.
Nous avons ensuite dessiné les différentes valeurs obtenues pour la fonction de distance σ(IR, IS)
(nous l’appelons par la suite σ)). Sur la figure 4.5(a), un déplacement du modèle 3D est fait
sur les axes x, y et z séparément. Pour chaque déplacement, la courbe des valeurs de distance
σ est affichée. Nous observons que la courbe obtenue est uni-modale dans ce cas et possède une
forme convexe avec une valeur minimale unique. Sur la figure 4.5(b), le modèle 3D est tourné sur
lui même dans un intervalle entre 0 et 360 degrés ; la courbe obtenue est bi-modale et possède
deux minimums situés à 90 et 270 degrés signifiant que deux configurations du modèle dont
l’une est tournée par rapport à l’autre de 180 degrés possèdent la même distance. La même
expérience a été répétée pour la cuisse et la jambe gauche (voir figure 4.5(c) et 4.5(d)). La forme
de la fonction de distance dans ces deux cas est multi-modale mais possède un minimum global.
Finalement, cette expérience nous a permis de vérifier que la fonction de vraisemblance que nous
avons développée est multi-modale.
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Valeur de la fonction de distance pour un:
Déplacement du modèle 3D sur l'axe horizontal
Déplacement du modèle 3D sur l'axe vertical

























Rotation en degré sur l'axe vertical
Valeur de la fonction de distance pour une:



























Valeur de la fonction de distance pour une:
Rotation de la cuisse gauche sur l'axe de profondeur






















Rotation en degré sur l'axe horizontal
Valeur de la fonction de distance pour une:
Rotation de la jambe gauche sur l'axe de horinzontal
(d)
Figure 4.5 – La courbe des valeurs de la fonction de distance obtenue suite à une variation d’un
seul degré de liberté à la fois.
4.3 Choix de l’estimateur bayésien
Le choix de l’estimateur bayésien dépend de la nature de la fonction d’observation et de la
densité a posteriori que nous cherchons à estimer. Une contrainte supplémentaire s’ajoute dans
notre cas, liée au fait que nous souhaitons suivre le mouvement d’une personne dont certaines
parties du corps sont parfois non observables à cause des occlusions. Pour la fonction d’obser-
vation, l’expérience que nous avons réalisé pour étudier sa forme dans la section 4.2.2 montre
qu’elle est multi-modale et non gaussienne. En effet, l’image synthétique utilisée pour le calcul
de la distance avec l’image réelle n’est qu’une projection 2D de la configuration 3D du modèle.
Ainsi, plusieurs configurations du vecteur d’état peuvent avoir la même distance, ce qui explique
sa multi-modalité (voir la figure 4.5). Cette multi-modalité sera encore plus fréquente en présence
des occlusions. Pour la densité a posteriori, la forme complexe de la fonction d’observation rend
cette densité non gaussienne et multi-modale aussi. Notre conclusion sur la forme non gaussienne
et non linéaire de la fonction d’observation et de la densité a posteriori pour le problème de suivi
du mouvement humain à partir d’une caméra de profondeur rejoint celle obtenue par Deutscher
et al. [Deutscher et al., 1999] pour le suivi à partir d’une caméra couleur.
L’approche factorisée (PS) introduite dans la section 2.5.2 nous intéresse pour deux raisons.
Tout d’abord, elle permet de réduire le nombre de particules en factorisant l’espace d’état en
sous-espaces indépendants. Cette factorisation permet aussi de traiter les différentes parties du
corps séparément ce qui est intéressant pour régler le problème lié aux occlusions. En effet, nous
souhaitons détecter si chaque partie du corps est visible ou non, ainsi PS est un choix intuitif
61
Chapitre 4. Suivi 3D du mouvement humain dans un environnement encombré
pour nous. L’approche par recuit-simulé (APF) introduite dans la section 2.5.1 est très efficace
dans le cas où la fonction de vraisemblance est multi-modale. Cette approche permet à une
faible population de particules de s’échapper des maximums locaux et de migrer graduellement
vers le maximum global, il est ainsi important pour nous de combiner l’approche APF avec PS
pour un meilleur filtrage. Par contre ces deux approches fournissent des mauvais résultats en
présence des occlusions. Nous montrons dans la suite avec une expérience que nous avons réalisé
la limitation de ces méthodes dans ces conditions pour ensuite proposer la modification que nous
avons apportée pour traiter le problème lié aux occlusions.
4.4 Limites des méthodes existantes pour le suivi dans un envi-
ronnement avec occlusions
Nous présentons dans cette section l’expérience que nous avons réalisé pour montrer les
limites des approches par filtrage particulaire pour suivre le mouvement d’une personne dans un
environnement avec occlusions.
Sur la figure 4.6, à t = 0, une personne est initialement visible entièrement (figure 4.6(a)), sa
silhouette est parfaitement extraite (figure 4.6(b), et le résultat du suivi par l’algorithme PS est
affiché sur la figure 4.6(c). A t = 2 sec, la personne est dans une zone occultée (figure 4.6(d)),
seule la partie haute de sa silhouette est observable (figure 4.6(e)). Une mauvaise posture est
obtenue par l’algorithme PS comme le montre la figure 4.6(f). En effet, lorsque les jambes ne sont
pas visibles, la silhouette observée (figure 4.6(e)) occupe une petite zone de l’image à cause des
occlusions. Par conséquent, l’algorithme par sa nature génère des configurations dont la surface
est réduite, ainsi il va essayer de plier les jambes sur le torse, déplacer le modèle loin de la
caméra, tourner le torse dans l’axe de la caméra. Le résultat obtenu est celui montré sur la figure
4.6(f). L’impact des occlusions n’est pas juste limité à l’instant où elles se produisent, mais le
suivi est également affecté après les moments d’occlusions car l’algorithme continue de générer
des configurations non pertinentes. Sur la figure 4.6(g), malgré le fait que la personne soit sortie
de la zone occultée et que sa silhouette devienne entièrement visible (figure 4.6(h)), l’algorithme
de suivi est dans l’échec. Cette expérience a été répétée pour l’algorithme APF et nous avons
obtenue le même résultat d’échec. Le résultat obtenu par cette expérience peut être généralisé
pour tous les algorithmes minimisant une fonction de distance.
D’après ces différents résultats, nous pouvons voir que les occlusions posent un vrai problème
pour le suivi du mouvement et sont inévitables dans notre cas, car nous souhaitons suivre le
mouvement d’une personne dans un environnement du quotidien qui est souvent encombré.
4.5 Algorithme de suivi du mouvement humain dans un environ-
nement avec occlusions
L’algorithme que nous souhaitons développer doit pallier le problème causé par les occlusions
que nous avons décrit dans la section précédente. Pour trouver une solution à ce problème, il
faut étudier et comprendre son origine. Pour cela, reprenons la figure 4.6(d) où la personne est
derrière un meuble et seule la partie supérieure de la silhouette de profondeur est observable
(figure 4.6(e)). En effet, les jambes invisibles sont à l’origine du problème, et l’algorithme essaie
de les positionner malgré leur absence, en produisant des configurations non pertinentes amenant
au final l’algorithme à un échec complet. Une solution intuitive est d’identifier et de retirer les
parties du corps non visibles du processus de l’estimation du mouvement. En d’autres termes,
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(a) t = 0 : La personne visible en-
tièrement
(b) t = 0 sec : La silhouette visible
entièrement
(c) t = 0 sec : Résultat du suivi par
l’algorithme PS
(d) t+2 sec : La personne dans une
zone occultée
(e) t+2 sec : La silhouette partiel-
lement observable
(f) t+2 sec : Résultat du suivi par
l’algorithme PS
(g) t+3.2 sec : La personne visible
à nouveau entièrement
(h) t+3.2 sec : La silhouette à nou-
veau visible entièrement
(i) t+3.2 sec : Résultat de suivi par
l’algorithme PS
Figure 4.6 – Exemple montrant l’incapacité des algorithmes de filtrage particulaire à suivre le
mouvement d’une personne dont la silhouette est partiellement observable.
si nous sommes capables à chaque instant d’identifier les parties du corps non visibles par la
caméra, nous pouvons ainsi les retirer du processus de l’estimation du mouvement. De cette
façon, l’algorithme continue à générer des configurations uniquement pour les parties visibles du
corps et, réglant ainsi, le problème causé par les occlusions.
Pour mettre en place la solution décrite ci-dessus, nous avons besoin :
— d’une méthode d’estimation du mouvement de la personne qui soit capable d’ajouter ou
de retirer des parties du corps suivant leurs états de visibilité et,
— d’un algorithme pour déterminer à chaque instant si une partie du corps est visible ou
non.
Pour l’algorithme d’estimation du mouvement, nous avons choisi de reprendre la méthode facto-
risée (PS) et de la modifier pour qu’elle soit capable d’ajouter ou de retirer des parties du corps
suivant leurs états de visibilité. Le choix de la méthode PS est judicieux puisque nous souhaitons
traiter séparément chaque partie du corps pour savoir si elles sont visibles ou non et l’approche
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PS permet d’avoir une représentation factorisée de l’espace d’état en sous-espaces.
Dans la suite nous décrivons la modification apportée à l’algorithme PS, et ensuite nous
décrivons la méthode que nous avons développé pour identifier si une partie du corps est visible
ou non.
Reprenons l’algorithme PS qui suppose que les espaces d’état X et d’observation Y peuvent
être factorisés en un ensemble deK sous-espaces tel que :X = X1×· · ·×XK et Y = Y 1×· · ·×Y K .
Dans notre cas, les K sous-espaces représentent les différentes parties du corps qui sont reliées
suivant l’arbre cinématique de la figure 4.2.
Soit Xt le vecteur d’état à l’instant t qui représente une configuration du modèle 3D tel que :
Xt = (X
1
t , · · ·XKt ) obtenue en variant les angles d’Euler des différentes parties du corps. Ces
angles représentent les différents degrés de liberté de chaque partie du corps (voir figure 4.2). Soit
{x(i)t , w
(i)
t }i:1···N l’ensemble de N particules utilisé pour approximer la densité a posteriori p(xt |
y1:t). Chaque particule x
(i)
t représente une hypothèse sur le vecteur d’état et forme un vecteur




. La meilleure solution qui correspond à l’estimation de la
configuration optimale retournée par PS noté χt est égale à la somme des particules pondérées









avec χt est un vecteur composé de K sous configurations (χ1t , · · ·χKt ).
PS repose sur deux hypothèses, la première suppose que la dynamique du système peut être
décomposée de la façon suivante :
p(xt | xt−1) = fKt ◦ fK−1t ◦ · · · f
j
t ◦ · · · ◦ f1t (xt−1),
avec f jt modifie uniquement le sous-espace Xj et elle est égale à :







Pour le problème de suivi du mouvement humain, les sous-espaces représentent les différentes
parties du corps. L’ordre dans laquelle ces sous-espaces sont explorés est arbitraire, et il est défini
au moment de la conception du filtre. Dans notre cas, l’exploration est faite suivant l’ordre topo-
logique indiqué sur la figure 4.2. La deuxième hypothèse suppose que la fonction d’observation
se factorise sous forme d’un produit des fonctions d’observations des différents sous-espaces :
p(yt | xt) =
K∏
j=1




t , · · · ,x1t ),
Ainsi la densité a posteriori est construite au fur et à mesure en appliquant un filtre particulaire
classique, d’une façon séquentielle, sur chaque sous-espace comme l’indique le diagramme de
condensation de la figure 4.7, avec le symbole ∗ représentant l’étape de propagation des particules
par la fonction de proposition f jt qui représente la dynamique du système qui modifie uniquement
le sous-espace Xj . Le symbole × correspond à l’étape de correction qui consiste à affecter un
poids à chaque particule suivant la fonction d’observation pjt et le dernier symbole ∼ représente
l’étape de ré-échantillonnage. Ce diagramme prend en entrée un ensemble de particules estimant
p(xt−1 | y1:t−1), propage les particules par la fonction f1t appliquée sur le sous-espace X1, ensuite
il les corrige en utilisant la fonction d’observation p1t appliquée sur le sous-espace X1 et puis il
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Figure 4.7 – Diagramme de condensation de l’algorithme PS prenant en entrée un ensemble de
particules qui estiment p(xt−1 | y1:t−1), il propage les particules par la fonction de proposition
f1t appliquée sur le sous espace X1, ensuite il les corrige en utilisant la fonction p1t et puis il
les ré-échantillonne. Le processus est ensuite répété pour les K sous-espaces et l’ensemble de
particules obtenu au final estime la densité a posteriori.
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les ré-échantillonne. Ce processus est répété pour les K sous-espaces et l’ensemble des particules
obtenu au final estime la densité a posteriori.
Pour illustrer le fonctionnement de l’algorithme PS, prenons l’exemple de la figure 4.8 (page
68). Dans cet exemple, l’espace d’état X est décomposé en K = 3 sous-espaces tel que :
X = Xtorse ×Xbras gauche ×Xbras droit.






t ◦ f torset ,
avec :





















De cette manière, la dynamique du système résulte de la composition des dynamiques associées
à chaque sous-espace selon un ordre prédéfini qui constitue une stratégie d’exploration. Cette
décomposition signifie que la dynamique des différentes parties du corps est traitée d’une façon
séquentielle. Ceci permet de réduire considérablement le nombre de particules, puisque l’éva-
luation des hypothèses sur la position du torse permet de réduire l’espace de recherche sur les






t−1 }Ni=1 représente l’ensemble des particules
estimant la densité a priori p(xt−1 | y1:t−1). Chaque ligne de la figure 4.8 représente un filtre
particulaire classique appliqué sur un sous-espace de X. L’algorithme commence par le torse,
ensuite le bras gauche et termine avec le bras droit. Ainsi, la première étape de l’algorithme
PS (la première ligne de la figure 4.8) consiste à propager les particules par la fonction f torset
appliquée sur le sous-espace Xtorse de la façon suivante :
x
(i),torse
t ∼ p(xtorset | x
(i),torse
t−1 ).
En pratique, cette propagation consiste à faire évoluer les particules dans le sous-espace du torse
uniquement. Cette évolution utilise un déplacement aléatoire qui se traduit par l’ajout d’un bruit
gaussien sur les différents angles d’Euler représentant les degrés de liberté du torse. Ensuite, les
particules sont corrigées en utilisant la fonction d’observation du sous-espace Xtorse. Cette étape
revient à calculer un poids w(i)t pour chaque particule de la façon suivante :
w
(i)
t ∝ pt(yt | x
(i),torse
t ).
Une étape de ré-échantillonnage est appliquée et un nouvel ensemble de particules de même poids









La deuxième étape de l’algorithme (la deuxième ligne de la figure 4.8) propage les particules par
la fonction fbras gauchet appliquée sur le sous-espace Xbras gauche en partant de la position du torse
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L’étape de correction est faite de la façon suivante (toujours en partant de la position du torse
retrouvée à l’étape précédente) :
w
(i)














La dernière étape de l’algorithme propage, corrige et ré-échantillonne les particules sur le sous-
espace Xbras droit, avec l’étape de propagation définie comme suit :
x
(i),bras droit







Et l’étape de correction :
w
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estime la densité a posteriori p(xt | y1:t). De cette façon, PS construit p(xt | y1:t) en appliquant
une stratégie d’exploration qui consiste à explorer les différents sous-espaces de X l’un après
l’autre suivant un ordre topologique défini au moment de la conception du filtre.
Dans l’algorithme PS, la stratégie d’exploration détermine l’ordre dans lequel les particules
explorent l’espace d’état, et dépend de la manière dont l’espace est factorisé. Quelques exemples
de stratégies d’exploration ont été illustrés sur la figure 2.4. Un algorithme PS typique possède
une seule stratégie d’exploration définie au moment de la conception du filtre et l’algorithme
n’est pas capable de modifier cette stratégie pendant l’exécution. Nous souhaitons développer un
algorithme capable de modifier d’une façon automatique sa stratégie d’exploration en retirant ou
en ajoutant des sous-espaces selon qu’ils soient visibles ou non. Par exemple, reprenons le cas de
la figure 4.6, lorsque la silhouette de la personne est visible entièrement, l’algorithme doit générer
la stratégie de la figure 4.9(a) qui commence par le torse, ensuite la cuisse droite, cuisse gauche,
jambe droite, jambe gauche, etc (le numéro indiqué sur chaque partie du corps indique son ordre
dans l’exploration). Dans le cas où les jambes et les cuisses ne sont pas visibles, l’algorithme
doit générer automatiquement une nouvelle stratégie en retirant de l’exploration les sous-espaces
correspondants aux parties du corps invisibles pour obtenir une nouvelle stratégie comme montré
sur la figure 4.9(b). Nous décrivons dans la suite la modification que nous avons apportée à PS
pour lui permettre d’adapter et de changer d’une façon automatique sa stratégie d’exploration.
4.5.1 Nouveau diagramme de condensation
Le choix d’inclure ou non un sous-espace Xj à l’instant t dans la stratégie d’exploration
dépend de la visibilité ou non de la meilleure sous configuration χjt−1 trouvée par l’algorithme
à l’instant t − 1 (voir équation 4.3). Supposons alors que nous disposons d’une fonction ū qui




1 Si χjt est visible,
0 Si χjt n’est pas visible,
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(a) (b)
Figure 4.9 – Changement de la stratégie d’exploration. a) Lorsque toutes les parties du corps
sont visibles, une stratégie possible consiste à explorer tous les sous-espaces dans l’ordre défini par
le numéro affiché sur chaque partie du corps. b) Lorsque les jambes et les cuisses sont invisibles,
une nouvelle stratégie d’exploration est générée consistant à retirer les parties basses du corps
de l’exploration.
avec 1 ≤ j ≤ K.
Nous définissons l’ensemble Qt des sous-espaces tel que :
Qt = {Xj/ū(χjt−1) = 1}
j:1···K ,
avec Card(Qt) = P ≤ K. Qt contient les sous-espaces dont la sous configuration de chacun de
ses sous-espace est visible. Ainsi, une première version de l’algorithme consiste à construire Qt
comme un nouvel espace à explorer par l’ensemble des particules à chaque instant t en utilisant
la connaissance a priori sur l’état du système représenté par χt−1. La figure 4.10.b montre le
nouveau diagramme de condensation proposé avec l’introduction de la fonction ū.
Avec le diagramme actuel, χt ne contient que les sous configurations des parties visibles du
corps. Pour pouvoir tester si les parties identifiées comme invisibles sont à nouveau visibles ou
non, il faut mémoriser leurs dernières configurations lorsqu’elles étaient visibles. En effet, prenons
l’exemple suivant : Supposons qu’une partie du corps Xj ait été identifiée comme invisible à l’ins-
tant t grâce à fonction ū appliquée sur sa configuration χjt−1. Ainsi χt renvoyée par l’algorithme
à t ne contient que les configurations des parties du corps visibles. A t + 1, il est impossible
de tester la visibilité de la partie du corps Xj à nouveau puisque sa configuration χjt−1 n’a pas
été mémorisée. Il faut donc introduire une mémoire dans ce nouveau diagramme pour garder
la trace des parties invisibles du corps et continuer à tester leur visibilité dans les prochains
instants. Pour introduire cette mémoire dans notre algorithme, nous définissons l’ensemble Rt





avec Card(Rt) = K − P . Nous complétons ainsi χt par les sous configurations de Rt tel que :
χt = χt∪Rt. Le nouveau diagramme avec mémoire est présenté sur la figure 4.11. Avec ce nouveau
diagramme, les configurations des parties invisibles du corps sont propagées dans le temps ce qui
permet à chaque instant de tester si elles sont visibles à nouveau ou pas.
4.5.2 Prise en compte de l’état de visibilité du parent d’une partie du corps
Une autre modification à apporter à PS consiste à prendre en compte l’état de visibilité du
parent de chaque partie du corps pour éviter le problème que nous décrivons ici. Soit le scénario
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p(xt−1 | y1:t−1)
X = {X1, · · ·XK}





Diagramme de condensation PS χtp(xt | y1:t)
(b)
Figure 4.10 – Comparaison du diagramme de condensation classqiue de PS (a) et le nouveau
diagramme proposé (b) : a) Diagramme de condensation classique de PS avec un espace d’état X
qui ne change pas. b) Nouveau diagramme de condensation avec l’introduction de la fonction ū
permettant ainsi à chaque instant de générer automatiquement un nouvel espace Qt en retirant
ou rajoutant des sous-espaces de X suivant leurs états de visibilité.
de la figure 4.12, où la personne sort d’une situation d’occlusion et seule sa jambe droite est
visible alors que son parent, la cuisse droite, est toujours invisible. Lorsque la jambe est devenue
visible, l’algorithme produit une nouvelle stratégie d’exploration en ajoutant la jambe droite
dans l’espace à explorer et ainsi génère des hypothèses sur la position de cette jambe en utilisant
la configuration mémorisée de la cuisse droite comme point de départ. A cause des contraintes
mécaniques entre les différentes parties du corps, il est impossible à l’algorithme de placer la
jambe droite correctement puisque la configuration mémorisée de la cuisse droite ne le permet
pas. Une solution simple à ce problème consiste à retirer une partie du corps de Qt si son parent
dans l’arbre cinématique n’est pas visible. Ainsi dans l’exemple ci-dessus, la jambe droite ne
sera pas ajoutée dans l’espace à explorer puisque son parent n’est pas encore visible. Pour que
l’algorithme puisse prendre en compte cette situation, nous définissons la fonction P̄ a qui prend
en paramètre χjt−1 et renvoie son parent dans l’arbre cinématique :
P̄ a(χjt ) = χ
p
t ,
avec 1 ≤ p ≤ K. Nous définissons aussi une nouvelle fonction h̄ permettant de prendre en compte
la visibilité d’une partie du corps et de son parent dans l’arbre cinématique :
h̄(χjt ) = min(ū(χ
j
t ), ū(P̄ a(χ
j
t ))).
Cette fonction renvoie 0 si au moins χjt ou son parent P̄ a(χ
j
t ) est invisible.
Nous définissons à nouveau l’ensemble Qt égale à :
Qt = {Xj/h̄(χjt−1) = 1}
j:1···K ,
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Diagramme de condensation PS p(xt | y1:t) χt ∪Rt
Figure 4.11 – Nouveau diagramme de condensation avec mémoire.





De cette façon, même si une partie du corps est visible elle ne sera pas incluse dans Qt tant que
son parent ne l’est pas.
4.5.3 Identification de l’état de visibilité des parties du corps
Dans la suite nous décrivons la méthode que nous avons développée pour la détection de
l’état de visibilité des différentes parties du corps. Cette méthode représente la fonction ū que
nous avons introduite dans la section précédente. L’idée de la méthode est d’utiliser la meilleure
configuration χt retrouvée à l’instant t pour prédire à l’instant t+1 les parties du corps invisibles.
Rappelons le fonctionnement du système : lorsqu’une image de profondeur est reçue à l’instant
t, la grille d’occupation est mis à jour avec le HMM qui identifie si chaque cellule de la grille est
occupée par un objet fixe de la scène, mobile ou non occupée. Ensuite un algorithme d’étiquetage
est appliqué sur les cellules mobiles pour les rassembler en étiquettes distinctes. Les cellules de
chaque étiquette sont ensuite projetées sur l’image de profondeur pour extraire la silhouette de
profondeur de la personne qui sera utilisée pour construire la fonction de vraisemblance pour
l’algorithme de filtrage particulaire. Finalement, l’algorithme de filtrage renvoie la meilleure
configuration retrouvée χt du modèle 3D.
Le principe de la méthode pour identifier si une partie du corps est visible ou non est le
suivant : A l’instant t+ 1, lorsqu’une nouvelle image est reçue, la grille d’occupation est mise à
jour, ainsi que les positions des étiquettes. A ce stade, nous avons un nouvel ensemble d’étiquettes
qui correspond à la nouvelle position 3D des personnes dans la scène. La position 3D de χt trouvée
à l’instant t est déplacée vers le centre de masse de son étiquette correspondante. Ensuite, les
cylindres constituant la meilleure configuration retrouvée χt sont approximés par un ensemble de
sphères 3D comme le montre la figure 4.13. Les sphères associées à chaque cylindre sont projetées
dans la grille d’occupation pour déterminer si chaque sphère se situe dans une cellule visible ou
non. Si la moitié des sphères se projettent dans des cellules invisibles, la partie du corps est
considérée invisible.
Dans la suite, nous décrivons d’abord l’algorithme développé pour identifier si une cellule de
la grille est visible. Ensuite nous présentons l’algorithme pour approximer chaque cylindre par
un ensemble de sphères. Finalement la méthode pour identifier si une partie du corps est visible
ou non sera présentée.
Visibilité de chaque cellule de la grille d’occupation Soit ci le centre d’une cellule de la
grille d’occupation de coordonnées (Xi, Yi, Zi) avec i : 1 · · ·M où M est le nombre des cellules
dans la grille. Pour déterminer si la cellule est visible ou non, son centre est projeté dans l’image
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Intervalle de valeurs admissibles pour la 
jambe droite
Dernière configuration 
mémorisée de la cuisse 
droite 
La vrai position de la jambe
Hypothèses
Figure 4.12 – Un exemple d’une personne en-train de sortir d’une situation d’occlusion où seule
la jambe droite est visible alors que son parent qui est la cuisse droite est toujours invisible. L’al-
gorithme est incapable de trouver correctement la position de la jambe droite (en vert) puisque
la dernière configuration sauvegardée de la cuisse droite ne le permet pas puisque l’intervalle des
valeurs admissibles de la jambe dépend de la position de la cuisse. Dans ce cas, il est inutile de
chercher la position de la jambe si son parent (la cuisse) est encore invisible.
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Figure 4.13 – L’approximation des cylindres par un ensemble de sphères.









Ensuite, la distance εi = IR(ui, vi)−Zi est calculée, avec IR(ui, vi) est la profondeur du pixel
ui, vi qui correspond à la projection du centre d’une cellule dans l’image de profondeur reçue de
la caméra. Si εi est inférieur à un certain seuil, la cellule est considérée invisible. En pratique,
nous n’avons pas besoin de parcourir à nouveau toute la grille, puisqu’au moment de la mise à
jour de la grille par le HMM, nous pouvons déterminer l’état de visibilité de chaque cellule.
Approximation d’un cylindre par un ensemble de sphères Les étapes pour approximer
chaque cylindre par un ensemble de sphères sont décrites dans l’algorithme 6. En effet, Soit h
et r la longueur et le rayon d’un cylindre. Le nombre des sphères pour approximer le cylindre
est proportionnel à la hauteur du cylindre et il est calculé comme indiqué dans la ligne 2 de
l’algorithme 6 et le pas d’échantillonnage est égal à l’inverse du nombre des sphères (ligne 4).
Pour le cas particulier du torse, pour ne pas obtenir de grosses sphères, le cylindre du torse est
d’abord échantillonné en un sous-ensemble de cylindres proportionnels au diamètre du cylindre
d’origine. Ensuite, pour chaque sous cylindre l’algorithme 6 est appliqué.
Finalement, les sphères obtenues pour chaque cylindre d’une configuration χjt sont transfor-
mées par la matrice décrivant la position et l’orientation dans l’espace de cette configuration.
Visibilité d’une partie du corps Maintenant que chaque cylindre est approximé par un
ensemble de sphères. Pour identifier si une partie du corps est visible ou non, chaque sphère est
projetée dans la grille d’occupation pour voir si elle se situe dans une cellule visible ou non. Si
la moitié des sphères se projettent dans des cellules invisibles, la partie du corps est considérée
invisible. Pour savoir dans quelle cellule une sphère se situe, nous avons utilisé une technique
simple et rapide qui consiste à diviser les coordonnées du centre de la sphère par la résolution
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de la grille et ensuite de prendre la partie entière résultante de la division comme index pour
trouver la cellule la plus proche correspondante.
Algorithm 6: Approximation d’un cylindre par un ensemble de sphères
Entrée: Longueur d’un cylindre (h) et son rayon (r)
Sortie : Ensemble de sphères
1 /* nombre des sphères*/
2 nombreDeSphères = 0.5× hr
3 /* pas d’échantillonnage*/
4 pas = 1nombreDePas
5 /* génération des sphères*/
6 for i = 0 to nombreDePas do
7 alpha = i * pas
8 Sphères[i].centre = Vecteur3D(PointBas.x, PointBas.y + alpha * h, PointBas.z )
9 Sphères[i].rayon = r
4.5.4 Recuit-simulé
La fonction de distance possède des minima locaux comme nous l’avons démontré dans la
section 4.2. Pour aider les particules à les éviter, la méthode de recuit-simulé (APF) décrite dans
la section 2.5.1 permet aux particules de se diriger graduellement vers le maximum global de
la fonction de vraisemblance en évitant les maxima locaux. Cette méthode lisse sur plusieurs
niveaux (ou couches) la fonction de vraisemblance originale et modifie l’étape de propagation du
filtrage particulaire classique. Pour combiner le recuit simulé avec notre approche, reprenons la
fonction de vraisemblance p(yt | xt) de l’équation 4.2 que nous la notons par la suite w :
w = p(yt | xt) = exp (−σ).
Soit M le nombre de couches de recuit-simulé. L’algorithme commence de la couche M jusqu’à
atteindre la première couche. Pour un niveau m (avec 1 ≤ m ≤M), la fonction de vraisemblance
est lissée à l’aide d’un facteur βm. Ainsi à chaque niveaum, la nouvelle fonction de vraisemblance
est égale à :
w(m) = wβm = exp (−βm · σ),
avec 1 = β0 > β1 > · · · > βm. Ensuite, l’ensemble desN particules S(t)(m) = {xt(i),(m), wt(i),(m)}
i:1..N
,
à l’instant t est itérativement ré-échantillonné et propagéM fois pour chaque partie du corps Xj




Avec B(j),(m) une loi normale multidimensionnelle avec une variance P jm et une moyenne de zéro.
P jm pour chaque couche est obtenue de la façon suivante :




avec P j0 la variance pour chaque articulation qui est une constante bio-mécanique liée à la vitesse
de déplacement de l’articulation. Avoir une variance P jm qui se décroit d’une couche à l’autre
permet aux particules dans les premières couches de ne pas se focaliser sur les caractéristiques
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locales de la fonction de vraisemblance. Par exemple, pour le premier niveau m = M , nous avons
P jm = P
j
0 , les particules ainsi possèdent le plus grand intervalle de diffusion et au fur et à mesure
que m décroit, P jm décroit aussi (n’oublions pas qu’en même temps w(m) devient moins lissée),
et par conséquent, l’intervalle de diffusion sera de plus en plus réduit, laissant aux particules la
possibilité de se focaliser sur les caractéristiques locales dans les dernières couches (un schéma
illustratif est présent sur la figure 2.2).
4.5.5 Ré-échantillonnage
Il nous reste à définir la fonction utilisée pour le ré-échantillonnage. Rappelons que le ré-
échantillonnage dans un filtre particulaire assure la convergence du filtre en régularisant les poids
des particules à chaque itération. Comme nous l’avons décrit dans la section 2.4, le phénomène
de dégénérescence des poids des particules au cours du temps est inévitable dans le filtrage
particulaire. En effet, après un certain temps, très peu de particules possèdent des poids élevés
et contribuent à l’approximation de la densité a posteriori alors que les autres auront des poids
très faibles, ainsi la capacité d’exploration du filtre est perdue. Le ré-échantillonnage a pour
but d’éviter ce phénomène de dégénérescence. L’objectif de l’échantillonnage est de générer un
nouveau système de N particules non pondérées à partir du même ensemble de N de particules
pondérées en dupliquant celles qui ont un poids élevé. Nous utilisons, dans notre méthode, le
ré-échantillonnage multinomial décrit dans l’annexe A.
L’algorithme 7 fait une synthèse de l’ensemble du processus : à chaque instant t, l’algorithme
reçoit un ensemble des particules St−1 = {x(i)t−1, w
(i)
t−1}i:1···N , la meilleure configuration χt−1 ob-
tenue à t − 1, un espace d’état X et une observation yt. La première étape de l’algorithme
consiste à identifier si chaque configuration χjt−1 est visible ou non en utilisant la fonction h̄ dont
l’implémentation a été décrite dans la section 4.5.3. Les ensembles Qt, contenant les parties du
corps visibles, et Rt, contenant les configurations des parties du corps invisibles sont construits.
Ensuite l’algorithme parcourt chaque partie du corps visible dans Qt et applique une recherche
multi-couches pour trouver la meilleure configuration χjt . A la fin, l’ensemble des configurations
des parties du corps invisibles sont fusionnées dans χt.
4.6 Conclusion
Dans ce chapitre, nous avons proposé une nouvelle méthode pour suivre le mouvement d’une
personne dans un environnement encombré avec occlusions. D’abord, nous avons décrit le pro-
blème causé par les occlusions présentes dans la scène qui rend le suivi difficile puisque la sil-
houette est partiellement observable. Nous avons ensuite montré que les approches classiques par
filtrage particulaire sont incapables de suivre le mouvement dans ces situations. C’est pour cela
qu’il est nécessaire de les adapter pour les rendre robustes aux occlusions. Nous avons ainsi pro-
posé une nouvelle méthode de suivi de mouvement qui modifie l’algorithme de filtre particulaire
factorisé (PS) pour le rendre robuste aux occlusions. Cette modification permet de produire à
chaque instant une nouvelle stratégie d’exploration en retirant ou rajoutant des parties du corps
suivant leur état de visibilité. Nous avons aussi développé une nouvelle méthode qui utilise les
connaissances a priori du système pour identifier si chaque partie du corps est visible ou non
à l’instant t. Cette méthode consiste à approximer les cylindres des différentes parties du corps
par un ensemble de sphères et ensuite de projeter chaque sphère dans la grille d’occupation pour
tester si elle se situe dans une cellule visible ou non. Finalement, nous avons vu que notre fonction
de vraisemblance est multi-modale suite à une expérience que nous avons réalisée. C’est pour
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t−1}i:1···N , χt−1, X, yt
sortie : {x(i)t , w
(i)
t }i:1···N
1 /* identifier quelle partie du corps est visible en utilisant la fonction h̄ que nous avons
développé dans la section 4.5.3*/
2 pour χjt−1 ∈ χt−1 faire
3 si h̄(χjt−1) = 1 alors
4 Qt = Qt ∪Xj
5 sinon
6 Rt = Rt ∪ χjt−1
7 /* pour chaque partie du corps visible*/
8 pour Xj ∈ Qt faire
9 /** initialisation pour la première couche M*/
10 pour i : 1 · · ·N faire
11 - Propagation xt(i),(j),(M) = xt(i),(j),(0) +B(j),(M)





13 /* appliquer une recherche multi-couche */
14 pour m : M · · · 1 faire
15 - Calculer P jm = P j0 · 0.5(M−m)





17 pour i : 1 · · ·N faire





19 - Ré-échantillonnage :




20 pour i : 1 · · ·N faire
21 - Propagation xt(i),(j),(m−1) = xt(i),(j),(m) +B(j),(m)











24 - Mettre à jour la meilleure configuration globale χt ← χjt
25 - Mémoriser les dernières configurations des parties du corps cachées :
26 χt = χt ∪Rt
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cela que nous avons introduit dans notre approche finale la technique de recuit-simulé connue
pour être robuste aux maxima locaux .
Dans le chapitre suivant, nous allons dans un premier temps évaluer les performances de notre
approche d’une façon quantitative et qualitative sur un ensemble de données d’un Benchmark
que nous avons développé et mis en ligne sur le lien suivant [motion capture dataset, 2015]. Ce
Benchmark est composé de plusieurs séquences d’une personne se déplaçant dans une scène avec
des occlusions. Dans un deuxième temps nous évaluons la méthode d’extraction de la silhouette
décrite dans le chapitre 3.
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Dans ce chapitre, nous présentons le benchmark que nous avons construit et mis en ligne
sur le lien suivant [motion capture dataset, 2015]. Ce benchmark est composé d’un ensemble de
séquences vidéo enregistrées avec une caméra RGB-D filmant une personne se déplaçant dans
une scène avec occlusions. La vérité terrain est obtenue en utilisant un système de capture de
mouvement à l’aide de marqueurs. Dans le but d’évaluer de combien notre méthode améliore le
suivi dans un environnement avec occlusions, nous comparons notre approche à PS et APF en
utilisant ce benchmark, et nous montrons que notre méthode possède des meilleures performances
que ces deux méthodes et produit un suivi stable et robuste contre les occlusions. Nous montrons
aussi la capacité de notre méthode à identifier et à retirer les parties invisibles du corps du
processus d’estimation du mouvement.
Dans la section 5.3 de ce chapitre, nous évaluons la méthode d’extraction de la silhouette,
développée dans le chapitre 3, qui utilise une grille d’occupation couplée à un HMM pour la
classification des cellules de la grille. Nous utilisons d’abord un simulateur 3D pour montrer la
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capacité du HMM à classifier correctement les cellules. Nous étudions ensuite l’influence de la
résolution de la grille d’occupation sur la qualité de la silhouette extraite. L’objectif de cette étude
et de montrer que la méthode développée permet de reconstruire la silhouette de la personne à la
résolution native du capteur tout en travaillant avec une faible résolution de la grille. Finalement,
nous montrons la capacité de la méthode à apprendre en continu le fond dynamique de la scène.
A la fin de ce chapitre, nous discutons de la vitesse d’exécution du système complet (extraction
de la silhouette et suivi du mouvement).
5.1 Construction d’une base de données de capture de mouve-
ment avec vérité terrain
Dans le but d’évaluer les performances de notre approche dans des conditions réelles, il
nous faut une base de données avec vérité terrain d’une personne se déplaçant dans une scène
dynamique avec des obstacles. Après avoir effectué une recherche sur les bases existantes, nous
n’avons pas trouvé de base qui réponde à nos besoins. En effet, toutes les bases que nous avons
trouvées ont été réalisées dans des scènes sans occlusions. C’est principalement pour cette raison
que nous avons décidé de construire notre propre base de référence en utilisant le système Qualisys
de capture de mouvement présent dans l’appartement expérimental au LORIA, lequel il est
composé de 8 caméras infra-rouge. L’emplacement de ces caméras et de la caméra Kinect sont
indiquées sur la figure 5.1.
5.1.1 Principe de fonctionnement du système Qualisys
Avant de présenter les étapes de construction de la base, nous décrivons brièvement le fonc-
tionnement du système Qualisys basé sur des marqueurs lumino-réfléchissants. D’abord, des
petites boules réfléchissantes sont fixées sur l’objet dont nous souhaitons suivre le mouvement
en 3D (dans notre cas, ce sera sur les différentes articulations de la personne). Chaque caméra
infra-rouge émet un signal qui est réfléchi par ces boules vers le récepteur de chaque caméra. En-
suite, par des techniques de vision, la localisation 3D des boules réfléchissantes est déterminée.
C’est dans ce but que le système a besoin de plusieurs caméras. Le système Qualisys fonctionne
à 300 images par seconde et avec une précision de l’ordre du millimètre, ce qui va nous permettre
d’obtenir avec une haute précision la position 3D des articulations de la personne dont on va se
servir comme vérité terrain pour évaluer notre approche.
5.1.2 Calibration de la Kinect par rapport au système Qualisys
La procédure de calibration de la caméra Kinect par rapport au système Qualisys pour obtenir
un système de coordonnées global est la suivante : Nous avons fixé 4 boules réfléchissantes sur les
coins d’une boîte de dimension 20 × 30 cm. Le système Qualisys renvoie les coordonnées de ces
marqueurs dans son repère. Pour trouver les coordonnées de ces points dans le repère caméra,
nous avons développé une interface graphique pour sélectionner manuellement ces 4 points dans
l’image de profondeur et reconstruire les points 3D correspondants dans le repère caméra en
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Figure 5.1 – L’emplacement des 8 caméras du système Qualisys et de la caméra Kinect dans
l’appartement expérimental au LORIA.










avec (u, v) les coordonnées du pixel dans le plan image ; fx, fy, cx, cy les paramètres intrinsèques
de la caméra obtenues par une procédure de calibration et d la profondeur du pixel obtenue à
partir de l’image de profondeur. La boîte est positionnée à plusieurs endroits différents dans la
scène et à chaque fois nous sauvegardons les coordonnées des points 3D dans les deux repères. La
transformation (rotation et translation) qui permet de passer d’un repère à l’autre est obtenue
en minimisant la fonction quadratique suivante :
E(R, T ) =
n∑
i=1
‖R× pi + T −mi‖2,
avec R et T la rotation et la translation entre les deux repères, n le nombre de points 3D
appariés. pi et mi les coordonnées d’un point 3D dans le repère caméra et du système Qualisys
respectivement. Nous avons utilisé la fonction estimateAffine3D de la bibliothèque de OpenCV
pour trouver R et T .
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Après avoir calibré et synchronisé la caméra Kinect avec le système Qualisys, nous avons
enregistré 12 séquences vidéo de 30 secondes chacune, d’une personne se déplaçant devant une
caméra dans différentes scènes meublées contenant des endroits occultés. La vitesse d’acquisition
de la Kinect 1 est 30 Hz. La figure 5.2 montre quelques captures d’écrans de la base construite.
Cette base est mise à disposition pour la communauté sur le lien suivant [motion capture dataset,
2015]. Un code source en C++ est également disponible à cette même adresse permettant de
rejouer les séquences de la base avec la position des marqueurs projetés sur les images. Ce
programme a pour but de faciliter le travail des personnes ou chercheurs souhaitant utiliser
notre base de données pour évaluer et comparer leurs approches. La figure 5.3 montre la sortie
du programme C++ fourni avec la base. Notons que nous avons été contacté par des collègues
qui travaillent sur la capture du mouvement et qui sont intéressés par notre base.
Figure 5.2 – Quelques captures d’écran du Benchmark que nous avons construit.
5.2 Comparaison avec les algorithmes APF et PS
Nous avons comparé notre méthode avec l’approche par recuit-simulé décrite dans la section
2.5.1 qui sera notée dans la suite APF, et avec l’approche factorisée décrite dans la section 2.5.2
qui sera notée par PS dans la suite. L’objectif de cette comparaison est de valider que notre
approche améliore les performances de suivi dans des scènes en présence des occlusions.
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Figure 5.3 – Capture d’écran du programme fourni avec la base de données de capture de
mouvement permettant d’afficher les marqueurs (cercles en vert) sur les images.
5.2.1 Choix des paramètres
Pour la grille d’occupation, nous avons choisi une grille de taille 5 × 5 × 2.5 mètres (2.5m
étant sur l’axe vertical) et de résolution de 5 cm. Pour le HMM, nous avons fixé les probabilités
de la matrice de transition comme suit (voir section 3.3) :
α = 0.01, β = 0.1, γ = 0.4, ψ = e−38.
Les trois méthodes utilisent la silhouette de profondeur renvoyée par la méthode d’extraction
de la silhouette que nous avons développée (voir chapitre 3). Pour le choix du nombre des
particules pour chaque méthode, ce choix est fait d’une façon précise sur une séquence de la
base ne contenant pas d’obstacles (séquence 12). En effet, nous avons lancé plusieurs fois chaque
méthode sur cette séquence avec des paramètres différents. Et finalement pour chacune des
méthodes, nous avons retenu le nombre le plus petit de particules ainsi que de couches dans
le recuit-simulé qui mènent à une faible erreur moyenne. De cette manière, pour notre filtre
particulaire, qui utilise une approche combinée entre APF et PS, 200 particules avec 5 niveaux
de recuit-simulé sont utilisées. Pour la méthode APF, nous avons utilisé 200 particules avec 10
niveaux de recuit-simulé. La méthode PS est testé avec 2000 particules.
5.2.2 Initialisation
Pour l’initialisation des filtres particulaires à t = 0, la position 3D du centre de la personne,
renvoyée par l’algorithme d’étiquetage (voir chapitre 3), est utilisée comme point de départ. A
l’initialisation, nous fixons la configuration de départ du modèle 3D à celle d’une personne en
face de la caméra. Par conséquent, la personne doit se positionner d’une manière similaire à celle
du modèle 3D, pour permettre aux algorithmes (PS, APF et le notre) de démarrer correctement.
Néanmoins, il n’est pas nécessaire d’avoir une correspondance très précise entre la position de
départ de la personne et la configuration initiale du modèle 3D, parce que les algorithmes sont
capables de converger vers la bonne configuration dés les deux premières images de la séquence,
comme le montre la figure 5.4.
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(a) image à t = 0 (b) t = 0 + 1 image (c) t = 0 + 2 images
Figure 5.4 – Initialisation des filtres particulaires. a) A t = 0, le modèle 3D est initialisé avec sa
position par défaut et la personne est légèrement penchée. b) et c) Le filtre particulaire s’adapte
à la position effective de la personne au bout des deux premières images successives.
5.2.3 Critères d’évaluation
Pour comparer ces méthodes entre elles, nous avons employé les mêmes critères d’évaluation
utilisés par les autres bases existantes en ligne, notamment ceux de HumanEva ([Sigal et al.,
2010]). Pour chacune des 12 séquences, la performance moyenne et l’écart type sont calculés en













D(Xt, X̂t)− µ)2, (5.2)
avec T le nombre d’images dans chaque séquence,D(Xt, X̂t) la distance moyenne entre la position
de référence des marqueurs Xt = {x1, x2, ...xM}t et celle estimée par chaque méthode X̂t =







avec M le nombre des articulations, xm ∈ R3 la position du marqueur qui correspond à
l’articulation m et x̂m ∈ R3 la position de l’articulation estimée par chaque méthode.
En plus de ces deux critères µ et σ, nous avons introduit 3 critères de comparaison supplé-
mentaires qui ont pour but d’évaluer pour une méthode donnée sa qualité de suivi. Ces critères
sont : Le pourcentage de temps où l’erreur D(Xt, X̂t) ne dépasse pas 10, 15 et 20 cm. Plus les
valeurs de ces pourcentages sont élevées, plus la qualité de suivi est bonne.
La table 5.1 dans la page 91 montre les résultats obtenus pour chacune des méthodes. La
séquence 12 est la seule qui ne contient pas d’obstacles. Dans les séquences 1, 4, 7 et 10, la
personne reste dans les zones occultées pendant un temps plus long par comparaison aux autres
séquences. Dans la suite nous allons discuté en détails les résultats obtenus.
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5.2.4 Erreur moyenne et écart type
Les colonnes 6 et 7 de la table 5.1, montre l’erreur moyenne µ et l’écart type σ obtenus par
chaque méthode. Les valeurs en gras correspondent aux meilleures valeurs.
Sur toute les séquences sauf la séquence 3, notre méthode possède l’erreur moyenne la plus
basse. Sur la séquence 3, APF possède une erreur moyenne légèrement inférieure à la notre
(15.15 contre 16.13 cm). Pour les séquences 1, 4, 7 et 10, notre méthode possède une erreur qui
est largement inférieure à celles de APF et PS. Par exemple, sur la séquence 1 du tableau, l’erreur
moyenne de notre méthode est de 17.25 cm alors que pour APF elle est égale à 37.4 cm et pour
PS elle vaut 24.38 cm. Sur la séquence 10 aussi, notre méthode a une erreur moyenne de 15.28
cm qui est deux fois inférieure à celle de APF (30.30 cm) et PS (35.48 cm).
Pour l’écart type, notre méthode a la plus faible variation par rapport à APF et PS sauf
pour les séquences 3, 5 et 6. Sur la séquence 3, c’est APF qui possède l’écart type le plus faible,
lequel reste proche de notre méthode, alors que pour les séquences 5 et 6, les trois méthodes
possèdent des variations proches. Sur les séquences 1, 4, 7 et 10, l’écart type de notre méthode
est largement en dessous de ceux d’APF et PS surtout pour les séquences 1 et 4.
Une autre représentation graphique sous forme d’une barre d’erreur de l’erreur moyenne et
de l’écart type de chacune des méthodes sur les séquences 1, 4, 7, 10 est affichée sur la figure
5.5. Pour rappel, ces séquences sont considérées difficiles puisque le sujet reste dans des zones
occultées pendant un temps plus long que les autres séquences. Cette figure montre que l’erreur






































Figure 5.5 – Comparaison de l’erreur moyenne et l’écart type sous forme d’une barre d’erreur




Dans le but d’évaluer la qualité de suivi de chaque méthode d’une image à l’autre, nous
avons calculé le pourcentage de temps où l’erreur D(Xt, X̂t) ne dépasse pas 10, 15 et 20 cm pour
chaque méthode sur toutes les séquences. Ces indicateurs sont liés à la qualité de suivi : plus ces












































Figure 5.6 – Pourcentage de temps où l’erreur ne dépasse pas 20 cm. Plus ce pourcentage est
élevée, meilleur est le suivi.
La figure 5.6 montre le pourcentage de temps où l’erreur est inférieure à 20 cm pour les 3
méthodes sur toutes les séquences. Pour notre méthode, ce pourcentage est toujours supérieure
à 76% pour toutes les séquences. Pour APF et PS, ce pourcentage descends en dessous du 20
% dans certains cas (séquences 1, 4 et 10). Par exemple, pour la séquence 1, ce pourcentage est
égale à 11.72 % pour APF, 53.4 % pour PS alors que pour notre méthode il vaut 76.07 %. Pour
la séquence 10, ce pourcentage vaut 34.72 % pour APF, 14.66 % pour PS et pour notre méthode,
il est égale à 82.72 %.
Un autre indicateur qui reflète la qualité de suivi est le pourcentage de temps où l’erreur ne
dépasse pas 15 cm. Plus ce pourcentage est élevé, meilleur est le suivi. La figure 5.7 représente ce
pourcentage pour les trois méthodes. Sur toutes les séquences de la base, notre méthode possède
un pourcentage supérieure à 50% et il dépasse les 80% sur certaines séquences (séquences 8, 11 et
12). Pour les séquences 1, 4, 7 et 10, notre méthode possède un pourcentage largement supérieur
à celui d’APF et PS. Par exemple sur la séquence 10, le pourcentage est de 22.16 % pour APF
et 9.41 % pour PS alors que pour notre méthode il est égale à 69.75 %.
Pour le pourcentage de temps où l’erreur est inférieure à 10 cm, d’après la figure 5.8, notre
méthode possède le pourcentage le plus élevé sur toute les séquence. Sur certaines séquences
(Séquence 1, 4, 7 et 10), ce pourcentage dépasse largement celui d’APF et PS. Par exemple, pour
la séquence 10, le pourcentage obtenue par notre méthode est égale à 39.35 % alors que pour
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Figure 5.7 – Pourcentage de temps où l’erreur ne dépasse pas 15 cm. Plus ce pourcentage est
élevé, meilleur est le suivi.
APF il vaut 13.43 % et pour PS il est égale à 3.7 % seulement. Par contre, nous remarquons que
ce pourcentage reste bas pour toutes les méthodes (dans le meilleur cas, pour la séquence 11,
52.22% avec notre méthode). Cette basse précision pourrait s’expliquer par le fait que le modèle
3D utilisé pour le suivi comporte des cylindres pour représenter la forme des différentes parties
du corps. Cette représentation reste approximative et ne décrit pas parfaitement la forme de la
personne. Ainsi, un décalage est toujours présent entre le squelette extrait et la vraie posture de
la personne. Une autre raison qui pourrait expliquer ce décalage vient du fait que la position des
marqueurs du système Qualisys ne correspond pas exactement à la position des articulations dans
le modèle 3D. Effectivement, prenons la figure 5.9 correspondant à la séquence 12 qui ne contient
pas d’obstacle. La courbe montre l’erreur obtenue avec les différentes méthodes, et sur cette
séquence, toutes réussissent à suivre correctement le mouvement de la personne (ce résultat a été
vérifié visuellement). Par contre, nous remarquons que l’erreur n’est jamais nulle et un décalage
existe toujours comme il peut être observé sur la figure 5.10. Nous considérons que l’utilisation
d’un modèle 3D plus fin pour le suivi pourrait aider à réduire ce décalage.
Une autre conclusion importante que nous pouvons tirer de ces expériences est que la mé-
thode PS donne de mauvaises résultats sur l’ensemble des données. Cette conclusion n’est pas
surprenante car l’approche factorisée est connue pour avoir de mauvaises résultats dans les situa-
tions d’occlusion, tandis que la méthode APF donne des résultats meilleurs que PS. Et dans des
situations où les occlusions sont de faibles durées, nous avons remarqué que APF réussit dans
certains cas à reprendre le suivi une fois que la personne est visible à nouveau. Mais quand le
sujet reste longtemps dans une zone occultée, APF génère des postures non pertinentes et le suivi
est souvent perdu (Cela est bien visible sur les séquences 1, 4, 7 et 10). Une deuxième conclusion














































Figure 5.8 – Pourcentage de temps où l’erreur ne dépasse pas 10 cm. Plus ce pourcentage est
élevé, meilleur est le suivi.
occlusions, notre méthode fournit des meilleurs résultats que APF et PS avec un nombre réduit
de particules (notre méthode utilise 200 particules avec 5 couches de recuit-simulé).
Finalement, nous avons observé visuellement le résultat de suivi des trois méthodes sur toutes
les séquences pour voir quand le suivi atteint un échec global. Cet échec global est atteint si les
jambes sont inversées ou le torse est mal placé, ou si l’orientation du modèle est fausse. Ce
résultat visuel est représenté dans le dernière colonne de la table 5.1 (indiqué en rouge). Comme
l’indique cette colonne, sur toutes les séquence, notre approche a réussi à suivre le mouvement de
la personne sur toutes les séquences. APF a échouée sur les séquences 1, 4, 10. Pour l’approche
PS, un échec global est obtenu sur les séquences de 1 à 10. Pour les séquences 11 et 12, les trois
approches ont réussit avec une erreur moyenne faible. Cela est expliqué par le fait que la séquence
11, la personne fait des passages très rapides dans des zones occultées laissant le temps à APF
et PS de se rattraper lorsqu’elle sort de ces zones. Sur la séquence 12, la scène était vide et ne
contenait aucun obstacle.
5.2.6 Comparaison Qualitative
Dans cette partie, nous comparons le comportement de notre méthode avec APF dans des
situations d’occlusion pour montrer la capacité de notre méthode à gérer ces situations et à
reprendre le suivi lorsque la personne est visible à nouveau.
La figure 5.11 (page 92) montre la courbe d’erreur obtenue par notre méthode et APF sur
la séquence 1. Sur cette figure, nous identifions principalement 5 zones (voir les annotations sur
la figure). Dans les zones 1, 3 et 5, la personne est visible en entier. Pour les zones 2 et 4, la
personne est dans une situation d’occlusion. Nous remarquons que dans les zones 2 et 4, APF
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Figure 5.9 – Courbe d’erreur au cours du temps, obtenue par notre méthode (OUR), APF et
PS sur la séquence 12.
possède une erreur très élevée (70 cm) indiquant une perte de suivi. Ce qui est aussi intéressant
à remarquer, est que quand la personne devient visible à nouveau, APF n’est pas capable de
reprendre le suivi et l’erreur d’APF reste élevée (zone 3 et 5). Par contre, notre méthode réussit
à suivre le mouvement de la personne sur toute la séquence avec une erreur plus faible que celle
obtenue par APF. Plus précisément, nous remarquons que lorsque la personne devient visible
à nouveau (zone 3 et 5), notre méthode réussit à reprendre le suivi avec une fabile erreur. La
raison pour laquelle l’erreur de notre méthode augmente dans les zones 2 et 4 est liée au fait que
dans le calcul de l’erreur de l’équation 5.3, la position de la dernière configuration mémorisée des
parties invisibles du corps est utilisée.
Sur la figure 5.12 (page 97) est affiché un scénario montrant une personne entrant (figure
5.12(a)) et sortant (figure 5.12(b)) d’une situation d’occlusion. Sur cette figure, nous remarquons
que APF échoue complètement lorsque la personne n’est pas visible en entier (figure 5.12(c)).
Lorsque la personne sort de la zone occultée (figure 5.12(d)), APF n’est pas capable de reprendre
le suivi. Alors que notre méthode réussit à détecter et retirer les parties invisibles du corps (figure
5.12(e)) et reprend le suivi lorsque la personne est à nouveau visible en entier (figure 5.12(f)).
En conclusion, cette expérience montre l’importance de retirer les parties du corps cachées
pour résoudre d’une façon efficace le problème des occlusions. En effet, cette étude et une autre
que nous avons présentée dans la section 4.4 montrent que les occlusions posent un vrai problème
pour les algorithmes de suivi en général, et leur impact n’est pas juste limité à l’instant où elles
se produisent. Elles affectent le suivi même après la fin des occlusions. Notre méthode, qui
identifie et retire les parties invisibles du corps, produit un suivi stable et robuste et améliore
considérablement la qualité de suivi.
5.2.7 Identification des parties cachées du corps
Ici nous montrons, avec des résultats visuels, la capacité de notre méthode à identifier correc-
tement les parties invisibles du corps et à produire une estimation correcte du mouvement de la
personne dans différentes types de scènes et en présence d’occlusions. Nous rappelons que notre
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Figure 5.10 – Les cercles en vert représentent la position des marqueurs du système Qualisys.
Les cercles en rouge représentent la position des différentes articulations du squelette extrait par
notre méthode.
méthode de gestion des occlusions approxime chaque cylindre par un ensemble de sphères, qui
sont ensuite projetées dans la grille d’occupation afin de tester leur visibilité. Cette méthode,
simple à mettre en œuvre et peu coûteuse en temps de calcul, fournit des bons résultats sur
l’ensemble des séquences du benchmark. Les figures 5.13 et 5.14 (pages 98, 99) montrent que
notre méthode est capable d’identifier les parties non visibles du corps, et ensuite les retirer du
processus d’estimation du mouvement, suite à différents types d’occlusions.
Ces résultats montrent aussi que notre méthode est capable de suivre le mouvement de la
personne dans des environnements variés, et qu’elle ne nécessite aucune connaissance a priori
sur le type de la scène ou l’emplacement des objets et les obstacles dans l’environnement.
5.3 Evaluation de la méthode d’extraction de la silhouette
Dans cette section nous évaluons la méthode d’extraction de la silhouette qui utilise une grille
d’occupation couplée à un HMM pour identifier si chaque cellule est occupée par un objet mobile
ou fixe de la scène (voir chapitre 3). Dans un premier temps, nous évaluons avec un simulateur
3D la capacité de la méthode à classifier correctement les cellules d’une scène virtuelle. Ensuite
nous étudions la sensibilité du HMM vis-à-vis des différentes valeurs pour la probabilité initiale
de chaque état. Nous étudions aussi l’influence de la résolution de la grille d’occupation sur
la qualité de la silhouette extraite. Finalement nous montrons la capacité de notre méthode à
apprendre en ligne le fond dyanmique de la scène.
5.3.1 Simulation
Pour évaluer la capacité de la méthode à classifier correctement les cellules de la grille d’oc-
cupation, il faut comparer la sortie de la grille d’occupation avec une image de référence. Or
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APF 4.95 9.41 11.72 37.40 15.05 ECHEC
Seq1 PF 20.13 42.41 53.47 24.38 15.65 ECHEC
OUR 28.22 58.25 76.07 17.25 10.86
APF 9.64 42.02 76.15 17.17 6.63
Seq2 PF 7.90 27.01 49.92 25.92 15.86 ECHEC
OUR 12.01 49.13 80.41 16.45 6.17
APF 30.23 60.29 77.97 15.15 7.66
Seq3 PS 8.84 26.53 42.93 26.07 13.16 ECHEC
OUR 36.17 60.93 76.53 16.13 9.96
APF 22.63 50.29 65.96 18.19 9.70 ECHEC
Seq4 PS 3.68 9.86 10.44 39.67 21.97 ECHEC
OUR 29.79 60.54 81.82 14.24 6.04
APF 14.70 50.00 86.82 14.85 4.53
Seq5 PS 13.18 45.27 82.77 15.63 4.96 ECHEC
OUR 19.59 51.52 86.32 14.77 4.91
APF 22.40 51.91 83.16 15.53 6.54
Seq6 PS 22.05 53.30 84.20 15.28 6.11 ECHEC
OUR 28.20 52.08 83.74 15.05 6.48
APF 12.94 50.81 78.32 16.12 6.18
Seq7 PS 5.50 21.84 49.03 22.27 8.77 ECHEC
OUR 23.46 53.88 80.91 14.85 5.17
APF 23.76 83.15 87.00 14.43 9.89
Seq8 PS 25.36 75.92 77.21 16.96 11.97 ECHEC
OUR 42.22 86.20 88.60 12.20 5.88
APF 21.32 57.69 67.27 21.27 16.48
Seq9 PS 16.53 52.07 64.46 22.87 15.73 ECHEC
OUR 27.27 65.29 77.85 17.28 12.28
APF 13.43 22.16 34.72 30.30 16.14 ECHEC
Seq10 PS 3.70 9.41 14.66 35.48 13.57 ECHEC
OUR 39.35 69.75 82.72 15.28 10.61
APF 47.62 80.30 87.68 12.57 6.96
Seq11 PS 46.96 85.71 95.73 11.15 3.96
OUR 52.22 86.37 97.87 10.85 3.68
APF 36.73 84.26 96.55 11.61 3.56
Seq12 PS 31.48 83.21 94.30 12.01 3.63
OURS 45.28 87.71 98.50 10.87 3.14




1 2 3 4 5
Figure 5.11 – Courbe d’erreur obtenue par notre méthode et par APF lorsqu’une situation
d’occlusion est rencontrée (séquence 1). Dans les zone 1, 3 et 5, la personne est visible en entier.
Dans les zones 2 et 4, la personne est dans une situation d’occlusion.
Référence
Pixels mobiles Pixels statiques
Détecté Pixels mobiles 1 294 005 1 068 236Pixels statiques 190 958 71 278 387
Table 5.2 – Tableau de contingence
l’obtention de cette référence est difficile puisqu’elle nécessite d’étiqueter une image réelle pour
identifier si chaque pixel appartient à un objet mobile ou fixe de la scène. C’est pour cela que nous
avons utilisé un simulateur 3D que nous avons développé pour l’évaluation. Avec ce simulateur,
nous avons enregistré l’activité d’un modèle 3D articulé qui se déplace dans une scène simulant
l’appartement expérimental du LORIA. Le simulateur génère une image de référence qui indique
si chaque pixel rendu de la scène appartient à un objet fixe ou mobile. En même temps, une ca-
méra virtuelle simulant une Kinect génère des images de profondeur qui sont sauvegardées. Ces
images sont utilisées pour mettre à jour notre grille d’occupation pour la classification. L’image
résultante de notre système est comparée à l’image de référence. Les figures 5.15(a) et 5.15(b)
(page 100) montrent le simulateur et le résultat de la classification obtenue avec le HMM à un
instant donné. Nous avons enregistré une séquence de 430 images et nous avons ensuite calculé
sur la totalité de la séquence, la sensibilité et la spécificité du système. Nous avons obtenue
87.14% pour la sensibilité et 98.52% pour la spécificité (voir la table 5.2). Ces résultats montrent
que notre méthode réussit à classifier correctement les cellules de la grille.
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5.3.2 Etat initial de la grille d’occupation
Rappelons que le HMM a besoin en plus du modèle de transition et d’observation, de la
probabilité initiale pour chaque état (Libre "L", Fixe "F" et Mobile "M") (voir section 3.3).
Dans cette section nous étudions la sensibilité du HMM face aux différentes valeurs de probabilité
initiale pour chaque état. Nous notons P0(L), P0(M), P0(F ) la probabilité initiale de l’état "L",
"M" et "F". Nous avons choisi P0(M) = 0 et P0(L) = P0(F ) = 0.5. Avec ces valeurs, le
HMM réussit à classifier correctement les cellules dans la scène, les cellules occupées par des
objets mobiles sont identifiés dés que la personne commence à effectuer des mouvements dans la
scène. Nous avons testé le HMM avec d’autres valeurs pour la probabilité initiale. Par exemple,
nous avons essayé avec une probabilité égale à 1/3 pour les 3 états et les résultats étaient les
mêmes. En effet après un court temps de confusion entre mobile et fixe, le HMM converge vers le
même résultat obtenu pour le cas précédent. Nous avons essayé autres valeurs initiales, et nous
avons obtenues le même résultat. Ce résultat confirme que la classification des cellules repose
essentiellement sur le modèle de transition du HMM entre les différents états et ainsi aucune
connaissance a priori sur la scène n’est nécessaire.
5.3.3 Influence de la résolution de la grille d’occupation sur la silhouette
Nous avons vu dans la section 3.4.2 que la silhouette de profondeur, utilisée pour construire la
fonction de vraisemblance, est extraite en projetant les cellules occupées par des objets mobiles
(M) appartenant à une étiquette dans l’image de profondeur. L’avantage de cette technique
d’extraction est qu’elle permet la reconstruction de la silhouette à la résolution native du capteur
même avec une basse résolution de la grille d’occupation. Dans cette section, nous étudions la
qualité de la silhouette de profondeur obtenue pour les différentes résolutions de la grille.
Sur la figure 5.16 (page 101) est affichée la silhouette obtenue pour différentes valeurs de
la résolution de la grille. Nous remarquons que pour une résolution de 2.5 cm et 5 cm, la sil-
houette reconstruite est presque identique. Ce résultat est intéressant, puisque cela nous permet
de travailler sur une résolution basse de la grille d’occupation pour identifier les objets mobiles
dans la scène et pouvoir reconstruire la silhouette à la résolution native de l’image sans perte
d’information. Pour illustrer l’avantage de cette technique, le tableau 5.3 (page 94) récapitule
le temps d’exécution de la méthode complète pour l’extraction de la silhouette pour une grille
d’occupation de taille 5 × 5 × 2.5 avec différentes résolutions. Nous remarquons que le temps
d’exécution pour une grille de résolution 2.5 cm est 6 fois plus lent que le temps nécessaire pour
une grille de résolution 5 cm, alors que la silhouette obtenue au final est identique (visuellement)
pour les deux résolutions. Pour les résolutions 7.5 et 10 cm, nous remarquons que la qualité de
la silhouette est moins bonne (le bras droit n’est pas extrait correctement).
La figure 5.17 (page 102) montre la sortie de la grille d’occupation et la silhouette extraite. Les
résultats affichés sur cette figure montrent la capacité de la méthode à classifier correctement les
cellules de la grille et à extraire la silhouette de la personne dans différentes situations y compris
lorsqu’elle est partiellement observable. Ce qui est intéressant à remarquer, sur la deuxième ligne
de la figure 5.17, la silhouette est bien extraite (bras séparés du torse) alors que sur la sortie de
la grille d’occupation les bras et le torse sont fusionnés à cause de la faible résolution de la grille
d’occupation (ici 5 cm).
5.3.4 Adaptation aux changements da la scène
Un changement de la scène se traduit généralement par un objet (une chaise par exemple), qui








Table 5.3 – Temps d’exécution de la méthode d’extraction de la silhouette pour une grille
d’occupation de taille 5× 5× 2.5 mètres avec différentes résolutions.
fait face à ces changements en adaptant le fond grâce à la probabilité de transition ψ que nous
avons introduite dans le HMM (voir section 3.3.3).
Pour montrer la capacité de notre méthode à apprendre le fond lorsqu’il change, prenons le
scénario de la figure 5.18 (page 103) qui montre une personne en train de déplacer une chaise
d’un endroit à un autre. A t = 0, la personne est identifiée comme un objet mobile et la chaise
comme fixe appartenant au décor de la scène (figure 5.18(a)). A t = 14 images, la personne
déplace la chaise, et nous remarquons que la chaise est maintenant identifiée comme un objet
mobile (figure 5.18(b)). Après un certain temps, les cellules de la grille appartenant à la chaise,
passent à nouveau de l’état Mobile (M) à Fixe (F) et la chaise appartient à nouveau au décor de
la scène (figures 5.18(c) et 5.18(d)). Ce passage de l’état Mobile à Fixe, pour une cellule donnée,
est possible grâce à la probabilité de transition ψ introduite dans le HMM (section 3.3.3).
5.4 Vitesse d’exécution et implémentation sur carte graphique
Avant de discuter de la vitesse d’exécution de la méthode, nous décrivons son implémenta-
tion. En effet, pour le développement du système de capture de mouvement, nous avons adopté
une approche hybride qui utilise à la fois la puissance du CPU et GPU. L’extraction de la sil-
houette (grille d’occupation + étiquetage) tourne sur le CPU et a été accélérée avec la librairie
Intel Threading Building Blocks qui permet de paralléliser l’exécution d’un programme sur les
différents cœurs disponibles sur les processeurs de dernière génération. L’algorithme de filtrage
particulaire utilise la carte graphique (GPU) pour effectuer le rendu 3D des particules sur des
textures OpenGL. Il est connu dans un filtre particulaire que l’étape la plus coûteuse est celle
qui calcule la distance entre chaque particule représentant une configuration du modèle 3D et la
silhouette de la personne (voir équation 4.1). Nous avons implémenté cette distance entièrement
sur le GPU en utilisant le langage de programmation OpenGL Shading Language qui permet
d’utiliser la carte graphique comme une plate-forme de calcul généraliste (en anglais GPGPU ) où
chaque configuration du modèle est rendu sur une texture de profondeur en utilisant la technique
de rendu hors ligne (en anglais offscreen rendering with frame buffer objects). Cette texture est
ensuite passée à un Shader pour effectuer une soustraction pixel par pixel entre la texture de
profondeur d’une configuration et la texture de profondeur qui correspond à la silhouette de la
personne. Le résultat de la soustraction est stocké dans une texture intermédiaire. Finalement,
pour obtenir la distance finale de l’équation 4.1), cette dernière texture est réduite en utilisant
la fonctionnalité Mip-mapping de OpenGL qui permet de calculer la moyenne de tous les pixels
d’une façon accélérée matériellement sur le GPU.
Avec cette implémentation, le système actuel tourne à 4 images par secondes sur un processeur
de type intel i7 avec 4 cœurs avec une carte graphique programmable de type Nvidia Quadro
K2000. Le grand défaut de l’architecture décrite ci-dessus est le nombre de transfert CPU vers
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GPU. En effet, les configurations du modèle sont passées d’une façon séquentielle au GPU pour
l’évaluation, et chaque distance calculée par le GPU nécessite un transferts vers le CPU en
passant par le bus. Donc pour N particules il faut N transferts CPU/GPU. Or chaque initiation
d’un transfert demande un temps de latence avant de démarrer. Ce constat a été vérifié par la
charge CPU et GPU qui était faible indiquant que les deux processeurs ne sont pas assez chargés
et passent leur temps à attendre la fin du transfert synchrone. Dans le but de réduire ce temps,
nous avons commencé à mettre en place une nouvelle architecture qui consiste à faire un rendu
de plusieurs configurations d’une façon simultanée dans une grande texture en utilisant une
extension de OpenGL dédiée au rendu multiple (en anglais Instanced Rendering). Cette texture
est ensuite réduite avec la même technique de Mip-mapping et finalement un seul transfert vers le
CPU est effectué renvoyant les distances de l’ensemble des particules. De cette façon le transfert
CPU/GPU n’est effectué qu’une seule fois. Nos premiers tests réalisés sont très concluants et
nous visons à la fin de la mise en place de cette architecture un gain de vitesse multiplié par 4
rendant ainsi l’implémentation temps réel.
5.5 Conclusion
Dans ce chapitre, nous avons d’abord présenté le benchmark que nous avons réalisé et mis
ligne. Ce benchmark est composé d’un ensemble des séquences vidéos prises à partir d’une caméra
RGB-D filmant une personne se déplaçant dans différentes types de scène avec occlusions. La
vérité terrain est obtenue avec un système de capture de mouvement basé sur ces marqueurs.
Nous avons ensuite utilisé ce benchmark pour montrer que la méthode que nous avons dé-
veloppée améliore considérablement la stabilité et la qualité de suivi des méthodes de filtrage
particulaire existantes tout en utilisant un faible nombre de particules. Plus précisément, nous
avons montré, avec des résultats quantitatifs et qualitatifs, la capacité de notre méthode à iden-
tifier et à retirer les parties invisibles du corps du processus d’estimation du mouvement ce qui
améliore nettement la qualité du suivi. Nous avons aussi montré que notre méthode est capable
de suivre le mouvement de la personne dans des environnements variés, et elle ne nécessite au-
cune connaissance a priori sur le type de la scène ou l’emplacement des objets et les obstacles
dans l’environnement.
Dans la deuxième partie de ce chapitre, nous avons évalué la méthode d’extraction de la
silhouette que nous avons développée qui utilise une grille d’occupation couplée à un HMM pour
la classification des cellules de la grille d’occupation. Pour cela, nous avons utilisé un simulateur
3D pour valider la capacité du HMM à classifier correctement les cellules. Nous avons montré que
cette classification dépend essentiellement du modèle de transition et elle n’est pas sensible à la
probabilité initiale du HMM. Nous avons aussi montré qu’avec une grille d’occupation de faible
résolution, la méthode est capable d’extraire une silhouette à la résolution native de l’image de
la caméra. Nous avons montré la capacité de la méthode à adapter en continu le fond de la scène.
Finalement, nous avons discuté des premiers résultats que nous avons obtenus pour accélérer
la version actuelle, qui emploie le GPU pour certaines étapes, en utilisant une extension de
OpenGL dédiée au rendu multiple qui a pour but de réduire le transfert entre le CPU et le GPU.
Par contre, notre méthode possède certaines limitations que nous listons ci-dessous :
1. Initialisation : le filtre particulaire nécessite une phase d’initialisation pour partir d’une
estimation relativement correcte de la pose de la personne. Cette limitation pose un
problème pour le déploiement du système dans des situations réelles.
2. Dépendance de l’état précédent pour la méthode de gestion des occlusions : celle-ci repose
sur la meilleure estimation retrouvée à l’instant précédent. Si cette estimation n’est pas
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correcte, la méthode d’identification des parties invisibles du corps risque d’échouer.
3. Modèle 3D : le modèle 3D utilisé est composé de cylindres, qui reste approximatif et ne
décrit pas parfaitement la forme des parties de corps. Nous avons vu dans ce chapitre
qu’un décalage existe toujours entre le squelette extrait et la vraie posture de la personne.
Additionnellement, ce modèle 3D est générique et donc n’est pas adapté à la forme de
chaque personne dont on extrait la posture.
4. Temps de calcul : un inconvénient majeur des méthodes de filtrage particulaire concerne
leur temps de calcul. L’évaluation des différentes hypothèses est coûteuse en terme de
vitesse d’exécution.
Pour le point 1, une solution potentielle intéressante serait de combiner notre approche avec une
méthode qui n’utilise pas un modèle a priori. Plus précisément, les méthodes de classification par
apprentissage, comme celle proposée par Shotton et al. [Shotton et al., 2011] qui utilise les forêts
aléatoires, ou celle de Jiu et al. [Jiu et al., 2014] qui utilise le Deep Learning. Ces deux approches
ne nécessitent pas une phase d’initialisation . Pour le point 2, il serait intéressant d’utiliser
l’historique sur l’état du système sur plusieurs pas de temps pour ne pas dépendre uniquement
de l’état à l’instant précédent, et par conséquent augmenter la robustesse de la méthode de
gestion des occlusions. Concernant le troisième point, l’utilisation d’un modèle 3D plus fin, qui
caractérise plus précisément la posture de la personne, peut améliorer considérablement la qualité
du squelette extrait. Par contre, l’adaptation automatique du modèle 3D aux différentes types
de posture des personnes reste difficile. Une solution potentielle serait de paramétrer le vecteur
d’état avec les dimensions des segments, et ensuite d’apprendre ces paramètres. De cette façon les
paramètres intrinsèques de chaque partie du corps seraient appris pendant le suivi où lors d’une
phase d’initialisation, par exemple. Pour le dernier point, un travail d’optimisation, consistant à
utiliser la puissance de la carte graphique pour accélérer la vitesse d’exécution du système, est
en cours de réalisation.
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(a) Une personne dans une zone occultée (b) La personne sort de la zone occultée
(c) APF génère des fausses postures (d) APF perd le suivi une fois que la personne est
visible à nouveau
(e) Notre méthode réussit à détecter et éliminer les
parties du corps cachées et à maintenir un suivi cor-
recte de la partie supérieure du corps
(f) Notre méthode reprend avec succé le suivi
lorsque la personne est visible à nouveau
Figure 5.12 – Comparaison de notre méthode avec APF lorsque la personne entre a) et sort




Figure 5.13 – Résultats visuels de suivi obtenus par notre méthode sur des situations prises de
notre base de données de capture de mouvement qui montrent la capacité de notre approche à
produire une estimation correcte du mouvement de la personne dans des situations d’occlusion.
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Figure 5.14 – D’autres résultats visuels de suivi obtenus par notre méthode sur des situations
prises de notre base de données de capture de mouvement montrant la capacité de notre méthode








(a) Grille avec une résolution de 2.5 cm (b) Silhouette reconstruite pour grille de 2.5
cm
(c) Grille avec une résolution de 5 cm (d) Silhouette reconstruite pour grille de 5 cm
(e) Grille avec une résolution de 7.5 cm (f) Silhouette reconstruite pour grille de 7.5
cm
(g) Grille avec une résolution de 10 cm (h) Silhouette reconstruite pour grille de 10 cm
Figure 5.16 – Impact de la résolution de la grille d’occupation sur la qualité de la silhouette
extraite. La grille en question est de taille 5× 5× 2.5 mètres. Seul le centre des cubes composant
la grille est affiché pour mieux illustrer le changement de la résolution.
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Figure 5.17 – Première colonne : Image RGB d’une Personne se déplaçant dans une scène.
Deuxième colonne : Classification des cellules de la grille d’occupation par le HMM. La boîte
englobante de la personne est affichée. Troisième colonne : La silhouette extraite de la personne.
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(a) t = 0 (b) t+ 14 images
(c) t+ 93 images (d) t+ 117 images






Dans cette partie, le système de suivi du mouvement de la personne développé au cours de
cette thèse a été présenté. Ce système est capable de reconstruire en 3D la posture de la personne
filmée dans une scène dynamique contenant des obstacles. Dans la littérature, le suivi dans un
environnement dynamique avec occlusions est peu traité. La plupart des approches existantes
supposent que seule la personne se déplace dans une scène statique sans obstacles. Certains
travaux traitent les occlusions en utilisant plusieurs caméras ou en étiquetant manuellement les
zones susceptibles de générer des occlusions avant de lancer le suivi. Ces solutions ne passent pas
à l’échelle, et ne régleront pas le problème d’occlusion. En effet, même avec plusieurs caméras,
les occlusions existeront toujours, et à cause de la dynamique de la scène, un étiquetage manuel
des zones occultées n’est pas suffisant.
La contribution majeure de cette partie est la proposition d’une méthode de suivi du mouve-
ment capable d’identifier d’une façon automatique les parties invisibles du corps. Cette identifi-
cation se fait en interrogeant la grille d’occupation pour déterminer la visibilité de chaque partie
du corps. Ces parties du corps sont ensuite exclues du processus d’estimation de la pose. Nous
avons montré par les expériences que nous avons menées, que notre approche fonctionne lorsque
la silhouette de la personne est partiellement observable.
Une deuxième contribution de ce travail, est la proposition d’une méthode pour apprendre en
ligne le fond de la scène et d’extraire la silhouette de la personne. En effet, dans des conditions
réelles, la scène n’est jamais fixe et elle évolue en permanence. La difficulté est alors de pouvoir
localiser la personne dans ces conditions et d’extraire sa silhouette. En effet, la majorité des
méthodes existantes suppose que le fond est fixe et connu et procède à une soustraction pixel-
à-pixel pour extraire la silhouette de la personne. Ces méthodes nécessitent aussi une phase
d’initialisation où la personne doit être en dehors de la scène pour extraire le fond qui sera
supposé fixe pendant tout le temps de suivi. Ces hypothèses ne sont pas compatibles avec nos
hypothèses de travail, car le système de suivi développé va équiper un robot mobile dans un
environnement qui évolue. Pour cela, nous avons proposé une méthode qui utilise une grille
d’occupation et un HMM pour apprendre en ligne le fond et extraire la silhouette de la personne
et ne nécessite pas une phase d’initialisation. L’utilisation d’une grille d’occupation a plusieurs
avantages notamment parce qu’elle permet d’avoir une représentation unique de l’espace, aussi
elle est capable d’intégrer naturellement plusieurs capteurs fixes ou mobiles, ce qui peut être
intéressant, par exemple, si nous souhaitons intégrer les informations provenant d’autres types
de capteurs présents dans l’environnement.
Une dernière contribution de cette partie est la proposition d’un benchmark disponible en
ligne ([motion capture dataset, 2015]), composé d’un ensemble de séquences vidéo d’une personne
se déplaçant dans différents types de scènes avec obstacles. La vérité terrain est obtenue par un











Le système de reconstruction de la posture développé dans la partie précédente a pour but
d’être installé sur un robot d’assistance qui se déplace dans un environnement. Nous avons vu
que ce système est capable d’extraire la silhouette d’une personne, en utilisant un nuage de points
provenant de la caméra pour mettre à jour la grille d’occupation, et ainsi apprendre en continu le
fond dynamique de la scène 7. Dans notre système, le repère de la grille d’occupation est global,
et le nuage de points provenant de la caméra doit y être projeté correctement.
Dans le cas où la caméra est montée sur un robot mobile, nous avons donc besoin de connaître
la transformation entre la position de la caméra et le repère global, afin de mettre à jour correc-
tement la grille d’occupation. Pour obtenir cette transformation, représentée par une rotation et
une translation, nous avons besoin d’une méthode d’odométrie, qui estime le mouvement de la
caméra. Ce problème est bien étudié dans la littérature pour le cas où la scène est statique. Par
contre, dans notre cas, l’environnement est dynamique, et la localisation dans de telles condi-
tions reste un défi scientifique ouvert. En effet, dans un milieu dynamique, le déplacement des
objets présents dans la scène induit une difficulté supplémentaire pouvant nuire à l’estimation
du mouvement de la caméra.
Dans cette partie, nous présentons la méthode d’odométrie visuelle que nous avons développée
pour localiser une caméra mobile dans un environnement dynamique. Cette méthode est capable
d’isoler les pixels de l’image appartenant aux objets mobiles de la scène, de façon à les enlever,
et ainsi avoir une estimation précise du mouvement de la caméra.
La structure de la partie est la suivante. Dans le chapitre 6, nous décrivons les méthodes
existantes d’odométrie visuelle. Ensuite, dans le chapitre 7, nous faisons un rappel sur les outils
qui vont servir pour le développement de notre méthode de localisation visuelle. Dans le chapitre
8, nous présentons la méthode d’odométrie visuelle que nous avons développée. Finalement, dans
le chapitre 9, nous évaluons les performances de la méthode.
7. Du point de vue de la caméra, le fond de la scène peut changer parce que les objets dans la scène se
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L’odométrie visuelle (en anglais visual odometry) consiste à estimer le mouvement effectué
par une caméra mobile à partir d’une séquence d’images. En effet, soit les deux images It et It+1
de la figure 6.1 obtenues à deux instants successifs par la caméra, l’odométrie visuelle estime le
déplacement que la caméra a effectué entre ces deux instants. Ce déplacement est représenté par
une rotation R et une translation T . Ce processus d’estimation est répété à chaque réception
d’une nouvelle image, et de cette façon la trajectoire effectuée par la caméra est obtenue.
L’odométrie visuelle est un sujet bien traité dans la littérature et avec l’apparition des ca-
méras RGB-D, ce sujet est devenu de plus en plus actif ces dernières années. Actuellement, de
nombreuses méthodes d’odométrie visuelle existent, mais toutes ces méthodes peuvent être clas-
sées dans deux grandes catégories : La première catégorie appelée creuse (en anglais sparse) et
regroupe toutes les méthodes qui utilisent un sous ensemble de points (aussi appelés points d’in-
térêts) dans l’image pour estimer le mouvement de la caméra, et la deuxième catégorie appelée
directe ou dense, regroupe toutes les méthodes qui utilisent la totalité des informations existantes
dans l’image pour l’estimation.
Dans la suite nous décrivons dans un premier temps le principe de fonctionnement des mé-
thodes creuses basées sur l’extraction des points d’intérêt de l’image et les méthodes denses qui
utilisent tous les pixels dans l’image. Ensuite nous présentons les avantages et inconvénients
de chacune de ces approches et dans la conclusion de ce chapitre, nous validons le choix de la
méthode que nous avons choisie.
6.1 Méthodes par extraction des points d’intérêt
La localisation par extraction des points d’intérêt consiste d’abord à extraire un ensemble
de primitives visuelles dite Features telles que les points de Harris ([Harris and Stephens, 1988])
comme le montre la figure 6.2. Ces points d’intérêt sont caractérisés par une intensité qui varie
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Figure 6.1 – L’odométrie visuelle consiste à estimer le mouvement de la caméra (représenté par
une rotation R et une translation T ) entre deux images consécutives It et It+1.
fortement dans une ou plusieurs directions. Ensuite, une étape de mise en correspondance ou ap-
pariement est appliquée qui consiste à trouver pour chaque pixel de l’image, son correspondant
dans l’image suivante comme le montre la figure 6.3. Cette correspondance est faite en calculant
d’abord un descripteur associé à chaque pixel et ensuite d’utiliser une fonction de mesure de simi-
larité entre ces descripteurs. Plusieurs variantes existent permettant d’extraire des descripteurs
locaux, invariants et robustes aux rotations et au changement d’échelle telles que FAST ([Rosten
and Drummond, 2006]), SIFT ([Lowe, 1999]) et SURF ([Bay et al., 2008]). Rublee et al. [Rublee
et al., 2011] proposent un nouveau descripteur appelé ORB comme alternative à SIFT et SURF
qui est deux fois plus rapide que SIFT. La mise en correspondance est l’étape la plus délicate
dans ces approches, et il arrive souvent d’avoir des mauvais appariements, c’est à dire des pixels
de la première image qui ne sont pas associés correctement à leurs correspondants dans l’image
suivant. Pour détecter et éliminer ces mauvais appariements, l’algorithme de RANSAC (Random
Sample Consensus [Fischler and Bolles, 1981]) est souvent utilisé. Comme exemple des méthodes
d’odométrie visuelle creuses utilisant RANSAC, nous citons la méthode de Torr et Zisserman
[Torr and Zisserman, 2000a], Konolige et al. [Konolige et al., 2006] et Nister et al. [Nister et al.,
2006].
A partir de ces points appariés, une première estimation de la transformation (rotation +
translation) est calculée en utilisant la matrice fondamentale ou essentielle obtenue en utilisant
la géométrie épipolaire ([Hartley and Zisserman, 2004]) qui décrit la relation géométrique entre
les pixels en correspondance dans les deux images comme le montre la figure 6.4. En effet, pour
un pixel xL de l’image IL, les points de l’espace 3D ayant comme image le point xL se situent
sur la ligne de vue L2. Les correspondants potentiels de xL dans l’image IR se situent sur la
droite l2 qui correspond à la projection de L2 dans l’image IR. Ainsi pour chaque paire de points
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Figure 6.2 – Les points de Harris extraits de l’image.
Figure 6.3 – Mise en correspondance des pixels entre deux images. Cette correspondance est
représentée par les lignes joignant les pixels.
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Figure 6.4 – Géométrie épipolaire
(appariés), la contrainte épipolaire s’écrit sous la forme suivante :
xR
T × F × xL = 0.
F la matrice fondamentale ([Faugeras, 1992]) de dimension 3×3 qui décrit la géométrie reliant IR
et IL et encapsule la transformation (la rotation et la translation) rigide entre ces deux images.
F est calculée ensuite à partir d’un ensemble de points (appariés) entre deux images. Plusieurs
méthodes et variantes existent pour le calcul de F (voir [Longuet-Higgins, 1987], [Zhang and
Kanade, 1998], [Torr and Zisserman, 2000b], [Torr, 2002] ). L’obtention de la transformation
reliant les deux images se fait par une décomposition en valeurs singulières de F . Cette trans-
formation est utilisée comme un point de départ pour une procédure itérative de minimisation
non linéaire de l’erreur de re-projection des points d’intérêts connue sous le nom du Bundle







i, RiXj + Ti)
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avec L le nombre d’images (pour deux images successives L = 2) et N est le nombre de points
3D obtenue par une triangulation des pixels appariés. Ri et Ti représente respectivement la
rotation et la translation. Xj est le point 3D obtenu par triangulation pour chaque paire de
pixels appariés. Finalement, d est la distance géométrique entre le pixel projeté x̂ij = RiXj + Ti
et le pixel correspondant mesuré xj i. La fonction f est minimisée par rapport à Ri, Ti et Xj .
L’algorithme de Levenberg-Marquardt ([Ananth, 2004]) est souvent utilisé pour obtenir une
solution itérative par moindres carrés. Une synthèse sur les principales méthodes d’odométrie
visuelle existantes basées sur l’extraction des points d’intérêts a été effectuée par Scaramuzza et
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Figure 6.5 – L’algorithme ICP : a) Les deux ensembles de points b) L’étape d’association
consiste à trouver pour chaque point d’un ensemble son voisin le plus proche dans le deuxième
ensemble. c) La transformation représenté par R et T est calculée en minimisant la fonction
quadratique f(R, T ).
6.2 Méthodes directes
Les méthodes directes utilisent toutes les informations disponibles dans l’image pour estimer
le mouvement de la caméra. L’estimation de la position de la caméra ainsi que la mise en corres-
pondance des pixels s’effectuent dans la même procédure d’optimisation. L’étape d’optimisation
se fait soit en minimisant l’erreur des intensités communes aux deux images, soit en minimisant
l’erreur géométrique entre les surfaces. Dans la suite nous décrivons le principe de fonctionnement
de ces deux techniques.
6.2.1 Estimation du mouvement de la caméra par minimisation de l’erreur
géométrique
Les méthodes qui minimisent l’erreur géométrique sont basées sur l’algorithme ICP (Iterative
Closest Point [Besl and McKay, 1992]). Nous décrivons dans la suite le principe de fonctionnement
de cet algorithme, ensuite nous expliquons comment cet algorithme est utilisé en odométrie
visuelle.
Soit A et B, deux ensembles de points 3D, l’algorithme ICP cherche à trouver la transfor-
mation entre ces deux nuages de points qui minimise la distance géométrique entre eux comme
le montre la figure 6.5(a). ICP procède d’une façon itérative, et à chaque itération, une étape
d’association est appliquée consistant à trouver pour chaque point pi de A , le point qi dans
B dont la distance géométrique est la plus proche (figure 6.5(b)). Cette étape est suivi d’une
deuxième étape qui consiste à trouver la transformation entre les points associés en minimisant
la fonction quadratique suivante (figure 6.5(c)) :
f(R, T ) =
N∑
i=1
(R · pi + T − qi)2,
avec N le nombre des points associés, R et T représentent la transformation qui minimise la
distance géométrique entre les points associés. La nouvelle transformation obtenue à la fin de
chaque itération est appliquée sur l’ensemble de points B et le processus de minimisation itérative
est répété sur le nouveau ensemble de points en calculant à nouveau une nouvelle association
suivi d’une minimisation. L’algorithme s’arrête lorsqu’un certain nombre d’itérations est atteint
ou si f(R, T ) est inférieure à un certain seuil prédéfinit.
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L’étape d’association est critique dans l’algorithme ICP et elle est coûteuse en terme de temps
de calcul et elle est sensible aux points aberrants. Ils existent plusieurs variantes de l’algorithme
dont le but est d’accélérer la recherche du voisin le plus proche. Parmi ces méthodes, nous citons
celle de Friedman et al. [Friedman et al., 1977] qui utilise un Kd-Tree pour accélérer la recherche
de voisin, et la méthode de Nutcher et al. [Nuchter et al., 2007] qui emploie un cache pour
accélérer la recherche dans le Kd-Tree. Pour rendre robuste l’étape d’association contre les points
aberrants, Dorai et al. [Dorai et al., 1997] utilisent une méthode de moindres carrés pondérés
(en anglais Weighted Least-Square). D’autres techniques ont été développées pour éliminer les
points aberrants (en anglais outliers rejection). Ces techniques sont décrites Dans les travaux
de Pomerleau et al. [Pomerleau et al., 2009]. Les auteurs proposent aussi une nouvelle méthode
pour éliminer ces points. Dans les travaux de Rusinkiewicz et Levoy [Rusinkiewicz and Levoy,
2001] et Pomerleau et al. [Pomerleau et al., 2015], les différentes variantes de l’algorithme d’ICP
sont décrites.
L’application de l’algorithme ICP pour estimer le mouvement d’une caméra de type RGB-D
consiste à re-projeter les pixels de profondeur dans l’espace pour former un nuage de points 3D.
L’algorithme ICP est ensuite utilisé pour estimer le mouvement de la caméra en alignant les deux
nuages de points obtenus à deux instants successifs. Comme exemple d’application, nous citons
la méthode de reconstruction 3D d’une scène à partir d’une Kinect développée par Microsoft en
2011 ([Newcombe et al., 2011a]) qui utilise une variante de l’algorithme d’ICP. Nous citons aussi
les méthodes de Tykkala et al. [Tykkala et al., 2011] et Pomerleau et al. [Pomerleau et al., 2011]
qui utilisent aussi l’algorithme ICP.
6.2.2 Estimation du mouvement de la caméra par minimisation de l’erreur
photométrique
Ces méthodes consistent à estimer le mouvement de la caméra en minimisant l’erreur des
intensités (aussi appelée erreur photométrique) de tous les pixels de l’image. Ces méthodes sont
considérées comme une extension 3D des méthodes de calcul du flux optique (voir les travaux
de Lucas-Kanade [Lucas and Kanade, 1981] et Baker et Matthews [Baker and Matthews, 2004]).
Sur la figure 6.6, à partir de deux images reçues à deux instants successifs (figures 6.6(a) et
6.6(b)), une image appelée résidu est calculée par soustraction de ces deux images (figure 6.6(c)).
Sur l’image résultante, la luminance de chaque pixel varie entre 0 pour le noir et 255 pour le
blanc. L’erreur associé à chaque pixel est proportionnelle à la valeur de sa luminance. C’est à
dire, plus le pixel est éclairé, plus l’erreur est élevée. L’objectif de ces approches est de trouver le
déplacement ξ entre les deux images qui minimise les intensités de tous les pixels de l’image résidu.
Le déplacement ξ est obtenu par une méthode de moindres carrés non linéaire en minimisant la




(It+1(w(ξ, pi))− It(pi))2, (6.1)
qui représente la somme quadratique des erreurs des intensités de tous les pixels pi, n étant le
nombre des pixels dans l’image, It et It+1 sont les images reçues à l’instant t et t+ 1. L’avantage
de cette méthode par rapport à ICP est qu’elle ne nécessite pas une étape d’association qui est
coûteuse en terme de temps de calcul. Par comparaison avec la méthode basée sur l’extraction des
points d’intérêts, cette méthode utilise tous les pixels de l’image dans le processus d’estimation
du mouvement de la caméra, permettant une estimation robuste et précise. Dans la suite, nous





Figure 6.6 – Principe de l’odométrie visuelle dense par minimisation de l’erreur photométrique.
a) image à l’instant t b) image à l’instant t + 1 c) l’image résidu obtenue par soustraction des
deux images. La luminance de chaque pixel est proportionnelle à l’erreur. Cette méthode cherche
à trouver la transformation qui minimise l’erreur des intensités de tous les pixels dans l’image
résidu.
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Parmi les première méthodes d’odométrie visuelle dense minimisant l’erreur des intensités
des pixels, nous citons les travaux de Comport et al. [Comport et al., 2010]. Avec l’apparition des
caméras 3D de type RGB-D (Microsoft Kinect et Asus Xtion), Audras et al. [Audras et al., 2011]
et Steinbruecker et al. [Steinbruecker et al., 2011] proposent une méthode qui utilise une caméra
RGB-D pour minimiser l’erreur photométrique entre deux images. pour rendre robuste cette
approche dans un environnement dynamique, Audras et al. [Audras et al., 2011] utilisent une
méthode de moindres carrés pondérés basé sur M-estimateurs ([David, 1970]) pour réduire l’in-
fluence des points aberrants dans la procédure de l’estimation en affectant un poids d’importance
à chaque pixel proportionnel à son erreur. Kerl et al. [Kerl et al., 2013b] comparent plusieurs
variantes des méthodes de moindres carrés pondérés basées sur les M-estimateurs. Whelan et
al. [Whelan et al., 2013b] proposent une méthode hybride qui minimise simultanément l’erreur
géométrique et photométrique au sens des moindres carrées. Forster et al. [Forster et al., 2014]
utilisent une approche semi-dense pour l’estimation du mouvement de la caméra.
6.3 Conclusion
Dans ce chapitre, nous avons décrit le principe de l’odométrie visuelle qui consiste à estimer
le mouvement d’une caméra mobile à partir d’une séquence d’images. Nous avons vu que les
méthodes existantes peuvent être regroupées en deux familles, la première famille appelée creuse,
qui utilise un ensemble de points d’intérêts de l’image pour estimer le déplacement de la caméra,
et la deuxième famille est appelée dense qui, quant à elle, utilise toutes les informations de
l’image pour estimer le mouvement de la caméra. Cette deuxième famille peut être divisée en
deux sous catégories, la première catégorie minimise l’erreur géométrique entre deux nuages de
points en utilisant l’algorithme ICP, et la deuxième catégorie minimise l’erreur photométrique
entre les deux images en utilisant une extension de la méthode de Lucas-Kanade pour le calcul
du flux optique. C’est cette dernière approche qui sera retenue dans cette thèse pour les raisons
suivantes :
— Les méthodes denses fournissent une estimation robuste et plus précise que les méthodes
basées sur l’extraction des points d’intérêts. Ce résultat a été démontré dans les travaux
de Newcombe et al. [Newcombe et al., 2011b] et Lovegrove et al. [Lovegrove et al., 2011].
En effet, les méthodes par extraction des points d’intérêts ne sont pas précises puisqu’elles
n’utilisent pas tous les pixels de l’image, et la qualité de l’estimation du mouvement de la
caméra par ces méthodes dépend de l’étape d’appariement intermédiaire qui est souvent
mal conditionnée et non robuste pouvant produire une fausse estimation du mouvement
de la caméra.
— Par comparaison avec la méthode d’alignement utilisant l’ICP, cette dernière nécessite
une étape d’association qui est coûteuse en temps de calcul. Tandis que l’approche dense
par flux optique ne nécessite aucune étape d’association et c’est dans la procédure de
minimisation que l’association est faite simultanément au moment de l’estimation du
mouvement de la caméra.
L’approche dense par flux optique que nous avons choisi fournit une estimation très précise
du mouvement de la caméra dans une scène statique. Par contre, cette approche dans son état
actuel n’est pas capable d’estimer correctement le mouvement de la caméra dans un milieu
dynamique. Rappelons, que pour nous, un milieu dynamique est un environnement dont l’état
structurel peut être modifié à tout moment. Par exemple, des objets ou des meubles peuvent être
déplacés d’un endroit à un autre, ou aussi des personnes peuvent se déplacer dans ce milieu. Ainsi,
dans tel environnement, le mouvement des objets de la scène génère des pixels aberrants dans
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l’image, ainsi une méthode dense qui utilise tous les pixels de l’image va certainement produire
une estimation du mouvement de la caméra erronée si elle n’exclut pas ces points aberrants.
Pour rendre robuste cette méthode dans un environnement dynamique, nous avons proposé une
extension à cette méthode qui permet d’identifier les points aberrants de la scène et les retirer
du processus de l’estimation du mouvement. La différence entre notre approche et celle qui
utilise une méthode de moindre carrés pondérés (voir les travaux de Comport et al. [Comport
et al., 2010] et Kerl et al. [Kerl et al., 2013b]), est que cette dernière réduit l’impact des pixels
aberrants sur le processus de l’estimation mais sans les retirer complètement, alors que notre
méthode exclut complètement ces points aberrants.
Dans le chapitre suivant, nous introduisons les outils théoriques nécessaires pour le dévelop-
pement de notre méthode d’odométrie visuelle. Dans un premier temps, nous introduisons une
représentation minimaliste décrivant le mouvement d’un objet rigide dans l’espace en utilisant
l’algèbre de Lie, ensuite le modèle simplifié de la caméra sera décrit. Un rappel sur les mé-
thodes d’optimisation par moindres carrés sera détaillé. Finalement, nous décrivons l’algorithme
de RANSAC que nous allons utilisé pour rendre robuste la méthode de localisation visuelle dense
dans une scène dynamique.
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Dans ce chapitre, nous faisons un rappel sur les outils théoriques nécessaires pour le dévelop-
pement de la méthode d’odométrie visuelle. Nous décrivons d’abord comment le mouvement d’un
objet rigide peut être représenté sous une forme minimaliste en utilisant l’algèbre de Lie. Nous
présentons ensuite le modèle simplifié de la caméra permettant de projeter un point 3D dans le
plan image et vice versa. Un rappel sur les méthodes d’optimisation par moindres carrés sera
présenté dans ce chapitre. Finalement, nous présentons l’algorithme RANSAC que nous allons
utilisé pour rendre robuste la méthode d’odométrie visuelle dense.
7.1 Représentation minimaliste par l’algèbre de Lie du mouve-
ment d’un objet rigide dans l’espace.
Le mouvement d’un objet rigide dans l’espace 3D est parfaitement décrit par sa position (ou
translation) et sa rotation par rapport à un repère fixe à tous les instants. Le mouvement d’un
corps rigide possède six degrés de liberté en total, trois degrés pour la rotation et trois pour
la translation. Pour la composante rotationnelle du mouvement, une représentation sous forme
d’une matrice de rotation orthogonale R ∈ R3×3 est souvent utilisée (une autre représentation
utilisant les quaternions est possible). La translation est représentée par un vecteur T ∈ R3. R



















Cependant, la représentation d’une rotation par une matrice R n’est pas canonique puisque
cette dernière possède 9 paramètres, alors qu’une rotation est décrite avec 3 degrés de liberté
seulement. Ainsi les autres paramètres de la matrice R ne sont pas indépendants. Il existe une
représentation minimaliste décrivant le mouvement d’un objet rigide en utilisant l’algèbre de Lie
([Ma et al., 2003]). Cette représentation minimaliste est utile lorsqu’on cherche, par exemple, à
déterminer les paramètres en utilisant une méthode d’optimisation numérique. En effet, chaque
matrice de transformation décrivant le mouvement d’un objet rigide possède une représentation










avec v = (v1, v2, v3) la vitesse linéaire et w = (w1, w2, w3) vitesse angulaire. La transformation g
peut être calculée à partir de ξ en utilisant l’application exponentielle de l’algèbre de Lie :
g = eξ̂ =
[




avec ξ̂ est la matrice anti-symétrique égale à :
ξ̂ =

0 −w3 w2 v1
w3 0 −w1 v2
−w2 w1 0 v3
0 0 0 0
 . (7.4)
7.2 Modèle de la caméra
Le modèle mathématique d’une caméra le plus utilisé est celui de Pinhole qui consiste à
modéliser la caméra par un axe optique, un plan perpendiculaire à cet axe appelé plan focal
ou plan d’image et un trou infiniment petit noté c situé sur le centre optique qui se trouve à
l’intersection entre le plan et l’axe. La distance focale f est la distance entre le centre optique
et le plan image. Ce modèle est illustré sur la figure 7.1. Tout rayon lumineux venant du monde
3D se projette sur le plan image en passant par le centre optique. Cette projection s’appelle une
projection perspective et permet de passer d’un point 3D en un pixel dans l’image. Soit P cette
transformation. Chaque point 3D de coordonnées (X,Y, Z) dans l’espace est lié à son pixel 2D
(u, v) correspondant par l’équation suivante :
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Figure 7.1 – Modèle simplifié de la caméra. Un point M dans l’espace 3D est projeté par la
transformation P en un pixel m dans le plan image.
avec fx, fy, cx et cy sont respectivement la focale et le centre optique de la caméra. Cette
projection n’étant pas bijective, c’est à dire, que connaissant un point 2D sur le plan image, il
n’est pas possible de retrouver le point 3D correspondant avec une seule caméra. Si cependant,
une caméra de type RGB-D est utilisée, il est possible de reconstruire le point 3D correspondant
à un pixel grâce à la profondeur d encodée dans l’image de profondeur renvoyée par la caméra.
Soit P−1 cette transformation qui permet de reconstruire le point 3D d’un pixel donné telle que :











7.3 Méthode de moindres carrés
La méthode de moindres carrés ([Bjorck, 1996]) cherche à estimer les paramètres d’un modèle
mathématique f(x; θ) avec θ = (θ1, · · · , θm) les paramètres inconnus et x les variables. En
d’autres termes, ayant un ensemble d’observations (yi)i=1··· ,n bruitées, la méthode de moindres
carrés cherche à trouver les meilleurs paramètres θ du modèle mathématique f(x; θ) qui décrit
ces observations yi. Pour trouver ces paramètres, elle minimise la somme quadratique des écarts
entre la fonction mathématique et les observations :
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· ri(θ) = 0. (7.8)
Cas Linéaire
Lorsque la fonction f(xi, θ) est linéaire en paramètres θ, la résolution est directe en utilisant
le pseudo-inverse. En effet, f(xi, θ) elle peut être écrite de la façon suivante :
f(xi, θ) = A(xi) · θ,
avec A(xi) une matrice qui dépend uniquement de xi. Dans ce cas là, le terme
∂ri(θ)









T · (yi −A(xi)T · θ) = 0.









En utilisant une représentation matricielle, nous obtenons :
AT ·A · θ = AT · y.
La solution à cette équation est obtenue en multipliant par (AT ·A)−1 des deux côtés :
θ = (AT ·A)−1 · AT · y.
Cas Non Linéaire
Lorsque la fonction f(xi, θ) est non linéaire en paramètres θ, une solution directe n’est pas
possible. Il existe plusieurs méthodes pour résoudre le cas non linéaire. Dans la suite nous dé-
crivons la méthode de Gauss-Newton. Cette méthode permet d’obtenir une solution itérative en
linéarisant la fonction ri(θ) dans le but d’obtenir une dépendance linéaire avec θ. Ainsi, à chaque
itération k, ri(θk) est linéarisée au voisinage de la solution de l’itération précédente θ = θk−1 en
utilisant la série de Taylor de premier ordre telle que :
ri(θk)|θ=θk−1 ≈ ri(θk−1) +
∂ri(θ)
∂θ
|θ=θk−1 · (θk − θk−1). (7.9)
124
7.4. Ransac
Avec ∂ri(θ)∂θ |θ=θk−1 = Ji(θk−1) est la matrice jacobienne et θk − θk−1 représente l’incrément
noté ∆θ. Ainsi, l’équation 7.9 peut être écrite sous la forme suivante :
ri(θk)|θ=θk−1 = ri(θk−1) + Ji(θk−1) ·∆θ
En substituant la valeur de ri(θk) et de
∂ri(θ)




T · (ri(θk−1) + Ji(θk−1) ·∆θ)) = 0.








T · ri(θk−1). (7.10)
Sous forme matricielle l’équation 7.10 s’écrit :
J(θk−1)
T · J(θk−1) ·∆θ = −J(θk−1) r(θk−1). (7.11)
La solution à cette équation est obtenue en multipliant par le terme (J(θk−1)T · J(θk−1))
−1
des deux côtés :
∆θ = −(J(θk−1)T · J(θk−1))
−1 · J(θk−1)T · r(θk−1), (7.12)
avec J(θk) la matrice jacobienne de taille n×m. Donc à chaque itération k, l’incrément ∆θ est
d’abord calculé en utilisant l’équation 7.12, et la solution à l’itération k est obtenue en rajoutant
∆θ à la valeur de θ obtenue à l’itération k − 1 :
θk = θk−1 + ∆θ.
Ce processus itératif est répété un certains nombre de fois jusqu’à atteindre un seuil prédéfinit
tel que : E(θ) ≤ seuil. La méthode de Gauss-Newton décrite ci-dessus converge vers le minimum
local le plus proche et peut même diverger dans certain cas. Le point de départ θ0 joue un rôle
décisif dans ce processus itératif et doit être proche du minimum global pour que la méthode
converge.
7.4 Ransac
En général, les méthodes de moindres carrés sont très sensible au bruit. En effet, si le bruit
présent dans les données n’est pas gaussien, l’estimation des paramètres du modèle est mauvaise.
Pour illustrer l’impact du bruit sur l’estimation finale, prenons l’exemple d’une régression linéaire
simple comme sur la figure 7.2. Les points rouges correspondent à des points bruités appelés aussi
points aberrants (en anglais outlier. Les points verts sont les points qui appartiennent au modèle
(appelés inliers en anglais) . Si nous appliquons la méthode de moindre carrés pour trouver les
paramètres de la droite en prenant les points vert et rouge, nous obtenons une mauvaise estima-
tion représentée par la droite en bleu sur la figure, alors que la vrai droite qui représente le modèle
est celle en noire. Donc les points aberrants ont une forte influence sur l’estimation finale et une
méthode de moindres carrés est connue pour être très sensible aux bruits. Pour rendre robuste
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Figure 7.2 – Exemple d’une régression linéaire simple avec des données bruitées montrant la
sensibilité de la méthode des moindres carrés aux points aberrants (en rouge). A cause de ces
points, l’estimation finale est celle est en bleu, alors que la vraie estimée attendue est celle en
noire.
cette méthode contre les outliers, l’algorithme RANSAC (RANdom SAmple Consensus [Fischler
and Bolles, 1981]) est souvent utilisé pour éliminer d’une façon efficace ces points aberrants.
RANSAC est une méthode itérative utilisée pour estimer les paramètres d’un modèle ma-
thématique à partir des données bruitées. Cette algorithme est non-déterministe, dans le sens
où il garantie un résultat correct avec une certaine probabilité. L’algorithme prend en entrée
l’ensemble des points, et retourne les paramètres du modèle mathématique et aussi l’ensemble
des points aberrants retrouvés. L’algorithme consiste en deux étapes :
— Sélection : Dans cette étape, l’algorithme sélectionne d’une façon aléatoire n points, et
génère une hypothèse sur le modèle à partir de ces n points. Cette hypothèse n’est qu’une
estimation du paramètre du modèle.
— Évaluation : Dans cette étape, chaque hypothèse générée est évaluée en calculant le nombre
de points qui s’ajustent à l’hypothèse dans le sens où la distance par rapport à l’hypothèse
du modèle est inférieure à un seuil prédéfini.
C’est deux étapes sont répétées un certain nombre de fois et, à la fin, l’hypothèse qui possède
le nombre le plus élevé de points qui s’ajustent à elle est retournée par l’algorithme. Cette
meilleure hypothèse est à nouveau raffinée en recalculant les paramètres du modèle avec les
points qui s’ajustent à cette hypothèse. Si dans l’étape de sélection, un ensemble ne contenant
que des points pertinents a été sélectionné, l’hypothèse générée à partir de cet ensemble sera la
meilleure. Donc dès que l’algorithme réussit à sélectionner un ensemble de points pertinents, il
est sûr qu’il va converger. Maintenant la question qui se pose est : combien il faut d’itérations
pour garantir que l’algorithme sélectionne un ensemble de points pertinents ? RANSAC permet
de déterminer (d’une façon théorique) le nombre des itération K nécessaires pour obtenir au
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moins un ensemble de n points pertinents. En effet, soit p la probabilité que l’algorithme choisit
à une certaine itération que des points pertinents et w la probabilité pour qu’un point soit non
pertinent. Alors (1− w)n est la probabilité que tous les n points sélectionnés sont pertinents.
De la même façon, 1 − (1− w)n est la probabilité qu’au moins un des points sélectionné est
aberrant. La probabilité que l’algorithme ne sélectionne que des points aberrants pour toutes les
K itérations est : (1− (1− w)n)K qui est égale à 1− p. Nous avons alors :
1− p = (1− (1− w)n)K .






En pratique, w est inconnue à l’avance et une valeur approximative est souvent utilisée suivant
la nature du problème. p détermine la probabilité que l’algorithme produit un résultat correct.
Elle est souvent fixé à 0.99 ce qui se signifie que l’algorithme garantit à 99% qu’il sélectionne un
ensemble de points pertinents. Pour le choix de n, généralement il est égal au nombre minimal
de points nécessaire pour obtenir une hypothèse (pour le cas d’une régression linéaire n = 2),
cependant Rosten et al. [Rosten et al., 2010] ont démontré que dans certains cas où le bruit
présent dans les données est important, les performances de l’algorithme (en terme de qualité
d’estimation finale) peuvent être améliorées en choisissant un nombre plus grand que le nombre
minimal nécessaire.
Un exemple de fonctionnement de l’algorithme RANSAC sur un problème de régression
linéaire est illustré sur la figure 7.3 montrant les différentes étapes de l’algorithme et comment il
est capable d’estimer correctement les paramètres du modèle et d’éliminer les points aberrants
(en rouge). Sur cette figure, seulement deux itérations de l’algorithme sont présentées.
7.5 Conclusion
Dans ce chapitre, nous avons introduit les outils théoriques qui vont servir dans la suite pour
développer la méthode de localisation visuelle à partir d’une caméra RGB-D dans un environne-
ment dynamique. Dans un premier temps, Nous avons montré qu’il est possible de représenter le
mouvement d’un objet rigide dans l’espace d’une façon minimaliste en utilisant l’algèbre de Lie.
Cette représentation est utile pour le problème d’optimisation par moindre carrés et elle est très
souvent utilisée dans la résolution de ce type de problème. Dans un deuxième temps, nous avons
fait un rappel sur le modèle simplifié d’une caméra en décrivant les équations de projections
perspectives. La méthode de moindres carrés a été aussi présentée, et nous avons montré que
cette méthode est très sensible aux données bruitées et souvent l’algorithme RANSAC est utilisé
pour rendre robuste cette méthode.
Dans le chapitre suivant, nous décrivons la méthode d’odométrie visuelle que nous avons
développée.
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(a) Itération 1 : L’algorithme selec-
tionne 2 points aléatoirement (en
noire)
(b) Itération 1 : Une hypothèse sur
le modèle est générée à partir de
ces deux points (droite en bleu).
(c) Itération 1 : L’hypothèse est
évaluée en comptant le nombre de
points pertinents dont la distance
par rapport à cette hypothèse est
inférieure à un seuil prédéfinit (ici
ce nombre est égale à 6).
(d) Itération 2 : L’algorithme selec-
tionne à nouveau 2 points aléatoi-
rement (en noire).
(e) Itération 2 : Une deuxième hy-
pothèse est générée à partir de ces
deux points (droite en bleu).
(f) Itération 2 : La nouvelle hypo-
thèse est évaluée en comptant le
nombre de points pertinents dont
la distance par rapport à cette hy-
pothèse est inférieure à un seuil
prédéfinit (ici ce nombre est égale
à 10).
Figure 7.3 – Exemple de fonctionnement de l’algorithme RANSAC sur un problème de régres-
sion linéaire qui montre la capacité de l’algorithme à estimer correctement les paramètres de
la droite en éliminant les points aberrants (en rouge). Ici deux itérations de l’algorithme sont
présentées sur chaque ligne. Après l’exécution des k itérations, l’algorithme renvoie l’hypothèse
dont le nombre de points pertinents est le plus élevé.
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Chapitre 8
Estimation robuste du mouvement de
la caméra dans un environnement
dynamique.
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La méthode d’odométrie visuelle dense que nous avons présentée dans la section 6.2.2 cherche
à estimer le mouvement de la caméra en minimisant l’erreur des intensités de tous les pixels de
l’image. Cette minimisation est faite avec une méthode des moindres carrés. Or, nous avons vu
dans le chapitre 7 que la méthode des moindres carrés est très sensible aux pixels aberrants.
La cause principale de ces pixels est la dynamique de la scène, par exemple, une personne se
déplaçant devant la caméra. Notre objectif étant d’estimer le mouvement de la caméra dans un
environnement dynamique, il est alors nécessaire d’éliminer les pixels aberrants pour obtenir une
estimation précise du mouvement de la caméra.
Dans ce chapitre, nous faisons d’abord un rappel sur le principe de fonctionnement de la
méthode d’odométrie visuelle dense (sections 8.1 et 8.2). Ensuite, nous présentons, dans la section
8.3, les modifications que nous avons apportées à cette méthode pour la rendre robuste aux
pixels aberrants présents dans l’image. La première originalité de notre méthode est d’abord,
l’application de l’algorithme de RANSAC pour éliminer les pixels aberrants présents dans l’image.
La deuxième originalité de la méthode proposée est l’introduction d’une étape de nettoyage de
la matrice jacobienne afin d’améliorer sa précision.
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Figure 8.1 – L’odométrie visuelle dense repose sur le principe qu’un point P de l’espace observé
par deux positions différentes de la caméra possède la même intensité lumineuse dans les deux
images.
8.1 Formulation mathématique
L’odométrie visuelle dense consiste à estimer le mouvement d’une caméra mobile à partir
d’une séquence d’images en utilisant tous les pixels de l’image. Elle repose sur l’hypothèse Lam-
bertienne (en anglais photo-consistency assumption) illustrée sur la figure 8.1 qui est la suivante :
un point 3D de l’espace observé par deux positions différentes (ou plusieurs) de la caméra possède
la même intensité lumineuse dans les deux images. En d’autres termes, connaissant le mouvement
ξ de la caméra entre les deux images, l’intensité du pixel p transformé par ξ dans l’image It+1
est la même que celle dans l’image It. Cette hypothèse se traduit par l’équation suivante :
It+1(w(ξ, p)) = It(p), (8.1)
où It(p) et It+1(w(ξ, p)) sont les intensités d’un pixel p observées sur l’image reçue à l’instant t
et à t+ 1 respectivement, et w(ξ, p) étant la fonction de warp qui dépend du mouvement ξ de la
caméra entre les deux images et qui permet de projeter chaque pixel d’une image à l’autre. Donc,
théoriquement si la mouvement ξ de la caméra entre les deux images est parfaitement connue,
l’erreur des intensités sur tous les pixels est nulle :
It+1(w(ξ, p))− It(p) = 0.
Mais en réalité, cette erreur n’est jamais nulle à cause du bruit du capteur et les objets dyna-
miques présents dans la scène etc.... Cependant, cette erreur reste minimale connaissant la vrai
transformation entre les deux images. En appliquant ce principe, les paramètres inconnues de ξ
peuvent être calculés en minimisant l’erreur des intensités entre les deux images. Cela peut être
formulé de la façon suivante :
ξ∗ = arg min
ξ
E(ξ) = arg min
ξ
(It+1(w(ξ, p))− It(p))2, (8.2)
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qui est la somme quadratique des erreurs des intensités de tous les N pixels pi de l’image, ri(ξ)
étant le résidu pour chaque pixel de l’image. Le modèle mathématique décrit ci-dessus nécessite
de connaître l’intensité et la profondeur pour chaque pixel de l’image. Pour cela, un dispositif à
deux caméras calibrées (calibration intrinsèque et extrinsèque) est nécessaire.
Nous avons vu dans la section 7.1 que pour un objet se déplaçant dans l’espace 3D (ici la
caméra) il est possible de représenter son mouvement sous un forme minimaliste en utilisant
l’algèbre de Lie. Cette représentation est utile pour résoudre le problème d’optimisation par
moindres carrés puisqu’elle permet de minimiser la fonction 8.3 par rapport à un vecteur de
6 dimensions représentant la vitesse linéaire et angulaire de la caméra, et ensuite en utilisant
l’application exponentielle (voir équation 7.3), il est possible de retrouver la transformation rigide
(rotation + translation) décrivant le mouvement de la caméra entre les deux images. Ainsi la
fonction 8.3 est minimisée par rapport à ξ =
[
v1 v2 v3 w1 w2 w3
]
, avec (v1, v2, v3) et
(w1, w2, w3) représentent la vitesse linéaire et angulaire de la caméra respectivement.
Linéarisation La fonction ri(ξ) de l’équation 8.3 n’est pas linéaire et amène ainsi à un problème
de moindres carrés non linéaire. Nous avons vu dans la section 7.3 que ce problème peut être
résolu en linéarisant le résidu de chaque pixel au voisinage de celui de l’itération précédente, ainsi
la solution est obtenue d’une façon itérative en calculant à chaque fois un incrément ∆ξ qui sera
cumulé à ξk tel que :
ξk = ξk−1 + ∆ξ,
et le résidu de chaque pixel à chaque itération k sera égale à :
ri(ξk) = ri(ξk−1) + Ji(ξk) ·∆ξ,
avec Ji(ξk) étant la matrice jacobienne qui contient les dérivées partielles par rapport à ξ.
Construction de la fonction de warp La fonction de warp w(ξ, p) permet de transformer
chaque pixel d’une image à l’autre. Elle est composée d’un ensemble de transformations comme
le montre la figure 8.2. Un pixel p de coordonnées (u, v, d) de l’image It est projeté en un point
M en 3D de coordonnées (X,Y, Z) par la transformation P−1 de l’équation 7.6. M est ensuite
transformé du repère attaché à It en un point M ′ de coordonnées (X ′, Y ′, Z ′) dans le repère de
It+1 par la transformation g(ξ) de l’équation 7.3 . Finalement, M ′ est projeté dans le plan image
de It+1 par la transformation P de l’équation 7.5. Ainsi la fonction de warp s’écrit sous la forme
suivante :
w(ξ, p) = P (g(ξ)(P−1(p))). (8.4)
Connaissant la forme de w(ξ, p)) il est maintenant possible de construire la jacobienne en se
basant sur la série de transformations appliquées à chaque pixel comme décrit ci-dessus.
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Figure 8.2 – La fonction de warp est composée d’un ensemble de transformations permettant
de projeter chaque pixel de l’image It dans It+1.
8.1.1 Calcul de la Jacobienne










































































avec N est le nombre de pixels dans l’image et 6 est le nombre de degrés de liberté (vitesse
linéaire (v1, v2, v3) et angulaire (w1, w2, w3). Chaque ligne Ji(ξk) de cette matrice représente la
dérivée du résidu ri du pixel pi par rapport à ξ pour l’itération k. Rappelons que ri est égal à
l’erreur de l’intensité d’un pixel dans les deux images :
ri(ξ) = It+1(w(ξ, pi))− It(pi).





En utilisant le théorème de dérivation des fonctions composées, nous pouvons écrire Ji(ξk) sous
la forme suivante :
Ji(ξk) = ∇It+1(w(ξk, p)) · Jw(ξk),
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avec ∇It+1 une matrice de 1×2 représentant le gradient d’un pixel dans l’image dans la direction






































Ji(ξk) dépend de la position du pixel transformé X ′, Y ′, Z ′ et ainsi doit être calculée à chaque
itération. Backer et Matthews [Baker and Matthews, 2004] ont proposé une méthode appelée In-
verse compositionnelle permettant de pré-calculer la jacobienne sur l’image de référence It qui
sera constante tout au long de la minimisation, ce qui accélère considérablement la vitesse d’exé-
cution de l’algorithme puisque cela évite de recalculer à chaque itération la matrice jacobienne de
grande taille n×6. Ainsi en utilisant la méthode Inverse compositionnelle, la nouvelle jacobienne































Nous verrons dans la suite que le fait d’avoir une matrice jacobienne constante a un autre intérêt
pour notre approche.
8.2 Pyramide multi-résolution
L’inconvénient des méthodes de minimisation itérative par moindres carrés est qu’elles ne
sont pas capables de gérer les grands déplacements de la caméra. Pour pallier ce handicap, une
approche multi-résolution, introduite par Burt et Adelson [Burt and Adelson, 1983], et utilisé
par Comport et al. [Comport et al., 2010] dans leur méthode, est souvent utilisée. Elle consiste
à construire une pyramide composée d’un ensemble de M images à partir de l’image originale
où chaque image de la pyramide est lissée et sous-échantillonnée par un facteur de deux. En
effet, soit I0t l’image au niveau 0 de la pyramide correspondant à l’image originale, l’image I1t
dans le niveau 1 de la pyramide est obtenue en sous-échantillonnant par un facteur de deux I0t
et en lissant l’image par un noyau gaussien. Le reste de la pyramide est construit de la même
façon jusqu’au niveau M − 1. Après construction de la pyramide, l’étape de minimisation par
moindres carrés est appliquée en cascade sur les images de la pyramide en partant de l’image la
plus petite IM−1t , l’estimation ξ∗(M−1) trouvée au niveau M − 1 est utilisée comme initialisation
pour l’image au niveau suivant où le processus d’alignement est à nouveau appliqué et ainsi de
suite jusqu’à atteindre l’image originale I0t . Ce nouveau processus d’estimation multi-résolution
est illustré sur la figure 8.3.
L’avantage de l’utilisation d’une pyramide multi-résolution et que ça permet de lisser les
grands mouvements effectués par la caméra. En effet, chaque image sous-échantillonnée est ob-
tenue par un filtre passe bas, ainsi dans les images de petite résolution, très peu de détails
existent et une estimation grossière est alors obtenue, en remontant dans la pyramide, les images
contiennent plus de détails et l’estimation devient plus précise. De cette façon les grands mou-
vements de la caméra sont gérés progressivement. (Ce processus est appelé en anglais Coarse to
Fine).
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Figure 8.3 – Processus itérative d’alignement des images en utilisant une pyramide d’images
multi-résolution.
8.3 Estimation robuste du mouvement de la caméra
Nous avons introduit le principe de fonctionnement de la méthode classique d’odométrie
visuelle dense. Dans cette section nous montrons par une expérience son incapacité à estimer
correctement le mouvement de la caméra lorsque des pixels aberrants sont présents dans l’image.
En effet, la méthode de minimisation par moindres carrés décrite ci-dessus est sensible aux
pixels aberrants pouvant influencer l’estimation finale. La cause principale de ces pixels est la
dynamique de la scène (par exemple, une personne se déplaçant devant la caméra). Pour évaluer
l’influence de ces pixels sur l’estimation finale, nous avons réalisé une expérience qui consiste
à estimer le mouvement d’une caméra fixe dans une scène dynamique contenant une personne
se déplaçant devant la caméra. Comme la caméra est fixe, sa position est toujours la même à
chaque instant et correspond au (0, 0, 0). Nous pouvons ainsi calculer, à chaque instant, l’erreur
sur la position de la caméra obtenue par la méthode d’odométrie visuelle dense que nous avons
décrite précédemment. La figure 8.4 montre la courbe d’erreur obtenue sur toute la séquence.
Nous remarquons que l’erreur est très élevée et dépasse dans certains cas les 20 cm.
L’interprétation de ce résultat est la suivante : la méthode d’odométrie visuelle dense expli-
quée ci-dessus est une extension de la méthode de calcul de flux optique qui consiste à estimer
la vitesse de déplacement des pixels dans l’image. Si tous les pixels de l’image appartiennent à
des objets fixes de la scène, ainsi la vitesse estimée par la méthode d’odométrie visuelle corres-
pond à celle de la caméra. Si cependant, certains pixels dans l’image correspondent à des objets
mobiles de la scène, ces pixels lorsqu’ils sont pris en compte dans le processus d’estimation du
déplacement de la caméra vont induire un mouvement supplémentaire dans l’estimée finale, ce
qui explique que l’estimation du mouvement de la caméra dans l’expérience ci-dessus n’est pas
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Figure 8.4 – Courbe d’erreur sur la position de la caméra.
correcte.
Cette expérience que nous avons réalisée montre que la présence des pixels aberrants dégrade
la qualité de l’estimation finale puisqu’ils induisent un mouvement supplémentaire qui ne doit pas
être pris en compte dans le processus d’estimation. Notre objectif, est d’estimer le déplacement
d’une caméra mobile dans un environnement dynamique. Dans tel environnement, les objets
mobiles de la scène produisent des pixels aberrants. Il est alors nécessaire de trouver un moyen
pour réduire l’influence de ces pixels ou de les éliminer. Une méthode existante actuellement
consiste à utiliser un processus de minimisation par moindres carrés pondérés qui assigne un
poids ∈ [0, 1] à chaque pixel. Ce poids représente la confiance donnée à chaque pixel. De cette
façon, l’influence des pixels aberrants est réduite mais pas complètement. Idéalement, il sera
plus intéressant d’éliminer complètement ces pixels. Pour cela, nous proposons par la suite une
extension à la méthode d’odométrie visuelle dense capable de détecter et éliminer les pixels
aberrants du processus de l’estimation du mouvement de la caméra.
8.3.1 Principe de fonctionnement
Une estimation correcte du mouvement de la caméra revient à calculer la vitesse des pixels
non bruités appartenant à des objets fixes de la scène (ces pixels sont appelés pertinents). En
d’autres termes, le mouvement des pixels non bruités appartenant à des objets fixes correspond
en réalité au mouvement de la caméra. Donc, notre objectif qui est d’éliminer les pixels aberrants
revient à sélectionner que les pixels pertinents pour l’estimation du mouvement de la caméra. Si
nous choisissons un ensemble de pixels de l’image et nous calculons leur vitesse par la méthode
d’odométrie visuelle que nous avons décrite ci-dessus, il existe 3 cas de figure (figure 8.5) : le
premier cas (figure 8.5(a)), si tous les pixels choisis sont pertinents (appartiennent à des objets
fixes de la scène et non bruités), alors la vitesse calculée à partir de ces pixels correspond à
celle de la caméra. Le deuxième cas (figure 8.5(b)) lorsque tous les pixels choisis sont aberrants
(appartiennent à la personne se déplaçant devant la caméra ou pixels bruités), alors la vitesse
calculée à partir de ces pixels ne correspond pas à celle de la caméra. Le dernier cas (figure 8.5(c))
lorsque des pixels pertinents et aberrants sont sélectionnés, la vitesse calculée est difficile à prédire
puisqu’elle dépend de la vitesse et du sens du déplacement des pixels aberrants et aussi de leur
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(a) (b) (c)
Figure 8.5 – Suite à une sélection d’un ensemble de pixels de l’image, trois cas de figures se
présentent : le premier lorsque tous les pixels sélectionnés sont pertinents, ainsi la vitesse de
ces pixels correspond à celle de la caméra. Le deuxième et troisième cas est lorsque les pixels
sélectionnés contiennent des pixels aberrants et dans ce cas là, il est très probable que la vitesse
de ces pixels ne correspond pas à celle de la caméra.
nombre, mais il est très peu probable que cette vitesse calculée correspond à celle de la caméra.
Ainsi, une estimation correcte du mouvement de la caméra revient à sélectionner un ensemble de
pixels pertinents et de calculer leurs vitesse qui sera celle de la caméra. La question qui se pose
est comment choisir de l’image que les pixels pertinents. Nous avons présenté dans la section 7.4
l’algorithme RANSAC qui permet d’estimer les paramètres d’un modèle mathématique à partir
des données bruitées. Cet algorithme procède d’une façon itérative sur l’ensemble des données
et à chaque itération il sélectionne aléatoirement un ensemble de points et calcule ensuite une
hypothèse sur le modèle qui sera évaluée en calculant le nombre de points dont la distance par
rapport à l’hypothèse est inférieure à un seuil prédéfini (voir la figure 7.3). Ce processus est répété
un certain nombre de fois, et l’hypothèse retenue est celle qui possède le nombre le plus élevé de
points qui s’ajustent correctement à elle. Il est possible avec RANSAC de déterminer le nombre
des itérations K nécessaire (voir l’équation 7.13) pour garantir que l’algorithme sélectionne au
moins un ensemble de points pertinents. Ainsi, pour rendre robuste la méthode d’odométrie
visuelle contre les points aberrants, notre idée consiste à appliquer l’algorithme de RANSAC
puisqu’il permet de faire exactement ce que nous souhaitons.
8.3.2 Application de l’algorithme RANSAC
Dans cette partie nous décrivons le nouvelle méthode que nous avons conçue qui utilise
l’algorithme RANSAC pour estimer d’une façon robuste le mouvement de la caméra. Le fonc-
tionnement est le suivant : Soit K le nombre des itérations nécessaires pour que l’algorithme
RANSAC converge (nous détaillons dans la suite comment calculer K). A chaque itération j
(j ≤ K), un ensemble noté Oj de n pixels est choisi d’une façon aléatoire de l’image. A partir
de cet ensemble, une fonction de coût Ej(ξ) est minimisée pour obtenir une hypothèse ξ̂∗j sur
le déplacement de la caméra. Cette fonction est similaire à celle de l’équation 8.3 avec la seule
différence qu’elle est appliquée sur les n pixels et non pas sur tous les pixels N de l’image (avec
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ξ̂∗j est obtenue telle que :
ξ̂∗j = arg min
ξ
En(ξ). (8.9)
L’hypothèse ξ̂∗j sur le déplacement de la caméra est évaluée en alignant d’abord les deux images
It et It+1 par ξ̂∗j , et ensuite à calculer l’image résultante Rj de la soustraction des deux images
alignées. Finalement, pour évaluer cette hypothèse, nous devons connaître le nombre de pixels
qui ont été alignés correctement par cette hypothèse. La valeur absolue de chaque pixel ri avec
i ∈ [1 · · ·N ] de l’image Rj est comparée à un seuil t prédéfini par l’algorithme, et si Rj(ri) ≤ t, le
pixel sera ajouté à l’ensemble Sj associé à cette hypothèse (Sj est appelé consensus set en anglais).
Ce processus est répété K fois, en calculant et évaluant à chaque itération, une hypothèse générée
à partir d’un ensemble de n pixels sélectionnés aléatoirement de l’image. A la fin, l’hypothèse
ξ̂∗best retenue par l’algorithme est celle telle que :
Card(Sbest) > Card(Sj), pour toutj ∈ [1 · · ·K] .
A partir de ξ̂∗best et de son ensemble de pixels alignés correctement Sbest, l’estimation ξ̂
∗
best est
raffinée en recalculant une nouvelle estimation ξ∗best du mouvement de la caméra à partir de
l’ensemble de points dans Sbest en minimisant la fonction E(ξ) pour tous les points appartenant
à Sbest.
8.3.3 Nettoyage de la matrice jacobienne
Dans cette section, nous décrivons la méthode que nous avons développée pour améliorer
l’étape de sélection des n pixels. En effet, il existe des endroits dans l’image dont les pixels ne
rapportent pas des informations sur le mouvement de la caméra. Ainsi l’algorithme décrit ci-
dessus risque de générer des hypothèses non pertinentes si les pixels sélectionnés appartiennent
à ces endroits. Dans cette partie nous présentons la méthode que nous avons développé pour
améliorer l’étape de sélection des pixels basée sur une analyse directe de la jacobienne.
Reprenons la jacobienne de l’équation 8.7 calculée pour chaque pixel d’indice i de l’image.
Nous avons vu que grâce à la méthode d’inverse compositionnelle (section 8.1.1), cette matrice
est pré-calculée sur l’image de référence et elle est constante tout au long de la minimisation.
Cette matrice que nous notons par la suite Ji est le produit des deux matrices Jp et JG tel que :
Ji = Jp · JG, (8.10)
















et Jp le gradient photométrique qui est la matrice à gauche de l’équation 8.7 et JG représentant
le gradient géométrique à droite de l’équation 8.7. Sur la figure 8.6, le gradient sur x et y
pour une image est affichée. Certains pixels de cette image possèdent un gradient faible ou
proche de zéro (représenté par une intensité en noire sur les figures 8.6(b) et 8.6(c)). Ces pixels
corresponds généralement à des régions uniformes dans l’image très peu texturées (comme un mur
par exemple). Ces pixels ne sont pas utiles pour l’estimation du mouvement de la caméra puisque
la jacobienne Ji associée à chacun de ces pixels est nulle. Ainsi dans notre algorithme, il faut
éviter de sélectionner des pixels de ces régions sinon les hypothèses produites risquent d’être non
pertinentes. Une façon simple de le faire, est qu’à chaque fois un pixel est choisi aléatoirement
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(a)
(b) (c)
Figure 8.6 – a) Image originale b) Gradient sur X. b) Gradient sur Y. Les endroits uniformes
dans la scène possède un faible gradient proche de zéros (pixels en noirs). Les pixels appartenant à
ces endroits ne sont pas utiles pour l’estimation du mouvement de la caméra puisque la jacobienne
correspondante est nulle (voir équation 8.7).
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Figure 8.7 – Un exemple illustrant l’importance de l’information géométrique représentée par la
matrice JG (voir équation 8.10). Bien que les pixels lointains possèdent un gradient photométrique
élevé (en rouge), ils décrivent moins précisément la translation de la caméra que les pixels proches
(en bleu).
parmi les n pixels, nous pouvons le rejeter si son gradient est faible pour en sélectionner un
nouveau. L’utilisation du gradient seul comme critère pour valider ou non un pixel n’est pas
suffisant puisque il ne prend pas en compte l’information géométrique encodée dans la matrice
JG qui représente le mouvement d’un pixel par rapport aux 6 degrés de liberté, et chaque élément
















Pour bien illustrer l’importance de l’information géométrique représentée par la matrice JG, pre-
nons l’exemple de la figure 8.7 où la zone, marquée en bleue, correspond à des pixels (appartenant
au sol) peu texturé et proche de la caméra et la zone en rouge correspond à des objets forte-
ment texturés mais loin de la caméra. Le fait de n’utiliser que le gradient photométrique comme
critère pour la sélection des pixels, va amener l’algorithme à favoriser ceux qui appartiennent à
la région loin de la caméra. Ainsi, l’estimation du mouvement de la caméra à partir des pixels
éloignés est moins précise sur la translation puisque ces pixels sont peu sensibles au mouvement
translationnel et décrivent moins précisément la translation que les pixels proches (voir la figure
8.8 pour un exemple d’illustration). En pratique, pour une caméra de profondeur d’une portée
de quelques mètres, ce phénomène d’insensibilité des pixels à un certain type de mouvement est
réduit mais il est toujours présent, alors que pour une caméra de grande portée, ce phénomène
est amplifié. Ainsi, avant de sélectionner les pixels de l’image, nous introduisons une étape de
nettoyage de la jacobienne J consistant à retirer tous les lignes Ji dont la valeur d’au moins une
colonne est inférieure à un seuil noté s. De cette façon seuls les pixels qui possèdent une bonne
observabilité de chaque degré de liberté sont gardés et la sélection des pixels est faite à partir de
cette nouvelle matrice J nettoyée. Notons que cette étape de nettoyage est faite une seule fois
sur la matrice jacobienne pré-calculée sur l’image de référence.
8.3.4 Choix de nombre des pixels
Le nombre de pixels à sélectionner joue un rôle important dans la détermination du nombre
des itérations K (voir équation 7.13) nécessaire pour que l’algorithme RANSAC converge. Dans
cette partie nous décrivons comment nous avons choisi ce paramètre.
La méthode d’odométrie visuelle dense est une extension de la méthode de calcul de flux
optique (aussi appelée Lucas-Kanade [Lucas and Kanade, 1981]), ainsi elle hérite d’elle une
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Figure 8.8 – Un exemple 1D illustrant comment les pixels éloignés ne décrivent pas précisément
le mouvement de translation de la caméra. Pour une même déplacement D d’un objet d’un point
x vers y, la zone occupée par l’image lorsque l’objet est loin (d1) est inférieure que celle lorsqu’il
























nombre de pixels (n)
Figure 8.9 – Le nombre des itérations K nécessaire pour que l’algorithme RANSAC converge
varie d’une façon exponentielle en fonction de n (voir équation 7.13).
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hypothèse que nous allons discuter dans la suite. En effet dans la méthode de Lucas-Kanade,
pour calculer la vitesse de déplacement d’un pixel, elle suppose que le flux est constant dans
un voisinage local du pixel pour pouvoir résoudre l’équation du flux optique. Pour illustrer
pourquoi les auteurs avaient besoin de cette hypothèse, prenons l’exemple de calcul de la vitesse
de déplacement d’un pixel en 2D. D’après l’hypothèse Lambertienne nous avons :
I(x, y, t) = I(x+ dx, y + dy, t+ dt), (8.11)
Avec (x, y) les coordonnées d’un pixel dans l’image. En supposant que le déplacement est rela-
tivement petit entre les deux images, I(x + dx, y + dy, t + dt) peut être développée en série de
Taylor :





· dy + ∂I
∂t
· dt, (8.12)














⇒ ∇Ix · vx +∇Iy · vy +∇It = 0, (8.13)
Avec ∇Ix = ∂I∂x et ∇Iy =
∂I
∂y sont respectivement les gradients de l’image dans la directions
x et y. vx et vy sont les deux inconnues qui représentent la vitesse de déplacement du pixel.
Ainsi il n’est pas possible de calculer cette vitesse avec une seule équation. Pour résoudre cette
équation, les auteurs supposent que les pixels voisins de p dans une fenêtre de 3 × 3 possèdent
la même vitesse. C’est grâce à cette hypothèse que le système devient sur-dimensionné et ainsi
il est possible d’estimer vx et vy par moindres carrés.
Dans notre problème, lorsque nous tirons aléatoirement n pixels avec les voisins pour estimer
leur vitesse, nous obtenons n × 9 pixels au final. Par contre le choix d’un nombre très élevé de
pixels pour la génération des hypothèses nécessite plus d’itérations par RANSAC. En effet, sur
la figure 8.9 est affiché la courbe de variation de K en fonction de n à partir de l’équation 7.13
pour des valeurs de p = 0.99 et w = 0.3. Nous voyons sur cette courbe que K varie d’une façon
exponentielle avec le nombre n de pixels, ce qui est normal, puisque lorsque n devient grand,
l’algorithme a besoin de plus d’itérations pour trouver un ensemble de pixels pertinents. Ainsi,
lorsque nous tirons par exemple 5 pixels de l’image, nous obtenons, en prenant en compte les
voisins, 5× 9 = 45 pixels. Or pour n = 45 nous avons un nombre d’itérations qui vaut 43036194,
ce qui n’est pas applicable en réalité. L’hypothèse que la vitesse des voisins d’un pixel est la
même, se traduit par le fait que si un pixel est pertinent (ou non), ses voisins le sont aussi.
Ainsi, l’algorithme n’a pas besoin de ce nombre élevé d’itérations puisque au final la vitesse de
ces 45 pixels n’est que la vitesse des 5 pixels situés au centre. Donc, dans l’exemple ci-dessus, n
vaut en réalité 5 et non pas 45 et K dans ce cas-là vaut 25 itérations. Ainsi, grâce à l’hypothèse
qui suppose que le flux dans un voisinage d’un pixel est constant, nous allons pouvoir tirer un
nombre n× 9 de pixels de l’image tout en obtenant un nombre d’itérations raisonnable.
8.3.5 Algorithme d’estimation robuste du mouvement de la caméra
Nous pouvons maintenant décrire l’algorithme complet que nous avons conçu pour estimer
d’une façon robuste le mouvement de la caméra. La figure 8.10 représente les différentes étapes de
l’algorithme. A partir de l’image It, la matrice Jacobienne J est calculée sur cette image, ensuite
pour chaque ligne Ji de cette matrice, si au moins la valeur d’une colonne est inférieure à un
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Figure 8.10 – Processus de minimisation robuste par RANSAC.
certain s, cette ligne sera retirée de la matrice J , de cette façon seuls les pixels qui conditionnent
bien les degrés de liberté sont choisis. Ensuite l’algorithme procède d’une façon itérative en
sélectionnant à chaque itération j un ensemble de n pixels pour construire l’ensemble Oj . Une
hypothèse ξ̂j sur le déplacement de la caméra est ensuite obtenue, cette hypothèse sera évaluée en
alignant les deux images It et It+1 par ξ̂j et en calculant l’image résidu Rj correspondante. Pour
chaque pixel dans Rj si sa valeur est inférieure à un seuil t, il sera ajouté dans l’ensemble Sj . A
la fin des K itérations. La meilleure hypothèse ξ̂best dont le cardinal est le plus élevé est renvoyée
par l’algorithme. Finalement, cette hypothèse est raffinée en calculant à nouveau l’estimation
finale de la caméra en utilisant les pixels dans Sbest.
Il arrive dans certaines situations, lorsque les données sont très peu bruitées, qu’une hypothèse
donnée possède dans son ensemble Sj un nombre très élevés de pixels, ce qui signifie que la
majorité des pixels présents dans l’image ont bien été alignés par cette hypothèse. Dans ce cas
là, il n’est pas utile de continuer les itérations puisque l’algorithme a réussit à trouver une bonne
hypothèse. Ainsi, si au cours des itérations j, une hypothèse dont le rapport des pixels de son
ensemble Sj par rapport au nombre total de pixels N est supérieure à (1 − w) (avec w est la
probabilité qu’un pixel soit aberrant), l’algorithme s’arrête et renvoie cette hypothèse comme
la meilleure retrouvée. Une dernière remarque est que le processus décrit sur la figure 8.10 est




Dans ce chapitre, nous avons d’abord présenté la méthode d’odométrie visuelle dense clas-
sique qui utilise une méthode de minimisation par moindres carrés pour minimiser l’erreur des
intensités de tous les pixels dans l’image. Nous avons montré avec une expérience que cette mé-
thode est très sensible aux pixels aberrants présents dans l’image. Ensuite, nous avons décrit
les modifications que nous avons apportées à cette méthode pour la rendre robuste à ces pixels
aberrants. La première modification consiste à utiliser l’algorithme itératif RANSAC pour élimi-
ner les pixels aberrants. Cet algorithme génère des hypothèses sur le mouvement de la caméra à
partir d’un ensemble de pixels sélectionnés aléatoirement de l’image, et choisit celle qui décrit le
mieux le déplacement de la caméra. Dans le but d’améliorer la qualité des hypothèses générées
par RANSAC, nous avons introduit une deuxième modification qui consiste à travailler direc-
tement sur la matrice jacobienne et de la nettoyer en retirant les pixels qui ne rapportent pas
d’information sur le mouvement de la caméra.
Dans le chapitre suivant, nous procédons à une série d’expérimentation pour évaluer notre
approche.
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Dans ce chapitre, nous montrons, dans un premier temps, avec une série d’expériences que
nous avons réalisée, la capacité de notre méthode à éliminer d’une façon efficace les pixels aber-
rants présents dans l’image. Nous montrons aussi, que notre méthode améliore la qualité de
l’estimation du mouvement de la caméra par rapport à la méthode classique d’odométrie visuelle
dense dans des scènes dynamiques.
Dans un deuxième temps, nous utilisons un benchmark en ligne pour évaluer les performances
de notre méthode et pour la comparer à une autre méthode de la littérature.
Finalement, nous évaluons l’influence des différents paramètres sur les performances de notre
méthode.
9.1 Evaluation de la capacité de notre méthode à éliminer les
pixels aberrants
L’objectif de cette partie est d’abord d’évaluer la capacité de notre méthode à éliminer les
pixels aberrants de l’image, et aussi d’évaluer de combien notre approche améliore la qualité de
l’estimation par rapport à la méthode classique d’odométrie visuelle dense.
9.1.1 Caméra fixe dans un environnement dynamique
Nous avons réalisé une première expérience consistant à filmer avec une Kinect fixe une scène





Figure 9.1 – a) et c) : Le résultat de soustraction de deux images consécutives. b) et d) : Les
pixels pertinents (en bleu) et aberrants (en vert) retournés par notre méthode.
pixels correspondant au mouvement de la personne sont obtenus par une simple soustraction des
deux images consécutives (les pixels en blanc sur les figures 9.1(a) et 9.1(c)). Nous avons ensuite
lancé notre méthode sur cette séquence et les figures 9.1(b) et 9.1(d) montrent les pixels pertinents
(bleu) et aberrants (vert) détectés par notre méthode. Ces figures montrent que notre méthode
réussit à distinguer correctement entre les pixels aberrants (qui correspond au mouvement de
la personne) et les pixels pertinents. Sur la figure 9.2(a) est affichée la courbe d’erreur sur la
position de la caméra obtenue par notre méthode et celle obtenue par la méthode d’odométrie
visuelle classique (La position de la caméra correspond au (0, 0, 0) puisque elle est fixe). Sur
cette figure, nous voyons que notre approche a une dérive très faible par rapport à la méthode
originale qui à une erreur très élevée et une dérive qui dépasse les 20 cm. Les figures 9.2(b) et
9.2(c) montrent la courbe d’erreur sur l’orientation de la caméra pour les axes X et Y. L’erreur
d’orientation par la méthode classique est très élevée et dépasse parfois les 30◦, alors que notre
approche a une faible erreur qui reste inférieure à 1◦ tout au long de la séquence.
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(b) Courbe d’erreur sur l’orientation de la camera





































(c) Courbe d’erreur sur l’orientation de la camera
sur l’axe vertical y.
Figure 9.2 – Courbe d’erreur sur la position et l’orientation de la caméra obtenue par notre
méthode (en rouge) et la méthode d’odométrie visuelle classique (en bleu) pour une caméra fixe
































































Figure 9.3 – Courbe d’erreur sur la position et l’orientation d’une caméra montée sur un pan-
tilt effectuant une rotation sur l’axe vertical. a) Courbe d’erreur sur la position de la caméra
obtenue par notre méthode (en rouge) et la méthode d’odométrie visuelle classique (en bleu). b)
L’estimation de l’orientation de la caméra sur l’axe vertical par les deux méthodes.
9.1.2 Caméra montée sur un motor pan-tilt
Une autre expérience que nous avons réalisée consiste à monter une Kinect sur un moteur
pan-tilt de type Biclops, fabriqué par la société Traclabs, qui effectue une rotation de 90 degrés
(avec un pas de 2 degrés chaque seconde) sur l’axe vertical dans une scène avec une personne
se déplaçant dedans. La figure 9.3(a) compare l’erreur sur la position de la caméra obtenue
par notre approche (en rouge) et celle obtenue par la méthode classique (en bleu). A cause
des pixels aberrants générés par le mouvement de la personne devant la caméra, La dérive de la
méthode originale continue a augmenter et dépasse à la fin de la séquence 40 cm, tandis que notre
méthode réussit à maintenir une dérive faible. Sur la figure 9.3(b) est affiché en vert l’orientation
du Biclops sur l’axe vertical obtenue par l’odométrie interne très précise du Biclops. L’orientation
de la caméra estimée par notre méthode (en rouge) est très proche de la courbe en vert, alors
que celle estimée par l’approche originale (en bleu) possède un écart très important.
9.1.3 Résultats qualitatifs
L’objectif de cette expérience est de valider qualitativement la capacité de notre approche à
éliminer les pixels aberrants du processus de l’estimation de mouvement. Pour cela, l’expérience
consiste à faire bouger la caméra à la main dans une scène qui contient une personne se déplaçant
et effectuant des mouvements rapides devant la caméra. Les images sur la première colonne de
la figure 9.4 (page 154) montrent la personne qui se déplace, saute et qui lance une balle. Le
deuxième colonne de la figure 9.4 montre les pixels détectés comme aberrants avec notre méthode
qui corresponds au mouvement de la personne entre deux images.
Nous avons réalisé une deuxième expérience qui consiste dans un premier temps à faire bouger
la Kinect dans une scène statique et de construire une carte 3D de l’environnement avec notre
méthode. Dans un deuxième temps, nous avons refait la même séquence mais cette fois-ci avec
une personne se déplaçant devant la caméra. Nous avons comparé visuellement la qualité de la
carte 3D de l’environnement obtenue par les deux méthodes. Sur la figure 9.5 (page 155) est
affichée la carte 3D obtenue dans une scène statique avec notre méthode, et sur la figure 9.6
(page 155) est affichée la carte 3D obtenue pour la scène dynamique. La comparaison visuelle de
ces deux cartes montre que notre approche réussit à estimer correctement le mouvement de la
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Kinect. Ce résultat est déduit de la qualité de reconstruction obtenue dans les deux cas.
9.2 Évaluation avec les données du Benchmark
Nous avons utilisé le benchmark de TUM RGB-D disponible en ligne développé par Sturm
et al. [Sturm et al., 2012a] pour comparer les performances de notre méthode avec une autre
approche de la littérature. Ce Benchmark est composé d’un ensemble de séquences vidéo obtenues
à partir d’une caméra mobile du type RGB-D dans différents types de scènes. Un système de
capture de mouvement externe est utilisé pour obtenir la position précise de la caméra à chaque
instant dans un référentiel commun. La performance d’une méthode d’odométrie visuelle est
mesurée en calculant la dérive de la trajectoire estimée par rapport à la trajectoire de référence.
Nous utilisons le critère rpe (Relative Pose Error [Sturm et al., 2012a]) souvent utilisé pour
comparer les méthodes d’odométrie visuelles entre elles. Ce critère mesure la précision d’une
méthode d’odométrie visuelle sur un intervalle de temps δ fixe (en général δ = 1 seconde). En
effet, soit P1 · · ·Pn une séquence de n poses (une pose est une matrice rotation et un vecteur de
translation) obtenues par une méthode d’odométrie visuelle et Q1 · · ·Qn la séquence de n poses
obtenues de la vérité terrain (Les deux séquences sont supposées synchronisées et associées). A




−1 · (P−1i · Pi+δ).
Pour une séquence de n poses, nous obtenons ainsi m = n−δ valeurs de Ei sur toute la séquence.
Pour évaluer les performances de la méthode sur toute la séquence le critère RMSE (en anglais








avec trans(Ei) est la partie translationnelle de Ei.
Les méthodes comparées sont les suivantes :
1. RANSAC : Notre méthode qui utilise RANSAC pour l’élimination des pixels aberrants
mais sans utilisation de l’étape de nettoyage de la jacobienne (voir section 8.3.3).
2. RANSAC+SEL : Une deuxième variante de notre algorithme qui utilise RANSAC avec
l’étape de nettoyage de la jacobienne.
3. Classic (LS) : La méthode originale qui utilise une méthode de moindres carrés classique.
4. WLS(Huber) : Une méthode robuste de la littérature développée par Audras et al. [Audras
et al., 2011] qui utilise un processus de minimisation par moindres carrés pondérés. Cette
méthode calcule un poids représentant la confiance associée à chaque pixel en utilisant la
fonction de Huber ([Huber, 1981]).
Dans la suite, nous comparons ces différentes méthodes sur des séquences vidéo du benchmark
prises à partir d’une caméra mobile dans des scènes dynamiques contenant deux personnes se
déplaçant devant la caméra.
La table 9.1 montre l’erreur moyenne de la dérive (RMSE ) obtenue pour chaque méthode
sur des séquences du benchmark. Les séquences de la table 9.1 peuvent être séparées en deux
catégories :
— La première correspond à des mouvement très lents de deux personnes toujours assises sur
des chaises et bougeant les mains et les bras générant ainsi très peu de pixels aberrants
(les 3 premières séquences de la table. 9.1).
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Dataset Classic(LS) WLS(Huber) RANSAC RANSAC+SEL
fr3/sitting static 0.016766m 0.015468m 0.015955m 0.015354m
fr3/sitting rpy 0.046596m 0.046707m 0.053552m 0.050798m
fr3/sitting xyz 0.131580m 0.130301m 0.132564m 0.131361m
fr3/walking static 0.188958m 0.175445m 0.170895m 0.168123m
fr3/walking rpy 0.321251m 0.324633m 0.317083m 0.300369m
Table 9.1 – Erreur moyenne de la dérive en mètre par seconde (RMSE) pour les différentes
méthodes dans différentes scènes dynamiques du benchmark.
— La deuxième catégorie (les deux dernières séquences de la table 9.1) correspond à des
mouvements rapides de deux personnes se déplaçant très prés de la caméra masquant
parfois le champ de la caméra. Cette catégorie est classée difficile d’après les auteurs. Une
raison supplémentaire pour laquelle ces séquences sont difficiles est liée à la nature de la
scène. En effet, ces séquences ont été réalisées dans un hall ouvert comme le montre la
figure 9.7(a) (page 156) où la majorité des pixels de l’image sont invalides ou se situent à
plus que 4 mètres de la portée de la caméra. D’après l’étude de Khoshelham et Elberink
[Khoshelham and Elberink, 2012], la précision de la Kinect se dégrade avec la distance, et
les auteurs recommandent que la portée soit réduite à 3 ∼ 4 mètres pour les applications
de localisation et cartographie. Ainsi, dans toutes les expériences cette portée a été ré-
duite à 4 mètres ce qui réduit le pourcentage des pixels exploitables à la moitié (51.77%)
sur ces séquences (voir figure 9.7(b) et 9.7(c)) et c’est principalement à cause du faible
pourcentage de pixels exploitables que ces séquences sont très difficiles.
Les résultats de la table 9.1 amène à plusieurs conclusions. En effet, pour la première catégorie
de séquences (mouvements très lents des deux personnes), toutes les méthodes possèdent des
erreurs proches, avec une légère supériorité de notre méthode (RANSAC + SEL) et celle de
WLS sur LS pour les séquences sitting static et sitting xyz. Pour la séquence sitting rpy, c’est
la méthode classique qui possède l’erreur la plus faible mais qui reste proche de l’erreur des
autres méthodes. Sur cette catégorie de séquences, le fait que les personnes effectuent très peu de
mouvement, ce qui se traduit par un nombre de pixels aberrants très faible, explique pourquoi
la méthode classique possède des résultats comparables aux autres méthodes.
Pour la deuxième catégorie de séquences difficiles (mouvements rapides de deux personnes se
déplaçant très prés de la caméra), les erreurs de toutes les méthodes sont très élevées. Par contre,
ce qui est intéressant à remarquer est que notre méthode (avec ses deux variantes) possède l’erreur
la plus faible par rapport aux autres méthodes. Plus précisément, pour la séquence walking static,
notre méthode (RANSAC+SEL) possède une erreur égale à 16.8 cm qui est inférieure à celle de
WLS qui vaut 17.5 cm et de LS qui est égale à 18.8 cm. Pour la séquence walking rpy, l’erreur
de RANSAC+SEL est égale à 30.0 cm qui est en dessous de l’erreur obtenue avec WLS qui vaut
32.4 cm et celle de LS qui est égale à 32.1 cm. Ces résultats montrent que notre méthode améliore
les performances de la méthode classique et aussi donne des meilleurs résultats que la méthode
WLS sur des séquences difficiles.
Une dernière conclusion tirée est que la variante de notre méthode RANSAC+SEL possède
toujours une erreur légèrement inférieure à la version RANSAC de notre algorithme. Ce qui signi-
fie que l’étape de nettoyage de la jacobienne améliore les performances de la méthode RANSAC.
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9.3 Influence des paramètres sur les performances
Dans cette partie nous étudions l’influence de la variation des paramètres sur les performances
de la méthode.
9.3.1 Seuil pour le nettoyage de la jacobienne
Dans le chapitre 8, nous avons décrit l’étape de nettoyage de la matrice jacobienne qui consiste
à retirer les pixels qui ne rapportent pas d’information sur la position de la caméra afin de ne
garder que ceux qui possèdent une bonne observabilité de chaque degré de liberté. Les résultats
de la table 9.1 montrent que la version qui utilise cette étape de nettoyage (RANSAC+SEL)
améliore légèrement les performances de la méthode qui n’utilise pas cette étape (RANSAC).
Cette amélioration est importante sur certaines séquences que sur d’autres et dépend de la nature
de la scène et surtout si elle est bien texturé ou non. Le coût de cette étape en temps de calcul
est négligeable puisque le nettoyage est fait une seule fois au moment de la construction de la
jacobienne (voir section 8.3.3).
Pour le choix de la valeur de s, nous avons réalisé une expérience consistant à faire varier
s et observer l’image résultante après élimination des pixels inutiles. La figure 9.8 (page 157)
montre l’image résultante après nettoyage de la jacobienne avec différentes valeurs de s. Nous
remarquons que les pixels inutiles (peu texturés ou loin) sont filtrés d’une façon efficace lorsque
le seuil est élevé. Sur toutes les séquences du benchmark, le meilleur filtrage est obtenu pour des
valeurs de s proche de 50.
9.3.2 Choix du seuil
Un paramètre important qui a une influence directe sur les performances de la méthode est
le seuil t que nous avons introduit dans la section 8.3.2 qui permet de considérer si un pixel a
été aligné correctement ou non par une hypothèse. En d’autres termes, ce seuil est utilisé pour
comparer la valeur absolue de chaque pixel ri de l’image résidu Ri (résultante de la soustraction
des deux images alignés par une hypothèse donnée) si elle est inférieure à t ou non, si c’est ce
le cas, le pixel est rajouté à l’ensemble Sj de l’hypothèse. Théoriquement, ce seuil devrait être
égal à zéro, puisque quand les deux images sont parfaitement alignées par une hypothèse, ri vaut
zéro pour tous les pixels de Ri. Mais en réalité, ce seuil n’est jamais nul. Étudions ce qui se passe
lorsque nous varions t. Nous savons que l’intervalle de variation de t est entre [0, 255]. Prenons
le cas extrême lorsque t est égale 255, dans ce cas là, pour n’importe quelle hypothèse générée
par RANSAC, tous les pixels de l’image vont être considérés comme alignés par cette hypothèse.
l’application de RANSAC n’a aucune importance dans ce cas là.
Sur la figure 9.9 (page 158) est affichée l’erreur moyenne (en bleu) sur la position de la caméra
obtenue par notre méthode pour différentes valeurs de t sur une séquence prise avec une caméra
fixe filmant une personne se déplaçant dans la scène. Nous remarquons que la meilleure précision
est obtenue pour t entre 5 et 10. En terme de vitesse d’exécution (en rose sur la figure 9.9),
lorsque t devient de plus en plus grande, la vitesse d’exécution de l’algorithme augmente. Cette
augmentation de vitesse est expliquée par le fait que lorsque la valeur de t est grande, RANSAC
n’a pas besoin d’exécuter toutes les K itérations puisqu’il va trouver à une certaine itération une
hypothèse dont le rapport des pixels alignés par rapport au nombre total des pixels est supérieur
à 1 − w (avec w = 0.3) et il va s’arrêter. Par contre cette hypothèse trouvée ne sera pas la
meilleure estimation ce qui explique que la précision de l’algorithme est moins bonne pour les
grandes valeurs de t.
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9.3.3 Nombre de pixels
Le nombre de pixels utilisés pour la génération des hypothèses à une influence directe sur le
nombre des itérations K. En effet, nous avons vu dans la section 8.3.4, que K croit exponentiel-
lement avec ce nombre. Pour que l’algorithme reste applicable, le choix de n doit être limité dans
un intervalle raisonnable. La courbe en rouge de la figure 9.10 (page 158) montre la variation de
la vitesse d’exécution moyenne (en nombre d’images par seconde) pour les différentes valeurs de
n entre 2 et 10, et la courbe en vert correspond au nombre des itérations pour chaque valeurs de
n. Nous remarquons que les valeurs de n supérieures à 6, la vitesse d’exécution chute en dessous
de 1 images par secondes. En terme de précision, la figure 9.11 montre l’erreur moyenne obtenue
pour les différentes valeurs de n sur une séquence prise à partir d’une caméra fixe filmant une
personne se déplaçant dans une scène. La valeur n = 5 permet d’avoir le meilleur rapport entre
vitesse d’exécution et précision. Rappelons que pour ces 5 pixels, leurs voisins dans une fenêtre
de 3× 3 sont pris ce qui fait au total un nombre de 45 pixels (voir section 8.3.4).
9.4 Vitesse d’exécution
Bien que notre méthode améliore la précision de la méthode d’odométrie visuelle originale,
elle rajoute une couche de complexité qui consiste à faire des itérations supplémentaires dans le
but de pouvoir identifier et éliminer les pixels aberrants. Cela se traduit par un ralentissement de
la vitesse d’exécution. En effet, notre implémentation actuelle (pour n = 5) tourne à une vitesse
moyenne égale à 2 images par seconde tandis que la méthode originale tourne à 25 images par
secondes. Les deux implémentations sont faites sur un processeur de dernière génération de type
Intel i7.
Pour une application temps-réels, il est important d’optimiser la version actuelle de notre
algorithme. Une solution potentielle intéressante serait de paralléliser la génération et l’évaluation
des différentes hypothèses produite par RANSAC. Surtout que ces hypothèses sont indépendantes
les unes des autres. Ainsi, il est possible d’utiliser les différents cœurs présents dans un processeur
moderne pour paralléliser l’algorithme.
9.5 Conclusion
Dans ce chapitre, nous avons évalué, dans un premier temps, notre méthode sur un ensemble
de séquences que nous avons réalisées. Les résultats obtenus montrent la capacité de notre mé-
thode à détecter et éliminer les pixels aberrants présents dans l’image. Ces résultats montrent
aussi que notre méthode améliore considérablement la qualité de l’estimation du mouvement
de la caméra par rapport à la méthode classique. Dans un deuxième temps, nous avons évalué
notre méthode sur des séquences prises d’un benchmark en ligne, utilisé souvent pour comparer
les méthodes d’odométrie visuelle entre elles. Les résultats obtenus montrent que notre méthode
améliore la précision de la méthode d’odométrie visuelle classique dans des scènes dynamiques.
Ces résultats montrent aussi que notre méthode possède des meilleures performances qu’une
méthode existante (Huber) de la littérature dans les situations difficiles (deux personnes se dé-
plaçant très prés de la caméra). Finalement, nous avons étudié l’influence de changement des
paramètres de l’algorithme sur ses performances.
L’inconvénient majeure de notre méthode est son temps d’exécution puisque l’application
de RANSAC rajoute de la complexité à la méthode d’odométrie visuelle classique. Une piste
intéressante à explorer pour accélérer la version actuelle, serait de paralléliser la génération et
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l’évaluation des différentes hypothèses produites par l’algorithme sur les différents cœurs présents






Figure 9.4 – Premier colonne : Des images prises d’une séquence qui correspond à une per-
sonne effectuant plusieurs types de mouvement rapides devant une caméra mobile. Deuxième
colonne : les pixels détectés comme aberrants par notre méthode sont affichés en blanc. Ces
pixels correspondent au mouvement de la personne entre deux images consécutives.
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Figure 9.5 – Carte 3D obtenue obtenue par notre méthode dans une scène statique.
Figure 9.6 – Carte 3D obtenue par notre méthode dans une scène contenant une personne qui
se déplace devant la caméra. Par comparaison visuelle avec le carte 3D faite lorsque la scène
est statique (figure 9.5), nous remarquons que dans les deux cas la qualité de reconstruction est
bonne, ce qui montre la capacité de notre méthode à estimer correctement le mouvement de la




Figure 9.7 – a) Image de couleur de la séquence freiburg3 walking xyz du benchmark b) Image
de profondeur correspondante. c)Représentation binaire de l’image avec les pixels invalides et
non exploitables en noir. Le pourcentage des ces pixels représente 49.23% de l’image.
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Figure 9.8 – Image résultante pour différente valeur du seuil s. Première ligne : image d’entrée
pour différente types de scène du benchmark. Deuxième ligne : Image résultante après nettoyage
de la jacobienne avec s = 10. Troisième ligne : Image résultante après nettoyage de la jacobienne












































Average frames per second
Figure 9.9 – En bleu : l’erreur moyenne sur la position de la caméra obtenue par notre méthode
pour différentes valeurs de t sur une séquence prise avec une caméra fixe filmant une personne
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Figure 9.10 – Variation de la vitesse d’exécution et de nombre des itérations en fonction de





















Figure 9.11 – Erreur moyenne sur la position de la caméra pour différentes valeurs de n sur une





Dans cette partie, nous avons traité le problème de la localisation d’une caméra mobile dans un
environnement dynamique. Pour cela, nous avons proposé une nouvelle méthode de localisation
visuelle, qui étend l’approche originale basée sur le calcul de flux optique, pour la rendre robuste
dans un environnement dynamique. La première contribution de cette partie est l’utilisation de
l’algorithme RANSAC pour détecter et éliminer les pixels aberrants du processus d’estimation
du mouvement de la caméra. La seconde contribution est le développement d’une technique
permettant d’améliorer la qualité des hypothèses générées par RANSAC. Cette technique consiste
à nettoyer la matrice Jacobienne en retirant les pixels qui ne rapportent pas d’information sur le
mouvement de la caméra. Nous avons montré avec les multiples expériences réalisées, que notre
méthode améliore la qualité de l’estimation du mouvement de la caméra par rapport à la méthode
originale dans des scènes dynamiques. L’inconvénient majeur de notre méthode est son temps
d’exécution. En effet, la version actuelle tourne à 2 images par seconde. Pour une application
temps-réel, il serait important d’optimiser cette version.
Notre objectif principal dans cette thèse est de doter un robot mobile d’un système de per-
ception de la posture humaine à bas coût. Le défi dans cette thèse était d’utiliser uniquement
une caméra du type RGB-D low cost pour le développement des différents algorithmes. Cette
caméra représente une alternative à d’autres types de capteurs comme le télémètre laser. Ce der-
nier capteur fournit une estimation précise et robuste même dans un environnement dynamique.
Par contre, un inconvénient de ce capteur est son prix coûteux qui vaut entre 1000 et 5000 euros
pour un produit de bonne qualité tel que le Hokuyo.
Pour la mise en place du système de perception visuelle de la posture humaine sur un robot
mobile, rappelons que la méthode de capture de mouvement, développée dans la partie précé-
dente, utilise l’image de profondeur, reçue de la caméra, pour mettre à jour l’état de chaque
cellule de la grille d’occupation. Ce qui permet ensuite d’apprendre et d’adapter en continu le
fond de la scène, et d’extraire la silhouette de la personne. Pour avoir une mise à jour correcte
de la grille d’occupation lorsque la caméra est mobile, nous allons utiliser la transformation (ro-
tation+translation) renvoyée par la méthode d’odométrie visuelle, que nous avons développée
dans cette partie. Ainsi, dans la partie suivante, nous décrivons, dans un premier temps, la mise
en place du système complet de perception visuelle de la posture humaine. Ce système intègre
les différentes composantes développées dans cette thèse, à savoir, l’odométrie visuelle, l’extrac-
tion de la silhouette et le suivi du mouvement 3D de la personne. Ensuite, nous présentons les
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Système de perception visuelle de la
posture humaine
Ce chapitre décrit l’intégration des travaux réalisés tout au long de cette thèse pour développer
une application de suivi du mouvement humain à partir d’une caméra montée sur un robot
d’assistance mobile. Cette application est un système logiciel qui intègre les différentes méthodes
développées :
— l’odométrie visuelle, qui a pour rôle d’estimer le mouvement de la caméra mobile.
— l’extraction de la silhouette, qui utilise une grille d’occupation 3D pour modéliser l’envi-
ronnement dynamique, identifier les parties mobiles dans la scène et extraire la silhouette
de la personne.
— le suivi du mouvement, qui utilise un algorithme de filtrage particulaire pour suivre, dans
l’espace et le temps, la posture de la personne.
Dans un premier temps, nous décrivons l’architecture de ce système qui connecte les diffé-
rentes méthodes citées ci-dessus. Dans un deuxième temps, nous discutons les premiers résul-
tats que nous avons obtenus avec les expériences que nous avons réalisées dans l’appartement
expérimental du LORIA. Ces expériences nous ont permis d’identifier les limites du système.
Finalement, nous présentons les pistes possibles pour améliorer les performances du système.
10.1 Architecture
Sur la figure 10.1 est affichée l’architecture du système de perception visuelle de la posture
humaine qui intègre les différents résultats que nous avons obtenus tout au long de cette thèse.
L’odométrie visuelle reçoit une image de profondeur et de couleur à l’instant t, estime le dépla-
cement de la caméra mobile entre l’instant t− 1 et t. Ce déplacement représenté par la matrice
de transformation homogène ξ̂t de taille 4 × 4, composée d’un vecteur de translation et d’une
matrice de rotation, est cumulée pour construire la transformation globale ξt au cours du temps :
ξt = ξt−1 · ξ̂t, (10.1)
ξt représente la transformation entre la position à l’instant t de la caméra et le repère global G
attaché à la grille. ξt est ensuite utilisée pour mettre à jour la grille d’occupation avec le nuage
de points reçu à l’instant t. Ainsi, l’algorithme 5 pour la mise à jour de la grille d’occupation est
remplacé par le nouvel algorithme 8. Les modifications par rapport à l’algorithme précédent sont
montrées en gras. Ce nouvel algorithme parcourt toutes les cellules ci de la grille, projette les
coordonnées (Xi, Yi, Zi) de chaque cellule dans le repère caméra par l’inverse de ξt. Le nouveau
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Images reçues à l'instant t
Mise à jour de la grille
Repère global G
Extraction de la silhouette Suivi du mouvementClassification
Figure 10.1 – L’Architecture du système de perception visuelle de la posture humaine composé
de trois parties : l’odométrie visuelle, l’extraction de la silhouette (grille d’occupation + HMM),
et le suivi du mouvement de la personne par filtrage particulaire.
point résultant (X′i, Y ′i, Z′i) est ensuite projeté dans le plan de la caméra et le HMM est appliqué
pour identifier si la cellule est occupée par un objet fixe ou mobile de la scène. Après la mise à
jour de la grille d’occupation, l’algorithme d’étiquetage est appliqué pour regrouper les cellules
mobiles en étiquettes.
Pour extraire la silhouette d’une étiquette, les points Mmin et Mmax de sa boite englobante
sont d’abord projetés dans le repère caméra en utilisant la transformation ξt. Ensuite ils sont
projetés dans le plan image de la caméra en utilisant les équations de projection perspective.
Chaque pixel contenu dans la zone 2D, qui correspond à la projection de Mmin et Mmax dans
le plan image, est projeté d’abord en 3D et ensuite dans la grille en utilisant la transformation
inverse de ξt pour tester s’il appartient à la fois à la boite englobante de l’étiquette et à une cellule
mobile. Si c’est le cas, le pixel appartient à la silhouette (la section 3.4.2 décrit le fonctionnement
de la méthode d’extraction de la silhouette dans le cas où la caméra est fixe). La silhouette
obtenue est utilisée par l’algorithme de filtrage particulaire pour extraire la posture.
Pour la méthode de gestion des occlusions. Les sphères constituant chaque cylindre sont
projetées dans le repère de la grille en utilisant l’inverse de ξt pour tester si chaque sphère
appartient à une cellule visible ou non (la section 4.5.3 décrit le fonctionnement la méthode de
gestion des occlusions).
10.2 Résultats préliminaires
Nous avons réalisé quelques séquences de test vidéos à partir d’une caméra montée sur un
robot mobile filmant une personne se déplaçant dans l’appartement expérimental du LORIA (voir
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Algorithm 8: Algorithme de mise à jour de la grille d’occupation par un HMM pour une
caméra mobile.
entrée : grille d’occupation, image de profondeur It, ξt
1 pour chaque cellule ci dans la grille de coordonnées (Xi, Yi, Zi) faire







t · (Xi, Yi, Zi)









7 si (ui, vi)dans le plan de la caméra alors
8 di = It(ui, vi)
9 εi = di − Z′i
10 obs = f(εi)
11 /* Mise à jour de l’état de chaque cellule par le HMM*/
12 -P (Qit = L | eY i1:t) = (1− obs) · [P (Q
i
t−1 = F ) · α+ P (Qit−1 = M) · γ + P (Qit−1 =
L) · (1− β)]
13 -P (Qit = M | eY i1:t) = obs · [P (Q
i
t−1 = L) · β + P (Qit−1 = M) · (1− γ − ψ)]
14 -P (Qit = F | eY i1:t) = obs · [P (Q
i
t−1 = F ) · (1− α) + P (Qit−1 = M) · ψ]
15 /* Normalisation*/
16 somme = P (Qit = L | eY i1:t) + P (Q
i
t = M | eY i1:t) + P (Q
i
t = F | eY i1:t)




18 -P (Qit = M | eY i1:t) =
P (Qit=M |eY i1:t
)
somme
19 -P (Qit = F | eY i1:t) =
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Figure 10.2 – La personne filmée par une caméra montée sur un robot mobile.
figure 10.2). La trajectoire du robot a été programmée manuellement 8. Deux types de trajectoires
ont été effectuées par le robot. La première trajectoire programmée consiste effectuer une rotation
sur place en observant toujours la scène. La seconde consiste à effectuer des aller retour tout en
observant la scène.
Les résultats qualitatifs de suivi pris à différents instants sont illustrés sur la figure 10.3. Ces
résultats montrent que le système réussit à suivre le mouvement de la personne à partir d’une
caméra mobile et dans un environnement encombré. Ces résultats montrent que notre méthode
de gestion d’occlusions réussit à identifier correctement les parties du corps invisibles, et à les
retirer du processus de l’estimation du mouvement de la personne. Ce qui produit au final un
suivi précis et robuste.
Les résultats obtenus sont intéressants puisqu’ils montrent la faisabilité d’un tel système
malgré les difficultés que nous avons rencontrées durant ces expériences et que nous présentons
dans la suite.
10.2.1 Limites constatées
En effet, sur toutes les séquences que nous avons réalisées (rotation sur place et translation),
le système n’était pas capable d’analyser chaque séquence en entier à cause des dérives de la
méthode d’odométrie visuelle amenant à une fausse mise à jour de la grille d’occupation et
par la suite une fausse extraction de la silhouette ce qui traduit au final par une perte de suivi
complète. En effet, le bon fonctionnement du système est conditionné par une estimation correcte
du mouvement de la caméra par l’odométrie visuelle. Toutes les méthodes d’odométrie visuelle
soufrent d’un problème de dérive dans le temps à cause de l’accumulation des petites erreurs dues
à l’estimation du mouvement entre deux images consécutives (voir équation 10.1). Ces erreurs
sont d’autant plus importantes dans une scène dynamique. La dérive de l’odométrie visuelle se
traduit par une mauvaise transformation ξt ne décrivant pas exactement le mouvement effectué
par la caméra. Nous avons vu que ξt est utilisé pour mettre à jour l’état de chaque cellule de
la grille d’occupation avec le HMM. Si cependant, ξt est fausse, la classification par le HMM
des cellules n’est pas correcte. Ce qui se traduit, dans certains cas, par une partie du décor qui
est identifiée comme mobile par exemple. Cette mauvaise classification amène forcément à une
mauvaise extraction de la silhouette de profondeur. La méthode de suivi de mouvement dans ce
cas là échoue puisque la silhouette utilisée pour la construction de la fonction de vraisemblance
contient une partie du décors. Un exemple montrant l’impact de la dérive de l’odométrie visuelle
8. Dans cette thèse, nous ne traitons pas le problème de la navigation du robot
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sur le fonctionnement du système est affichée sur la figure 10.4. Sur cette figure, Nous remarquons
qu’une mauvaise estimation du mouvement de la caméra amène à une mise à jour incorrecte de la
grille d’occupation se traduisant par une partie du mur identifiée comme mobile (figure 10.4(a)).
Par la suite, l’application de l’algorithme d’étiquetage génère une silhouette contenant une partie
du mur (figure 10.4(b)). Ce qui amène le suivi à l’échec (jambe droite attachée au mur sur la
figure 10.4(c)).
Un autre problème, relevé pendant cette expérience, est lié au fait que la trajectoire du robot
est programmé manuellement, et au champ de vision réduit de la Kinect 1 (57 degrés vertical et
43 degrés horizontal). Ce qui fait que le mouvement du robot n’était pas synchronisé avec celle
de la personne. Ce qui amène, dans certains cas, à la personne qui sort complètement du champ
de vision de la caméra. En effet, ce problème relève une question très importante qui n’a pas été
traitée dans cette thèse et il serait intéressant de la traiter dans les travaux futurs. La question
est la suivante : comment positionner le robot pour mieux observer la personne et pour qu’elle
soit toujours dans le champs de la caméra.
Figure 10.3 – Résultats obtenus par notre système montrant sa capacité à suivre correctement
le mouvement de la personne à partir d’une caméra mobile dans un environnement en présence
d’occlusions (première colonne : t, deuxième colonne : t+ 4 sec, troisième colonne : t+ 7 sec).
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(a) (b) (c)
Figure 10.4 – Impact de la dérive de l’odométrie sur le fonctionnement du système : Une
mauvaise estimation du mouvement de la caméra amène à une mise à jour incorrecte de la grille
d’occupation se traduisant dans cet exemple par une partie du mur identifiée comme mobile
(figure a). Par la suite, l’application de l’algorithme d’étiquetage génère une silhouette contenant
une partie du mur (figure b) ce qui amène le suivi à l’échec (jambe droite attachée au mur sur
la figure c).
10.2.2 Pistes de travail
Nous avons vu qu’une fausse estimation du mouvement de la caméra a un impact direct sur
la classification des cellules de la grille d’occupation. Ce qui se traduit par des objets du décor
qui sont identifiés comme mobiles comme le montre la figure 10.4(c). Une première solution
pour pallier ce problème serait d’adapter les probabilités de transitions entre les différents états
du HMM pour réduire l’impact des dérives de l’odométrie visuelle. Par exemple, augmenter les
probabilités de transition de l’état mobile à l’état fixe et libre (γ et ψ de la figure 3.12). De cette
manière, les objets du décor identifiés comme mobiles vont passer à nouveau à l’état fixe après
un temps relativement court qui dépend des valeurs de γ et ψ. En revanche, l’augmentation
des probabilités de transitions (γ et ψ) peut poser, dans certaines situations, un problème pour
l’extraction de la silhouette de la personne. En effet, pour les grandes valeurs de γ et ψ, si la
personne effectue des mouvements lents, les cellules occupées par la personne, qui sont identifiées
comme mobiles, peuvent devenir fixes et par conséquent la silhouette de la personne sera perdu.
Une deuxième solution pour pallier ce problème serait d’utiliser une grille d’occupation avec une
résolution très basse, dans le but de réduire l’impact des dérives de l’odométrie visuelle. En effet,
à titre d’exemple, une grille d’occupation de résolution 10 cm est moins sensible aux dérives
qu’une grille de 5 cm de résolution.
Une autre solution serait d’intégrer d’autres types de capteurs embarqués sur le robot 9. En
effet, notre objectif de départ était développer un système de suivi de mouvement de la personne
et de localisation du robot à partir d’un capteur bas coût de type Kinect. Si nous relâchons
cette contrainte en intégrant les informations provenant des capteurs souvent embarqués sur un
robot, comme un accéléromètre et/ou un gyroscope, nous pouvons alors fusionner les informa-
tions provenant d’autres types de capteurs avec l’odométrie visuelle. Ce qui pourrait réduire
considérablement les dérives dans le temps.
Une solution plus intéressante pour améliorer la méthode d’odométrie visuelle, serait de
remplacer l’alignement des images consécutives par un alignement par rapport à une image clef
(en anglais keyframe ) suffisamment proche de l’image courante. En effet, l’utilisation du keyframe
permet de réduire considérablement la dérive de l’odométrie visuelle surtout quand la caméra
9. Ou des capteurs présents dans l’environnement.
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effectue des mouvements lents ([Huang et al., 2011a]). A partir de là, il serait important d’étendre
la méthode d’odométrie visuelle actuelle vers une méthode de SLAM (Simultaneous Localization
And Mapping [Leonard and Durrant-Whyte, 1991]).
10.3 Discussion
Le suivi du mouvement d’une personne à partir d’une caméra mobile dans un environnement
dynamique et encombré est un sujet de recherche difficile et très peu traité dans la littérature.
La difficulté est liée à plusieurs facteurs, principalement, la dynamique de la scène qui se traduit
par un environnement qui évolue en continu, les occlusions générées par les objets présents dans
la scène masquant certaines parties du corps et le mouvement de la caméra 10...
Dans cette thèse, nous avons identifié et traité certains problèmes dans le but de faire avancer
ce sujet de recherche. Les résultats obtenus montrent que la réalisation d’un système de perception
de la posture humaine à partir d’une caméra mobile est possible. A partir des résultats obtenus
dans cette thèse, il serait intéressant dans un premier temps d’exploiter les pistes d’améliorations
que nous avons citées dans la section précédente pour améliorer le système actuel. Puis dans un
deuxième temps de traiter les autres difficultés comme la navigation et le positionnement du
robot.
La question de positionnement du robot de façon à mieux observer la personne est particu-
lièrement intéressante. Ce sujet devra nécessairement être traité pour la réalisation d’un robot
compagnon d’assistance, capable de suivre efficacement les mouvements d’une personne. La stra-
tégie de navigation du robot pourrait être construite de manière à optimiser le champ de vision
de la caméra mais aussi en essayant de réduire les occlusions.
Vers un système bas coût, de perception de la posture, localisation, cartogra-
phie et navigation
Le système que nous avons conçu dans cette thèse constitue un point de départ pour le déve-
loppement d’un système plus complexe, capable à partir d’une seule caméra, d’estimer la posture
de la personne, localiser le robot et aussi assurer la navigation et le positionnement du robot. En
effet, un point fort de notre système actuel est qu’il repose entièrement sur une grille d’occupa-
tion pour modéliser l’environnement, extraire la silhouette et gérer les occlusions. Un avantage
de l’utilisation de la grille d’occupation est qu’elle permet d’avoir une représentation unique de
l’espace. Et par conséquent, elle est capable d’intégrer naturellement les informations provenant
d’autres types de capteurs, pouvant être présents dans l’environnement. Comme exemple de ces
capteurs, nous pouvons citer, des caméras fixes, ou un système des dalles intelligentes composé
d’un réseau de capteurs de pression au sol (nous disposons d’un prototype dans l’appartement
expérimental du LORIA ([Pepin et al., 2009])). Dans la littérature, les grilles d’occupation sont
aussi utilisées pour traiter le problème du SLAM et la navigation du robot. L’avantage que notre
grille a par rapport à ces grilles est qu’elle permet de modéliser un environnement dynamique et
non pas juste statique. Il est alors possible, dans des travaux futurs, d’étendre notre système pour
traiter le problème SLAM et la navigation du robot pour l’évitement des obstacles et aussi pour
mieux positionner le robot dans le but d’avoir une meilleure observation sur l’état de la personne.
Un avantage d’un tel système, serait sa capacité à traiter, à partir d’un seul capteur bas coût,
10. Il existe d’autres difficultés qui ne sont pas traitées dans cette thèse comme la navigation du robot, l’aspect
multi-personnes, interaction de la personne avec l’environnement, positionnement du robot (pour mieux observer
la personne) etc...
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le problème de suivi du mouvement de la personne, et à assurer la localisation, navigation et le
positionnement du robot dans un environnement réel (dynamique et encombré).
En conclusion, une problématique importante à étudier dans la suite de cette thèse serait de
pouvoir traiter simultanément la question de localisation/navigation et positionnement du robot,
cartographie d’un environnement dynamique et le suivi du mouvement de la personne.
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Conclusion et perspective
Le vieillissement de la population est un enjeu majeur auquel les sociétés modernes vont devoir
faire face dans les années à venir. D’ici 2050, la proportion de personnes âgées de plus de 60 ans
va atteindre les 30% dans les pays développés et notamment la France. L’un des enjeux, par sa
dimension sociale et économique porte sur le maintien à domicile. Pour les personnes ayant gardé
leur autonomie, la problématique est de conserver cet état le plus longtemps possible, tout en
limitant les risques, notamment les accidents domestiques ou les malaises. Motivé par cet enjeu,
l’objectif du projet L.A.R. (Living Assistant Robot) financé dans le cadre des investissements
d’avenir, au sein duquel cette thèse s’est déroulée, est de développer une plate-forme robotique
d’assistance et un environnement domotique dans le but de surveiller la personne chez elle,
détecter des situations à risques et aider la personne à réaliser certaines tâches du quotidien.
L’objectif défini pour cette thèse était le développement d’un système, pouvant être embarqué
sur un robot mobile, capable de localiser et suivre la personne en mouvement et d’en estimer la
posture y compris lorsque la personne suivie est partiellement occultée par des objets. L’extrac-
tion de la posture est un élément important pour les applications de surveillance, d’assistance et
d’interaction. Elle permet de mieux maîtriser certaines situations qui nécessitent de comprendre
l’intention de la personne avec laquelle le robot interagit, ou encore de détecter des situations à
risque, comme les chutes ou encore d’analyser les capacités motrices de la personne.
Pour répondre à l’objectif défini pour cette thèse dans le cadre du projet L.A.R, nous avons
proposé un système de perception visuelle, à partir d’une caméra RGB-D bas coût, de la posture
humaine dans un environnement dynamique et encombré pouvant être embarqué sur un robot
mobile.
Au moment de la conception du système, nous avons identifié et adressé les problèmes sui-
vants :
— Extraction de la silhouette dans un environnement dynamique.
— Suivi de la posture humaine dans un environnement encombré.
— Localisation du robot dans un environnement dynamique.
Pour le premier problème, du fait que l’arrière plan peut évoluer à cause de la dyna-
mique de la scène et du mouvement de la caméra, les méthodes traditionnelles d’extraction de
la silhouette par soustraction de l’arrière plan ne sont pas applicables dans notre cas. Pour cela,
nous avons proposé une nouvelle méthode d’extraction de la silhouette, capable en même temps
d’apprendre en ligne le fond de la scène. La méthode développée utilise une grille d’occupation
coupler à un HMM pour identifier si chaque cellule de la grille est occupée par un objet fixe ou
mobile de la scène. La méthode proposée possède plusieurs avantages :
— Elle tourne en temps réel.
— Elle extrait la silhouette de la personne à la résolution native du capteur, tout en ayant
une grille d’occupation de faible résolution.
— La méthode est capable d’extraire la silhouette de plusieurs personnes présentes dans la
scène même si l’aspect multi-personnes n’a pas été traité dans cette thèse.
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— La méthode ne nécessite aucune connaissance sur la nature et le type de scène.
— La grille d’occupation permet d’avoir une représentation unique de l’espace. Elle permet
aussi d’intégrer naturellement plusieurs capteurs fixes ou mobiles. Ce qui peut être inté-
ressant pour l’intégration des informations provenant d’autres types de capteurs présents
dans l’environnement.
Pour le second problème qui est le suivi du mouvement humain dans un environnement en
présence d’occlusions. Nous avons vu que ce sujet est peu traité dans la littérature et reste un défi
scientifique ouvert. Nous avons aussi vu que la majorité des méthodes existantes sont testées dans
des environnements contrôlés et supposent que la personne soit toujours visible en entier. Pour
cela, nous avons proposé une nouvelle méthode de suivi du mouvement humain capable, et avec
une seule caméra, de gérer correctement les situations d’occlusions et de fournir un suivi robuste
dans ces conditions. La méthode proposée modifie une méthode existante de la littérature basée
sur le filtrage particulaire pour la rendre robuste aux occlusions. Cette modification consiste
principalement à interroger la grille d’occupation pour identifier quelle partie du corps n’est
pas visible pour la retirer du processus d’estimation du mouvement. Nous avons vu dans la
partie expérimentale, que le fait de retirer ces parties du corps rend le suivi robuste et améliore
considérablement la qualité de suivi. Un des avantages de la méthode de gestion d’occlusions
que nous avons développée est qu’elle est simple à mettre en œuvre et elle ne nécessite aucune
connaissance sur le type de la scène et l’emplacement des obstacles.
Cependant la méthode proposée possède certaines limitations qui ont été soulignées dans la
conclusion du chapitre 5. Nous citons principalement, le temps de calcul qui un inconvénient
majeur de la méthode actuelle. Un travail d’optimisation, en utilisant au maximum la puissance
du GPU, est en cours de réalisation pour accélérer la version actuelle de l’algorithme et les
premiers résultats obtenus sont très concluants. Une autre limitation de la méthode proposée est
qu’elle utilise un ensemble de cylindre pour le modèle 3D qui reste une approximation et ne décrit
pas parfaitement la forme des parties du corps de la personne. Additionnellement, ce modèle est
générique et n’est pas adapté à la forme de chaque personne. L’utilisation d’un modèle 3D plus
fin, qui caractérise plus précisément la posture de la personne, peut améliorer considérablement
la qualité du squelette extrait. Par l’adaptation automatique du modèle 3D aux différents types
de posture des personnes, une solution potentielle serait de paramétrer le vecteur d’état avec les
dimensions des segments, et ensuite d’apprendre ces paramètres. De cette façon les paramètres
intrinsèques de chaque partie du corps seraient appris pendant le suivi.
Par ailleurs, nous avons construit un benchmark composé d’un ensemble de séquences vidéo
enregistrées avec une caméra RGB-D filmant une personne se déplaçant dans différents types de
scènes contenant des obstacles masquant certaines parties du corps. La vérité terrain est obtenue
par un système externe de capture de mouvement utilisant des marqueurs réfléchissants fixés sur
la personne. Ce benchmark est disponible en ligne sur el lien suivant [motion capture dataset,
2015], et il est mis à disposition de la communauté.
Pour le dernier problème, le fait que l’environnement soit dynamique rend la tâche de
localisation difficile. En effet, le déplacement des objets présents dans la scène induit une diffi-
culté supplémentaire pouvant nuire à l’estimation du mouvement de la caméra. Pour cela, nous
avons proposé une amélioration de la méthode d’odométrie visuelle dense en utilisant l’algo-
rithme RANSAC pour identifier et éliminer les pixels aberrants de l’image. Dans les expériences
que nous avons réalisées, nous avons montré la capacité de notre méthode à éliminer les pixels
aberrants présents dans la scène. Nous avons aussi montré que la nouvelle méthode améliore les
performances de la méthode d’odométrie visuelle classique. Cependant, l’inconvénient majeur de
notre méthode est son temps d’exécution puisque l’application de RANSAC rajoute de la com-
plexité à la méthode d’odométrie visuelle classique. Un travail d’optimisation serait important
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pour une application temps-réel. Un autre inconvénient est lié à la nature de la méthode d’odo-
métrie visuelle qui génère des dérives dans le temps à cause de l’accumulation des petites erreurs
dues à l’estimation du mouvement entre deux images consécutives. Une solution intéressante
pour réduire ces dérives serait de remplacer la procédure d’alignement des images consécutives
par un alignement par rapport à une image clef (en anglais keyframe) suffisamment proche de
l’image courante. Cela permettrait de réduire considérablement les dérives surtout quand la ca-
méra effectue des mouvements lents. Il serait aussi important d’étendre la méthode d’odométrie
visuelle actuelle vers une méthode de SLAM complète.
Dans la dernière partie de cette thèse, nous avons décrit l’intégration du système complet
de la perception de la posture humaine. Ce système regroupe les trois méthodes développées
dans cette thèse, à savoir, l’extraction de la silhouette, le suivi du mouvement de la personne
et l’odométrie visuelle. La connexion entre les différentes parties du système a été décrite et
consiste principalement à utiliser la transformation décrivant le mouvement de la caméra entre
deux instants d’acquisition, pour mettre à jour correctement la grille d’occupation avec le nuage
de points. Les premiers résultats obtenus montrent que la réalisation d’un tel système est pos-
sible malgré les limites du système actuel. Ces limites sont principalement dues aux dérives dans
le temps de la méthode d’odométrie visuelle. En effet, le bon fonctionnement du système est
conditionné par une bonne estimation du mouvement de la caméra. Les dérives de la méthode
de localisation amènent à une fausse mise à jour de la grille d’occupation et par la suite une
mauvaise extraction de la silhouette de la personne. Une solution intéressante à ce problème
serait d’étendre la méthode d’odométrie visuelle vers une méthode de SLAM.
En conclusion, le problème du suivi de mouvement d’une personne à partir d’une caméra
mobile dans un environnement dynamique et encombré est peu traité dans la littérature et reste
un sujet de recherche difficile. Dans cette thèse, nous avons traité certains problèmes techniques
dans le but de faire avancer ce sujet. Ces problèmes sont liés principalement à la dynamique
de la scène, les occlusions inévitables dans un environnement encombré et la localisation de la
caméra. Nous avons montré qu’un tel système est faisable. Il existe d’autres problèmes qui n’ont
pas été abordés dans cette thèse. Nous citons principalement, la navigation autonome du robot
dans l’environnement, l’interaction de la personne avec des objets de la scène et finalement, le
positionnement du robot pour mieux observer la personne. Un des avantages du système proposé
est qu’il repose sur la grille d’occupation pour modéliser un environnement dynamique, extraire
la silhouette de la personne et gérer les occlusions. Dans la littérature, les grilles d’occupation
sont aussi utilisées pour traiter le problème du SLAM et la navigation du robot. Il est alors
possible, dans des travaux futurs, d’étendre notre système pour traiter le problème SLAM et la
navigation du robot pour l’évitement des obstacles et aussi pour mieux positionner le robot dans
le but d’avoir une meilleure observation sur l’état de la personne. La question de positionnement
du robot de façon à mieux observer la personne est particulièrement intéressante. Ce sujet devra
nécessairement être traité dans la suite de cette thèse pour la réalisation d’un robot compagnon













l’ensemble de N particules obtenues après l’étape de pondéra-
tion. Soit U(0, 1) une distribution uniforme sur l’intervalle [0, 1). L’échantillonnage multinomial
consiste à tirer d’abord N valeurs ordonnées selon la loi uniforme U notées :
k1, k2, · · · ki, · · · kN .






















t représente la fonction de répartition de la densité a posteriori. De cette façon,
l’ensemble des particules pondérées est transformé en un nouvel ensemble de particules non
pondérées mais, cette fois-ci, les particules sont dupliquées proportionnellement à leur poids.
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Annexe A. Ré-échantillonnage multinomial
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Annexe B
Calcul des composants de la jacobienne
En utilisant le théorème de décomposition, nous pouvons décomposé Jw de la façon suivante :
Jw = JP · Jg · Jξ
1. JP est la matrice jacobienne 2× 3 de la dérivée de la transformation P de l’équation 7.5
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ce qui donne :
Jg =
X 0 0 Y 0 0 Z 0 0 1 0 00 X 0 0 Y 0 0 Z 0 0 1 0
0 0 X 0 0 Y 0 0 Z 0 0 1
 . (B.2)
3. Jξ est la matrice jacobienne 12× 6 de l’application exponentielle par rapport à ξ. Pour la
calculer, g peut s’écrire en fonction des matrices génératrices (Gi)i=1···6 qui sont les bases










0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
 , G2 =

0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
 , G3 =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 ,
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G4 =

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
 , G5 =

0 0 1 0
0 0 0 0
−1 0 0 0
0 0 0 0
 , G6 =

0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 .


















G1 · g G2 · g G3 · g G4 · g G5 · g G6 · g
]
.
En remplaçant g par :
g =

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
 ,
et en ré-arrangeant Gi sous forme vectorielle, nous obtenons :
Jξ =

0 0 0 0 r31 −r21
0 0 0 −r31 0 r11
0 0 0 r21 −r11 0
0 0 0 0 r32 −r22
0 0 0 −r32 0 r12
0 0 0 r22 −r12 0
0 0 0 0 r33 −r23
0 0 0 −r33 0 −r13
0 0 0 r23 −r13 0
1 0 0 0 tz −ty
0 1 0 −tz 0 tx
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Dans cette thèse nous intéressons à la conception d’un robot mobile capable d’analyser le
comportement et le mouvement d’une personne en environnement intérieur et encombré, par
exemple le domicile d’une personne âgée. Plus précisément, notre objectif est de doter le robot
des capacités de perception visuelle de la posture humaine de façon à mieux maîtriser certaines
situations qui nécessitent de comprendre l’intention des personnes avec lesquelles le robot inter-
agit, ou encore de détecter des situations à risques comme les chutes ou encore d’analyser les
capacités motrices des personnes dont il a la garde. Le suivi de la posture dans un environnement
dynamique et encombré relève plusieurs défis notamment l’apprentissage en continue du fond de
la scène et l’extraction la silhouette qui peut être partiellement observable lorsque la personne
est dans des endroits occultés. Ces difficultés rendent le suivi de la posture une tâche difficile. La
majorité des méthodes existantes, supposent que la scène est statique et la personne est toujours
visible en entier. Ces approches ne sont pas adaptées pour fonctionner dans des conditions réelles.
Nous proposons, dans cette thèse, un nouveau système de suivi capable de suivre la posture
de la personne dans ces conditions réelles. Notre approche utilise une grille d’occupation avec
un modèle de Markov caché pour apprendre en continu l’évolution de la scène et d’extraire la
silhouette, ensuite un algorithme de filtrage particulaire hiérarchique est utilisé pour reconstruire
la posture. Nous proposons aussi un nouvel algorithme de gestion d’occlusion capable d’identifier
et d’exclure les parties du corps cachées du processus de l’estimation de la pose. Finalement, nous
avons proposé une base de données contenant des images RGB-D avec la vérité-terrain dans le
but d’établir une nouvelle référence pour l’évaluation des systèmes de capture de mouvement
dans un environnement réel avec occlusions. La vérité-terrain est obtenue à partir d’un système
de capture de mouvement à base de marqueur de haute précision avec huit caméras infrarouges.
L’ensemble des données est disponible en ligne. La deuxième contribution de cette thèse, est le
développement d’une méthode de localisation visuelle à partir d’une caméra du type RGB-D
montée sur un robot qui se déplace dans un environnement dynamique. En effet, le système de
capture de mouvement que nous avons développé doit équiper un robot se déplaçant dans une
scène. Ainsi, l’estimation de mouvement du robot est importante pour garantir une extraction
de silhouette correcte pour le suivi. La difficulté majeure de la localisation d’une caméra dans
un environnement dynamique, est que les objets mobiles de la scène induisent un mouvement
supplémentaire qui génère des pixels aberrants. Ces pixels doivent être exclus du processus de
l’estimation du mouvement de la caméra. Nous proposons ainsi une extension de la méthode de
localisation dense basée sur le flux optique pour isoler les pixels aberrants en utilisant l’algorithme
de RANSAC.
Mots-clés: Capture de mouvement, Odométrie visuelle, Filtrage particulaire, Modèle de Markov
Caché, Caméra RGB-D. flux optique
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Abstract
In this thesis we are interested in designing a mobile robot able to analyze the behavior
and movement of a a person in indoor and cluttered environment. Our goal is to equip the robot
by visual perception capabilities of the human posture to better analyze situations that require
understanding of person with which the robot interacts, or detect risk situations such as falls
or analyze motor skills of the person. Motion capture in a dynamic and crowded environment
raises multiple challenges such as learning the background of the environment and extracting the
silhouette that can be partially observable when the person is in hidden places. These difficulties
make motion capture difficult. Most of existing methods assume that the scene is static and
the person is always fully visible by the camera. These approaches are not able to work in such
realitsit conditions.
In this thesis, We propose a new motion capture system capable of tracking a person in
realistic world conditions. Our approach uses a 3D occupancy grid with a hidden Markov model
to continuously learn the changing background of the scene and to extract silhouette of the
person, then a hierarchical particle filtering algorithm is used to reconstruct the posture. We
propose a novel occlusion management algorithm able to identify and discards hidden body
parts of the person from process of the pose estimation. We also proposed a new database
containing RGBD images with ground truth data in order to establish a new benchmark for the
assessment of motion capture systems in a real environment with occlusions. The ground truth
is obtained from a motion capture system based on high-precision marker with eight infrared
cameras. All data is available online. The second contribution of this thesis is the development
of a new visual odometry method to localize an RGB-D camera mounted on a robot moving
in a dynamic environment. The major difficulty of the localization in a dynamic environment,
is that mobile objects in the scene induce additional movement that generates outliers pixels.
These pixels should be excluded from the camera motion estimation process in order to produce
accurate and precise localization. We thus propose an extension of the dense localization method
based on the optical flow method to remove outliers pixels using the RANSAC algorithm.
Keywords: Motion capture, Visual odometry, Particle filter, Hidden Markov Model, RGB-D
camera, optical flow.
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