Conservation laws provide important constraints on the solutions of partial differential equations (PDEs), therefore it is important to preserve them when discretizing such equations. In this paper, a new systematic method for discretizing a PDE, so as to preserve the local form of multiple conservation laws, is presented. The technique, which uses symbolic computation, is applied to the Korteweg-de Vries (KdV) equation to find novel explicit and implicit schemes that have finite difference analogues of its first and second conservation laws and its first and third conservation laws. The resulting schemes are numerically compared with a multisymplectic scheme.
Introduction
In recent years there has been much interest in geometric numerical integration. The philosophy of geometric integration seeks numerical schemes that preserve geometric features of differential equations rather than focusing on the control of local errors of generic methods [8] . Geometric structures provide constraints for the behaviour of the system, hence it is desirable that numerical schemes possess analogues of the same constraints. Such schemes will then replicate the desired qualitative behaviour, and may have improved stability and accuracy compared with generic methods applied to the same differential equations.
The main focus for geometric integration has been on ordinary differential equations (ODEs), as has been documented in the monograph [16] ; the lecture notes of McLachlan and Quispel [24] provide a good introduction. Numerical schemes have been developed to preserve various geometric structures. Perhaps the most celebrated example is the use of symplectic integrators for Hamiltonian ODEs (see, for example, [21] ). Some well known methods have been shown to be symplectic integrators, for example, the implicit midpoint rule, the Stömer-Verlet method and the Gauss collocation methods. Alternatively, one might like to preserve a first integral of a problem such as the energy. This is done by rewriting the ODE as a skew gradient system which is discretized using a discrete gradient [24] . However, Ge and Marsden [31] proved, for non-integrable equations, that a numerical method with fixed time steps cannot be symplectic and exactly preserve energy at the same time.
The focus of this paper is the preservation of conservation laws (CLaws) of partial differential equations (PDEs). De Frutos and Sanz-Serna [12] demonstrated the benefits of preserving CLaws. They showed that, if a numerical method conserves the momentum for the Kortewegde Vries (KdV) equation, then that numerical method can perform better than a nonconservative scheme with more accurate local truncation errors (LTEs). This is because, for the one-soliton solution, the numerical error for a conservative scheme occurs in the phase, rather than the amplitude, of the soliton. This highlights the desirability of creating finite difference methods that preserve CLaws.
The geometric integration of PDEs has been studied less than for ODEs; however, there exist various methods that relate to preserving CLaws. These methods generally require the PDE to have some additional structure other than the CLaw itself. The most famous of these methods are multisymplectic schemes for Hamiltonian PDEs [5] . In [4] Bridges and Reich prove the remarkable result that abstract linear Hamiltonian PDEs in multisymplectic form -discretized with the centered box scheme -conserve energy and momentum exactly; moreover, it is the local energy and momentum conservation that is preserved by the discretization.
However, they state [5] that, with a uniform discretization, it is not possible in general to preserve energy and momentum exactly along with the symplectic structure. Furihata [13] constructs finite difference schemes for equations of the form
that inherit the energy conservation property, that is,
He does this by discretizing the energy function, G, and then applying a discrete variational derivative to construct the difference scheme. Using this method (the discrete variational derivative method, DVDM) he provides a scheme for the KdV equation that preserves the energy (1.5). In [19] Koide and Furihata generate schemes for the regularized long wave equation (Benjamin-Bona-Mahony (BBM) equation) that preserve the mass and momentum and the mass and energy using the DVDM. For their nonlinear momentum preserving scheme they show that, if the step sizes satisfy a certain condition, then solutions exist and are unique. The BBM equation, unlike the KdV equation which has an infinite number of CLaws, has only three, physically relevant, CLaws [11, 26] ; therefore the DVDM is applicable to equations that are not integrable. In addition to the above methods, which preserve the divergence expression, McLachlan [23] constructs spatial discretizations of PDEs so that the resulting ODE systems have, as first integrals, the conserved quantities of the PDEs. The ODE system can then be integrated using a discrete gradient method to preserve the conserved quantities. The goal of this paper is to introduce a method for discretizing a PDE so that the resulting discretization has difference analogues of multiple local conservation laws, without referring to any special structures the PDE may possess apart from the conservation laws themselves. In so doing, it is hoped that the method will be widely applicable. The only restriction on the applicability of the method is that the PDE should only have polynomial nonlinearities. For clarity, only scalar PDEs with two independent variables x and t are considered in this paper, though there is no reason why the methodology cannot be applied to systems of equations with more independent variables.
Finally, only discretizations of the KdV equation are studied in this paper. The technique finds new and known schemes, which are discussed in § 4. The advantage of using the KdV equation is that the exact solution of the initial value problem is known for soliton solutions, and there are lots of discretizations to compare the resulting schemes with. The most famous finite difference scheme for solving the KdV equation is Zabusky and Kruskal's scheme (Z-K), from their paper [30] in which they coined the term 'soliton'. Their scheme is a two-step explicit method that has finite difference analogues of the mass and momentum CLaws. SanzSerna [28] showed that the Z-K scheme is subject to nonlinear instability; he then provided a scheme with an adaptive time step that preserves the mass and momentum exactly with periodic boundary conditions; however, the divergence form of the momentum CLaw is lost (see [14] ). In [2, 3] , Ascher and McLachlan investigate multisymplectic schemes for the KdV equation. They seek to understand the smooth behaviour of the multisymplectic schemes by studying the numerical dispersion of the linearized equations. From this, they suggest that box schemes are better than schemes that have a non-compact spatial discretization because the latter my introduce artificial wiggles into the solution. In § 5 the new (conservation law preserving) schemes are compared with the Z-K scheme and the compact schemes used by Ascher and McLachlan.
Conservation laws of differential and difference equations
A conservation law of a differential equation ∆ = 0 is a divergence expression that vanishes on solutions of the equation,
where
is the total x derivative and D t is the total t derivative. The terms G and F are referred to as the density and flux respectively and are functions of the independent variables, the dependent variable and its derivatives. For example, the KdV equation,
has an infinite number of CLaws. In particular, it has the CLaws
Drazin and Johnson [10] state that, when applied to the water wave problem, (1.3) describes the conservation of mass, (1.4) the conservation of momentum and (1.5) the conservation of energy. A CLaw is trivial of the first kind if F vanishes on solutions of the PDE; it is trivial of the second kind if Div F ≡ 0 (a null divergence; the divergence expression is zero without needing to be on solutions of the differential equation). A CLaw is trivial if it is a linear combination of the two kinds of trivial CLaws. Two CLaws are equivalent if they differ by a trivial CLaw. If the PDE is in Kovalevskaya form (see [27] ; note that evolution equations are in Kovalevskaya form) then integrating the CLaw by parts (possibly repeatedly) yields an equivalent CLaw, 6) which is said to be in characteristic form. The multiplier Q is called a characteristic of the CLaw. For instance, the characteristic form of (1.5) is DivF = (u 2 + 2u xx )∆, so Q = u 2 + 2u xx is the characteristic and (1.5) is equivalent to the CLaw
A characteristic is trivial if it vanishes on solutions of the PDE. Two characteristics that differ by a trivial characteristic are said to be equivalent. Given a system of PDEs in Kovalevskaya how to preserve multiple conservation laws form, Alonso showed [1, 27] , there is a one-to-one correspondence between equivalence classes of characteristics and equivalence classes of conservation laws. Therefore characteristics can be used to identify when two seemingly different CLaws are equivalent. Characteristics have their most celebrated application in Noether's theorem [25, 27] where they are used to construct CLaws from variational symmetries. However, the most important fact, for our purposes, is that total divergences form the kernel of the Euler operator [27] ,
Therefore, if Q is a function such that 8) then Q must be the characteristic of a CLaw. CLaws are very important when modelling physical phenomena. The definition of a CLaw (1.1) as a divergence expression is a local property, and if integrated over the spatial domain (assuming vanishing boundary conditions) results in a quantity that is constant on solutions. Because (1.1) is a local constraint, preserving it, in a numerical method, provides a greater constraint on the behaviour than conserving the quantity that results from the spatial integration. A finite difference scheme preserves a given CLaw if it has a finite difference analogue of the CLaw of the differential equation.
Having restricted our attention to scalar PDEs with just two independent variables, let us now consider scalar difference equations with only two independent variables defined on a lattice n = (m, n). The dependent variable is evaluated at the grid points, so u i,j := u(m + i, n + j)≡ u m+i,n+j for i, j ∈ Z, and u take values in R. The natural operators on the lattice are the shift operators, which are defined by
where [u] denotes a finite number of shifts of the dependent variables.
A conservation law of a partial difference equation (P∆E) is a divergence expression that vanishes on solutions of the system:
where [∆] denotes any finite shifts of the difference equation. The functions F and G are known as the densities of the CLaw and may have the independent variables and shifts of the dependent variables as arguments. The key result exploited in this paper, due to Kuperschmidt [18, 20] , is that, just as for continuous equations (equation (1.8)), divergence expressions form the kernel of the discrete Euler operator,
In the same way as for PDEs, a CLaw of a P∆E is trivial if and only if it is a linear combination of the following two kinds of trivial CLaws:
, that is, all of the densities vanish on solutions.
Second kind Div F ≡ 0, without reference to the equation [∆] = 0 and its shifts. For instance, this occurs if F is the difference analogue of a total curl (see [27] ).
For brevity, densities of a trivial CLaw are referred to as trivial densities. Just as for continuous equations, a CLaw is said to be in characteristic form if 11) and the characteristic Q is trivial if it vanishes when [∆] = 0. Analogous to PDEs in Kovalevskaya form, for explicit difference equations, there is a one-to-one correspondence between equivalence classes of characteristics and equivalence classes of characteristics [15] . The discretization method, presented here, finds schemes with uniform steps that have finite difference analogues of the PDE's CLaws. To be explicit, the discretization has CLaws
where µ is the spatial step and ν is the time step, and tildes represent discretizations of the corresponding continuous terms.
Highlights
The discretization method proposed is very simple (and is discussed fully in § 3). Form the most general discretizations of the PDE and the characteristic of the desired CLaw, so that there are undetermined coefficients in the discretizations. Apply the discrete Euler operator to the product of these discretizations. To have a discretization that preserves the CLaw, this expression needs to vanish. This results in a large system of polynomial equations in the undetermined coefficients. The solutions of this system will specify the coefficients required in the general discretization to preserve the given CLaw. In § 4.3 the method is used to search for explicit two-step discretizations of the KdV equation that preserve the first and second CLaws together. The result is a three-parameter family of schemes, in which the famous Z-K scheme resides. Figures 1 and 2 show the results of using the Z-K scheme (0, Tables 1 and 2 , we see that the (0, 1 6 , 0) scheme makes a slightly smaller error in preserving the second conserved quantity than the Z-K scheme, but it is significantly better at preserving the third conserved quantity. Thus it is clear that the discretization method can find well known schemes and new schemes that may be superior to existing methods. Table 1 . Maximum absolute errors in preserving the conserved quantities, for the one-soliton problem, and the times at which they occurred. The problem was numerically solved for t ∈ [0, 2], µ = 2 15 , and ν = , 0) versus the (0, 1 6 , 0) scheme for the single-soliton problem (µ = 2 15 and ν = 
Method

Discretization approach
The method is based on forming the most general discretization of terms in the PDE and the characteristics of the CLaws with a given set of points. The discretizations are based on Taylor series expansions of the grid function about the point (x m , t n ),
.
It is assumed that ν = λµ r for some fixed r > 0 and λ > 0, and the discretization of the PDE must be consistent, so that as µ → 0 the continuous terms being discretized are recovered. For example, using the box of points defined by i = A, . . . , B and j = C, . . . , D the discretizations (tildes denote discretizations of continuous terms throughout this paper) of the linear terms in the KdV equation are , 0) versus the (0, 1 6 , 0) scheme for the two-soliton problem (µ = 2 25 and ν = where the necessary conditions on the coefficients are
However, for the scheme to be consistent, there are additional conditions that need to be satisfied. For u xxx → u xxx as µ → 0, it is necessary that, for all k, l ∈ N (excluding the case k = 3, l = 0, otherwise the scheme will not converge to u xxx ; see (3.2)),
Hence the additional conditions are
for all k, l ∈ N, excluding the case k = 3, l = 0. For l = 0, the conditions (3.2) ensure that these conditions are satisfied. To avoid extra constraints on the coefficients α i,j , in addition to (3.2), r must satisfy r > (3 − k)/l for all k 0 and l 1. Clearly, as both l and k increase (so, as the order, n ≡ k + l, of the terms in the Taylor expansions increases), the restriction on r decreases. Fixing r > 3 will ensure no additional constraints beyond (3.2) are required. To relax this restriction on r, the additional constraints from the Taylor expansions are imposed (starting from the lowest order terms and working upwards as necessary). In order to have u t → u t as µ → 0 it is necessary that, for all k, l ∈ N, excluding l = 1, k = 0,
The constraint on r is immediately satisfied for l 1. Thus the only remaining cases have l = 0, in which case r < k for all k ∈ N is needed to avoid any extra conditions on the coefficients, hence r < 1. As before, to relax this constraint the conditions from successively higher order terms need to be applied.
From the above discussion, if (3.2) and (3.3) are the only conditions imposed on the discretizations, then for consistency r > 3 and r < 1 which is not possible. Therefore extra conditions need to be imposed on the coefficients α i,j and β i,j so that there is a set of values of r where both u t → u t and u xxx → u xxx . There is not a unique way of doing this.
The KdV equation also contains the quadratic term uu x . To discretize this term, products of Taylor series need to be examined:
(xm,tn)
Therefore the uu x term is discretized as 5) with the necessary conditions 6) where is shorthand for the summation used in (3.5). Alternatively u 2 could be discretized and then the difference operator in the m direction applied to it, though this will give a slightly less general discretization. Just as for the linear terms, extra conditions may be required on the coefficients to ensure that the method is consistent. The only terms in (3.4) that can remain as µ → 0, and so can cause the discretization to be inconsistent, are those that are purely time derivatives, and so are multiples of ν n . The first and second order terms are
and as n increases the restriction on r decreases. If 3 2 < r < 3 it is clear that no extra conditions are required on the γ i,j,k,l other than (3.6) to have a consistent discretization of the KdV equation.
Groebner bases
The method, described below, for finding discretizations results in large systems of polynomial equations to solve. These polynomials are in terms of the undetermined coefficients in the discretizations. These large systems of equations are solved using Groebner bases; the reader is referred to [6, 7, 9, 22] for further information. In principle the method should, for a given set of points, find any finite difference schemes that have analogues of the desired CLaws. However, in practice the method is limited by the amount of memory the computer has, because calculating the Groebner basis can require a large amount of memory. Calculating a Groebner basis is an expensive operation: for a set of polynomials, in n variables, with total degree not exceeding d, the degree of the polynomials in the Groebner basis is bounded by 2(
It can be shown that for sufficiently large n there exist a constant c and a set of polynomials such that every Groebner basis of the set contains an element that exceeds 2
However, the efficiency of the algorithm for a given problem is affected by the ordering of the polynomials and the ordering of the variables, so changing these can affect whether a problem is tractable. Due to the expense of finding Groebner bases, the method outlined in this paper is limited by the ability to calculate the Groebner basis. Thus, rather than searching for the most general discretizations, additional assumptions, such as that terms in the discretization are symmetric or antisymmetric about the centre of the discretization, can be imposed to reduce the number of variables and, in so doing, attempt to reduce the memory required to calculate the Groebner basis (see Appendix). Doing this may miss possible solutions; however, by choosing sensible ansätze the problem can be considerably simplified.
Recipe for finding schemes
(1) Choose points for each term in the PDE to depend on. Then discretize each term in the PDE, using Taylor series approximations as described in § 3.1. At this stage the discretization may not be consistent. As there is not a unique way of imposing consistency, it seems best to search for methods that preserve CLaws and then, if any methods are found, impose consistency.
For example, the nonlinear term in the KdV equation can be discretized using two points † , centred at (x m + 1 2 µ, t n ),
with the necessary conditions (from equation (3.6)) that
(2) Choose the points on which each term of the characteristic of the desired CLaw will depend and then form the most general discretization of the characteristic with the chosen points. The discretization of the linear terms in the characteristic and the PDE should be centered in the same place (see Theorem A.1). Continuing the example, by choosing the characteristic of the second CLaw to depend on the same to points, let
with the necessary condition that
In practice, one may not wish to seek the most general discretization of a term in the characteristic or the PDE. The complexity of the problem can be reduced (by reducing the number of undetermined coefficients in the discretizations) with an assumption about the discretization, for example, that the discretization is symmetric in space or time (see A.2). Imposing, in the example, that uu x is antisymmetric about its centre and u 2 is symmetric about its centre is achieved by setting
and
(4) Apply the discrete Euler operator (1.10) to the product of the discretized characteristic, Q i , and the discretized PDE, ∆. The difference scheme has a conservation law with the given characteristic if
In the example this yields
Splitting (3.11) according to the coefficients of the u i,j , ν and µ terms yields an overdetermined system of quadratic equations in the coefficients of the discretizations. In the example, the resulting system of equations is
If symmetry conditions had been imposed (equations (3.9) and (3.10)) then this system would reduce to a single equation (2)- (4) for any additional CLaws that one wishes to preserve, to create a system of constraints on the coefficients. In the example, if symmetry assumptions are not imposed, the resulting system of equations consists of (3.7), (3.8) and (3.13).
(6) Calculate the Groebner basis of the large system to see if there are any solutions. (7) Solve the system. This may lead to several disjoint families of discretizations. (8) Use the direct construction method [17] to construct the densities (this is effectively by inspection as the characteristic is known). Note that these densities may not be direct analogues of the continuous densities as there may be terms that vanish in the limit. Also, it may be necessary to add trivial densities to ensure that the discrete flux and densities tend to https://www.cambridge.org/core/terms. https://doi.org/10.1112/S1461157015000078 Downloaded from https://www.cambridge.org/core. IP address: 54.70.40.11, on 11 Jul 2019 at 04:23:00, subject to the Cambridge Core terms of use, available at the continuous flux and density as the step sizes tend to zero. For our simple example (with the symmetry conditions),
(9) Check that the discretization of the PDE is consistent. If it is not consistent then impose additional constraints, as described in § 3.1.
Finding schemes
Having outlined the method for finding finite difference schemes that preserve CLaws, the results of applying the method to the KdV equation are shown below. Many discretizations have been found by the method and are discussed in [14] ; these include the norm preserving scheme used in [3] and Furihata's scheme [13] , that preserves the first and third CLaws. However, in the interests of space, only some of the novel implicit schemes found, that are as compact as possible (to eliminate the occurrence of spurious waves [3] ), are presented here, as well some explicit schemes † .
4.1.
Three compact implicit schemes that preserve the first and second CLaws 4.1.1. First scheme. The first scheme presented here (equation (4.1), referred to as the 12scheme) is actually a one-parameter family of schemes that preserves the first and second CLaws,
This discretization contains a parameter, , in the uu x term that we are free to chose. From Figure 3 it is clear that setting = 0 (removing the dashed lines in the figure) will give the most compact discretization, and setting = 1 12 (removing the solid lines in the figure) will give the least compact discretization, for 1 2 u 2 in F 1 . Thus = 0 will give the most compact discretizations of uu x in the KdV equation.
To find the densities of the second CLaw, given the characteristic, the direct construction method is used. To simplify the construction, note that the expression Q 2 ∆ can be split according to the coefficients µ and ν. As neither the density nor the flux of the second CLaw contain any t derivatives, it is desirable that any ν terms are the result of applying the difference operator in the n direction. Thus, the density is found by searching for a function
where coeff( Q 2 ∆, 1/ν) denotes the coefficient of 1/ν in the expression Q 2 ∆. The discrete flux, F 2 , is then found by solving
The resulting densities are
4.1.2. Second scheme. The second scheme discretizes u xxx in the same way as the first scheme (as does the third). The clearest difference between the first and second schemes is that the second scheme uses a wider computational stencil to discretize u t and Q 2 . Another noteworthy feature is that the discretization for uu x factors into a discretization for u and u x , unlike for the first scheme. The second scheme is:
2)
4.1.3. Third scheme. The third scheme is like the second scheme in that it uses a wide computational stencil to discretize u t and Q 2 ; however, unlike the second scheme, this scheme places a greater weight on grid points closer to the centre of the discretization. Finally, like the second scheme, its discretization of uu x neatly factorizes. The discretizations for the third scheme are:
https://www.cambridge.org/core/terms. https://doi.org/10.1112/S1461157015000078 . Therefore, the results of the discretization above can be averaged,ū m−1/2,n = G 1 , to give an alternative discretization of the KdV equation that preserves the first and second conserved quantities exactly. It is tempting to think that this will give unconditional stability in the 2 -norm with periodic boundary conditions. However, the original schemes, from which the averages are calculated, may not themselves be unconditionally stable.
Let us consider the stability of the 12scheme (4.1) on a periodic domain so that u 1,j = u M,j for all j. More generally, we can consider schemes that exactly preserve the structure of the second CLaw so that it can be written in the form
where 0 < α i ∈ R and p < M (note that for (4.1) p = 2, and that the other two schemes, (4.2) and (4.3), both have p = 4). Summing over the domain then yields the conserved quantity
where A is a constant. We now seek to show that, as a consequence of (4.5) and the periodic boundary conditions, if p divides M then |u i,j | must be bounded. The case p = 1 is trivial and occurs for the ten-point norm preserving scheme in [3] . So let us begin with p = 2. We wish to show that there exists some number B i ∈ R, such that, if u 1,j B 1 > 0, then there exist numbers B i > 0 such that u i,j −B i for i even, and u i,j B i for i odd. Therefore if M is even, u M,j < 0. But the periodic boundary conditions imply that u M,j = u 1,j > 0; hence, the assumption that u 1,j B 1 must be false.
For p = 2 we use α and β in preference to α 1 and α 2 respectively and, as we are at a fixed time level, the j have been dropped, so (4.5) implies that
Let us assume that m is odd and u m B m > 0. Then (4.6) implies that
So, to ensure that u m+1 −B m+1 0, B m must satisfy
Similarly, suppose that m is even and that −u m B m > 0. Then (4.6) yields
As the condition is the same for both cases, we have a well defined sequence to satisfy to ensure that u i,j oscillates about zero. Given B m > 0, we can then find a suitable B m−1 > 0, etc. until we find B 1 > 0. This sequence yields
, and so if M is even then u M,j 0, which is a contradiction. Thus we have shown the solution must be bounded by
For p > 2, the proof should work as follows. Equation (4.5) implies that 8) in order to satisfy (4.7). Now we also have the condition that (
A. Because all the α i are positive, (4.7) implies that p i=2 α i−1 u i,j → −∞, and so u p+1,j → ∞. In the same manner, we can move along the domain and use (4.7) to show that u p+i,j must have the same asymptotic behaviour as u i,j , either tending to plus infinity, minus infinity, or remaining bounded. We can now relabel our periodic domain so that u 1,j → ∞ and u p,j → −∞ or is bounded. Thus if p divides M we have a contradiction, because u i,j = u M,j . Therefore, the solution must remain bounded. However, this gives no information on the size of this bound, which could be very large.
Therefore, the presence of a CLaw in the form (4.4), combined with periodic boundary conditions with the correct number of points, prevents the modes that cause the scheme to blow up from growing without limit. 
An implicit scheme that preserves the first and third claws
Not only is it possible to find compact schemes that preserve the first two CLaws of the KdV equation, but also the first and third CLaws, However, they are less common and some have unintuitive discretizations (see [14] ). Perhaps the best scheme found is the 13scheme,
with characteristic and densities shown in Table 3 . Two things should be noted about the density and flux of the third CLaw: firstly, that they are only first order approximations about their central point; and secondly, that the first term in the flux vanishes as the step sizes tend to zero, and so does not correspond to an expression in the continuous flux.
The three-parameter family
Inspired by the Zabusky-Kruskal scheme, the following assumptions were made to find explicit schemes that preserve the first and second CLaws. Their method is a two-step method with u t = (1/ν)(u 0,1 − u 0,−1 ), so for u xxx to have the same centre point, and be symmetric, it must be (1/µ 3 )(−u −2,0 +2u −1,0 −2u 1,0 +u 2,0 ). The discrete characteristic chosen was Q 2 = u 0,0 and finally uu x was chosen to be the most general discretization of uu x with the five horizontal points centred at (0, 0). The result of these choices is a three-parameter (α, β, γ) family of finite difference methods for the KdV equation (shown in Table 4 ) that all preserve the first two CLaws. Setting α = 0, β = 1 2 and γ = 0 yields the Z-K scheme, the most compact scheme in the family.
A possible approach to choosing parameter values is to attempt to minimize the LTE of
To make this term a fourth-order approximation in space, α = α, β = . Despite the free parameter, it is not possible to make the discretization for this term a fifth order approximation. Moreover, the u xxx term is a second order approximation so there may not be any advantage in increasing the accuracy of the nonlinear term beyond this.
https://www.cambridge.org/core/terms. https://doi.org/10.1112/S1461157015000078 The implicit schemes, when linearized about the constant solution, are all unconditionally stable [14] . However, this is not true for the explicit schemes found. Therefore, to provide a step size restriction for implementing the three-parameter family, a linear stability analysis (following [29] ) is performed about the constant solution u = ρ. The resulting linear scheme depends on only a single parameter θ = α + 2β + γ − 1. If we then assume that |ρ| u max where |u(x, t)| u max then for linear stability it is necessary that
This suggests that increasing |θ| requires a slightly more severe step size restriction. However, its contribution is part of the µ 2 term so there is very little difference between the linear stability of the schemes provided |θ| is not large.
The three-step explicit scheme
Since it is possible to preserve the first and second CLaws with an explicit scheme, can an explicit scheme be found to preserve the first and third CLaws? The answer is yes. Instead of two time steps, such a scheme was found by searching for a scheme with three time steps. The resulting difference scheme is (2u−1,0u0,0 − u0,0u2,0 − 2u−2,0u−1,0 − 2u1,0 2 + u2,0 2 + u−2,0 2 − u−2,0u0,0 + 2u−1,0u1,0)
u0,0u0,−1 = 
t. j. grant
The characteristic is
The density and flux for the first CLaw are
The density and flux for the third CLaw are
Note that F 3 contains ν terms and to ensure these terms did not blow up in the limit, as the step sizes tend to zero, trivial CLaws were added during the reconstruction. As this is an explicit scheme, just as for the three-parameter family, a linear stability analysis is performed about the constant solution u = ρ to obtain any necessary step size restrictions. The resulting necessary but not sufficient condition for stability is that
where it is assumed that |ρ| u max . This is very similar to the stability condition found for the three-parameter family of explicit schemes (4.10), even though this is a three-step rather than a two-step scheme. From numerical experiments it was found that ν = 1 4 µ 3 was needed for stability. This is of the same order of magnitude as the necessary condition found in (4.12), and is similar to the condition for the three-parameter family, where using ν = 
Basic numerics
Having found the above discretizations, they were compared by using them to solve the onesoliton initial value problem for the KdV equation, 0 = u t + uu x + u xxx . The exact solution to this problem on an infinite domain is
For the numerics a periodic domain was used with x ∈ [−20, 20], and t = [0, 2]. The resulting solution profiles were compared with that of the exact, infinite domain, solution. This is fine provided that ct is small enough that the soliton does not get close to the boundary. Fairly coarse discretizations were used to emphasize the qualitative differences between the different schemes. In order to solve the implicit schemes, fsolve in matlab was allowed to run until the error reached the default tolerance, so that the difference between the schemes should be due to their different discretizations rather than due to the nonlinear solver. The error in preserving the different conservation laws was calculated by approximating the conserved quantities using
at each time step. The schemes were also compared with the eight-point multisymplectic method of Ascher and McLachlan [2, 3] ,
and their narrow box scheme
which was found using a finite volume discretization. In particular, Ascher and McLachlan conducted numerics for the alternative form of the KdV equation (note that for this form of the KdV equation the density of the 3rd CLaw is . This is the original numerical problem of Zabusky and Kruskal [30] when they discovered solitons, and is referred to here as the Z-K problem. This problem is an interesting numerical test for the various schemes because, for this choice of δ, the nonlinear part of the KdV equation is more significant than in the soliton problem (δ = 1); the problem becomes close to the inviscid Burger's equation which develops shocks; hence this should be a good problem to see how the different schemes handle the nonlinear part of the KdV equation. Ascher and McLachlan showed, when studying this problem, that the multisymplectic scheme stayed remarkably smooth despite a very coarse discretization, whereas the other schemes could not cope with the discretization, and the norm preserving scheme, even though it did not blow up, resembled noise. They concluded that this was due to the compactness of the discretization of the multisymplectic scheme and that its linearization is the most accurate unconditionally stable box semi-discretization at the steady state [2] . Thus it is interesting to replicate this experiment for the schemes found in this paper to see if any of the schemes outperform the multisymplectic scheme.
The results of various numerical tests are shown in Tables 5-9 . The tables show the maximum absolute errors in preserving the first three conserved quantities and the times these maximum errors occurred. For the soliton problem, the position of the solution at t = 2 is calculated by locating the maximum point at the final time step. M denotes the number of spatial steps and N denotes the number of time steps (so µ = 40/M and ν = 2/N ). For the implicit schemes the errors of the averages given by u(
The results in Table 5 show that as θ (the single parameter in the linearization) decreases, the amplitude and speed of the soliton decrease. For θ = − 2 3 the position of the numerical soliton appears to be remarkably close to the actual solution and the third CLaw is approximated better. All the solutions developed a wave-train following the soliton; however, the (0, 0, 0) scheme's wave-train has a very small amplitude and the (0, 6 , 0) scheme still looks like a soliton, coping with the very coarse discretization incredibly well, far better than the Z-K scheme even though its discretization is not compact or symmetric. Table 6 displays the errors from different schemes (within the three-parameter family), all with θ = − 2 3 . All these schemes show similar results: their profiles all are very close to the actual soliton and have a very small wave-train following the numerical soliton, the smallest of which belongs to the (0, 1 6 , 0) scheme. They all preserve the third CLaw better than the Z-K scheme, though there are clear differences between the schemes. However, overall the evidence suggests that schemes with the same linearization behave very similarly. The remarkable behaviour of the θ = − 2 3 schemes persists with different speed solitons and with different choices of step sizes. These schemes are not generally symmetric; however, the one-parameter family of schemes, given by ( ), but its results show that the added symmetry has not led to notably better errors. The good preservation of the third CLaw could be because it is locally preserved; however, using the method of this paper no discrete characteristic for a third CLaw has been found for any of the schemes in the three-parameter family. The good preservation of the third CLaw may be a consequence of preserving the phase speed better than the other schemes. However, in Figure 4 one can see that the profile of the (−1, 1, − 2 3 ) scheme is closest to the actual position of the soliton but the (0, 1 6 , 0) scheme preserves the third CLaw significantly better than it. This new two-parameter family (θ = − 2 3 schemes) outperforms the Zabusky-Kruskal scheme (which has the most compact discretization for the nonlinear term) in the numerical tests conducted; it remains unknown why this is the case.
The results of numerics for the other schemes are shown in Tables 7-9 . These clearly demonstrate that the averaged 12scheme (see § 4.1) preserves the second conserved quantity exactly. The 12scheme has one parameter in the nonlinear term. It is not clear how to choose this; however, there seem to be two sensible a priori choices. The choice = 0 makes the nonlinear term as compact as possible. This scheme can cope well with very coarse meshes (see Figure 5 ) for the Z-K problem; however, for the soliton problem, the numerical soliton travels slower than the actual solution and the third CLaw is not preserved very well. The alternative is = −1/24, which causes the linearization to be as compact as possible. This µ, M = 60, N = 1500 with different schemes; note that the 12 scheme with = −1/24 has failed to cope with the coarse discretization.
scheme's soliton travels faster, closer to the actual position, and the third CLaw is better preserved. The cost of this is that the scheme cannot cope with the very coarse discretization used for the Z-K problem (see Figure 5 ). An alternative suggestion for choosing the free parameter is to tune it to best preserve the third CLaw, or some other property, for a given problem and mesh size of interest. Table 5 . Absolute errors in preserving the conserved quantities for the three-parameter family, and the location and height of the soliton at the final time step, with different values of θ, when solving the single-soliton problem with c = 4. The problem was numerically solved for t ∈ [0, 2], M = 300, N = 2532, µ = Table 6 . Absolute errors in preserving the conserved quantities, and the location and height of the soliton at the final time step, for different schemes from the three-parameter family, all with θ = −2/3, for the single-soliton problem with c = 4. The problem was numerically solved for t ∈ [0, 2], M = 300, µ = 2 15 , N = 5064 and ν = The eight-point scheme that preserves the first and third CLaws does not perform very well. This scheme does not preserve the energy (third conserved quantity) particularly well, considering that it preserves the third CLaw in characteristic form. However, it is none the less interesting because it shows that it is possible to preserve the third CLaw using a compact stencil and so obtain better behaviour on a coarse grid. In fact, it has the same linearization as the multisymplectic scheme against which it was compared, hence, like the multisymplectic scheme, it copes with the coarse discretization well, remaining smooth (see Figure 5 ). As the time step increases compared to the spatial step, it preserves the third CLaw better compared to the other schemes (compare Tables 8 and 9 ). The multisymplectic scheme's performance also improves with this ratio of step sizes, especially when it is compared to the narrow box scheme. This demonstrates that the choice of step sizes affects the relative performance of the schemes.
The explicit schemes have a major problem: if a fine spatial mesh is required then the number of time steps required is prohibitive, as ν = O(µ 3 ), and so the implicit schemes are far more efficient. This is the case for the Z-K problem. However, Table 9 shows the results of using the explicit schemes to solve the single-soliton problem where the step sizes have been chosen so that the explicit schemes take approximately the same amount of time to solve as the implicit schemes. With this choice of step sizes both the explicit schemes preserve the third CLaw very well, better than any of the implicit schemes. 
Summary and discussion
The main result of this paper has been to develop a method to symbolically find discretizations of a partial difference equation that locally preserves as many CLaws as possible. The method developed is a brute force approach that is applicable to PDEs, with polynomial nonlinearities, on a fixed mesh. The method requires solving a large overdetermined system of quadratic equations; this is the method's main limiting factor. Currently, the Groebner basis is calculated to solve the system, which is very expensive in time and memory. Thus, an important area for future research is to find a more efficient method for solving this highly structured system of equations.
Despite the computational cost in general, the method is practical for searching for one-step methods in time. The method has been used to find new eight-point implicit discretizations and new explicit discretizations for the KdV equation that preserve the first and second CLaws together, and the first and third CLaws together. The method also finds the existing norm preserving scheme and Furihata's scheme, demonstrating that the method has the potential to find useful discretizations. It is an open problem as to whether the second and third CLaws of the KdV equation can be preserved together. The author suspects that if it is possible, this will require at least two time steps; this has the potential to allow parasitic waves to form. However, the extra constraint on the behaviour, which comes from preserving the additional CLaw, may prevent them from occurring. Since currently it has not been possible to preserve all the CLaws desired, this raises the question: what is the most important CLaw to preserve?
When conducting basic numerics, some of the new methods seem to perform very well, such as the two explicit methods and the 12scheme. In particular, the numerical schemes, discussed here, behave comparably to a multisymplectic scheme, and can outperform it for conserving a given CLaw. Hence if no multisymplectic structure is known for an equation that has CLaws, this brute force approach may yield a good method. However, apart from very coarse discretizations, a compact scheme found by a volume preserving technique performed the best. Nevertheless, some of the new eight-point schemes found can be considered to preserve the second CLaw exactly whilst having a compact stencil, which is a very desirable property.
Appendix. Simplifying assumptions
Theorem A.1. The linear terms in the characteristic of a CLaw of a difference equation, and the linear terms of the difference equation, must share the same central point.
Proof. The theorem is proved here for ODEs; the proof for two-dimensional PDEs is found in [14] . Let
so that P has an odd number of terms and is centred at the point j = 0 (see Figure A. 
1).
If P has an even number of terms then the following reasoning will still apply by considering i + Figure A. 2). The case B < −A < 0 < C < A is proved here; the other cases follow by symmetry or similar reasoning.
We require that the product of P and Q is in the kernel of the Euler operator, so 
The extreme shifts of P and Q occurring in (A.1) are depicted graphically in Figure A This observation generalizes to the following theorem to include the two-dimensional case (the proof is found in [14] ).
Theorem A.2. The discrete Euler operator applied to the product of a linear sum of terms with 180
• rotational symmetry and a linear sum of terms with 180
• antisymmetry is zero.
It must be noted that there exist products of linear terms, not in this form, that are also in the kernel of the Euler operator. For example, when there is only one independent variable, if
then E(P Q) = 0. Theorem A.2 is analogous to the fact, from the continuous theory, that From the second CLaw:
From the third CLaw:
Thus, if the discretizations for the linear terms are antisymmetric for odd derivatives and symmetric for even derivatives, equations (A.3a), (A.3c), (A.4a), (A.4c), (A.5b) and (A.5c) are immediately satisfied by Theorem A.2.
Having seen the benefits of symmetry assumptions for the linear terms, one might wish to make assumptions about the nonlinear terms in the discretizations. By assuming rotational symmetry and antisymmetry about the centre of the discretizations some simplification is obtained but no equations from (A.4) and (A.5) are automatically satisfied. A kth order polynomial term is discretized by a sum of terms of the form α i1,j1,i2,j2,...,i k ,j k u i1,j1 u i2,j2 . . . u i k ,j k . The term u −i1,−j1 u −i2,−j2 . . . u −i k ,−j k is 180
• opposite the previously mentioned term and we label its coefficient as α −i k ,−j k ,...,−i1,−j1 and we can assume without loss of generality that the discretization is formed by a summation of pairs of terms that are 180
• opposite one another. The discretization is symmetric if for each pair
and antisymmetric if Figure A .4 for a quadratic term discretized on a line. (Note that, just as for linear terms, suitable adjustments must be made for schemes not centred at (0, 0), that is, those schemes with an even number of points in one direction.) Before proceeding to study a general polynomial term let us consider a simple example. To avoid subscripts, let a hat denote the coefficient of a term that is 180
This is illustrated in
• opposite a term already used in an expression, so, for our example, The product of the two terms can be split into pairs of terms which are opposite to one another. We require that E(P · Q) = 0; expanding this out yields the following conditions on the coefficients: Now if we assume that P is a symmetric discretization, that is,α = α andγ = γ, and Q is an antisymmetric discretizaton, that is,β = −β, or vice versa (P is antisymmetric and Q is symmetric), then the left hand column of (A.9) is satisfied, so the number of equations that need to be solved has been more than halved. The reason more than half of the equations are satisfied is because the coefficients of self-symmetric terms, such as u −1 u 0 u 1 in P · Q, must vanish before the Euler operator is even applied, and the coefficients of self-symmetric terms, such as u 2 u −2 , in E(P · Q) must also vanish. If instead we assume that both P and Q are symmetric or both are antisymmetric then the right hand column of (A.9) is satisfied. This is still a major simplification, but more than half the equations remain because the self-symmetric terms remain.
For the general case, suppose that P has coefficients denoted by α and Q has coefficients denoted by β and, for convenience, α = α i1,j1,i2,j2,...,i k ,j k ,α = α −i k ,−j k ,...,−i1,j1 , β = β i k+1 ,j k+1 ,...,i K ,j K ,β = β −i K ,−j K ,...,−i k+1 ,−j k+1 .
As seen in the example (A.7) the product of P and Q can be considered as consisting of pairs of terms that are opposite to one another. Applying the Euler operator to each term in one of these pairs gives u −i l +iq,−j l +jq , must be a sum of multiples of coefficients of the formαβ which must also vanish. An equivalent system of equations (which must also vanish) is obtained by adding and subtracting these two coefficients together. This gives two sets of equations: one set is formed by a sum of terms of the form (αβ +αβ) and the other set by sums of terms of the form (αβ −αβ). Thus if α =α and β = −β, that is, one of the polynomial terms is a symmetric discretization and the other is an antisymmetric discretization, the first set of equations is satisfied. Alternatively, if α =α and β =β, or α = −α and β = −β, the second set of equations is satisfied, that is, both discretizations are symmetric or antisymmetric, respectively. Thus by assuming antisymmetry or symmetry on the appropriate polynomial terms the number of equations that need to be satisfied is approximately halved. As in the example, terms that are self-symmetric in P · Q and E(P · Q) will vanish for the symmetric antisymmetric case but not the other cases. Therefore making symmetry assumptions on the polynomial terms in the characteristic and PDE seems a sensible ansatz. For discretizing the KdV equation, this ansatz is imposed by insisting that uu x has 180
• antisymmetry. This ansatz, combined with the previous ansatz on the linear terms, is equivalent to imposing that the discretization preserves the discrete symmetry of the KdV equation, t → −t, x → −x, KdV → −ut − uux − uxxx = 0.
By adding additional restrictions (more severe ansätze) the number of variables (undetermined coefficients in the discretizations) is reduced, so the computer may be able to find a solution to the Groebner basis. Some possible extra restrictions are as follows: -If a term in (A.3)-(A.5) is in the kernel of the Euler operator because it a total difference in either x or t then, instead of the usual discrete Euler operator, one can impose that the term is in the kernel of the discrete Euler operator that treats the u at different time or space levels as independent variables, respectively. The appropriate operators, when there are two independent variables, are , so, rather than insisting that E( u 2 u t ) = 0, we can require that E m+i ( u 2ũ t ) = 0 for i ∈ Z. This amounts to insisting that u 2ũ t = (S n − I)g for some function g([u]), rather than insisting on the less stringent requirement that u 2ũ t = (S n − I)g + (S m − I)f for some functions f ([u]) and g([u]). -A more restrictive assumption than 180
• symmetry or antisymmetry is imposing symmetry in one direction (for example, symmetry in the x direction if discretizing a t derivative) and antisymmetry or symmetry in the other direction, depending on whether an odd or even derivative is being discretized.
-An alternative assumption is to impose that the nonlinear terms, such as uu x and u 2 , factorize. This will again lead to cubic equations in the coefficients rather than quadratic equations.
