Abstract-We consider the design of convolutional codes and low-density parity-check (LDPC) codes with minimum-shift keying (MSK) when the receiver employs iterative decoding and demodulation. The main idea proposed is the design of coded schemes that are well matched to the iterative decoding algorithm being used rather than to hypothetical maximum-likelihood decoding. We first show that the design is crucially dependent on whether the continuous phase encoder (CPE) is realized in recursive form or in nonrecursive form. We then consider the design of convolutionally coded systems and low density parity check codes with MSK to obtain near-capacity performance. With convolutional codes, we show that it is possible to significantly improve the performance by using a mixture of recursive and nonrecursive realizations for the CPE. For low density parity check codes, we show that codes designed for binary phase shift keying are optimal for MSK only if the nonrecursive realization is used; for the recursive realization, we design new LDPC codes based on the concept of density evolution. We show that these codes outperform the best known codes for MSK and have lower decoding complexity.
I. INTRODUCTION

M
INIMUM-SHIFT keying (MSK) is a constant envelope modulation scheme and, hence, is attractive for use in radio channels employing inexpensive nonlinear power amplifiers. The power efficiency of MSK can be improved by using coding with MSK. Several classical coding techniques such as convolutional and trellis codes have been designed for MSK and evaluated for the additive white Gaussian noise (AWGN) and fading channels [1] , [2] . The MSK modulator can be realized either in recursive form (referred to as recursive MSK) or in nonrecursive form (referred to as nonrecursive MSK). In the recent years, several parallel and serial concatenated coding schemes have been proposed for use with MSK ( [3] - [6] ) with iterative demodulation and decoding. The main idea in most of these schemes is to exploit the inherent recursive nature of continuous phase modulators (CPM) [or, recursive realization of the continuous phase encoder (CPE) ] to use the modulator as a recursive encoder, which is essential in order to obtain an interleaving gain. These coding schemes significantly outperform coding techniques based on convolutional codes; the most efficient codes for MSK that we are aware of currently uses nonbinary parallel concatenated codes with MSK [4] and achieves a bit error rate (BER) of at an of around 1.05 dB for a block length of 16 384 input bits. The techniques for analyzing and designing turbo coded CPM schemes in the afore mentioned papers are based on evaluating and optimizing the distance spectrum of the resulting overall concatenated code. Consequently, these techniques predict the performance of turbo-coded CPM schemes under the assumption of a maximum-likelihood (ML) decoder. The practical iterative decoder is not an ML decoder in general and, hence, it is important to design codes matched to the iterative decoding algorithm. This is the main focus and novelty in this paper. The main tool used in this paper is that of density evolution (or, the use of extrinsic information transfer diagram).
We first consider the design of convolutional codes for a coding scheme which consists of an outer convolutional code, interleaver and the CPM modulator which acts as the inner code. It is well known that in this case, the recursive CPE should be used in order to obtain an interleaving gain. In this paper, we show that when the recursive CPE is used increasing the constraint length of the outer code actually results in worse codes when used with iterative decoding, although with ML decoding longer constraint length codes are better. We then propose a novel technique of using a mixture of recursive and nonrecursive realizations for the MSK modulator. With this technique, significant gains can be achieved over using the recursive realization alone. Further, by carefully using the mixture ratio, we can get codes which improve with increasing constraint length of the outer code, even with iterative decoding. We show that these codes can perform very close to capacity.
Then, we consider the design of LDPC codes. We show that when nonrecursive realization of the CPE is used, irregular low density parity check (LDPC) codes that are optimal for BPSK are optimal with MSK also. However, when the recursive realization is used, they are very sub-optimal. We then show that the MSK modulator and the LDPC code can be expressed using a graph structure and using this, we can design good codes for use with recursive realizations. The resulting irregular LDPC codes are quite different from those for nonrecursive CPEs and have the advantage of easy-encodability.
The paper is organized as follows. In Section II we describe the system model(s) under consideration and the receiver structure for each of them. We also briefly discuss the recursive and nonrecursive realizations for the CPE modulator. In Section III, we discuss the extrinsic information transfer diagrams for the recursive and nonrecursive realizations. Using the results in this section, we design good coding schemes with convolutional outer codes in Section IV. In Section V, we discuss the graph structure of an LDPC code and MSK modulator and discuss the design of LDPC codes for MSK.
II. SYSTEM DESCRIPTION
A. Transmitter
Let us consider a serial concatenated system as shown in Fig. 1 . At each time instant, a block of independent data bits are encoded by an outer encoder whose output is a block of -coded bits. Two types of outer encoders are considered in this paper-convolutional outer codes and low density parity check (LDPC) outer codes. The convolutional codes are specified by their generator polynomials. The LDPC code is assumed to be an irregular code with variable node degree profile and check degree profile , where and are the maximum variable and edge node degrees, respectively. The degree profiles are assumed to be from the edge perspective; that is, is the fraction of edges in the graph of the LDPC code that are connected to variable nodes of degree . The parity check matrices are constructed at random subject to these degree profile constraints and another constraint that prevents loops of small lengths. After parallel-to-serial conversion, the binary sequence is interleaved 1 and the interleaved bit sequence and an appropriate tail bit (to bring the MSK to the zero phase state) are input to the MSK modulator. Here, we consider the tilted phase version of MSK for which the transmitted signal for is given by (1) where , is the symbol energy and is the symbol duration [7] . The "modified" carrier frequency is defined as , where is the carrier frequency [7] . is the th element of the sequence . corresponds to the memory term of the modulation process and it satisfies (mod ) which leads to using MSK time-invariant 2-phase state trellis. Note that and . In normalized vector representation, which leads to , MSK waveforms at time interval can be corresponded to MSK symbols as , , , . The overall information rate of this system is equal to bits per channel symbol (ignoring the one tail bit required).
B. Decomposition of MSK
It is well known that an MSK modulator can be decomposed into a rate-1/2 binary convolutional encoder (continuous phase encoder, CPE) and a memoryless mapper (MM) [7] , [8] . In that case, CPE can be used as an inner code in the serially concatenated system (Fig. 1) . Note that the CPE trellis states are related to the tilted MSK phase states by , . The MSK decomposition is not unique and various representations can be obtained by changing the mapping rule. Fig. 2(a) shows the CPE and the trellis diagram for the recursive CPE with generator matrix . The branches in the trellis are labeled according to the notation where corresponds to the one of MSK symbols. At the left-hand side of the trellis, 0 and 1 represent current state of the CPE. At time , when is input to the recursive CPE, and bits are outputs. These bit pairs at the output of CPE are mapped to the vectors as , , , for the generator matrix specified in this section. The MSK decomposition can also be realized by means of nonrecursive CPE. Fig. 2(b) shows the nonrecursive CPE with generator matrix and the trellis diagram. In that case, the output bit pairs of CPE are mapped to the vectors as , , ,
. It should be noted that when the CPE input bit is , in order to represent nonrecursive MSK signal by means of such an expression as in (1), must be replaced by (mod 2) where corresponds to the current state of the nonrecursive CPE.
C. Channel Model
Let the sequence be transmitted where , for all . The corresponding sequence is received at the receiver where . Here, is the channel gain which remains constant over one modulated symbol interval and is additive Gaussian vector with zero mean and variance in each dimension. For the AWGN channel,
. In this paper, we also consider a frequency nonselective (flat) Rayleigh fading channel for which and are correlated random variables [9] .
D. Receiver
As shown in Fig. 1 , the receiver uses a message passing decoder, which passes messages (extrinsic log-likelihood ratios, LLRs) between the soft output inner decoder (iterative demodulator) for MSK and an outer decoder in an iterative fashion. A soft output MSK demodulator is implemented using the Bahl, Cocke, Jelinek, and Raviv (BCJR) algorithm [10] working on a 2-state trellis. A maximum of iterations between the MSK demodulator and outer decoder are used. During the th iteration , the MSK demodulator uses where is the interleaved extrinsic information obtained from the outer decoder in the th iteration. The MSK demodulator produces LLRs for each bit in the sequence , given by (2) where is the th element of . The extrinsic information obtained from MSK demodulator can be written as , . This extrinsic information is deinterleaved and input to the outer decoder. At the end of the each iteration between the MSK demodulator and the outer decoder, estimates of the data bits are produced and the decisions are checked for errors by using a suitable error detection scheme. If the check is satisfied the iterations are stopped, otherwise the iterative process continues up to iterations. Clearly, when this corresponds to the case when there is no iterative demodulation. The decoding algorithm used by the outer decoder depends on the outer code and, hence, we consider the outer decoder for the case of convolutional codes and LDPC codes separately.
1) Convolutional Outer Code:
When the outer code is a convolutional code, the outer decoder uses the BCJR algorithm and provides extrinsic information , . 2) LDPC Outer Code: When the outer code is an LDPC code, there are several update procedures that can be used in the message passing decoder that performs iterative demodulation and decoding and the resulting performance can be significantly different in each case. Here, we propose a decoder structure which is used to evaluate the LDPC codes designed in the later sections. Since the LDPC decoder itself is an iterative decoder, we use iterations within the LDPC decoder for each iteration between the LDPC decoder and the MSK demodulator. We use the superscript ( , ) to denote quantities being passed during the th iteration between the outer decoder and the demodulator and th iteration within the LDPC decoder. The exact way in which the decoder uses the extrinsic information from the MSK demodulator is detailed below. We do not elaborate on the decoding steps within the LDPC decoder but only give enough details to understand the decoding algorithm. At every bit node (or, variable node) in the LDPC code, if is the set of all edges connected to the th variable node, then for all edges (where denotes the cardinality of the set ), the outgoing message along edge during the ( , )th iteration from the variable node to the check node (denoted by ) is given by (3) where is the incoming message at the th variable node along the th edge (from a check node) during the previous iteration. At the th check node, if is the set of all edges connected to the th variable node, then for all edges , the outgoing message along edge during the ( , )th iteration from the variable node to the check node (denoted by ) is given by (4) The message being passed from the th variable node to the MSK demodulator during the th iteration is given by (5) At the end of the th iteration within the LDPC decoder, we also set (6) Although seemingly straightforward, (6) in conjunction with (3) is important since this implies that at the th iteration, the extrinsic information being passed contains the information provided by the check nodes during the previous round of iterations .
III. EXTRINSIC INFORMATION TRANSFER DIAGRAM FOR MSK
Since the main focus of this paper is in designing codes for MSK based on the convergence of the iterative process, we consider the input output extrinsic transfer characteristics of the MSK demodulator for recursive and nonrecursive realizations. We assume the all zeros sequence is transmitted without loss of generality since the overall code is linear. Note that this does not entail any loss of generality for the analysis of iterative decoding also since the required symmetry conditions in [18] are satisfied for MSK. The following properties will be useful to understand the differences between the recursive and nonrecursive realizations.
Property I: For the nonrecursive CPE, the distribution of is independent of for all . For the AWGN channel, it is given by . Proof: Consider the trellis structure for the nonrecursive realization in Fig. 2 . For the all zero input sequence case which leads to the transmitted vector at time k, the received vector will be , where is the fading coefficient and and are noise components in the two dimensions, which are Gaussian with zero mean and variance . The MSK demodulator output LLRs of (2) can be given by [13] ( 7) where and denote beginning and ending CPE trellis states, respectively, for the th interval. and are determined in the forward and backward recursion of the BCJR algorithm, respectively during the th iteration [13] . The branch metrics for nonrecursive MSK related to the input bit , can be given by (8) where is the MSK output symbol at time when the input is and the beginning state is . is a constant which does not affect the soft output result, therefore we can assume . In that case, the metrics are as in (9), shown at the bottom of the next page. Substituting (9) into (7), the MSK demodulator output becomes (10) Here, the first term of the right-hand side can be computed by (11) , shown at the bottom of the next page, where is the fading coefficient, and are Gaussian noise components at time . Hence, the extrinsic information becomes (12) From this equation, it is clear that is independent of and, hence, is the same for all . The distribution of is quite hard to compute for the fading channel since and are correlated. However, for the AWGN channel, we have , and, hence, it is straightforward to show that the distribution of is Gaussian with mean and variance . Using this property we can now prove the following lemma.
Proposition 1: The equivalent channel as seen by the outer decoder for nonrecursive MSK over the AWGN channel is identical to that for BPSK over the AWGN channel. Therefore, the capacity is identical to that of BPSK for AWGN channels. However, this is not true for the fading channel.
Proof: Note that the distribution of the LLRs at the output of the demodulator for the case of BPSK over the AWGN channel is also Gaussian with mean and variance .
What remains to be shown is that and are uncorrelated. That is, we need to show that (13) For the AWGN channel (14) Since , , , , , and , it is easy to obtain from (14) that (15) which is equal to . Hence, and are uncorrelated for all .
Since the distribution of is Gaussian, it follows that and are independent. Therefore, the distribution of the LLRs from the output of the demodulator for nonrecursive MSK is identical to that of a BPSK channel with the same additive noise variance and the LLRs are also independent as in the case of BPSK. Therefore, the equivalent channel as seen by the outer code is that of a BPSK channel and, hence, the capacity of MSK is the same as that of BPSK.
In general, computing the capacity for other continuous phase modulation schemes is not easy due to the memory introduced by the modulator. For MSK, this results provides a benchmark for the codes designed.
For the fading channel also, the extrinsic information does not depend on the a priori information . However, the distribution of the LLRs for MSK (as seen from (12)) is not the same as that of BPSK. The mean can be seen to be which is also independent of . Notice that, in general, and are not independent. For continuous phase modulation schemes such as MSK, it is not reasonable to assume that and are independent since interleaving is not possible after modulation.
Although it was possible to analytically evaluate distribution of for the nonrecursive case, the same analysis is complicated for the recursive case since the distribution of the extrinsic information depends on . Therefore, we resort to Monte Carlo simulations. Let be the mean of the extrinsic information that is passed from the outer decoder to the MSK demodulator at iteration and let denote the mean of the output extrinsic information from the MSK demodulator. We can denote . The mean is a measure of reliability of the channel as seen by the outer code and when , the iterative decoder converges to the correct solution. Under iterative demodulation and decoding the function is important as it shows the evolution of the mean as a function of iterations and the effect of the demodulator on the convergence of the decoding algorithm and also on the design of the system. During the first iteration, clearly . As in [11] , [12] , for each value of and , we assume that the extrinsic information is an i.i.d sequence of Gaussian random variables which satisfies the symmetry condition (i.e. variance is twice the mean). Fig. 3 shows, at a fixed dB, the plot of as a function of for AWGN channel. It can be seen from the figure that the is independent of for the nonrecursive case, which is consistent with Property I. It can be also seen that is higher for the nonrecursive MSK than for recursive MSK. However, the curves cross each other for higher values of . Fig. 4 shows the plot of as a function of for AWGN channel. This figure proves that the initial extrinsic information at the output of the MSK demodulator is higher for the nonrecursive case than for the recursive case significantly for all . Note that although we have assumed that the extrinsic information is Gaussian distributed and the mean is sufficient to characterize the entire distribution, for the recursive realization, the output distribution is not Gaussian.
From the above results, we can make following comments on the design of codes for nonrecursive or recursive CPEs. First, for nonrecursive CPE case, since the extrinsic information obtained from the MSK demodulator is independent of iteration, iterative demodulation does not improve the performance, i.e. it is useless for both types of channels. When the CPE is recursive, the extrinsic information obtained from the MSK demodulator is a function of the extrinsic information obtained from the outer decoder, hence, iterative demodulation improves the performance. Second, nonrecursive MSK is advantageous for small values of (first few iterations) and recursive MSK is advantageous for slightly larger values of . Third, for the AWGN channel, since the LLRs have a Gaussian distribution, the equivalent channel as seen by the outer decoder is a Gaussian channel with BPSK modulation with same . Hence, codes optimal for BPSK for the AWGN channel are also optimal for MSK if the CPE is nonrecursive. In the following sections, we use these properties of recursive and nonrecursive CPEs to design "good" coding schemes based on both convolutional outer codes and LDPC outer codes. By "good" we mean schemes which provide an interleaving gain [14] . That is, the performance of the scheme improves with increase in length whereas the complexity per decoded bit remains independent of length.
IV. CONVOLUTIONAL OUTER CODE
When the outer code is a convolutional code, the recursive realization of MSK should be used in order to obtain an interleaving gain. Several authors [3] , [5] , [6] , [15] have demonstrated that due to the recursive nature of the inner code, an interleaving gain becomes possible and, hence, these schemes provide excellent BER performance. The distance spectrum of such schemes have also been analyzed in [3] , which sheds light into the performance of these codes with ML decoding. However, the focus of this paper is on the design that is matched to the iterative decoding algorithm. We restrict ourselves to the design of rate-1/2 codes in order to ease the exposition and all the results can be extended to other rates straight forwardly.
Divsalar et al. [16] analyzed several convolutional codes with BPSK for AWGN channels using a half-iteration dynamic model to test the iterative decoder convergence by tracking the evolution of the extrinsic information's mean (in general signal-to-noise ratio) from half-iteration to half iteration. In this method, which was introduced by Ten Brink [11] and El Gamal and Hammons [12] , the output extrinsic information mean curve versus input extrinsic information mean for the inner decoder is plotted for a given . The input extrinsic information mean curve versus output extrinsic information mean for the outer decoder is also plotted but with the and axes reversed. This was termed as extrinsic information transfer (EXIT) diagram in [11] . Since the output of the inner (or, outer) decoder becomes the input to the other, the evolution of the extrinsic information can be traced by drawing vertical and horizontal lines between the two curves. When the two curves are close each other, the decoder convergence becomes slow, otherwise the decoder convergence becomes rapid. The zone where the decoder making very slow progress toward convergence is called the iterative decoding tunnel. The value of , where the curves just touch each other, represents the iterative decoding threshold beyond which zero error probability is achievable. Here we extend this analysis to MSK and design some new coding schemes based on this.
A. Effect of Constraint Length
Here we will consider the effect of constraint length of the outer code on the performance of the iterative decoder for the AWGN channel. The distance spectrum based analysis in [3] , [17] shows that when the recursive CPE is used, the interleaving gain is proportional to the minimum distance (free distance) of the outer convolutional code. This suggests that using longer constraint length convolutional codes should result in better performance. However, as shown here, performance of the iterative decoder is quite the opposite. The extrinsic information transfer diagram for the 4-state, 8-state and 16-state maximal free distance convolutional outer codes are shown in Fig. 5 . The EXIT diagrams at are shown for 4-state, 8-state and 16-state maximal free distance convolutional codes with generator polynomials , , and . It is clear that for low values of the outer decoder input mean, longer constraint length convolutional codes are worse than shorter constraint codes and, hence, as a result thresholds for longer constraint length codes are worse than those for the 4-state code. It can be seen that, the 4-state outer code just touches the transfer function of the inner code; whereas the transfer functions of the 8-state and 16-state encoder intersects that of the inner code and, hence, the thresholds are higher than 0.85 dB. The thresholds for the 8-state and 16-state codes are 0.95 and 1.07 dB, respectively. The 4-state code provides the best performance with recursive MSK and increasing the constraint length does not improve the performance, rather worsens it. However, when nonrecursive MSK is used, the 16-state code is clearly better; however, all the curves exhibit a fixed point for all which shows that no-interleaving gain is possible.
B. Mixture of Recursive and Nonrecursive CPEs
In order to exploit the benefits of both the recursive and nonrecursive realizations, that is a higher initial value of and the property that the extrinsic information improves with iteration, we propose to use a mixture of recursive and nonrecursive realizations of the MSK modulator. The proposed transmitter is shown in Fig. 6 . After the interleaver, the coded bits are de- multiplexed into two streams. The first one which has 2 bits out of the bits is modulated using nonrecursive MSK whereas the second stream which has bits is modulated using recursive MSK. Both nonrecursive and recursive MSK modulators are terminated to the zero phase state by using one tail bit for each. The two modulated streams are transmitted one after another serially in order to maintain phase continuity. A coherent receiver shown in Fig. 6 contains separate inner demodulators for nonrecursive and recursive parts. The inner demodulators and the outer decoder use the a posteriori algorithm implemented using the BCJR algorithm. Notice that the inner nonrecursive MSK demodulator does not have to work in an iterative fashion and, hence, this reduces the decoding complexity. We consider a 4-state outer convolutional code with generator polynomial . The CPEs and corresponding MSK trellis diagrams are as in Fig. 2 . Overall information rate is equal to bits per channel symbol (ignoring the tail bits required).
1) AWGN Channel:
In Fig. 7 , we plot the EXIT diagrams for some fraction values of , 0.125, 0.25, 0.375, 0.5 and 1 at a value of 0.85 dB. Note that the curves do not have to be simulated for different values of ; rather the transfer function can be determined directly from that of the nonrecursive realization and that of the recursive realization using (16) From this figure, it can be seen that the iterative decoding threshold for the fraction which corresponds to the conventional recursive case only is about , where inner and outer decoder's curves just touch each other, i.e., the decoding tunnel is closed for this value. Below this value, the BER will settle to a nonzero value for the conventional system. fraction requires many iterations to pass the its decoding tunnel which is narrow with respect to that of the other fractions. The iterative decoding tunnel is not narrow for the fraction and, therefore, it can pass the tunnel after a few iterations and then the decoder can quickly converge since the curves get farther at higher extrinsic information mean values. For and fractions, although the decoding tunnel is wider than that of the fraction, at higher extrinsic information mean values, the curves are not as far apart as the fraction. This means that and require more iterations to convergence compared to the case. fraction which corresponds to the nonrecursive case only intersects the outer decoder's curve, therefore it does not exhibit an interleaving gain. For some , since there is a gap between the curves, it can be understood that the new system has lower threshold. We obtained the thresholds by using symmetric Gaussian approximation as 0.63 dB, 0.51 dB, 0.41 dB, and 0.47 dB for , 0.25, 0.375, and 0.5 fractions, respectively. In order to find optimum value which provides minimum threshold, an exhaustive search is required by simulating the system for several values. Equation (16) can be used to obtain the curves for different . We found that value provides minimum threshold which is . This means that, when the input length of the system goes to infinity, fraction will provide the best BER after sufficient number of iterations. Notice that the threshold for the new system is 0.45 dB smaller than that of the conventional system. Fig. 8 depicts some simulation results for a long input length of . The number of maximum iteration allowed is 50. We have used a pseudorandom interleaver with depth 163 840. Here, we include the result of the case which is asymptotically the best fraction value as analytically shown before. From the figure, we can see that provides the best performance and this fraction is quite close to the predicted optimum . The small difference is probably due to the assumption of Gaussianity and the finite number of samples in the Monte Carlo simulations.
However, we can see that when the nonrecursive fraction is high, a high error floor exists even for the long input length. This means that for shorter input lengths and small BERs of interest, the optimal value of obtained using the procedure described in the previous section may not be the best. Fig. 9 shows the BER simulation results versus for , 0.125, 0.25 and 0.375. Here, we have used input block length of 1024 and allowed a maximum of iterations. The interleaver is an S-type pseudorandom interleaver with depth . Among these values, case which corresponds to 512 bits are input to the nonrecursive MSK modulator provides the best error performance. The new system with outperforms the conventional serial concatenated MSK system by about 0.3 dB. Note that with short block lengths, increasing the number of iterations beyond 8 or 10 does not improve the performance since the extrinsic messages tend to become correlated sooner than for the longer block length case.
At large values, an error floor exists due to the nonrecursive part of the system. In order to reduce this effect, we slightly change the system by removing the interleaver before the demultiplexer and using a periodic demultiplexer, i.e., the 1st, 5th, 9th, , 2045th bits are modulated using nonrecursive MSK and the other bits are modulated using recursive MSK. Then, two separate S-type pseudorandom interleavers with each for nonrecursive and recursive MSK modulators with depth 512 and 1536, are used respectively. The result is depicted in Fig. 9 and can be seen to outperform the classical scheme at least down to BERs of . The same analysis can be carried out with outer codes of higher constraint lengths. When the mixture percentage is optimized, the resulting thresholds are shown in Table I . Note that for the conventional case the 4-state code is best; whereas when the mixture is optimized, the 8-state and 16-state codes outperform the 4-state code and the optimum mixture with the 16-state code performs within 0.3 dB of BPSK capacity. Note that the capacity limit is independent of the realization of the CPE and, hence, the BPSK capacity is the achievable limit when a mixture of CPEs is used.
The same procedure can be performed for the Rayleigh fading channel also. However, the assumption that the extrinsic information is Gaussian with the same mean as that of the extrinsic information generated using Monte Carlo simulations is not very good. The use of mutual information will likely produce better designs but is not pursued here.
V. LOW DENSITY PARITY CHECK OUTER CODE
In this section, we undertake the design of LDPC codes for MSK for the AWGN channel. As explained in the previous section, computing the probability density function at the output of the demodulator is a complex task for the fading channel and, hence, it is quite difficult to optimize the design for the fading channel. Therefore, that is not considered here.
A. Design of Codes for Nonrecursive CPE
Proposition 1 shows that the equivalent channel as seen by the LDPC code is identical to that of a BPSK channel with the same and further, under ideal interleaving, the LLRs are independent from one bit to another. Therefore, codes that are optimal for BPSK are also optimal for MSK with the nonrecursive realization. Tables of good LDPC codes for BPSK and associated thresholds can be found in [18] which are also optimal for MSK with the nonrecursive realization.
B. Design of Codes for Recursive CPE
When the recursive CPE is used, codes optimal for BPSK with AWGN are not optimal. We prove this by computing thresholds for MSK with codes optimal for BPSK using the idea of density evolution [18] . We also show how this can be used to design good LDPC codes matched to the recursive CPE and the iterative decoding algorithm. We begin with the graph structure of MSK and the low density parity check code.
Consider the recursive CPE shown in Fig. 2(a) . The two state CPE can also be expressed in terms of a bipartite graph similar to that of an LDPC code. The constraints imposed by the CPE namely (17) can be expressed using a bipartite graph as shown in Fig. 10 . Note that the check nodes on this graph are also single parity checks similar to that of the bipartite graph of an LDPC code. Therefore, the overall LDPC code and the CPE can together be expressed as the concatenation of two graphs as shown in Fig. 10 , where all checks refer to single parity checks. The decoding algorithm is a message passing decoder that passes messages along the edges of this overall graph as explained in Section II-D-2. Since there are two different set of check and bit nodes we redefine some of the extrinsic messages being passed along the edges. To make the notation easy, we first note that the messages being passed between the check node and bit nodes within an LDPC decoder, within the MSK demodulator and between the MSK demodulator and LDPC decoder are random variables. When there are no loops in the graph all the random variables passed between any two nodes in the graph are independent. Since the graph of the CPE has no loops, the overall graph has no loops as . In order to ease the exposition, we will consider an update schedule which includes one iteration within the LDPC decoder followed by one iteration within the MSK demodulator and therefore, the overall iteration number specifies the number of iteration within the decoder and the demodulator. Since the overall code is linear, we assume that the all-zeros codeword is transmitted and the following conditional probability density functions (conditioned on the all zeros code word being transmitted) are of interest:
pdf of the message passed along an edge from the check node to variable node within the LDPC decoder at iteration ; pdf of the message passed along an edge from the variable node to the check node within the LDPC decoder at iteration ; pdf of the message passed along an edge from the check node to the variable node within the MSK demodulator at iteration ; pdf of the message passed along an edge from the variable node to the check node within the MSK demodulator at iteration ; pdf of the message passed from the LDPC decoder to the MSK demodulator during the th iteration; pdf of the message passed from the MSK demodulator to the LDPC decoder during the th iteration; pdf of the log likelihood ratio of at the output of the channel when the is fixed at ; pdf of the log likelihood ratio of at the output of the channel when the is fixed at . Note that the dependence on the time index is not indicated in the definition since the random variables can be assumed to be identically distributed and we are interested only the pdf of these random variables.
1) Computing Thresholds:
The basic idea in density evolution is to determine the above pdfs as a function of iteration starting from and . If the log-likelihood (LLR) of is defined as then we expect all LLRs to be positive for zero probability of error. That is our objective is to determine the minimum for which the pdfs (say ) to converge to a point mass at infinity or, more precisely, the threshold is defined as (18) In order to be able to compute the pdfs, note that if three binary variables , and participate in a single parity check, i.e.
, then if and are the LLRs of and , then the extrinsic information generated from this parity check on is given by (19) If and are the pdfs of the extrinsic information on and , then let the pdf of the extrinsic information denoted by be defined as (20) It can be seen from (19) that it is not easy to analytically compute . However, as in [19] , we can compute numerically as follows (21) In the following, it is assumed that all operations on pdfs are performed numerically without much loss of accuracy.
Let us assume that the irregularity profile for the LDPC code and is specified. For a given and , let us define the following operators on the pdf (22) where denotes convolution and denotes repeating the operator , times. We begin with computing the pdfs and which are dependent on the channel. By using Monte Carlo simulations, we can estimate the pdf of namely . Note that and are correlated and, strictly the assumption that all messages being passed being independent is not correct. However, we will ignore this correlation and the resulting thresholds can be considered as approximate thresholds. We expect the approximation to be good for only is correlated and all other messages are uncorrelated. Simulation results will also verify this. Given and , the density evolution procedure can be written as follows. We then proceed to the density evolution on the LDPC portion on the graph from which we get (27) (28) These steps are repeated and (18) is used to compute the threshold.
The thresholds (in decibels) computed using the above algorithm are shown in Table II for (3,6) regular LDPC codes, (4, 8) regular LDPC codes and LDPC codes optimal for BPSK [20] with maximum left degree of 20 and 50 of rate-1/2. It can be seen that the thresholds for recursive CPE (RCPE) are significantly worse than for nonrecursive CPE (NRCPE) and that the thresholds for nonrecursive CPE are identical to that for BPSK as expected.
2) Design of Codes: From the previous section, it can be seen that in order to find optimum codes with recursive CPE, the iterative demodulation and decoding should be taken in to account when designing the LDPC code. Since the density evolution procedure described in the previous section computes the thresholds including iterative demodulation and decoding, optimum degree profiles can be found by using an optimization procedure to optimize and such that the resulting (18)] is minimized. A differential evolution program was used to find the best profiles for this type of a channel. The resulting edge profile was and and the resulting threshold was 0.71 dB. Note that unlike for irregular LDPC codes for BPSK, weight-1 nodes are allowed here. Since the inner code is recursive, the weight-1 nodes in the outer LDPC decoder will still get extrinsic information from the MSK demodulator as the iteration progresses and, hence, its estimate will improve. We limited the maximum left degree to 10 in the design. It can be seen that the resulting profiles have a large number of weight-1 and weight-2 left nodes. It should be noted here that since the inner code is a recursive MSK, weight-1 and weight-2 are allowable for the LDPC code since all nodes (including weight-1 and weigh-2 nodes) receive extrinsic information from the MSK demodulator with iterations. Due to the presence of the large number of weight-1 and weight-2 nodes, it is important to carefully prevent error floors for finite length codes.
C. Easily Encodable Codes
We will show that optimized LDPC codes for recursive CPEs are easily encodable in contrast to those for nonrecursive CPEs. It is well known that [21] that encoding of low density parity check codes is somewhat complex. Urbanke shows that it is possible to preprocess the parity check matrix which involves as complexity to make encoding easier. However, we now show a construction technique which makes it easy to encode the codes for recursive CPEs. The basic difference comes from the fact that the number of weight-2 and weigh-1 nodes (columns) in the optimized profiles for the recursive CPE is significantly higher than that for the nonrecursive case. For the rate-1/2, we can see that the fraction of weight-1 and weight-2 nodes exceeds 1/2. When the sum of the fraction of weight-1 and weight-2 nodes exceeds , where is the rate of the code, the following construction can be used to make encoding easy. The idea is to construct a parity check matrix as shown in Fig. 11 .
Since a portion of the matrix has only diagonal and sub diagonal elements, it is simple to reduce this matrix to the form via row operations. Hence, encoding can be achieved straightforwardly. The special structure which is possible due to the weigh-1 and weight-2 columns permits easy Gaussian elimination whereas for conventional LDPC codes (as for nonrecursive CPEs) this may be more complicated and, hence, it is not straightforward to compute the generator matrix. Alternately, we can also easily encode the data sequence via back substitution to get the parity bits. This does not involve explicit Gaussian elimination and, hence, the parity check matrix can be used for encoding and decoding. Due to the sparse nature of the matrix even after Gaussian elimination, the encoding complexity is linear in the length of codes.
D. Simulation Results
Simulation results are presented for rate-1/2 codes and the AWGN channel. The LDPC codes were constructed using the optimum profiles for nonrecursive MSK and the profile mentioned in the previous section was used for the recursive case. The input lengths of 16 384 bits and 1024 bits were simulated. The graphs were chosen such that for the nonrecursive case, all loops involving only weight-2 nodes were prevented. A maximum of 150 iterations was used the nonrecursive code. For the recursive CPE case, and were used, where is the number of iterations within the LDPC decoder for every stage of demodulation and is the total number of stages of demodulation. The simulation results for are shown in Fig. 12 . The performance of the best codes from [4] of the same length are also shown for comparison purpose. It can be seen that LDPC codes for nonrecursive MSK significantly outperform those in [4] by about 0.25 dB which is quite significant for such low . The performance of the LDPC codes designed for recursive CPEs is slightly better than the 8-state Shane and Wesel's codes. The added advantage however is in the decoding complexity. Since the codes in [4] use nonbinary component codes and use 10 iterations, they require a BCJR decoder operating on a nonbinary trellis with two component encoders for 10 iterations. Even accounting for the difference in the number of iterations, it can be seen that LDPC codes for nonrecursive and recursive CPEs have significantly lower complexity. It should be noted that these LDPC codes outperform serial concatenated MSK with outer convolutional codes in terms of performance significantly and, hence extensive comparisons are not drawn. Further, since we have shown that codes for BPSK are optimal for nonrecursive CPEs, we can achieve the capacity the BPSK channel as closely as a few hundredths of a decibel as in [19] .
We also simulated a shorter input length of however the results are not plotted to conserve space. For this case, a maximum of 40 iterations was used. A BER of was obtained at an of 2.0 dB which is slightly better than the 4-state codes in [4] but worse than 8-state codes. Again, there is very significant saving in complexity compared to these codes. At lower BER of , the performance difference between the 8 state codes in [4] and the codes constructed is about 0.1 dB but the complexity reduction is very significant. As shown in this paper, the Tanner graph of the MSK modulator can be easily formed for both the recursive and nonrecursive CPEs and iterative demodulation (for recursive MSK) can be achieved using message passing instead of the BCJR algorithm. This reduces the complexity of iterative demodulation significantly.
VI. CONCLUSION
In this paper, we have considered the design of convolutional and LDPC codes with minimum shift keying based on density evolution. We first considered the case of convolutional codes with recursive CPEs and showed that convolutional codes that optimize the distance spectrum are not optimal with iterative decoding. We have also showed that by a mixture of recursive and nonrecursive realizations, better performance can be achieved with an outer convolutional code. Then, we considered the design of LDPC codes for MSK. We have shown that the optimal LDPC codes for recursive and nonrecursive CPEs are significantly different. For nonrecursive CPEs, optimal codes for BPSK are optimal whereas for recursive CPEs, the BPSK codes are not optimal. We have shown that for nonrecursive CPEs, iterative demodulation and decoding is not required even though the CPE has memory. However, iterative demodulation is essential for recursive CPEs. By far, the best performance is achieved with nonrecursive MSK and LDPC codes optimal for BPSK for the Gaussian channel. These codes significantly outperform other codes known in the literature by as much as 0.25 dB for length of 16 384 information bits at significantly reduced decoder complexity. The gain is expected to be higher for longer lengths. In fact performance within 0.0045 dB of the BPSK capacity can be achieved by using the codes in [19] . It must be noted here that most codes reported in the literature especially with iterative decoding and demodulation use the recursive nature of the CPE and, hence, use recursive MSK. We have shown that with LDPC codes this does not provide as good a performance as compared to codes with nonrecursive MSK. However, the advantage of using the recursive realization with LDPC codes is that the optimal LDPC codes are simple to encode and have slightly lower decoding complexity. Further, in systems where the receiver for some users employ differential detection, the recursive CPE becomes necessary and, hence, the codes designed for the recursive CPE should be used.
