Large-time behavior in incompressible Navier-Stokes equations by Carpio, Ana
SIAM J. on Mathematical Analysis c© 0 Society for Industrial and Applied Mathematics
Vol. 0, No. 0, 0 0
LARGE TIME BEHAVIOR IN INCOMPRESSIBLE NAVIER-STOKES
EQUATIONS *
ANA CARPIO †
Abstract.We give a development up to the second order for strong solutions u of incompressible
Navier-Stokes equations in Rn, n ≥ 2. By combining estimates obtained from the integral equation
with a scaling technique we prove that, for initial data satisfying some integrability conditions (and
small enough, if n ≥ 3), u behaves like the solution of the heat equation taking the same initial data
as u plus a corrector term that we compute explicitely.
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0. Introduction and main results.
This paper is devoted to the study of the large time behavior of the solutions of
the incompressible Navier-Stokes equations in the whole space Rn, n ≥ 2 :
(NS)

ut −∆u+ ui∂iu+∇p = 0 in R+ × Rn
u(x)→ 0 |x| → ∞
div u = 0 in R+ × Rn
u(x, 0) = u0, div u0 = 0 in Rn
where u = (u1, ..., un) stands for the velocity of the fluid and p for its pressure.
Let us first recall some facts on solutions of (NS). It is known that for any initial
data u0 ∈ (L2(Rn))n with div u0 = 0 global weak solutions of (NS) exist. This was
first proved by Leray ([18], [19]) for n ≤ 3 and then by Hopf [13] for all n by means of
a Galerkin method. By a weak solution of (NS) we mean a function u such that:
u ∈ Cweak([0,∞); (L2(Rn))n) with div u = 0
∂iu ∈ L2(0,∞; (L2(Rn))n) i = 1, ..., n
< u(0), ϕ(0) >= −
∫ ∞
0
< u,ϕt > dt+
∫ ∞
0
< ∇u,∇ϕ > dt+
∫ ∞
0
< u · ∇u, ϕ > dt
for every ϕ ∈ (C∞c ([0,∞) × Rn))n with div ϕ = 0, where < > denotes the scalar
product in (L2(Rn))n. From now on, we shall drop the superscrip n and denote by X
both the spaces X and Xn.
Weak solutions are known to be unique and smooth (hence, strong) when n = 2.
For higher dimensions, uniqueness and smoothness remain open problems.
Besides the Leray-Hopf construction there are several methods to prove the exis-
tence of weak solutions (see [3], [17], [26]) in Rn. They all construct strong solutions
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uk of some approximating problems which converge weakly in L2loc(0,∞;H1(R
n)) and
strongly in L2loc(R
+×Rn) to some weak solution u of (NS). Those uk fulfill the energy
inequality, that is,
‖uk(t)‖2L2(Rn) + 2
∫ t
s
‖∇uk(σ)‖2L2(Rn)dσ ≤ ‖uk(s)‖2L2(Rn)
for 0 ≤ s ≤ t. In case n ≤ 4 the energy inequality also holds for the limit u for every
t > s, a. e. s > 0 and s = 0 (see [14], [26]). Following Leray’s terminology, those weak
solutions verifying the energy inequality are called turbulent.
For initial data u0 ∈ H 12 (Rn) (see [16]) or u0 ∈ Lp(Rn), p > n (see [10], [11], [2],
[8]) or u0 ∈ Ln(Rn) (see [14]) strong local solutions are known to exist. They turn
out to be global if the norm of the initial data is small. We call them strong since
they belong to classes where regularity and uniqueness hold. Besides, they satisfy
the equation in the classical sense and both the energy inequality and the associated
integral equation are satisfied.
There are some uniqueness criteria allowing to relate strong and weak solu-
tions, provided they both verify the energy inequality. For instance, if a weak so-
lution u is known to fulfill the energy inequality and we have a strong solution
w ∈ C([0, T ]; (Ln(Rn))n) (see [25]) or w ∈ Lr(0, T ;Lq(Rn)) (see [23]) for some ade-
quate q, r then w agrees with the weak solution u on [0, T ].
We must distinguish the cases n > 2 and n = 2. For n = 2 we shall study the
asymptotic behavior of weak solutions of (NS) without smallness assumptions on the
data. When n > 2 we are concerned with the study of the asymptotic behavior of
global strong solutions of (NS) like those constructed in [14] with data in Ln(Rn) of
small norm. If u0 belongs also to some Lp(Rn) with 1 < p ≤ n, Kato obtains decay
rates for the Lq(Rn) norms, q ≥ p, similar to those which hold for the heat equation
(see also [2]), provided that n2 (
1
p − 1q ) < 1, which always holds when n = 2. We shall
remove this restriction and extend the decay estimates to reach the case p = 1.
Let us consider first the case n = 2. In this case, weak solutions of (NS) turn out
to be also strong. For data in Lp ∩ L2(Rn), 1 ≤ p ≤ 2 an argument involving the use
of Fourier transforms allows to prove (see [26], [17]) that the weak solutions of (NS)
behave in L2 like the solutions of the heat equation with the same initial data when
t→∞. We extend this result to Lq with q 6= 2:
Theorem 1. Let u be a weak solution of the two-dimensional (NS) with initial
data u0 ∈ Lp ∩ L2(R2), 1 ≤ p ≤ 2 such that div u0 = 0. Then, for any q ≥ p,
i) If 1 < p < 2
‖G(t) ∗ u0 − u(t)‖q ≤ Ct− 2p+ 1q+ 12 t > 0
ii) If p = 1
‖G(t) ∗ u0 − u(t)‖q ≤ Ct
−3
2 +
1
q log t t > 0
iii) If p = 2
t
1
2− 1q ‖u(t)‖q → 0 as t→∞
where we denote by G(t) the heat kernel.
In this theorem and in the sequel, C denotes a positive constant independient of
time.
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In cases i) and ii) ‖G(t) ∗ u0‖q decays at a slower rate than the powers appearing
in the right hand side when t→∞. Therefore, we may say that G(t) ∗ u0 is the first
term in the asymptotic development of u when t→∞.
Both i) and ii) follow easily from the integral equation satisfied by u thanks to
the decay estimates on the Lq norms of u obtained by Kato for data of small L2 norm.
Since the L2 norm of u is known to tend to zero as t→∞ we can spare this smallness
hypothesis.
Kato’s estimates together with the covergence to zero of the L2 norm yield iii),
which also holds for ‖G(t) ∗ u0‖q. In fact, at least when q = 2, this decay estimate
turns out to be optimal for both the heat and Navier-Stokes equations in the sense
that no uniform decay rate can be found for the L2 norm of solutions with initial data
u0 ∈ L2(R2) (see [21]). However, we ignore whether it is possible to find functions
g(t) and δ(t) with δ(t)→∞ as t→∞ such that
δ(t) t
1
2− 1q ‖u(t)− g(t)‖q → 0 as t→∞
under the only assumption u0 ∈ L2(R2) (see remarks in Section 1.2). The first term
in this case (other than 0) is unknown.
In some cases we can make the above result more precise:
Theorem 2. Let u be a solution of the two dimensional (NS) with initial data
u0 ∈ Lp ∩ L2(R2) 65 < p < 2 and v a solution of
(L2)

vt −∆v = −hi∂ih− ∂j∇E2 ∗ hi∂ihj in R+ × R2
div v = 0 in R+ × R2
v(x, 0) = u0, div u0 = 0 in R2
where h(t) = G(t) ∗ u0 is the solution of the heat equation with data u0 and E2 stands
for the fundamental solution of −∆ in R2. Then, for any q ≥ p we have
‖(u− v)(t)‖q ≤ Ct− 3p+ 1q+1
We see that, when 65 < p < 2, the function v, that can be written as:
v(t) = G(t) ∗ u0 −
∫ t
0
G(t− s) ∗ (hi∂ih+ ∂j∇E2 ∗ hi∂ihj)(s)ds
that is, G(t) ∗ u0 plus a corrector term I(t), approaches u better that G(t) ∗ u0. The
restriction on p is needed to make some integrals finite when estimating the difference
by using the integral equations.
For initial data u0 ∈ Lp ∩ L2(R2) with 1 < p ≤ 65 , Theorem 2 implies
‖(u− v)(t)‖q ≤ Ct− 3r+ 1q+1
when q ≥ r, for any 65 < r < 2. This decay is faster that the decay t−
2
p+
1
q+
1
2 observed
for ‖G(t) ∗ u0 − u(t)‖q. Therefore, the second term in the development, in norm
Lq, q ≥ 65 , is again I(t).
When p = 1, Theorem 1 yields for ‖G(t) ∗ u0 − u(t)‖q, q ≥ 1, the decay rate
Ct
−3
2 +
1
q log t. By Theorem 2 we get the slower decay rate Ct−
3
r+
1
q+1 with r > 65 for‖v(t) − u(t)‖q q ≥ r. However, in this case p = 1 and provided some integrability
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hypotheses on the data are added, we can use a scaling technique to find the second
term in the development of u. We have:
Theorem 3. Set q ≥ 1. Let u be a solution of the two dimensional (NS) with
initial data u0 ∈ (L2∩L1)(R2, 1+ |x|) such that div u0 = 0 and u0 ∈ L2r(R2) for some
r satisfying q ≥ r > 2qq+2 . We set M =
∫
R2
u0(x)dx = (M1,M2) and E2 = 12pi log |x|.
Then,
t
3
2− 1q
log t
‖u(t)−MG(t) +R(t)‖q → 0 as t→∞
where
R(t) = log t
(M iM
2
∂iG(t) +
M iM j
2
∂iG(t) ∗ ∇∂jE2
)
This result remains true when replacing u with the solution v of (L2), so that R(t)
is also the second term in the development of v. The termMG(t) comes from G(t)∗u0
while R(t) is the contribution due to the integral term I(t). Note that, formally, we
have set h(t) = MG(t) in the expresion of I(t). It is clear then that, for u0 as in
Theorem 3,
t
3
2− 1q
log t
‖u(t)− v(t)‖q → 0 as t→∞
so that, again, v approaches u better than G(t) ∗ u0.
When the mass of the initial data is zero, Theorem 3 reduces to
t
3
2− 1q
log t
‖u(t)‖q → 0 as t→∞
It was proved in [22] that, if u0 ∈ L1(R2, 1 + |x|2) ∩ L2(R2, |x| 12 ) ∩ H(R2), where
H(R2) denotes the closure in L2 of C∞0 (R
2) ∩ {u s.t. div u = 0} and the mass of u0
is zero, that is Fu0 = 0, then ‖u(t)‖2 ≤ C(1 + t)−1. Solutions may decay faster, even
exponentially, depending on the order of the zero of Fu at time zero.
We shall also extend the above theorems to higher dimensions:
Theorem 4. For n ≥ 3, let u be a global strong solution of (NS) with data
u0 ∈ Lp ∩ Ln(Rn), 1 ≤ p < n, of Ln norm small enough and such that div u0 = 0.
Then, for q ≥ p we have
‖G(t) ∗ u0 − u(t)‖q ≤ Ct(− 2p+ 1q )n2+ 12
For weak solutions satisfying the energy inequality (or that can be approached
by solutions of approximating problems verifying it) the above decay estimate on
‖G(t) ∗ u0 − u(t)‖q was known to hold for q = 2 and 1 ≤ p ≤ 2 (see [17], [26]). For
divergence free data u0 belonging to L2∩Ln(Rn) with small Ln(Rn) norm there exists
a unique strong global solution and at least one global weak solution. They both agree
when the weak solution satisfies the energy inequality. This kind of weak solutions
are known to exist when n ≤ 4 (see for instance [26]). Therefore, Theorem 4 extends
the results known for weak solutions.
Denoting by (Ln) the n dimensional analogous of the problem (L2) introduced
before we get that in some cases the solution v of (Ln) approaches u better than
G(t) ∗ u0, furnishing the second term in the development of u:
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Theorem 5. For n ≥ 3, let u be a global strong solution of (NS) with data
u0 ∈ Lp ∩ Ln(Rn), 3nn+3 < p < n, whose Ln norm is small enough and such that
div u0 = 0. Then, for any q ≥ p we have
‖(u− v)(t)‖q ≤ Ct(− 3p+ 1q )n2+1
where v is the solution of (Ln) with data u0.
Taking u0 ∈ Lp∩Ln(Rn), 2nn+2 < p ≤ 3nn+3 , of small Ln norm such that div u0 = 0,
we conclude that
‖(u− v)(t)‖q ≤ Ct(− 3r+ 1q )n2+1
for q ≥ r and 3nn+3 < r < n. This decay rate is faster than the observed for ‖G(t) ∗
u0 − u(t)‖q. However, we ignore what happens when p ≤ q ≤ 3nn+3 or 1 < p ≤ 2nn+2 .
Theorems 4 and 5 are obtained estimating the norms by using the integral equa-
tions and the known decay estimates. We can handle the case p = 1 by using a scaling
technique, provided some integrability hypotheses are added:
Theorem 6. For n ≥ 3, let u be a strong solution of (NS) with data u0 ∈
L1(Rn, 1+|x|)∩Ln(Rn), 1 ≤ p ≤ n, of Ln norm small enough and such that div u0 = 0
and q ≥ 1. If u0 ∈ L2r(Rn) for some q ≥ r > nqq+n then
t
1
2+
n
2 (1− 1q )‖u(t)−MG(t) +mi∂iG(t) +R(t)‖q → 0
as t→∞, where
M =
∫
Rn
u0(x)dx; mi =
∫
Rn
xiu0(x)dx, i = 1, ...n
R(t) =
(∫ ∞
0
∫
Rn
uiu(σ, y)dydσ
)
∂iG(t) +
(∫ ∞
0
∫
Rn
uiuj(σ, y)dydσ
)
∂iG(t) ∗ ∇∂jEn
and En stands for the fundamental solution of −∆ in Rn.
The same result holds if we replace u by v so that, in particular, we see that v
approaches u better than G(t) ∗ u0. Both Theorem 3 and Theorem 6 extend to (NS)
the results proved in [27] for the following scalar convection-diffusion equations:
ut −∆u+ a|u| · ∇u = 0 in R+ × Rn, a ∈ Rn,
where the same difference between the case n = 2 and n ≥ 3 appears. Remark that the
solutions we are dealing with satisfy the decay estimate ‖u(t)‖2 ≤ C(1 + t)−n4 . When
n ≥ 3 this decay ensures the existence of ∫∞
0
∫
Rn
uiuj(σ, y)dydσ for i, j = 1, ..., n. For
n = 2 we obtain and upper bound for
∫ t
0
∫
Rn
uiuj(σ, y)dydσ which grows as log t. The
results in [27] were proved changing to selfsimilar variables and then making eigenvalue
expansions in some weighted Sobolev spaces. Our technique can be adapted to yield
another proof of them.
Theorem 6 is related to a result obtained by Schonbek in [22]. When n = 3
she proved that k1(1 + t)
−5
4 ≤ ‖u(t)‖2 ≤ k2(1 + t)−54 for a special class of data.
Theorem 6 implies that u(t, x) = MG(t, x) + mi∂iG(t, x) + R(t, x) + r(t, x) where
‖r(t, x)‖2 = o(t−54 ) as t→∞ and ‖MG(t, x) +mi∂iG(t, x) +R(t, x)‖2 = Ct−54 .
The paper is organized as follows. In the first section we briefly recall some known
results which will be of use to us in the sequel. The next two sections are devoted to
the proof of Theorems 1 and 2 respectively. In section 4 we study some related linear
problems and prove Theorem 3. The last section deals with the asymptotic behavior
in higher dimensions.
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1. KNOWN RESULTS.
1.1. Strong solutions.
The following results are taken from [14]. They are established by using an
iterative scheme (that goes back to Leray). The idea is to convert (NS) to an integral
equation
u(t) = G(t) ∗ u0 +
∫ t
0
∂iG(t− s) ∗ P (uiu(s))ds = Su(t)
where G(t) denotes the heat kernel and P the projection on the space of divergence
free vectors, which is a bounded operator from Lp to Lp for 1 < p < ∞. Taking
u0 ∈ Ln(Rn), the sequence um+1 = Sum, m ≥ 1 with u1 = G(t) ∗ u0 converges
strongly to a solution u of the integral equation on some time interval [0, T ]. If ‖u0‖n
is small enough we can take T =∞. The construction also yields the estimates below.
Theorem 1.1.1. ([14]) Let u0 ∈ Ln(Rn) be such that div u0 = 0 and ‖u0‖n is
small enough. Then, there exists a unique solution u of (NS) such that:
i)
t
n
2 (
1
n− 1q )u ∈ BC([0,∞);Lq(Rn)) ∀n ≤ q ≤ ∞
ii)
t
n
2 (
1
n− 1q )+ 12∇u ∈ BC([0,∞);Lq(Rn)) ∀n ≤ q <∞
Moreover,
iii)
u ∈ Lr((0,∞);Lq(Rn)), 1
r
=
n
2
(
1
n
− 1
q
), n < q <
n2
n− 2
iv)
lim
T→∞
1
T
∫ T
0
‖u(s)‖nds = 0
Remark 1.1.1.- When n = 2, ‖u(t)‖2 is monotonically nonincreasing (the energy
inequality holds) and iv) implies that ‖u(t)‖2 → 0 as t→∞ if ‖u0‖2 is small.
Theorem 1.1.2. ([14]) Let u0 ∈ Ln(Rn) ∩ Lp(Rn) such that div u0 = 0 and
‖u0‖n is small enough, with 1 < p < n. Then,
i)
t
n
2 (
1
p− 1q )u ∈ BC([1,∞);Lq(Rn)) ∀p ≤ q ≤ ∞
ii)
t
n
2 (
1
p− 1q )+ 12∇u ∈ BC([1,∞);Lq(Rn)) ∀p ≤ q <∞
if n2 (
1
p − 1q ) < 1 in i) or n2 ( 1p − 1q ) + 12 < 1 in ii),otherwise, we replace them by any
positive number less than 1.
iii)
‖u(t)−G(t) ∗ u0‖p ≤ Cδt−δ2 0 < δ < Min(1, n(1− 1
p
),
n
p
− 1)
Remarks 1.1.2
- In view of 1.1.1.i) and the fact that u ∈ BC([0,∞);Lp(Rn)) (see [14]) when u0 ∈
Lp, 1 < p < n , we can replace in 1.1.2.i) BC([1,∞);Lq(Rn)) by BC([0,∞);Lq(Rn))
for any q ≥ p.
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- If ‖u0‖n is small then ‖u(t)‖n → 0 as t→∞ (see Masuda’s remark in [14]).
- Strong solutions have been also obtained for data u0 ∈ Lr(Rn), r > n (see
[10],[8])
- In [2] strong solutions with data u0 ∈ L2∩Ln(Rn) are constructed in a different
way. A decay estimate ‖u(t)‖n ≤ Ctn2 ( 12− 1n ) without restrictions on the size of n2 ( 12− 1n )
is also obtained.
- When n = 2, 1.1.2.i) holds for any q ≥ p. If n ≥ 3 it holds for any q ≥ p when
p ≥ n2 and for p ≤ q ≤ pnn−2p when p < n2 .
1.2. Weak solutions.
The use of Fourier transform allows to obtain decay estimates for weak solutions
with initial data u0 ∈ L2(Rn) without smallness hypotheses, provided they satisfy
the energy inequality or can be approached by solutions of related problems verifying
it. The first results in that direction are due to Schonbek [20]. The idea consists
in taking the Fourier transform of the equation and splitting the frequency domain
in order to get differential inequalities yielding some decay. One does this first for
some approached solutions and in the limit we get a decay estimate for u. This result
has been succesively improved and extended in [21],[22], [17] and [26]. The following
theorem is taken from [26].
Theorem 1.2.1. ([26])
Let u be a weak solution of the incompressible (NS) equations which satisfies
the energy inequality (or can be approached by solutions of approximated problems
satisfying it) for any n ≥ 2. Then, for every u0 ∈ L2(Rn) with div u0 = 0 :
i) ‖u(t)‖2 → 0 as t→∞
If further ‖G(t) ∗ u0‖22 ≤ C(1 + t)−α0 forall t ≥ 0 then :
ii) ‖u(t)‖22 ≤ C(1 + t)−α with α = Min(n2 + 1, α0), t ≥ 0
iii) ‖u(t)−G(t) ∗ u0‖22 ≤ h(t)(1 + t)−d ∀t ≥ 0 where:
d =
n
2
+ 1− 2Max(1− α0, 0) (d > α = α0 if n2 + 1 > α0)
h(t) =
 ε(t)→ 0 t→∞ if α = 0Cln2(t+ c) if α = 1
C if α 6= 0, 1
Remark 1.2.1.- Therefore, if u0 ∈ Lp ∩L2, 1 ≤ p ≤ 2 we have α0 = n2 ( 1p − 12 ) and
‖u(t)−G(t) ∗ u0‖L2(R2) ≤ g(t)(1 + t)−
n
2 (
1
p− 12 ) ∀t ≥ 0
with
g(t) =

ε(t)→ 0 t→∞ if p = 2
Cln(t+ c)(1 + t)
−1
2 if p = 1
(1 + t)(
1
2− n2p ) if 1 < p < 2
Remark 1.2.2.- Some results on the behavior of weak solutions in exterior domains
are also known. See for instance [1] and the references therein.
Remark 1.2.3.- As we said in the introduction, lower bounds for the decay of the
L2 norm and faster decay rates when n = 2 and the mass of the data is zero have
been obtained in [22].
Remark 1.2.4.- Concerning the case p = 2 in Remark 1.2.1, its is known that both
‖G(t) ∗ u0‖2 and ‖u(t)‖2 tend to zero as t goes to infinity. Moreover, in both cases
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no uniform decay rate can be found. This is well known for the heat equation, where
‖G(t) ∗ u0‖2 can decay at an arbitrarily slow algebraic rate or even exponentially,
by choosing an adequate u0 ∈ L2(Rn) (see [21], for instance). For Navier-Stokes in
dimensions 2 and 3, the proof of the lack of uniformity is due to Schonbek [21]. When
n ≥ 3 a fonction δ(t)→∞ t→∞ can be found in such a way that
δ(t)‖G(t) ∗ u0 − u(t)‖2 → 0 as t→∞
By Theorem 2 (iii) of [17] we may choose δ(t) = t
n
4− 12 . However, we ignore if such a
δ(t) exists when n = 2.
1.3. Solutions with singular data.
When n = 2 solutions of this kind have been constructed in [11] and its asymptotic
behavior is studied in [12], [6], where the following result is proved:
Theorem 1.3.1. Let u be a solution of (NS) with initial data u0 ∈ L2,∞(R2)
such that div u0 = 0 and v0 = curl u0 ∈ M(R2). If the total variation of v0 is small
(see [12]) or, more generally, the mass of v0, |
∫
R2
v0| is small (see [6]), then
t
1
2− 1q ‖u(t)−G(t) ∗ u0‖q → 0 t→∞ ∀q > 2
t1−
1
q ‖∇u(t)−∇G(t) ∗ u0‖q → 0 t→∞ ∀1 < q <∞
We denote by M(R2) the space of finite measures and by L2,∞(R2) the usual
Lorenz space.
The energy of these solutions is not necessarily finite. If we take u0 ∈ L2(R2) ⊂
L2,∞(R2) with div u0 = 0 and without hypothesis on curl u0 then Theorem 1.2.1
asserts that
‖u(t)−G(t) ∗ u0‖L2(R2) → 0 as t→∞
but it gives no information nor on Lq norms with q 6= 2 neither on the behavior of
∇u(t).
In higher dimensions solutions with data in Morrey spaces have been constructed
in [24] and [15]. However, few things are known on the asymptotic behavior.
2. n = 2 : FIRST TERM.
Let us take u0 ∈ L2(R2) such that div u0 = 0 and let u be the corresponding
weak solution of (NS), which is known to be unique and smooth. Since ‖u(t)‖2 → 0 as
t→∞ (Theorem 1.2.1) we can choose t0 such that ‖u(t0)‖2 is small enough to apply
the estimates of Theorem 1.1.1
If we also assume u0 ∈ Lp(R2) for some 1 ≤ p < 2, then (see [17]) we know that
u(t) ∈ Lp for t ≥ 0. Therefore, the decay estimates furnished by Theorem 1.1.2 also
apply.
First, we are going to extend Theorem 1.1.2 to the case p = 1. In order to do that
we need a previous result:
Lemma 2.1. Let G(t) be the n-dimensional heat kernel. Then, for every i =
1, ..., n, and every t > 0, ∂iG(t) belongs to the Hardy space H1(Rn) and
‖∂iG(t)‖H1(Rn) ≤ Ct−12
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Proof. There are several equivalent definitions of H1 (see [9]):
H1(Rn) = {u ∈ L1(Rn) s.t. Ri ∗ u ∈ L1(Rn), i = 1, ..., n}
= {u ∈ L1(Rn) s.t. Sup
s>0
|hs ∗ u| ∈ L1(Rn)}
where Ri(x) = xi|x|n and hs(x) = s−nh(
x
s ) with h ∈ S(Rn) such that 0 ≤ h ≤ 1 and∫
h = 1. We may endow H1(Rn) with either of the equivalent norms
‖u‖L1(Rn) +
n∑
i=1
‖Ri ∗ u‖L1(Rn)
or
‖u‖L1(Rn) + ‖Sups>0|hs ∗ u|‖L1(Rn)
Let us fix any i ∈ 1, ..., n. In order to prove that ∂iG(t) ∈ H1 it suffices to verify
that Sup
s>0
|hs ∗ ∂iG(t)| ∈ L1(Rn) where hs(x) = s−nh(xs ) and h ∈ S(Rn) is such that
0 ≤ h ≤ 1 and ∫
Rn
h(x)dx = 1. We take h = G(1) and then
|hs ∗ ∂iG(t)(x)| = |∂i(G(t+ s, x))| = |xi|(4pi(t+ s))n2 e
−|x|2
4(t+s)
so that
Sup
s>0
|ht ∗ ∂iG(t)| = |∂iG(t)| ∈ L1(Rn)
and
‖∂iG(t)‖H1 ≤ Ct−12
Proposition 2.1. Let u be a solution of (NS) in dimension two, with initial data
u0 ∈ L1 ∩ L2(R2) such that div u0 = 0. Then:
i) u(t) ∈ Lq t > 0, 1 ≤ q ≤ 2
ii) ‖u(t)‖q ≤ Ct−1+ 1q t > 0, q > 1
iii) ‖u(t)‖1 ≤ C t ≥ 0.
Remark 2.1 These estimates extend the estimates known for q = 2 (see [26],
[17]).
Proof. i) It is well known that u ∈ L∞([0,∞);L2(R2)). By taking the divergence
of the equation we get the following equation for the pressure :
−∆ p = ∂j(ui∂iuj)
so that, up to a function of time, the pressure is given by p = E2 ∗ ∂j(ui∂iuj) where
E2 denotes the fundamental solution of −∆ in R2. Let us write the associated integral
equation:
u(t) = G(t) ∗ u0 +
∫ t
0
∂iG(t− s) ∗ uiu(s)ds
+
∫ t
0
∂iG(t− s) ∗ ∂j∇E2 ∗ uiuj(s)ds
Since u0 ∈ L1, G(t) ∗ u0 ∈ Lq for all q ≥ 1 and t > 0. On the other hand, u(s) ∈ L2
implies uiu(s) ∈ L1 and
‖
∫ t
0
∂iG(t− s) ∗ uiu(s)ds‖q ≤ C
∫ t
0
(t− s)−1+ 1q− 12 ‖u(s)‖22ds ≤ Ct
1
q− 12
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provided that 1 ≤ q < 2. Therefore, the first integral belongs to Lq for all 1 ≤ q < 2.
As far as the second one is concerned, since ∂iG(t) (Lemma 2.1) belongs to the
Hardy space H1(R2) and ∂j∇E2 is a Calderon-Zygmund kernel we conclude that (see
[5]) ∂iG(t− s) ∗ ∂j∇E2 ∈ L1 and
‖∂iG(t− s) ∗ ∂j∇E2‖1 ≤ C‖∂iG(t− s)‖H1 ≤ C(t− s)−12
Then
‖
∫ t
0
∂iG(t− s) ∗ ∂j∇E2 ∗ uiuj(s)ds‖1 ≤
∫ t
0
(t− s)−12 ‖u(s)‖22ds ≤ Ct
1
2
In the same way, since ∂j∇E2 is a Calderon-Zygmund kernel, we have (see [5])
‖∂iG(t− s) ∗ ∂j∇E2‖q ≤ Cq‖∂iG(t− s)‖q 1 < q <∞
so that we get :
‖
∫ t
0
∂j∇E2 ∗ ∂iG(t− s) ∗ uiuj(s)ds‖q ≤
∫ t
0
(t− s)−1+ 1q− 12 ‖u(s)‖22ds ≤ Ct
1
q− 12
for 1 < q ≤ 2. Thus, the second integral belongs also to Lq for all 1 ≤ q < 2.
Remark 2.2 It is known (see [4]) that if A ∈ (Lp)n, B ∈ (Lp′)n are such that
div A = 0, curl B = 0. Then, A ·B belongs to the Hardy space H1 and
‖A ·B‖H1 ≤ C‖A‖p‖B‖p′
In our case, for almost every s ≥ 0 and every j = 1, ..., n we have u(s),∇uj(s) ∈ L2
with div u = 0 and curl(∇ uj) = 0. Therefore, ui∂uj(s) ∈ H1. Taking into account
that ∂j∇E2 is a Calderon-Zygmund kernel we conclude that ∂j∇E2 ∗ ui∂iuj(s) ∈ L1
for almost every s > 0.
ii) Taking norms in the integral equation :
u(t) = G(t) ∗ u0 +
∫ t
0
∂iG(t− s) ∗ uiu(s)ds
+
∫ t
0
∂iG(t− s) ∗ ∂j∇E2 ∗ uiuj(s)ds
we get
‖u(t)‖q ≤ ‖G(t) ∗ u0‖q +
∫ t
0
‖∂iG(t− s) ∗ uiu(s)‖qds
Taking into account some classical estimates on the heat kernel when n = 2:
‖∂αG(t) ∗ a‖q ≤ Ct−
|α|
2 − 1r+ 1q ‖a‖r q ≥ r
together with the fact that
‖∂j∇E2 ∗ uiuj(s)‖r ≤ C‖uiuj(s)‖r r > 1
it follows that
‖u(t)‖q ≤ Ct−1+ 1q + C
∫ t
0
(t− s)− 12− 1r+ 1q s−2p + 1r ds
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thanks to the estimates:
‖u(t)‖22r ≤ Ct2(
−1
p +
1
2r )
valid for 2 > p > 1 if 2r ≥ p. To prove these estimates it suffices to observe that
(Theorem 1.2.1) the L2 norm of u tends to zero as t goes to infinity and then apply
Theorem 1.1.1 and Remark 1.1.2.
We split the integral appearing in the inequality as follows :
a) ∫ t
t
2
(t− s)− 12− 1r+ 1q s−2p + 1r ≤ C t 12+ 1q− 2p
choosing r such that 12 − 1r + 1q > 0, that is, q ≥ r > 2qq+2 .
b) ∫ t
2
0
(t− s)− 12− 1r+ 1q s−2p + 1r ≤ C t 12+ 1q− 2p
choosing r such that −2p +
1
r + 1 > 0, that is, 1 < r <
p
2−p , which is possible if p > 1.
Therefore,
‖u(t)‖q ≤ Ct−1+ 1q + Ct 12+ 1q− 2p ≤ Ct−1+ 1q
if 1 < p ≤ 43 , where C is a constant depending on q and on the data.
iii) Taking norms in
u(t) = G(t) ∗ u0 +
∫ t
0
∂iG(t− s) ∗ uiu(s)ds
+
∫ t
0
∂iG(t− s) ∗ ∂j∇E2 ∗ uiuj(s)ds
we get :
‖G(t) ∗ u0‖1 ≤ C
‖
∫ t
0
∂iG(t− s) ∗ uiu(s)ds‖1 ≤ C
∫ t
0
(t− s)−12 s−2p +1 ≤ Ct 32− 2p ≤ C
if p = 43 and also
‖
∫ t
0
∂iG(t− s) ∗ ∂j∇E2 ∗ uiuj(s)ds‖1 ≤
∫ t
0
‖∂iG(t− s) ∗ ∂j∇E2‖1‖uiuj(s)ds‖1 ≤ C
when p = 43 since ∂iG belongs to the Hardy space H1.
We prove now that, in a first approximation and for some classes of initial data,
the solutions of the incompressible Navier-Stokes equations behave like the solutions
of the heat equation with the same initial data.
Theorem 2.1. Let u be a weak solution of (NS) in dimension n = 2, with initial
data u0 ∈ Lp ∩ L2(R2), 1 ≤ p ≤ 2 such that div u0 = 0. Then, for any q ≥ p
i) If 1 < p < 2
‖G(t) ∗ u0 − u(t)‖q ≤ Ct− 1p+ 1q t− 1p+ 12 t > 0
ii) If p = 1
‖G(t) ∗ u0 − u(t)‖q ≤ Ct−1+ 1q t− 12 log t t > 0
12 ANA CARPIO
iii) If p = 2
t
1
2− 1q ‖u(t)‖q → 0 as t→∞
Remark 2.4 All the estimates were known when q = 2 for any 1 ≤ p ≤ 2 ([26],[17]).
We can replace the powers of t by powers of t+ 1 (and also log t by log (t+ 1)) when
p ≤ q ≤ 2. In case p = 2, iii) is known to hold for the solutions of the heat equation,
hence, it holds for the difference G(t) ∗ u0 − u(t) but this gives no extra information.
Proof. i) From the integral equation we get :
‖G(t) ∗ u0 − u(t)‖q ≤ C
∫ t
0
(t− s)− 12− 1r+ 1q s−2p + 1r
for q ≥ r > 1 and 2r ≥ p. As in the proof of ii) in Theorem 2.1 we split the integral
in two intervals [0, t2 ] and [
t
2 , t]. By choosing an adequate r we conclude that:
‖G(t) ∗ u0 − u(t)‖q ≤ Ct− 1p+ 1q t− 1p+ 12
ii) Taking norms in the integral equation we get
‖G(t) ∗ u0 − u(t)‖q ≤
∫ t
0
‖∂iG(t− s) ∗ uiu(s)‖qds
+
∫ t
0
‖∂iG(t− s) ∗ ∂j∇E2 ∗ uiuj(s)‖qds
Since
‖∂iG(t− s) ∗ ∂j∇E2‖r′ ≤
{
C‖∂iG(t− s)‖r′ 1 < r′ <∞
C‖∂iG(t− s)‖H1 r′ = 1
both integrals are bounded by
C
∫ t
0
(t− s)− 12− 1r+ 1q s−2+ 1r
for q ≥ r, 2r ≥ 1, r ≥ 1. We split this integral as follows :
a) ∫ t
t
2
(t− s)− 12− 1r+ 1q s−2+ 1r ≤ C t 12+ 1q−2
choosing r such that 12 − 1r + 1q > 0, that is, q ≥ r > 2qq+2 .
b) ∫ t
2
0
(t− s)− 12− 1r+ 1q s−2+ 1r ≤ C t 12+ 1q−2log t
choosing r = 1.
Therefore, ii) holds.
iii) It is known that ‖u(t)‖2 → 0 as t→∞. Interpolating and taking into account
that t
1
2− 1r ‖u(t)‖r ≤ C (see Theorem 1.1.1) we get:
t
1
2− 1q ‖u(t)‖q ≤ C(‖u(t)‖2)1−α(t 12− 1r ‖u(t)‖r)α ≤ C(‖u(t)‖2)1−α
for any 2 < q < r, which yields the result.
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3. n = 2 : SECOND TERM.
Let u be again a weak solution of (NS) and v a solution of:
(L2)

vt −∆v = −hi∂ih− ∂j∇E2 ∗ hi∂ihj in R+ × R2
div v = 0 in R+ × R2
v(x, 0) = u0, div u0 = 0 in R2
where h(t) = G(t) ∗ u0 so that v can be written as h plus a corrector term. Let us
see whether the difference u(t)− v(t) tends to zero faster than u(t)−h(t). We assume
again that u0 ∈ L2(R2) ∩ Lp(R2), 1 ≤ p < 2.
Taking norms in the integral equation satisfied by the difference u(t) − v(t) we
get:
‖u(t)− v(t)‖q ≤ ‖
∫ t
0
∂iG(t− s) ∗ (ui(u− h) + h(ui − hi))(s)ds‖q
+ ‖ ∫ t
0
∂iG(t− s) ∗ ∂j∇E2 ∗ (ui(u− h) + h(ui − hi))(s)ds‖q
≤ ∫ t
0
‖∂iG(t− s)‖r′(‖u(s)‖2r + ‖h(s)‖2r)‖(u− h)(s)‖2rds
+
∫ t
0
‖∂iG(t− s) ∗ ∂j∇E2‖r′(‖u(s)‖2r + ‖h(s)‖2r)‖(u− h)(s)‖2rds
for q ≥ r, r′ ≥ 1 such that 1r + 1r′ = 1q . In view of the estimates:
‖u(t)‖2r ≤ Ct− 1p+ 12r
‖h(t)‖2r ≤ Ct− 1p+ 12r
‖(u− h)(t)‖2r ≤ Ct− 1p+ 12r t− 1p+ 12
valid when q ≥ p, q ≥ r ≥ 1, 2r ≥ p and the fact that
‖∂iG(t− s) ∗ ∂j∇E2‖r′ ≤
{
C‖∂iG(t− s)‖r′ 1 < r′ <∞
C‖∂iG(t− s)‖H1 r′ = 1
we get:
‖u(t)− v(t)‖q ≤ C
∫ t
0
(t− s)− 12− 1r+ 1q s− 2p+ 1r s− 1p+ 12 ds
We split the integral as follows:
a) ∫ t
t
2
(t− s)− 12− 1r+ 1q s− 3p+ 1r+ 12 ≤ Ct− 3p+ 1q+1
if r > 2qq+2
b) ∫ t
2
0
(t− s)− 12− 1r+ 1q s− 3p+ 1r+ 12 ≤ Ct− 3p+ 1q+ 12
if − 3p + 1r + 32 > 0, that is, r ≤ q and 1 ≤ r < 2p3(2−p) , provided p > 65
Therefore,
‖(u− v)(t)‖q ≤ Ct− 1p+ 1q t− 1p+ 12 t− 1p+ 12
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if 2 > p > 65 . This decay is faster that the corresponding to u(t)− h(t).
Thus, we have proved the following:
Theorem 3.1. Let u be a solution of the two dimensional (NS) with initial data
u0 ∈ Lp ∩ L2(R2) 65 < p < 2 and v a solution of (L2). Then, for any q ≥ p we have
‖(u− v)(t)‖q ≤ Ct− 3p+ 1q+1
4. n = 2: EXPLICIT SECOND TERM.
In this section we shall obtain an explicit approximation up to the second term
of both u and v. Let us consider the following three problems :
(P1)

wt −∆w = 0 in R+ × R2
div w = 0 in R+ × R2
w(x, 0) = u0, div u0 = 0 in R2
(P2)

wt −∆w = −f i∂if in R+ × R2
div w = 0 in R+ × R2
w(x, 0) = 0 in R2
(P3)

wt −∆w = −∂j∇E2 ∗ f i∂if j in R+ × R2
div w = 0 in R+ × R2
w(x, 0) = 0 in R2
where w = (w1, w2) and f = (f1, f2). We assume that u0 ∈ L1(R2), ∂j∇E2 ∗
f i∂if j , f i∂if ∈ L1(0,∞;L1(R2)) and div f = 0. Let us denote by wi the solution of
each (Pi). Then, w = w1 + w2 + w3 is a solution of
(P)

wt −∆w = −f i∂if − ∂j∇E2 ∗ f i∂if j in R+ × R2
div w = 0 in R+ × R2
w(x, 0) = u0, div u0 = 0 in R2
and satisfies the integral equation:
w(t) = G(t) ∗ u0 −
∫ t
0
G(t− s) ∗ f i∂if(s)ds−
∫ t
0
G(t− s) ∗ ∇∂jE2 ∗ f i∂if j(s)ds
Therefore, we may think of the solutions u of (NS) or v of (L2) as being the sum of
three terms :
- a term w1 which solves (P1)
- a term w2 which solves (P2) with f = u (resp. f = h)
- a term w3 which solves (P3) with f = u (resp. f = h)
We are going to study the asymptotic behavior of the solutions of these problems
in order to get information on u and v when the initial data u0 ∈ L1 ∩ L2(R2).
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4.1. Problem (P1).
The solution of this heat equation is w1 = G(t) ∗ u0, whose asymptotic behavior
is well known. In case u0 ∈ L1(R2)
t1−
1
q ‖G(t) ∗ u0 −MG(t)‖q → 0 as t→∞
for any 1 ≤ q ≤ ∞, where M = ∫
R2
u0. Thus, the first term in the development of w1
when t→∞ is MG(t). If u0 ∈ L1(1 + |x|; R2), we know further that:
t1−
1
q+
1
2 ‖G(t) ∗ u0 −MG(t)‖q ≤ C‖u0‖L1(|x|, R2)
In fact, setting M i =
∫
R2
xiu0 we have
t
3
2− 1q ‖G(t) ∗ u0 −MG(t) +M i∂iG(t)‖q → 0 as t→∞
We can obtain more terms when more moments of the initial data are finite (see [7]).
In case u0 ∈ Lp(R2), 1 < p <∞ we have
t
1
p− 1q ‖G(t) ∗ u0‖q → 0 as t→∞
for any p ≤ q ≤ ∞, so that the first term in the development is zero.
This convergence is clear when u0 ∈ D(Rn), since u0 ∈ L1(Rn) and then ‖G(t) ∗
u0‖p ≤ C(1 + t)−1+ 1p . Thanks to the fact that ‖G(t) ∗ u0‖p decreases as time grows,
we can extend the result to any u0 ∈ Lp(Rn) by density. Given u0 ∈ Lp(Rn), we take
a sequence u0,k ⊂ D(Rn) such that u0,k → u in Lp(Rn). Let uk be the solution of the
heat equation with data u0,k. Then,
‖u(t)‖p ≤ ‖uk(t)‖p + ‖u(t)− uk(t)‖p ≤ ‖uk(t)‖p + ‖u0 − u0,k‖p
Given ε > 0, we can choose k large enough to have
‖u0 − u0,k‖p ≤ ε2
and fixing that k we get
‖uk(t)‖p ≤ ε2
for t ≥ tε. Therefore, ‖u(t)‖p → 0 as t→∞. Once this is proved, it is clear that
t
1
p− 1q ‖G(t) ∗ u0‖q → 0 as t→∞
for any p ≤ q ≤ ∞.
4.2. Problem (P2).
In order to describe the asymptotic behavior of w2 we are going to use a scaling
technique. In the following we shall drop the subscript 2 and write only w. Since we
want to take f = u, u being a weak solution of (NS) with data u0 ∈ L1 ∩ L2(R2) we
shall assume that
f(t) ∈ BC(0,∞;L2(R2)); ‖f(t)‖2 ≤ C(1 + t)−12 t ≥ 0
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so that we can rewrite the integral expression for w
w(t) = −
∫ t
0
∂iG(t− s) ∗ f if(s)ds
By rescaling, we see that the functions wλ(t, x) = λ2w(λ2t, λx) satisfy
wλ(t) = −λ−1
∫ t
0
∂iG(t− s) ∗ f iλfλ(s)ds
We remark that :
‖wλ(t)‖q = λ2(1− 1q )‖w(λ2t)‖q
Thus, if we want to make precise the asymptotic behavior of w when t→∞ it suffices
to find a function g such that:
‖wλ(t)− gλ(t)‖qδ(λ)→ 0 as λ→∞
for some δ(λ) tending to ∞ as λ→∞, where gλ(t, x) = λ2g(λ2t, λx). That implies:
‖w(t)− g(t)‖qt1− 1q δ(t 12 )→ 0 as t→∞
It is easy to prove that
‖wλ‖q = λ−1‖
∫ t
0
∂iG(t− s) ∗ f iλfλ(s)ds‖q
is bounded by C logλ2 λ−1. Therefore, the same kind of bound should hold for gλ but
the difference ‖gλ(t)−wλ(t)‖q should go to zero faster. Under certain conditions it is
possible to take g(t) = (M
iM
2 )log t ∂iG(t) with M = (M1,M2) and δ(t) =
t
1
2
log t . More
precisely, we prove the following:
Theorem 4.1. Let w be a solution of (P2) and q ≥ 1. Let us assume that :
i) (1 + t)
1
2+ε‖f(t)−G ∗ u0(t)‖2 ≤ C t ≥ 0
for some ε > 0
ii) ‖f(t)‖2r ≤ C(1 + t)−1+ 12r t ≥ 0
where q ≥ r > 2qq+2 .
Then
t
3
2− 1q
log(t)
‖w(t)− log t ∂iG(t)(M
iM
2
)‖q → 0 as t→∞
where M = (M1,M2) =
∫
R2
u0(x)dx provided that |x|α2 u0 ∈ L1 and |x|α2 u0 ∈ L2 for
some α ≥ 2.
Remark 4.1 It follows from i) that ii) holds replacing 2r by 2 and that
t
1
2 ‖f(t)−MG(t)‖2 → 0 as t→∞
Proof. Setting:
gλ(1) = λ−1 log λ2 ∂iG(1)(
M iM
2
) = (log(·) ∂iG(·)(M
iM
2
))λ(1)
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we see that:
t1+
1
2− 1q
log(t)
‖
∫ t
0
∂iG(t− s) ∗ f if(s)ds− log(t) ∂iG(t)(M
iM
2
))‖q → 0 as t→∞
is equivalent to
‖λ−1
∫ 1
0
∂iG(1− s) ∗ f iλfλ(s)ds− gλ(1)‖q = o(1)log(λ2)λ−1 as λ→∞
Making the change of variables z(s, y) = esf(es − 1, e s2 y) it follows from i) that
lim
σ→∞ {
1
σ
∫ σ
0
∫
R2
ziz} =M iM
∫
G(1)2 =
M iM
2
Thus, we must prove:
‖
∫ 1
0
∂iG(1− s) ∗ f
i
λfλ(s)
log λ2
ds− ∂iG(1) lim
σ→∞ {
1
σ
∫ σ
0
∫
R2
ziz}‖q → 0 as λ→∞
We remark first that :∫ 1
0
(∂iG(1− s) ∗ f
i
λfλ(s)
log λ2
)(x)ds =
∫ 1
0
∫
R2
∂iG(1− s, x− y)f
if(λ2s, λx)
log λ2
λ4dsdy =
=
∫ λ2
0
∫
R2
∂iG(1− s
λ2
, x− y
λ
)
f if(s, y)
log λ2
dsdy =
=
∫ log(λ2+1)
0
∫
R2
∂iG(1− e
s − 1
λ2
, x− ye
s
2
λ
)
ziz(s, y)
log λ2
dsdy
Therefore, it is enough to prove that:∫ λ2
0
∫
R2
∂iG(1− s
λ2
, x− y
λ
)
f if(s, y)
log λ2
dsdy − ∂iG(1, x)
∫ λ2
0
∫
R2
f if(s, y)
log λ2
dsdy
and
∂iG(1, x)
∫ λ2
0
∫
R2
f if(s, y)
log λ2
dsdy − ∂iG(1, x) lim
σ→0
{ 1
σ
∫ σ
0
∫
R2
ziz(s, y)}
tend to zero in Lqx when λ→∞. Since∫ λ2
0
∫
R2
f if(s, y)
log λ2
dsdy =
1
log λ2
∫ log(1+λ2)
0
∫
R2
ziz(s, y)dsdy
the last convergence is clear. We must only prove the first one. In order to do that
we split the integral as follows:∫ λ2
0
∫
R2
(∂iG(1− s
λ2
, x− y
λ
)− ∂iG(1, x))f
if(s, y)
log λ2
dsdy =
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=
∫ λ2δ
0
∫
|y|≤λδ
(∂iG(1− s
λ2
, x− y
λ
)− ∂iG(1, x))f
if(s, y)
log λ2
dsdy +
+
∫ λ2
λ2δ
∫
R2
∂iG(1− s
λ2
, x− y
λ
)
f if(s, y)
log λ2
dsdy +
∫ λ2
λ2δ
∫
R2
∂iG(1, x)
f if(s, y)
log λ2
dsdy
+
∫ λ2δ
0
∫
|y|>λδ
∂iG(1− s
λ2
, x− y
λ
)
f if(s, y)
log λ2
dsdy +
∫ λ2δ
0
∫
|y|>λδ
∂iG(1, x)
f if(s, y)
log λ2
dsdy
= I1δ,λ + I
2
δ,λ + J
2
δ,λ + I
3
δ,λ + J
3
δ,λ
Estimate I1δ,λ
‖I1δ,λ‖Lqx ≤ C
∫ λ2δ
0
∫
|y|<λδ
‖∂iG(1− s
λ2
, x− y
λ
)− ∂iG(1, x)‖Lqx
|f i||f |(s, y)
log λ2
dsdy
Thanks to the continuity of traslations in Lqx and the continuity with respect to t,
given ε > 0 we can choose δ > 0 such that
Sup
s≤λ2δ, |y|≤λδ
‖∂iG(1− s
λ2
, x− y
λ
)− ∂iG(1, x)‖Lqx ≤ ε
Therefore,
‖I1δ,λ‖Lqx ≤ ε
∫ λ2δ
0
∫
|y|≤λδ
|f |2(s, y)
log λ2
dsdy ≤ ε
∫ log(1+λ2δ)
0
∫
R2
|z|2(s, y)
log λ2
dsdy ≤ εC
uniformly with respect to λ, since
‖z(s)‖2 = e s2 ‖f(es − 1)‖2 ≤ C
Estimate J2δ,λ
‖J2δ,λ‖Lqx ≤ C‖∇G(1)‖Lqx
∫ λ2
λ2δ
∫
R2
|f |2(s, y)
log λ2
dsdy ≤
≤ ‖∇G(1)‖Lqx
∫ log(1+λ2)
log(1+λ2δ)
∫
R2
|z|2(s, y)
log λ2
dsdy ≤ C log(
1+λ2
1+λ2δ )
log λ2
Therefore, it tends to zero when λ→∞ and δ is fixed.
Estimate I2δ,λ
‖I2δ,λ‖Lqx ≤
1
log(λ2)
∫ log(1+λ2)
log(1+λ2δ)
‖
∫
R2
∂iG(1− e
s − 1
λ2
, x− e
s
2 y
λ
)ziz(y, s)dy‖Lqxds
We first observe that :∫
R2
∂iG(1− e
s − 1
λ2
, x− e
s
2 y
λ
)ziz(y, s)dy =
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= (∂iG(1− e
s − 1
λ2
, y) ∗y (λe−s2 )2 ziz(s, λe−s2 y))(x)
Thus,
‖
∫
R2
∂iG(1− e
s − 1
λ2
, x− e
s
2 y
λ
)ziz(y, s)dy‖Lqx ≤
≤ C(1− e
s − 1
λ2
)−(
1
r− 1q )− 12 ‖(λe−s2 )2ziz(s, λe−s2 y)‖Lrx
for r ≤ q. Since
‖z(s)‖2r = e
(s
2)(2− 1
r
) ‖f(es − 1)‖2r ≤ C
it follows that
‖(λe−s2 )2ziz(λe−s2 y, s)‖Lrx ≤ ‖z(s)‖2L2rx (λe
−s
2 )2(1−
1
r ) ≤ C(λe−s2 )2(1− 1r ).
Therefore,
‖I2δ,λ‖Lqx ≤
Cλ2(1−
1
r )
log(λ2)
∫ log(1+λ2)
log(1+λ2δ)
(1− e
s − 1
λ2
)−(
1
r− 1q )− 12 (e
−s
2 )2(1−
1
r )ds ≤
≤ Cλ
2(1− 1r )(λ2δ + 1)(−1+
1
r )
log(λ2)
∫ log(1+λ2)
log(1+λ2δ)
(1− e
s − 1
λ2
)−(
1
r− 1q )− 12 ds ≤
≤ C
log λ2
( λ2
1 + δλ2
)2− 1r ∫ 1
δ
(1− t)−( 1r− 1q )− 12 dt ≤ C
log λ2
where C is a constant depending on δ but not on λ, taking r > 2qq+2 in order to have
−( 1r − 1q ) + 12 > 0.
We conclude that
‖I2δ,λ‖Lqx ≤
C
logλ2
→ 0 as λ→∞
for a fixed δ.
Estimate J3δ,λ
‖J3δ,λ‖Lqx ≤ ‖∇G(1)‖Lqx
∫ λ2δ
0
∫
|y|≥δλ
|f |2(s, y)
log λ2
We must prove that:
∫ λ2δ
0
∫
|y|≥δλ
|f |2(s, y)
log λ2
→ 0 as λ→∞
for δ fixed. For any α ≥ 2 we have
‖|y|α2G ∗ u0(t, y)‖22 ≤ C(t
α
2−1 + (t+ 1)−1) ≤ C(tα2−1)
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provided that u0, |x|α2 u0 ∈ L1 and |x|α2 u0 ∈ L2. It follows that if f = G ∗ u0∫ λ2δ
0
∫
|y|≥δλ
|y|α|f |2(y, s)
λα log λ2
≤ C (λ
2δ)
α
2
λα log λ2
≤ C
log λ2
Since ‖f(t)−G ∗ u0(t)‖2 ≤ C(1 + t)−12 −ε∫ λ2δ
0
∫
|y|≥δλ
|f(s, y)−G ∗ u0(s, y)|2
log λ2
≤ C
log λ2
Therefore, for a fixed δ
‖J3δ,λ‖Lqx → 0 as λ→∞
Estimate I3λ,δ
‖I3λ,δ‖Lqx ≤
∫ λ2δ
0
‖
∫
|y|≥δλ
∂iG(1− s
λ2
, x− y
λ
)
f if(s, y)
log λ2
‖Lqx ≤
As in estimate I2λ,δ but taking r = 1 we get
‖I3λ,δ‖Lqx ≤ C
∫ λ2δ
0
(1− s
λ2
)−1+
1
q− 12 ‖f
if(s, y)
log λ2
‖L1(|y|≥λδ)
≤ C
∫ λ2δ
0
∫
|y|≥δλ
|f |2(s, y)
log λ2
dyds
and we finish in the same way as in estimate J3λ,δ.
4.3. Problem (P3).
In the following we shall drop the subscript 3 and write only w. As before we
shall assume that
f(t) ∈ BC(0,∞;L2(R2)); ‖f(t)‖2 ≤ C(1 + t)−12 t ≥ 0
so that we can rewrite the integral expression for w
w(t) = −
∫ t
0
∂iG(t− s) ∗ ∇∂jE2 ∗ f if j(s)ds
By rescaling, we see that the functions wλ(t, x) = λ2w(λ2t, λx) satisfy
wλ(t) = −λ−1
∫ t
0
∂iG(t− s) ∗ ∇∂jE2 ∗ f iλf jλ(s)ds
Since ‖∂iG(t− s) ∗ ∇∂jE2‖1 ≤ C‖∂iG(t− s)‖H1 it is easy to prove that
‖
∫ t
0
∂iG(t− s) ∗ ∇∂jE2 ∗ f iλf jλ(s)ds‖q
is bounded by C logλ2 λ−1.
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It suffices to rewrite step by step the proof of theorem 4.1 replacing the Lq norms
of ∂iG(t− s) by the Lq norms of ∂iG(t− s) ∗ ∇∂jE2 to get:
Theorem 4.2. Let w be a solution of (P3) and q ≥ 1. Let us assume that :
i) (1 + t)
1
2+ε‖f(t)−G ∗ u0(t)‖2 ≤ C t ≥ 0
for some ε > 0
ii) ‖f(t)‖2r ≤ C(1 + t)−1+ 12r t ≥ 0
where q ≥ r > 2qq+2 . Then
t
3
2− 1q
log t
‖w(t)− (M
iM j
2
)log t ∂iG(t) ∗ ∇∂jE2‖q → 0 as t→∞
provided that u0 ∈ L1 ∩ L2(R2, |x|)
Remark 4.2 If we take u to be a solution of (NS) and v a solution of (L2) with
initial data u0 ∈ (L1 ∩L2)(R2, 1+ |x|)∩L2r(R2) then we can apply the theorem with
f = u or f = G(t)∗u0 andM =
∫
R2
u0(x)dx to obtain the behavior of the third term,
which is the same for both of them.
4.4. Conclusion.
Putting together the previous results we obtain :
Theorem 4.3. Let u be a solution of te two dimensional (NS) with initial data
u0 ∈ (L1 ∩ L2)(R2, 1 + |x|) such that div u0 = 0 and set M =
∫
R2
u0(x)dx. Then, for
a given q ≥ 1
t
3
2− 1q
log(t)
‖u(t)−MG(t) + log(t) (∂iG(t)(M iM2 ) + ∂iG(t) ∗ ∇∂jE2 (M iM j2 ))‖q
tends to zero as t goes to infinity provided that u0 ∈ L2r(R2) for some q ≥ r > 2qq+2 .
Remark 4.3 When u0 ∈ (L1 ∩ L2)(R2, 1 + |x|) we can take r = 1 and then the
result holds for 1 ≤ q < 2.
5. HIGHER DIMENSIONS : n > 2.
In the sequel, we shall be concerned with solutions u of (NS) taking data u0 ∈
Lp ∩ Ln such that div u0 = 0, ‖u0‖n is small and 1 ≤ p ≤ n. For that kind of data
unique global strong solutions are known to exist.
5.1. Decay estimates.
We shall improve here Theorem 1.1.2 i) by proving the following result :
Theorem 5.1. Let u be a strong solution of (NS) with data u0 ∈ Lp ∩ Ln(Rn),
1 ≤ p ≤ n, of small Ln norm such that div u0 = 0. Then,
‖u(t)‖q ≤ Ct(− 1p+ 1q )n2
if q ≥ p.
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Proof. Taking norms in the integral equation associated to (NS) we get
‖u(t)‖q ≤ Ct(− 1p+ 1q )n2 + C
∫ t
0
(t− s)− 12+(− 1r+ 1q )n2 s(−2k + 1r )n2
for q ≥ p, q ≥ r, 2r ≥ k, r ≥ 1. Here we have used the fact that
‖∂iG ∗ ∂j∇E2‖r ≤
{
C‖∂iG‖r r > 1
C‖∂iG‖H1 r = 1
and the estimates (see Theorem 1.1.2 and remarks 1.1.2):
‖u(t)‖22r ≤ Ct2(
−1
k +
1
2r )
n
2
known to be valid for 1 ≤ k ≤ n, 2r ≥ k ≥ p and, if k < n2 , 2r ≤ knn−2k . We have also
used some classical estimates on the heat kernel :
‖∂αG(t) ∗ a‖q ≤ Ct−
|α|
2 +(− 1r+ 1q )n2 ‖a‖r
for q ≥ r. Remark that 2r ≥ k yields a restriction on r if k > 2.
We split the integral as follows :
a) ∫ t
t
2
(t− s)− 12+(− 1r+ 1q )n2 s(−2k + 1r )n2 ≤ C t 12+( 1q− 2k )n2
choosing r such that 12 + (− 1r + 1q )n2 > 0, that is, q ≥ r > nqq+n .
b) ∫ t
2
0
(t− s)− 12+(− 1r+ 1q )n2 s(−2k + 1r )n2 ≤ C t 12+( 1q− 2k )n2
choosing r such that (−2k +
1
r )
n
2 + 1 > 0, that is, 1 ≤ r < nk2(n−k) .
Those conditions imply k > 2nn+2 and q ≥ k2 .
Supposing the above restrictions to be verified we should get
‖u(t)‖q ≤ Ct(− 1p+ 1q )n2 + Ct 12+( 1q− 2k )n2 ≤ Ct(− 1p+ 1q )n2
if k = 2pnn+p , where C is a constant depending on q and on the data. This is valid
for any q ≥ k2 = pnn+p . Since npn+p ≤ p it is valid for any q ≥ q. On the other hand
k = 2pnn+p >
2n
n+2 . It remains to check that, when k <
n
2 , the conditions q ≥ r > nqq+n
and 1 ≤ r < nk2(n−k) are compatible with the restriction 2r ≤ knn−2k . Several posibilities
arise :
- p ≥ n3 . Since k ≥ p the restriction is innecessary so that we can find an adequate
r in both cases.
- p < n3 . We have
nk
2(n−k) <
kn
2(n−2k) , so that we can find an adequate r for the
case b). It remains the condition nqq+n ≤ kn2(n−2k) , that is, q(2n − 5k) ≤ kn. When
p ≥ n4 we get 2n − 5k ≤ 0 and the inequality holds for any q ≥ p. When p < n4 we
need to take q ≤ pnn−4p in order to find some r for a).
Therefore, the decay estimate
(∗) ‖u(t)‖q ≤ Ct(− 1p+ 1q )n2
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holds now for q ≥ p if p ≥ n4 and for pnn−4p ≥ q ≥ p when 1 ≤ p < n4 . If n ≥ 4 we have
concluded since p < n4 is excluded.
If we iterate this process using these new decay rates when estimating the integrals
appearing in the integral equation we obtain that (*) holds for q ≥ p if p ≥ n8 and for
pn
n−8p ≥ q ≥ p when 1 ≤ p < n8 . The last possibility is again excluded when n ≥ 8.
In general, assuming (*) to hold for q ≥ p if p ≥ nz and for pnn−zp ≥ q ≥ p when
1 ≤ p < nz we get from the integral equation that (*) also holds for q ≥ p if p ≥ n2z
and for pnn−2zp ≥ q ≥ p when 1 ≤ p < n2z so that when n ≤ 2z we have concluded.
Thus, we can get the right decay estimate for any q ≥ p by repeating this procedure.
The number of iterations we need depends on the dimension.
5.2. First term.
The integral equation yields:
‖G(t) ∗ u0 − u(t)‖q ≤ C
∫ t
0
(t− s)− 12+(− 1r+ 1q )n2 s(−2p + 1r )n2
for q ≥ p, q ≥ r ≥ 1 and 2r ≥ p, that is, q ≥ p. As we did in the above proof we split
the integral in two intervals [0, t2 ] and [
t
2 , t]. By choosing an adequate r we conclude
that:
Theorem 5.2. Let u be a strong solution of (NS) with data u0 ∈ Lp ∩ Ln(Rn),
nq
n+q < p ≤ n, of small Ln norm such that div u0 = 0. Then,
‖G(t) ∗ u0 − u(t)‖q ≤ Ct(− 1p+ 1q )n2 t− n2p+ 12
if q ≥ p.
5.3. Second term.
Let us define u, h and v as in Section 3. We get from the integral equation:
‖u(t)− v(t)‖q ≤ ‖
∫ t
0
∂iG(t− s) ∗ (ui(u− h) + h(ui − hi))(s)ds‖q
+ ‖ ∫ t
0
∂iG(t− s) ∗ ∂j∇E2 ∗ (ui(u− h) + h(ui − hi))(s)ds‖q
≤ C ∫ t
0
(t− s)− 12+(− 1r+ 1q )n2 s(− 1p+ 12r )n2 s(− 1p+ 12r )n2 s− n2p+ 12
for q ≥ r ≥ 1, 2r ≥ p, where we have used the estimates:
‖u(t)‖2r ≤ Ct(− 1p+ 12r )n2
‖(u− h)(t)‖2r ≤ Ct(− 1p+ 12r )n2 t− n2p+ 12
when 2nn+2 < p ≤ n. We split the integral as follows:
a) ∫ t
t
2
(t− s)− 12+(− 1r+ 1q )n2 s(− 3p+ 1r )n2+ 12 ≤ Ct(− 3p+ 1q )n2+1
if r > nqq+n
b) ∫ t
2
0
(t− s)− 12+(− 1r+ 1q )n2 s(− 3p+ 1r )n2+ 12 ≤ Ct(− 3p+ 1q )n2+1
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if (− 3p + 1q )n2 + 32 > 0, that is, r ≤ q and 1 ≤ r < np3(n−p) , provided p > 3nn+3.
Therefore,
Theorem 5.3. Let u be a strong solution of (NS) with data u0 ∈ Lp ∩ Ln(Rn),
3n
n+3 < p < n of small Ln norm such that div u0 = 0. Then
‖(u− v)(t)‖q ≤ Ct(− 1p+ 1q )n2 t− n2p+ 12 t− n2p+ 12
if q ≥ p, where v is the solution of (Ln) with data u0.
This decay is faster that the corresponding to u(t)− h(t).
5.4. Explicit second term.
Let u be a strong solution of (NS) with data u0 ∈ L1 ∩Ln(Rn) of small Ln norm
such that div u0 = 0. Making the change of variables
uλ(x, t) = λn(λ2t, λx, ), λ > 0
we obtain for uλ the integral equation:
uλ(t) = G(t) ∗ uuλ,0 − λ1−n
∫ t
0
∂iG(t− s) ∗ uiλ∂iuλ(s)ds
−λ1−n ∫ t
0
G(t− s) ∗ ∇∂jEn ∗ uiλ∂ujλ(s)ds
= w1,λ + w2,λ + w3,λ
where En stands for the fundamental solution of −∆ in Rn. We have denoted by wi,λ
the rescaled solutions of the n-dimensional analogous of problems (Pi) with f = u.
Problem P1
The first term w1 is the solution of the heat equation with data u0. If, for instance,
u0 ∈ L1(1 + |x|; Rn) we know that:
t
1
2+
n
2 (1− 1q )‖G(t) ∗ u0 −MG(t) +mi∂iG(t)‖q → 0 as t→∞
where M =
∫
Rn
u0 and mi =
∫
Rn
xiu0 for i = 1, ..., n. (see [7])
Problem P2
It is easy to prove that
‖w2,λ‖q = λ−1‖
∫ t
0
∂iG(t− s) ∗ f
i
λfλ(s)
λn−2
ds‖q
is bounded by Cλ−1. Keeping the notations of section 4.2 we shall see that it is possible
to take g(t) = (
∫∞
0
∫
Rn
uiu(y, σ)dσdy) ∂iG(t) and δ(t) = t
1
2 . More precisely,
Proposition 5.1. Let w2 be the solution of (P2) and q ≥ 1. Then
t
1
2+
n
2 (1− 1q )‖w(t) + (
∫ ∞
0
∫
Rn
uiu(σ, y)dydσ) ∂iG(t)‖q → 0 as t→∞
provided that u0 ∈ L2r(Rn) for some q ≥ r > nqq+n .
Proof. We must prove that
‖
∫ 1
0
∂iG(1− s) ∗ u
i
λuλ
λn−2
− (
∫ ∞
0
∫
Rn
uiu(σ, y)dσdt)∂iG(1)‖q → 0 as λ→∞
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Since ∫ 1
0
∂iG(1− s) ∗ u
i
λuλ
λn−2
=
∫ λ2
0
∫
Rn
∂iG(1− s
λ2
, x− y
λ
)uiu
this is equivalent to proving :
‖
∫ λ2
0
∫
Rn
∂iG(1− s
λ2
, x− y
λ
)uiu− (
∫ ∞
0
∫
Rn
uiu(σ, y)dσdt)∂iG(1)‖q → 0 as λ→∞
On the other hand,
(∫ ∞
0
∫
Rn
uiu(σ, y)dσdt −
∫ λ2
0
∫
Rn
uiu(σ, y)dσdt
)
∂iG(1, x)→ 0
in Lqx as λ→∞, so that it suffices to prove that:
‖
∫ λ2
0
∫
Rn
(∂iG(1− s
λ2
, x− y
λ
)− ∂iG(1, x))uiu‖q → 0 as λ→∞
We split it as in the proof of Theorem 4.1. We have
‖I1δ,λ‖Lqx ≤ Cε
∫ λ2δ
0
∫
|y|≤λδ
|u|2(s, y)dsdy ≤ εC
if δ is small enough since (see Theorem 5.1 and Remark 1.1.2)∫ ∞
0
∫
Rn
|u|2(s, y)dsdy ≤ C
∫ ∞
0
(1 + s)
−n
2 ds ≤ C
for n > 2. Next,
‖J2δ,λ‖Lqx ≤ C‖∇G(t)‖Lqx
∫ λ2
λ2δ
∫
Rn
|u|2(s, y)dsdy → 0
as λ→∞ for a fixed δ and
‖I2δ,λ‖Lqx ≤ C
∫ λ2
λ2δ
‖
∫
Rn
∂iG(1− s
λ2
, x− y
λ
)uiu(s, y) dy‖Lqxds
≤ Cλn(1− 1r )
∫ λ2
λ2δ
(1− s
λ2
)−
n
2 (
1
r− 1q )− 12 s−
n
2 (2− 1r ) ≤ Cλ2−n
if q ≥ r > nqq+n and u0 ∈ L2r(Rn) (see Theorem 5.1 and Remark 1.1.2). Since n > 2,
it tends to zero as λ→∞ for a fixed δ.
Concerning ‖J3δ,λ‖Lqx we have
‖J3δ,λ‖Lqx ≤ C‖∇G(t)‖Lqx
∫ λ2δ
0
∫
|y|≥δλ
|u|2(s, y)dsdy
Since ∫ ∞
0
∫
Rn
|u|2(s, y)dsdy ≤ C
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it follows that ∫ ∞
0
∫
|y|≥δλ
|u|2(s, y)dsdy → 0 as λ→∞
Finally,
‖I3λ,δ‖Lqx ≤
∫ λ2δ
0
‖
∫
|y|≥δλ
∂iG(1− s
λ2
, x− y
λ
)uiu(y, s)‖Lqx ≤
≤ C
∫ λ2δ
0
(1− s
λ2
)−1+
1
q− 12 ‖uiu(y, s)‖L1(|y|≥λδ) ≤ C
∫ λ2δ
0
∫
|y|≥δλ
|u|2(y, s)dyds
and we finish in the same way as before.
Problem P3
In this case, by slightly modifying the proof above we get
Proposition 5.2. Let w the solution of (P3) with f = u and q ≥ 1. Then
t
1
2+
n
2 (1− 1q )‖w(t) + (
∫ ∞
0
∫
Rn
uiuj(σ, y)dydσ) ∂iG(t) ∗ ∇∂jEn‖q → 0 as t→∞
provided that u0 ∈ L2r(Rn) for some q ≥ r > nqq+n .
As a consequence of these results we get :
Theorem 5.4. Let u be a strong solution of (NS) with data u0 ∈ L1(Rn, 1 +
|x|) ∩ Ln(Rn) of small Ln norm and q ≥ 1. Then
t
1
2+
n
2 (1− 1q )‖u(t)−MG(t)−mi∂iG(t) +R(t)‖q → 0
as t→∞, where
R(t) =
(∫ ∞
0
∫
Rn
uiu(σ, y)dydσ
)
∂iG(t) +
(∫ ∞
0
∫
Rn
uiuj(σ, y)dydσ
)
∂iG(t) ∗ ∇∂jEn
provided that u0 ∈ L2r(Rn) for some q ≥ r > nqq+n .
Remark 5.2 If instead of the problems (Pi) corresponding to solutions of (NS)
we consider those corresponding to solutions v of (Ln) with f = G(t) ∗ u0 replaced
by f = u, the analogous of Propositions 5.1 and 5.2 also hold. Therefore, if u0 ∈
L1(1 + |x|; Rn) ∩ Ln(Rn), q ≥ 1 and u0 ∈ L2r(Rn) for some q ≥ r ≥ nqq+n the solution
v of (Ln) satisfies
t
1
2+
n
2 (1− 1q )‖v(t)−MG(t)−mi∂iG(t) +R(t)‖q → 0
as t→∞, where
R(t) =
(∫ ∞
0
∫
Rn
(G(t) ∗ u0)i(G(t) ∗ u0)(σ, y)dydσ
)
∂iG(t)
+
(
+
∫ ∞
0
∫
Rn
(G(t) ∗ u0)i(G(t) ∗ u0)j(σ, y)dydσ
)
∂iG(t) ∗ ∇∂jEn
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