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Abstract. In this paper we provide a systematic treatment of Willmore surfaces with orienta-
tion reversing symmetries and illustrate the theory by (old and new) examples. For finite order
orientation reversing symmetries with fixed point as well as for finite order orientation reversing
symmetries without fixed point the general theory is presented and concrete examples are given.
Moreover, we apply our theory to isotropic Willmore two-spheres in S4 and derive a necessary
condition for such ( possibly branched) isotropic surfaces to descend to (possibly branched) maps
from RP 2 to S4. The Veronese sphere and several other examples of non-branched Willmore
immersions from RP 2 to S4 are derived as an illustration of the general theory. The Willmore
immersions of RP 2, just mentioned and different from the Veronese sphere, are new to the
authors’ best knowledge. All these examples are conformally equivalent to minimal immersions
into S4. We also provide a characterization of equivariant Willmore Moebius strips in Sn+2,
and relate our results to Lawson’s minimal Moebius strip in S3. Moreover, we present a defin-
ing characterization of all equivariant Willmore Klein bottles. Finally, we discuss orientation
reversing symmetries of finite order which have a fixed point in the surface.
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1. Introduction
This is the second paper of these authors concerning Willmore surfaces with symmetries. As
stated in the title, we consider symmetries inducing anti-holomorphic automorphisms on the
Riemann surface on which the Willmore surface is defined. Non–orientable Willmore surfaces
f : M → Sn+2 can then be looked at as quotients of orientable Willmore surfaces invariant
under some fixed point free anti-holomorphic involution µ.
Our work is motivated by our interests in non–orientable Willmore surfaces. So far there are
very few results on this topic. It is therefore natural to develop a systematic theory on Willmore
surfaces with orientation reversing symmetries. In particular, there are two different types of
orientation reversing symmetries: the ones with and the ones without a fixed point. Since we
aim at non–orientable surfaces, we will discuss mainly the latter case in this paper.
We will mainly follow the notation of [9] and [10] and apply the basic results listed/obtained
there to this paper for the discussion of the orientation reversing case.
As one might expect, the treatment of the orientation reversing case is somewhat more difficult
than the treatment of the orientation preserving case. The basic technical reason for this is that
the image of the conformal Gauss map is a four-dimensional Lorentzian subspace of Rn+41 which
carries naturally an orientation and is located inside the naturally oriented Rn+41 and that an
orientation reversing symmetry reverses the orientation of the image of the conformal Gauss
map. As a consequence we will need to keep track of orientations in addition to the features
discussed in [10].
To achieve our goal we therefore recall and somewhat refine the basic approach to the discus-
sion of Willmore surfaces presented in [9]. This has actually nothing to do with our eventual
goal to apply the loop group method for the discussion of Willmore surfaces: we refine and
extend the classical Willmore theory to be able to discuss the orientation reversing symmetries.
This will be the main contents of Section 2.
In Section 3, we consider mainly the general loop group description of (orientable) Willmore
immersions admitting orientation reversing symmetries. This is slightly more technical than
the theory for the orientation preserving case. There are always two fundamental steps: firstly,
starting from a surface and to derive the loop group data, like meromorphic or holomorphic
extended frames and potentials; secondly, starting from loop group data, like the meromorphic
or holomorphic extended frames and potentials and to construct a surface.
The perhaps most important and most interesting application of these results is the description
of non–orientable Willmore surfaces in Sn+2 which forms the main content of Section 4. Note
that in this case, the symmetry is a finite or infinite order symmetry without fixed point.
For instance, a non–orientable Willmore surface can be viewed as the quotient of an oriented
Willmore surface y “by an orientation reversing involution” µ∗y = y, i.e. a symmetry (µ, I),
where µ is an anti-holomorphic automorphism without any fixed point satisfying µ2 = Id.
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Moreover, it is well–known that up to bi–holomorphic equivalence, there is only one such map
on S2 and none in the other simply-connected cases. Therefore, if one considers orientation
reversing symmetries for surfaces defined on the unit disk or the complex plane (and generating
freely acting groups), then one needs to deal with infinite order anti-holomorphic automorphisms
of these complex domains.
We will therefore divide up the discussion into the cases where the Willmore immersion is
defined on C or on S2. The case where D is the domain of the Willmore immersion is left to a
separate investigation. In Section 4.3, we apply the general theory to non–orientable Willmore
surfaces and explain the various steps of the general construction procedure. In particular we
show that it is not possible to obtain non–orientable Willmore immersions of RP 2 from invariant
potentials.
To illustrate these results, in Section 5, we prove an efficient and necessary condition to
obtain isotropic Willmore two-spheres in S4 invariant under the anti–holomorphic automorphism
µ(z) = −1z¯ , hence constructing (possibly branched) Willmore immersions from RP 2 to S4. See
Theorem 5.1 for details. It is easy to derive the well–known Veronese surface in S4 in this way.
But we also obtain several new examples of Willmore immersions from RP 2 to S4 with various
Willmore energies, which are different from the one of the Veronese surface. These surfaces are
in fact minimal in S4 and, to the authors’ best knowledge, they are the first concrete known
examples of minimal immersions from RP 2 to S4 which are different from the Veronese surface.
Another type of non–orientable surfaces are the (doubly infinite) Moebius strips. We give
a complete characterization of (equivariant) Willmore Moebius strips in Sn+2 by applying the
theory of Section 4. This is carried out in Section 6. Our description includes Lawson’s minimal
Moebius strips in S3 as special cases.
Moreover, in section 7 we give an equivalent characterization of all Willmore Klein bottles
in terms of a special decomposition of monodromy matrices. Concrete realizations beyond the
Lawson Klein bottles would exceed the space of this paper and thus need to be postponed to
another publication.
These examples indicate that this paper gives a blueprint for an efficient discussion of all
Willmore surfaces defined on non–orientable surfaces. While the technical details will stay
difficult, the procedure is clear and straightforward.
We end this paper with an appendix including a proof of Theorem 5.1 which was separated
out since it involves many technical computations and a correction to [10].
Throughout this paper we will use the notation introduced in [10]. In particular, by “surface”
we mean “conformal, branched surface” unless the opposite is stated explicitly. We would like
to point out that for contractible Riemann surfaces D we will use the notion of “frame” and
“extended frame” as usual, meaning globally defined and real analytic matrix functions on D.
But for S2, by a “frame” or “extended frame” we mean a matrix function defined and real
analytic on S2 \ {two points}. Then the loop group formalism, connecting surfaces to frames
and connecting frames to “potentials” (with meromorphic coefficient functions), can be applied
as usual. For more details we refer to Section 2.2.7 of this paper or Theorem 4.11 of [9].
2. Review of Willmore surfaces and the loop group construction
In this paper we discuss orientation reversing symmetries for Willmore surfaces defined on
one of the simply connected Riemann surfaces : unit disk, complex plane or Riemann sphere.
We will use the notation D = for the unit disk as well as the complex plane. We use in all cases
the procedure outlined in [8], [9].
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2.1. Willmore surfaces and their oriented conformal Gauss maps. For the readers con-
venience we briefly recall the definition of the conformal Gauss map. We refer to [9] for details.
In [7], a natural and simple treatment of the conformal geometry of Willmore surfaces in
Sn+2 is presented. Here we will use the same set–up. In particular, we will use the projective
light cone model of the conformal geometry of Sn+2 and discuss orientation reversing conformal
symmetries of Willmore surfaces in this model.
Let Rn+41 denote Minkowski space, i.e. we consider Rn+4 equipped with the Lorentzian metric
〈x, y〉 = −x0y0 +
n+3∑
j=1
xjyj = x
tI1,n+3y, I1,n+3 = diag(−1, 1, · · · , 1).
Let Cn+3+ = {x ∈ Rn+41 |〈x, x〉 = 0, x0 > 0} denote the forward light cone of Rn+41 . It is easy to
see that the projective light cone Qn+2 = { [x] ∈ RPn+3 | x ∈ Cn+3+ } with the induced conformal
metric, is conformally equivalent to Sn+2. Moreover, the conformal group of Qn+2 is exactly the
projectivized orthogonal group O+(1, n+ 3) = O(1, n+ 3)/{±1} of Rn+41 , acting on Qn+2 by
T ([x]) = [Tx], T ∈ O(1, n+ 3) := {A ∈Mat(n+ 4,R)|AtI1,n+3A = I1,n+3}.
Here O+(1, n+ 3) := {A ∈ O(1, n+ 3)|A preserves the forward light cone}.
Let y : M → Sn+2 be a conformal immersion from a Riemann surface M . Let U ⊂ M be a
contractible open subset. A local lift of y is a map Y : U → Cn+3+ such that
[Y ] = y.
Two different local lifts differ by a scaling, thus they are conformally equivalent to each other.
For our purposes we need to use canonical lifts, i.e. lifts satisfying |Yz|2 = 12 . Defining ω
by |yz|2 = 12e2ω the canonical lift (with respect to z) is given by Y = e−ω(1, y). Noticing
〈Y, Yzz¯〉 = −〈Yz, Yz¯〉 < 0, we see that
(2.1) V = SpanR{Y,ReYz, ImYz, Yzz¯}
is an oriented rank–4 Lorentzian sub–bundle over U , where the orientation is given by the obvious
order of the given basis generating V . For Rn+41 we will always use the natural orientation given
by the standard basis of Rn+4.
Then there is a natural decomposition of the oriented trivial bundle U × Rn+41 = V ⊕ V ⊥,
where V ⊥ is the orthogonal complement of V with the induced natural orientation. Note that
V and V ⊥, and the orientation of V are independent of the choice of Y and z, and therefore are
conformally invariant. In fact, we obtain a global conformally invariant bundle decomposition
M × Rn+41 = V ⊕ V ⊥. For any p ∈M , we denote by Vp the fiber of V at p.
Given a canonical lift Y we choose the frame {Y,ReYz, ImYz, N} of V , where N ∈ Γ(V |U ) is
the unique section taking values in the forward light cone Cn+3+ and satisfies
(2.2) N = 2Yzz¯ mod Y, and 〈N,Yz〉 = 〈N,Yz¯〉 = 〈N,N〉 = 0, 〈N,Y 〉 = −1.
Next we define the conformal Gauss map of y (see, e.g. [9]). This conformal Gauss map of
the immersion y is basically given by p 7→ Vp. But there are two additional features associated
with this, namely the 4–dimensional Lorentzian subspace V |p = SpanR{Y,ReYz, ImYz, Yzz¯}p has
an orientation given by the ordered basis {Y,ReYz, ImYz, Yzz¯}p and the whole space Rn+4 has,
as always, its natural orientation. In summary, the image of the conformal Gauss map is an
oriented 4–dimensional Minkowski space in the naturally oriented Rn+4. It is well known and
easy to verify that the set of all of such subspaces is the symmetric space
(2.3) Gr1,3(Rn+41 ) = SO
+(1, n+ 3)/SO+(1, 3)× SO(n).
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Note that here we use SO+(1, n+3), the matrices in O+(1, n+3) with determinant 1, to describe
the symmetric space, since it acts on Gr1,3(Rn+41 ) transitively.
Definition 2.1. Let M be a Riemann surface and y : M → Sn+2 a conformal immersion. The
conformal Gauss map of y is defined by
(2.4)
Gry : M → Gr1,3(Rn+41 ) = SO+(1, n+ 3)/SO+(1, 3)× SO(n)
p 7→ Vp
Remark 2.2.
(1) It is important to keep in mind that the image Gry(p) = Vp has the orientation discussed
above.
(2) Also note that our definition of Gry implies that it maps to the symmetric space
SO+(1, n+ 3)/SO+(1, 3)× SO(n) instead of SO+(1, n+ 3)/S(O+(1, 3)×O(n)), which
is usually used in the literature about Willmore surfaces.
(3) Finally it is important to point out that Gry depends on the conformal immersion y as
well as on the chosen complex structure of the Riemann surface M .
Theorem 2.3. [4, 13] For every conformal immersion y → Sn+2 the map Gry is a conformal
map. Moreover, y is a Willmore surface if and only if Gry is harmonic.
Setting Yz =
1
2(e1 − ie2), e0 = 1√2(Y + N) and eˆ0 =
1√
2
(−Y + N), it is easy to verify that
the ordered, linearly independent vectors {Y,ReYz, ImYz, Yzz¯}, {Y,N, e1, e2} and {e0, eˆ0, e1, e2}
span the same ordered real vector space. Hence we obtain
Gry := SpanR{Y,ReYz, ImYz, Yzz¯} = SpanR{Y,N, e1, e2} = SpanR{e0, eˆ0, e1, e2},(2.5)
Let ψ1, · · ·ψn be an orthonormal basis of V ⊥ inducing the uniquely determined orientation
of V ⊥. Then a lift of Gry into SO+(1, n+ 3) is given by (see Proposition 2.2 of [9]):
(2.6) F =
(
1√
2
(Y +N),
1√
2
(−Y +N), e1, e2, ψ1, · · · , ψn
)
= (e0, eˆ0, e1, e2, ψ1, · · · , ψn) .
Remark 2.4. For later purposes we collect a few additional remarks.
(1) The Lie algebra of SO+(1, n+ 3) is
(2.7) so(1, n+ 3) = g = {X ∈ gl(n+ 4,R)|XtI1,n+3 + I1,n+3X = 0}.
(2) The symmetric space Gr1,3(Rn+41 ) = SO+(1, n+ 3)/SO+(1, 3)×SO(n) is defined by the
involution
(2.8) σ(A) : SO+(1, n+ 3)→ SO+(1, n+ 3), σ(A) = DˆADˆ−1,
with Dˆ = I4,n =diag(−1,−1,−1,−1, 1, · · · , 1). Note that the isotropy group is not the
whole fixed point group of σ.
(2.9) K = SO+(1, 3)× SO(n) 6= Fixσ = S(O+(1, 3)×O(n)).
2.2. Willmore surfaces with antiholomorphic symmetry. Let M be a Riemann surface
and M˜ its universal cover. Then M˜ is the unit disk or C, or S2 = C ∪ {∞}, together with a
complex structure.
As in [10], a symmetry of some Willmore surface y : M → Sn+2 consists of a pair of maps
(µ, S) satisfying
y ◦ µ(z) = y(µ(z)) = S(y(z)),
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where S is a conformal automorphism of Sn+2 which maps y(M) onto itself and µ : M →M is
a conformal automorphism of M . Similar to Theorem 3.1 of [10] one can show that such pairs
of maps occur under natural assumptions. Since the orientation preserving case is contained in
[10], we will assume from now on that µ is orientation reversing, i.e. anti–holomorphic relative
to the complex structure given once and for all on M . The discussion in subsections 2.2.1−2.2.6
will be carried out for M = D, an open and connected subset of C. However, we will always
assume that global frames can be chosen on D.
For a Willmore immersion y with a symmetry (µ, S) and a local lift Y , we obtain (see e.g
Theorem 3.1 of [10])
(2.10) y ◦ µ(z) = [Y ◦ µ(z)] = [SˆY (z)] = S(y(z)) for all z ∈ D,
where Sˆ ∈ O+(1, n+ 3) denotes the natural extension of S to Minkowski space Rn+41 .
Moreover, using the conformal Gauss map as defined above, one considers the map z → Gry(z)
(see (2.5)). To simplify notation we will use just f for Gry if no confusion can arise.
If (2.10) is satisfied, it is important to consider the conformal Gauss maps f, fˆ and f˜ of
the Willmore surfaces y, yˆ = Sy and y˜ = y ◦ µ respectively and to discuss their relations.
In our approach to investigate Willmore surfaces the next step is to consider frames for the
conformal Gauss map. So the relations between the frames F , Fˆ and F˜ associated with f, fˆ
and f˜ respectively need to be discussed.
2.2.1. The Willmore surface yˆ = Sy. In this case it is straightforward to follow the definition of
the conformal Gauss map given above and we obtain
(2.11) Vˆ = SpanR{SˆY, SˆN, Sˆe1, Sˆe2} = Sˆ SpanR{Y,N, e1, e2} = SˆV.
as vector spaces in the naturally ordered Rn+41 with the orientation given by the indicated
ordered bases. As a consequence we obtain
(2.12) fˆ = Sˆf.
2.2.2. The Willmore surface y˜ = y ◦ µ. The general procedure implies (defining real valued
functions τ and θ by ∂µ∂z¯ = e
τ+iθ ),
(2.13) Y˜ (z) = e−τY ◦ µ(z).
From this we obtain
(2.14) Y˜ (z)z = (e
−τY ◦ µ)z = −τze−τY ◦ µ+ e−τ · ∂µ¯
∂z
(Yz¯) ◦ µ,
and infer
Y ◦ µ = eτ Y˜ ,
e1 ◦ µ = e˜1 cos θ + e˜2 sin θ −
√
2(a cos θ + b sin θ)Y˜ ,
e2 ◦ µ = e˜1 sin θ − e˜2 cos θ −
√
2(a sin θ − b cos θ)Y˜ ,
N ◦ µ = e−τ N˜ −
√
2ae−τ e˜1 −
√
2be−τ e˜2 + (a2 + b2)e−τ Y˜ ,
with a = −Re(√2τz), b = Im(
√
2τz). As a consequence, we obtain the matrix equation
(2.15) (e0, eˆ0, e1, e2) ◦ µ = (e˜0, ˆ˜e0, e˜1, e˜2)k1,
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where e0 =
1√
2
(Y +N), eˆ0 =
1√
2
(−Y +N), e˜0 = 1√2(Y˜ + N˜), ˆ˜e0 =
1√
2
(−Y˜ + N˜), and
(2.16) k1 =

eτ+e−τ (a2+b2+1)
2
−eτ+e−τ (a2+b2+1)
2 −a cos θ − b sin θ −a sin θ + b cos θ
−eτ−e−τ (a2+b2−1)
2
eτ−e−τ (a2+b2−1)
2 a cos θ + b sin θ a sin θ − b cos θ
−ae−τ −ae−τ cos θ sin θ
−be−τ −be−τ sin θ − cos θ
 .
It is straightforward to verify that k1 ∈ O+(1, 3) and det k1 = −1. Therefore the vector
space V˜ = SpanR{Y˜ , N˜ , e˜1, e˜2} is the same as V ◦ µ = SpanR{Y,N, e1, e2} ◦ µ, but has the
opposite orientation. Hence these two spaces correspond to different points in the Grassmannian
Gr1,3(Rn+41 ) = SO+(1, n+ 3)/SO+(1, 3)× SO(n).
However, there is a natural involution
(2.17) ? : Gr1,3(Rn+41 )→ Gr1,3(Rn+41 ),
which maps a point in the Grassmannian (i.e. an oriented vector space) into the same vector
space but with the opposite orientation. This involution is the deck transformation of the
two-fold covering
SO+(1, n+ 3)/SO+(1, 3)× SO(n)→ SO+(1, n+ 3)/S(O+(1, 3)×O(n)).(2.18)
Thus we obtain
Proposition 2.5. The Gauss maps f˜ of y˜ = y ◦ µ and f of y are related by the equation
(2.19) f˜? = f ◦ µ, or equivalently f˜ = (f ◦ µ)?.
2.2.3. The relations between fˆ and f˜ . Since yˆ = y˜ by definition (2.10), we have
(2.20) fˆ = f˜ .
Next we consider the relations between the corresponding frames.
2.2.4. A frame for the Willmore surface yˆ = Sy. Consider the frame F of y defined by (2.6), it
is straightforward to see that Fˆ = SˆF is a frame of fˆ when det Sˆ = 1. When det Sˆ = −1, Fˆ
takes values in O+(1, n + 3), and not in SO+(1, n + 3). But since the first four columns of Fˆ
still provide fˆ with the same orientation, we see that one only needs to change the orientation
of the remaining n columns. This proves the following proposition
Proposition 2.6. With the notation introduced above we consider the surface yˆ = [Yˆ ] = [SˆY ] =
Sy. Then the following statements hold
(1) If det Sˆ = 1, then
(2.21) Fˆ = SˆF
is a frame for yˆ.
(2) If det Sˆ = −1, then
(2.22) Fˆ = SˆFP2
is a frame for yˆ, where P2 = diag(I4,−1, In−1) ∈ O+(1, n+ 3).
Note , the last statement simply says that we have changed the the original orthonormal bases
of V ⊥ to another one which gives the whole (ordered) basis the same orientation as Rn+41 .
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2.2.5. A frame for the Willmore surface y˜ = y◦µ. In this case we know by (2.19) that f˜ = (f◦µ)?
holds. Thus we consider the frame F˜ = (e˜0, ˜ˆe0, e˜1, e˜2, ψ˜1, · · · , ψ˜n) of f˜ from and compare it to
the naturally formed matrix
F ◦ µ = (e0 ◦ µ, eˆ0 ◦ µ, e1 ◦ µ, e2 ◦ µ, ψ1 ◦ µ · · ·ψn ◦ µ) ∈ SO+(1, n+ 3).
First we recall equation (2.15). This equation implies that the first four columns of F˜ and
of F ◦ µ span the same vector space, but induce opposite orientations, since det k1 = −1.
As a consequence, the vector spaces spanned by the last n columns of F˜ and of F ◦ µ also
are equal and also have opposite orientation. Multiplying F˜ on the right by P1P2 where
P1 = diag(1, 1, 1,−1, , In) ∈ O+(1, n + 3) and P2 is as above, we change the orientation of
the vector spaces spanned by the first four and the last n columns so that they coincide with
the corresponding oriented vector spaces. Consider now the matrices k˜1 = diag(k1, In)P1 and
k˜2 = diag(I4, k2)P2, where k2 maps the vectors ψ˜1, · · · , ψ˜n to the vectors ψ1, · · · , ψn. Then
k˜1, k˜2 ∈ SO+(1, 3)× SO(n) and we obtain
Proposition 2.7. Consider the surface y˜ = y ◦ µ : D → Sn+2. Then each frame F˜ for f˜ is
related to F ◦ µ in the form
(2.23) F˜ = F ◦ µk˜−1P1P2,
where k˜ = k˜1k˜2 with k˜1 = diag(k1, In)P1 and k˜2 = diag(I4, k2)P2, just defined above, are
contained in SO+(1, 3)× SO(n).
2.2.6. The frame equation for the symmetry (µ, S). Since the symmetry relation (2.10) implies
f˜ = fˆ , for the frames this implies F˜ = Fˆ kˇ with kˇ = diag{kˇ1, kˇ2} ∈ SO+(1, 3)×SO(n). Summing
up, we obtain
Theorem 2.8. Let y : D→ Sn+2 be a Willmore immersion and (µ, S) an orientation–reversing
symmetry. Then (2.10) holds. Moreover,
(1) There exists some real function τ such that eτ =
∣∣∣∂µ∂z¯ ∣∣∣ and e−τY ◦ µ = SˆY.
(2) The conformal Gauss map f of y satisfies the equation
(2.24) (f ◦ µ)? = Sˆf, equivalently f ◦ µ = Sˆf?
(3) Let F denote the moving frame associated with f as defined in (2.6). Then there exists
some kˆ = diag(kˆ1, kˆ2) : D→ SO+(1, 3)× SO(n) such that
(a) If det Sˆ = 1, then
(2.25) F ◦ µkˆ−1P1P2 = SˆF.
(b) If det Sˆ = −1, then
(2.26) F ◦ µkˆ−1P1P2 = SˆFP2.
Remark 2.9.
• Note that both, Ad(P1) and Ad(P2), preserve SO+(1, 3) × SO(n). Therefore the order
in the multiplication kˆP1P2 is not essential.
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2.2.7. The S2 case. For the case ofM = S2, the conformal Gauss map f of a Willmore immersion
y does not have a global frame. As in [9] and [10] we choose two charts D = S2 \ {z0} with
z0 = 0 or z0 =∞. Then D is contractible whence on D there exists a global frame F for f .
Note that for any orientation reversing symmetry (µ, S) of y and z0 as above we have two
possibilities, µ(z0) = z0 or µ(z0) 6= z0. For the first case, Theorem 2.8 holds without any changes.
For the second case, µ is defined on D˜ = S2 \ {z0, µ(z0)} and µ : D˜→ D˜ is an anti-holomorphic
automorphism. As a consequence, Theorem 2.8 hold on D˜.
In later applications of our theory to the case of orientation reversing symmetries of Willmore
surfaces y : M = S2 → Sn+2 we will always apply an argument like the one just given.
2.3. The loop group method. Here we recall briefly the loop group construction of Willmore
surfaces in spheres introduced in [9] (see also [10]). The basic idea has two steps. Firstly
there is a relationship between Willmore surfaces and harmonic maps into a symmetric space
G/K. Secondly there is a way to describe these harmonic maps by some special meromorphic
or holomorphic 1-forms, via the Birkhoff decomposition and the Iwasawa decomposition of the
loop group associated with G.
2.3.1. Loop groups, decomposition theorems, and the loop group method. First we briefly recall
the DPW construction for harmonic maps. Let G be a connected, real, semi-simple non-compact
matrix Lie group and let G/K be the inner symmetric space defined by the involution σ : G→ G,
with FixσG ⊇ K ⊇ (FixσG)◦, where H◦ denotes the identity component of the group H.
Let g, k be the Lie algebras of G and K respectively and let g = k ⊕ p be the Cartan
decomposition induced by σ, with [k, k] ⊂ k, [k, p] ⊂ p, [p, p] ⊂ k. Let pi : G → G/K denote the
projection of G onto G/K. Let gC be the complexification of g and GC the connected complex
matrix Lie group with Lie algebra gC. Setting τ(g) = g¯ for g ∈ GC yields G = (FixτGC)◦.
Moreover, σ extends to the complexified Lie group GC and commutes with τ . Then KC =
Fixσ(GC)◦ denotes the smallest (connected) complex subgroup of GC containing K.
Let F : M → G/K be a conformal harmonic map from a connected Riemann surface M .
Let U ⊂ M be an open contractible subset. Then there exists a frame F : U → G such that
F = pi ◦ F . One has the Maurer–Cartan form α = F−1dF and the Maurer–Cartan equation
dα+ 12 [α∧α] = 0. Moreover, decomposing α with respect to g = k⊕ p and the complexification
T ∗MC = T ∗M ′ ⊕ T ∗M ′′, we obtain
α = α′p + αk + α
′′
p , with αk ∈ Γ(k⊗ T ∗M), α′p ∈ Γ(pC ⊗ T ∗M ′), α′′p ∈ Γ(pC ⊗ T ∗M ′′).
Set
(2.27) αλ = λ
−1α′p + αk + λα
′′
p , λ ∈ S1.
It is well–known ([8]) that the map F : M → G/K is harmonic if and only if
(2.28) dαλ +
1
2
[αλ ∧ αλ] = 0, for all λ ∈ S1.
From equation (2.28) we infer that there exists a solution F (z, z¯, λ) to the equation dF (z, z¯, λ) =
F (z, z¯, λ)αλ on U ⊂M. Such a solution is uniquely determined, if we impose an initial condition
F (z0, z¯0, λ) = F0(λ) ∈ ΛGσ, z0 ∈ U , where z0 is chosen arbitrarily in U . The solution F (z, z¯, λ)
is called the extended frame of the harmonic map F (normalized at the base point z = z0). Set
Fλ = F (z, z¯, λ) mod K. Then Fλ is harmonic for every λ ∈ S1 and this family of harmonic
maps will be called the ”associated family of the harmonic map” F = Fλ|λ=1. Clearly, F (z, z¯, λ)
is a local lift of Fλ.
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Recall that the twisted loop groups of G and GC are defined as follows:
ΛGCσ = {γ : S1 → GC | , σγ(λ) = γ(−λ), λ ∈ S1},
ΛGσ = {γ ∈ ΛGCσ | γ(λ) ∈ G, for all λ ∈ S1},
Λ−GCσ = {γ ∈ ΛGCσ | γ extends holomorphically to |λ| > 1 ∪ {∞}},
Λ−∗ GCσ = {γ ∈ ΛGCσ | γ extends holomorphically to |λ| > 1 ∪ {∞}, γ(∞) = e},
Λ−LG
C
σ = {γ ∈ ΛGCσ | γ extends holomorphically to |λ| > 1 ∪ {∞}, γ(∞) ∈ L},
Λ+GCσ = {γ ∈ ΛGCσ | γ extends holomorphically to the disk |λ| < 1, },
Λ+∗ GCσ = {γ ∈ ΛGCσ | γ extends holomorphically to the domain |λ| < 1, γ(0) = e},
Λ+LG
C
σ = {γ ∈ ΛGCσ | γ extends holomorphically to the disk |λ| < 1, γ(0) ∈ L},
where L ⊂ KC is a subgroup. When L = KC, we denote the corresponding loop group by
Λ+C G
C
σ .
Now we restrict to the loop groups related with Willmore surfaces [9, 10]. The Iwasawa
decomposition states [8, 9] that there exists a closed, connected solvable subgroup S ⊆ KC
such that the multiplication ΛG◦σ × Λ+SGCσ → ΛGCσ is a real analytic diffeomorphism onto the
open subset ΛG◦σ · Λ+SGCσ ⊂ (ΛGCσ )◦. The Birkhoff decomposition states that the multiplication
Λ−∗ GCσ × Λ+C GCσ → ΛGCσ is an analytic diffeomorphism onto the open and dense subset Λ−∗ GCσ ·
Λ+C G
C
σ ( big Birkhoff cell ).
Now we state the DPW construction of Willmore surfaces in the spirit of [8].
Theorem 2.10. [8], [9], [22]. Let D be the unit disk or C itself, with complex coordinate z and
fix a base point z0 ∈ D.
(1) Let F : D → G/K be a harmonic map with an extended frame F (z, z¯, λ) satisfying
F (z0, z0, λ) = e. Then there exists a discrete subset S ⊂ D such that for all z ∈ D \ S
there exists the Birkhoff decomposition
F (z, z¯, λ) = F−(z, λ)F+(z, z¯, λ) with F+(z, z¯, λ) : D \ S → Λ+C GCσ ,
such that F−(z, λ) : D\S → Λ−∗ GCσ is meromorphic in z on D and satisfies F−(z0, λ) = e.
Moreover, its Maurer–Cartan form is of the form
η = F−(z, λ)−1dF−(z, λ) = λ−1η−1(z)dz
with η−1(z) independent of λ. η is called the normalized potential of F .
(2) Conversely, Let η be a λ−1·pC−valued meromorphic (1, 0)− form with F−(z, λ) a solution
to F−(z, λ)−1dF−(z, λ) = η, F−(z0, λ) = e which is meromorphic on D. Then there exists
an open subset DI of D such that for all z ∈ DI we have an Iwasawa decomposition
F−(z, λ) = F˜ (z, z¯, λ)F˜+(z, z¯, λ)−1,
with F˜ (z, z¯, λ) ∈ ΛGσ, F˜+(z, z¯, λ) ∈ Λ+C GCσ , F˜ (z0, z0, λ) = e and F˜+(z0, z0, λ) = e.
Then F˜ (z, z¯, λ) is an extended frame of some harmonic map from DI to G/K satisfying
F˜ (z0, z0, λ) = e. Moreover, the two constructions above are inverse to each other, if
throughout the normalizations at the base point z0 are used.
In many applications it is, for different reasons, more convenient to use potentials which have
a Fourier expansion containing more than one power of λ. As a matter of fact, when permitting
many ( actually infinitely many) powers of λ, one can even obtain holomorphic coefficients (at
least in the case of a non-compact domain).
Theorem 2.11. [8], [9]. We retain the notation introduced above.
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(1) There exists some V+ : D→ Λ+GCσ such that C(z, λ) = F (z, z¯, λ)V+(z, z¯, λ) is holomor-
phic in z ∈ D and in λ ∈ C∗. The Maurer–Cartan form η˜ = C−1dC is a holomorphic
(1, 0)−form on D and λη˜ is holomorphic for λ ∈ C.
(2) Conversely, Let η˜ ∈ ΛgCσ be a holomorphic (1, 0)− form such that λη˜ is holomorphic
for λ ∈ C, then by the same steps as in Theorem 2.10 we obtain a harmonic map
F : D→ G/K.
Remark 2.12. C(z, λ) and η˜ are called a holomorphic extended frame and a holomorphic potential
of the harmonic map F respectively. Note that C(z, λ) and η˜ are not unique for a harmonic
map. For instance, all holomorphic gauges of C(z, λ) by some holomorphic g+(z, λ) satisfying
g+(z0, λ) = e yield new extended holomorphic frames/potentials, but these all will produce the
same surface.
2.3.2. The case of S2. In this subsection we have considered so far only contractible Riemann
surfaces D, i.e. the unit disk and the complex plane. We will now address the case of S2. This
case needs a bit of interpretation. We refer to [9] for a detailed discussion. We begin by recalling
that in [9] we have shown that every Willmore sphere can be generated from some meromorphic
potential η by an application of the usual DPW procedure. This means, one considers a solution
F− to the ode dF− = F−η and can assume that it is meromorphic on S2. One can also assume
that F−(z0, λ) = I at some base point z0. Then one performs an Iwasawa decomposition, at least
locally around z0. The corresponding “real factor” is called “extended frame”. However, due
to topological restrictions, it necessarily has (w.l.g. at most two) singularities on S2. This does
not affect its role as “extended frame” in the sense of the loop group theory. In particular, by
projection to the symmetric target space G/K of the conformally harmonic map of a Willmore
immersion discussed here, also this singular extended frame induces some conformally harmonic
map and as in the case of contractible simply–connected covers, this harmonic map induces
some Willmore surface. For this reason, from here on we will not distinguish in our discussion
Willmore surfaces according to what simply–connected cover they have.
3. Willmore surfaces with orientation reversing symmetries
In this section, we will consider the orientation reversing symmetries (µ, S) (2.10) of a Will-
more surface y in terms of their loop group data. To this end, we will first discuss the behaviour
of the extended frames under such symmetries. Then we will derive a formula satisfied by
a normalized potential if the corresponding Willmore surface admits the orientation reversing
symmetry (µ, S). Conversely, we will show that if one starts from a normalized potential which
satisfies the condition just mentioned, then one will obtain a harmonic map with symmetry.
Moreover, if this harmonic map is the conformal Gauss map of a Willmore surface, then the
symmetry of the harmonic map induces a symmetry of the Willmore surface.
3.1. Transformation formulas for extended frames and potentials. In Theorem 2.8 we
have given formulas for the frames of a Willmore surface with orientation reversing symmetry.
Following the loop group approach for the description of all harmonic maps we now need to
consider maps depending on z and on the loop parameter λ.
Introducing the loop parameter (see Section 2.3 above or Section 4.1 of [10]) we can translate
the results of Theorem 2.8 immediately into the loop group setting ( For a map Φ(z, z¯, λ), we
will write Φ(µ(z), µ(z), λ) to express Φ(z, z¯, λ) ◦ µ.):
Theorem 3.1. Let D denote the unit disk or the complex plane and y : D→ Sn+2 a Willmore
surface. Let z0 denote a base point in D. Let (µ, S) be an orientation reversing symmetry of
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the harmonic conformal Gauss map f : D→ SO+(1, n+ 3)/SO+(1, 3)×SO(n) of the Willmore
surface y. Let F (z, z¯, λ) be the extended frame of f satisfying the initial condition F (z0, z0, λ) =
I. Then:
(1) There exists some M(λ) ∈ ΛO+(1, n+ 3)σ and k(z, z¯) ∈ O+(1, 3)×O(n) such that
(3.1) F (µ(z), µ(z), λ) = M(λ) · F (z, z¯, λ−1) · k(z, z¯).
Here the gauge matrix k is a diagonal block matrix of the form k = diag(k1, k2), in-
dependent of λ, with k1 ∈ O+(1, 3) and k2 ∈ O(n). We always have det k1 = −1 and
det k2 = −det Sˆ. Moreover, the matrix Sˆ in (2.10) is equal to M(λ = 1) and the matrix
k1 has the explicit representation (2.16).
(2) Moreover, for the associated family f(z, z¯, λ), we have
(3.2) f(µ(z), µ(z), λ) = M(λ)f(z, z¯, λ−1)?.
Proof. From (2.25) and (2.26) we know
(3.3) F (µ(z), µ(z)) = SˆF (z, z¯)k(z, z¯),
where k = P2P1kˆ if det Sˆ = 1 and k = P1kˆ if det Sˆ = −1. Note, in both cases, kˆ ∈ K and
k ∈ FixσO+(1, n+ 3). Consider the Maurer–Cartan form
α(z, z¯) = F (z, z¯)−1dF (z, z¯)
and expand
α(z, z¯) = α′(z, z¯)p + α(z, z¯)k + α′′(z, z¯)p.
Since conjugation by k leaves k and p invariant, (3.3) yields
(3.4) µ∗α′p + µ
∗αk + µ∗α′′p = k
−1α′pk + k
−1αkk + k−1dk + k−1α′′pk.
Note that µ∗α′p is a (0, 1)−form and µ∗α′′p is a (1, 0)−form. Thus (3.4) is equivalent to
(3.5) µ∗α′p = k
−1α′′pk, µ
∗αk = k−1αkk + k−1dk, and µ∗α′′p = k
−1α′pk.
In view of (3.5) it is now easy to see that the Maurer–Cartan form α(z, z¯, λ) of the extended
frame F (z, z¯, λ) of the conformal Gauss map of f satisfies
(3.6) µ∗α(z, z¯, λ) = k−1α(z, z¯, λ−1)k + k−1dk.
This implies for the extended frame (satisfying F (z0, z¯0, λ) = I)
F (µ(z), µ(z), λ) = M(λ)F (z, z¯, λ−1)k(z, z¯),
where a priory M(λ) ∈ ΛO+(1, n + 3)σ and M(λ = 1) = Sˆ. Since detF = 1, we see that
det Sˆ = detM(λ) = det k(z, z¯) = ±1. The last statement follows from (2.24). 
Remark 3.2. The fact det k1 = −1 means that k does not take values in K = SO+(1, 3)×SO(n).
So we can not consider the quotient by K straightforwardly. In other words, as we have discussed
in Section 2.2, since det k1 = −1, it changes the orientation of the oriented 4−dim Lorentzian
subspace. Moreover, since det Sˆ = det k, we also need to keep in mind the signature of det Sˆ.
As a consequence, in view of det Sˆ = detM(λ) = det k1 ·det k2 we obtain the following corollary.
Corollary 3.3. Set P1 = diag(1, 1, 1,−1, 1..., 1) and P2 = diag(1, 1, 1, 1,−1, 1..., 1)
as in Section 2.2.
(1) If det Sˆ = 1, then we have M(λ) ∈ ΛSO+(1, n+ 3)σ and P2P1k ∈ K;
(2) If det Sˆ = −1, then we have M(λ)P1 ∈ ΛSO+(1, n+ 3)σ and P1k ∈ K.
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With these considerations in mind, we are finally able to determine the transformation formula
for the normalized potentials of a Willmore surface under an orientation reversing symmetry.
Theorem 3.4. Let D denote the unit disk or the complex plane and y : D→ Sn+2 a Willmore
surface. Let z0 denote a base point in D. Let (µ, S) be an orientation reversing symmetry of the
harmonic Gauss map f : D→ SO+(1, n+ 3)/SO+(1, 3)×SO(n) of the Willmore surface y. Let
F (z, z¯, λ) be the extended frame of f satisfying the initial condition F (z0, z¯0, λ) = I and assume
that
F (z, z¯, λ) = F−(z, λ) · F+(z, z¯, λ).
Then
(3.7) F−(µ(z), λ) = M(λ)F−(z, λ−1) ·W+(z¯, λ),
where
(3.8) W+(z¯, λ) = F+(z, z¯, λ−1) · k(z, z¯) · (F+(µ(z), µ(z), λ))−1.
For the normalized potential η = F−1− dF− of f , we obtain from (3.7)
(3.9) µ∗η(z, λ) = η(z, λ−1)]W+,
where “]W+” means gauging by W+. Moreover,
(1) if det Sˆ = 1, then W+ takes value in Λ
+SO+(1, n+ 3,C)σ;
(2) if det Sˆ = −1, then P2W+ takes value in Λ+SO+(1, n+ 3,C)σ.
Proof. Since the extended frame F is real, it satisfies
F (z, z¯, λ) = F (z, z¯, λ)
for all z ∈ D and all λ ∈ S1. Then, in view of (3.1), we have
F (µ(z), µ(z), λ) = M(λ) · F (z, z¯, λ−1) · k(z, z¯) = M(λ) · F (z, z¯, λ−1) · k(z, z¯).
Therefore, considering the usual Birkhoff splitting (locally near z = 0)
F = F−F+, with F− = I +O(λ−1),
we obtain
F−(µ(z), λ) · F+(µ(z), µ(z), λ) = M(λ)F−(z, λ−1) · F+(z, z¯, λ−1)k(z, z¯).
The formulas (3.7) and (3.9) now follow directly. 
3.2. From potentials to surfaces. The converse of the above theorem is
Theorem 3.5. Let D denote the unit disk or the complex plane. Let η be a potential for some
harmonic map f : D → SO+(1, n + 3)/SO+(1, 3) × SO(n), which is the oriented conformal
Gauss map of a Willmore surface y. Let µ be an anti-holomorphic automorphism of D and
assume that equation (3.9) holds for some W+ taking values in (Λ
+SO+(1, n + 3,C)σ)◦ (or
P2 ·(Λ+SO+(1, n+3,C)σ)◦). Then there exists some M(λ) ∈ (ΛSO+(1, n+3,C)σ)◦ (or M(λ) ∈
P2 · (ΛSO+(1, n + 3,C)σ)◦) such that for the solution C to dC = Cη, C(z = 0, λ) = I the
following equation is satisfied
(3.10) C(µ(z), λ) = M(λ)C(z, λ−1) ·W+.
Moreover, µ induces a symmetry of the harmonic map f associated with η if and only if W+ and
M can be chosen such that M(λ) ∈ (ΛSO+(1, n+ 3)σ)◦ (or M(λ) ∈ P2 · (ΛSO+(1, n+ 3,C)σ)◦)
and (3.10) holds. In this case µ induces the symmetry
(3.11) f(µ(z), µ(z), λ) = M(λ)f(z, z¯, λ−1)?.
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of the harmonic map f induced by η. For the Willmore surface y obtained from f we have
furthermore
(3.12) y(µ(z), µ(z), λ) = [M(λ)Y (z, z¯, λ−1)].
Proof. Integrating dC = Cη with C(z = 0, λ) = I and using (3.9) one obtains (3.10). Consider
the Iwasawa decomposition C = F · V+, we have
C(µ(z), λ) = F (µ(z), µ(z), λ) · F+(µ(z), µ(z), λ) = M(λ)F (z, z¯, λ−1) · F+(z, z¯, λ−1) ·W+.
From this we derive
F (µ(z), µ(z), λ) = M(λ)F (z, z¯, λ−1) · k(z, z¯)
for some k(z, z¯) = F+(z, z¯, λ−1)W+(F+(µ(z), µ(z), λ))−1 ∈ ΛO+(1, n+3)σ∩Λ+O+(1, n+3,C)σ =
O+(1, 3)×O(n). Therefore (3.11) follows since µ reverses the orientation of D. The rest of the
proof follows from the unique correspondence of Willmore surfaces and their oriented conformal
Gauss maps [9]. 
From the proofs of the theorems above we obtain the following useful result:
Corollary 3.6. Retaining the assumptions and the notation of the theorems above we obtain
(1) f has the symmetry (3.11) for some M(λ) ∈ (ΛSO+(1, n+3)σ)o, if and only if C satisfies
(3.13) (C(z, λ−1))−1 ·M(λ)−1 · C(µ(z), λ) ∈ Λ+SO+(1, n+ 3,C)σ.
(2) f has the symmetry (3.11) for some M(λ) ∈ P2(ΛSO+(1, n + 3)σ)o, if and only if C
satisfies
(3.14) (C(z, λ−1))−1 ·M(λ)−1 · C(µ(z), λ) ∈ P2Λ+SO+(1, n+ 3,C)σ.
Proof. From (3.10), we see that f has the symmetry (3.11) if and only if C satisfies
(C(z, λ−1))−1 ·M(λ)−1 · µ∗C(z, λ) = W+.
Then (3.13) and (3.14) follow. 
Remark 3.7.
(1) Although the above formulas seem somewhat complicated, they actually do have many
useful applications which will be shown in the following sections. A particularly interest-
ing example is the description of isotropic Willmore immersions from RP 2 in S4 which
we will discuss in Section 5.
(2) As we have pointed out for several times, for the S2 case, the idea is to to proceed as
usual on the two charts D = S2 \ {z0} with z0 = 0 or z0 = ∞ (See Section 4 of [9]).
Then the loop group theory works well on D and the equations concerning symmetries
discussed above hold on D \ {µ(z0)}.
4. Non–orientable Willmore surfaces as quotients of orientable Willmore
surfaces with symmetries
This section aims to apply the results above to the discussion of non–orientable Willmore
surfaces. For this purpose, we will first recall some well–known facts about anti–holomorphic au-
tomorphisms of orientable surfaces. Then, we apply Theorem 3.5 of Section 3 to non–orientable
Willmore surfaces by viewing them as quotients of orientable Willmore surfaces by orientation
reversing involutions (µ, I).
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4.1. Anti-holomorphic symmetries of finite order generating a freely acting group.
It is easy to see that every holomorphic automorphism ρ of finite order of D = unit disk, C or
S2 has a fixed point. In the case of the unit disk and C we have a non-compact Hermitian-
symmetric space. If ρ is of finite order, then the group generated by ρ is compact. Hence
contained in a maximal compact subgroup of automorphisms and thus has a fixed point. In
the case of S2 every automorphism actually has exactly two fixed points, with the exception of
the identity transformation. In all cases, after some conjugation by an appropriate holomorphic
automorphism we can choose such a fixed point to be z0 = 0. Then the finite order automorphism
µ is µ(z) = az, with am = 1 for some (positive) integer m.
From here on we consider only anti-holomorphic automorphisms µ of finite order which gen-
erate freely acting groups. Since µ is anti-holomorphic, the equation µn = id implies n = 2m,
m a positive integer. If m > 1, then µ2 6= id is a holomorphic automorphism of finite order, and
hence has a fixed point. Therefore the group generated by µ acts freely only if µ has order 2 and
no fixed point. For D = C it is easy to see that every anti-holomorphic µ(z) = az¯ + b of order 2
is conjugate to µ(z) = z¯. In the case of D = unit disk one observes that the group generated by
µ is finite, whence compact. Since µ is an isometry, it has a fixed point in the unit disk. Hence D
and C do not have any fixed point free groups generated by an anti-holomorphic automorphism
of finite order. Consider now D = S2. As a above we can assume µ2 = id. To bring µ into
canonical form we observe that one can conjugate µ by some holomorphic automorphism of S2
which maps 0 to 0 and µ(0) to ∞ such that the new µˆ maps 0 to ∞. But µˆ then also has order
2, whence µˆ interchanges 0 and ∞ and we can assume w.l.g. that µ(z) = −az¯ holds. Since also
µ2 = id and since µ is fixed point free, we obtain µ(z) = −1z¯ . Summing up this discussion we
obtain the following well-known result
Theorem 4.1. Let M be a non–orientable surface obtained from its universal cover M˜ by an
anti-holomorphic map µ of finite order which generates a freely acting group. Then M˜ = S2,
M = RP 2 and w.l.g. µ(z) = −1z¯ . In particular, µ has order two and no fixed points. Moreover,
RP 2 is the only non-orientable surface with universal cover S2.
4.2. Non-orientable surfaces with universal cover C. Let M be a non-orientable surface
with orientation cover Mˇ and universal cover M˜ = C. By this assumption and Section 4.1 the
cover p˜i : C → Mˇ is infinite. Then the fundamental group pi1(Mˇ) is a lattice L of rank 1 or
rank 2, acting on C by translations. Considering the lift µ˜ of µ to C, one can assume w.l.g.
µ˜(z) = z¯+pi. Then µ˜2 = T2pi, where, more generally, Tb denotes translation by b. Let LR denote
the sublattice of L corresponding to all real translations. Then it is not difficult to see that one
can assume w.l.g. LR = 2piZ.
If the rank of L is 1, then we thus obtain that T2pi and µ˜(z) = z¯ + pi generate pi1(M), where
M = Mˇ/{p ∼ µ(p)}. Note that in this case, M is a doubly infinite Moebius strip.
Consider now the case where L has rank 2. In this case L = 2piZ + ωZ with ω = a0 + iν
and w.l.g. ν > 0. Since we have assumed that µ acts fixed point free on Mˇ and induces
M = Mˇ/{p ∼ µ(p)}, we infer that µ˜ normalizes the group pi1(Mˇ) = {Tρ; ρ ∈ L}. From this
one derives easily that with ρ also ρ¯ is in L. As a consequence, also ω + ω¯ = 2a0 ∈ L, whence
a0 = rpi. If r is even, then a0 ∈ L and we can assume w.l.g. ω = iν. If r is odd, then w.l.g.
a0 = pi and µ˜
−1 ◦ Ta0 has a fixed point, which is not possible. Hence L is an orthogonal lattice.
Moreover, K = C/L is a Klein bottle. Altogether we have (using, by abuse of notation, µ for µˇ
and µ˜).
Theorem 4.2. Every non-orientable surface M with universal cover C is either a doubly infinite
Moebius strip M or a Klein bottle K.
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(1) For ΓM = pi1(M) we have ΓM = ΓM0 ∪ µΓM,0 with ΓM,0 consisting of all translations by
elements of the rank 1 lattice 2piZ and µ acting by µ(z) = z¯ + pi.
(2) For ΓK = pi1(K) we have ΓK = ΓK0 ∪ µΓK,0 with ΓK,0 consisting of all translations by
elements of the rank 2 lattice 2piZ+ iνZ, 0 < ν ∈ R, and µ acting by µ(z) = z¯ + pi.
Remark 4.3.
(1) Note that the fundamental group of M is a subgroup of the fundamental group of K,
but is not a normal subgroup. Hence K can not be obtained as a quotient of M.
(2) However, considering invariant potentials for Klein bottles one obtains in particular in-
variant potentials for Moebius strips. Therefore, a Willmore Klein bottle always induces
a Willmore Moebius strip.
(3) On the other hand, one can derive a Willmore Klein bottle from an invariant potential
of a Willmore Moebius strip if it has an additional symmetry. (For more details see
Section 6 and Section 7 below.)
4.3. Non–orientable Willmore surfaces. In this subsection we will discuss how one can con-
struct Willmore immersions from non–orientable surfaces to Sn+2. Let Mˇ be a (not necessarily
simply-connected) Riemann surface with an anti-holomorphic automorphism µ : Mˇ → Mˇ of
order 2 without any fixed points. Then M = Mˇ/{p ∼ µ(p)} is a non–orientable surface with
the natural 2 : 1 covering pi : Mˇ → M , p → {p ∼ µ(p)}. Moreover, all non–orientable surfaces
can be obtained this way.
4.3.1. Lifting and descending Willmore surfaces. Let M and Mˇ be as above and let y : M →
Sn+2 be a Willmore surface (with or without branch points). Now let yˇ : Mˇ → Sn+2 be the
natural lift of y satisfying yˇ(p) = y(pi(p)) for any p ∈ Mˇ . Let fˇ : Mˇ → Sn+2 denote the
conformal Gauss map of yˇ. Then we obtain
fˇ ◦ µ = fˇ?,
since µ reverses the orientation (see also Theorem 2.8). As a consequence, the Willmore immer-
sion yˇ and its conformal Gauss map fˇ inherit a natural symmetry
(4.1) yˇ(µ(p)) = yˇ(p), fˇ(µ(p)) = fˇ(p)?.
Conversely, any Willmore immersion yˇ : Mˇ → Sn+2 having such a pair of symmetries can be
factored through the non–orientable Willmore surface M . For later purposes we would like to
point out that the anti-holomorphic transformation µ yields, in our notation, the special form
symmetry (µ, I). Therefore, when applying results of the previous sections, we will thus have
the case, where det Sˆ = 1.
Since we are interested in the construction of Willmore surfaces (with or without branch
points, from non–orientable surfaces to Sn+2, we outline below in some detail how this can be
achieved in the loop group formalism. Note that from what was said above, in the case Mˇ = S2
we have Mˇ = M˜ = S2 and only need to consider one specific µ. We will consider this case in
the next section in more detail separately.
Recall, if we consider the Riemann surface Mˇ and a Willmore surface yˇ : Mˇ → Sn+2, then in
Section 2, we have constructed the conformal Gauss map fˇ , an extended frame Fˇ , a holomor-
phic/meromorphic frame Cˇ and the potential ηˇ = Cˇ−1dCˇ. We also have normalized Fˇ and Cˇ
so that they attain the value I at some base point. In [10] we have stated the transformation
behavior of fˇ , Fˇ , Cˇ and ηˇ under the action of Γ = pi1(Mˇ) on the universal cover M˜ of Mˇ .
Assume now that µ is an anti–holomorphic fixed point free involution of Mˇ satisfying (4.1).
Since (µ, I) acts as a symmetry of yˇ on Mˇ , its action on M˜ induces transformation rules for the
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lifts y˜, f˜ , F˜ , C˜ and η˜. One should note that while the action of µ˜ on y˜ is actually trivial, its
action on the associated family of M˜ is in general non-trivial.
Using what was just recalled, one can construct now what we want in two steps:
4.3.2. Construction procedure of Willmore surfaces from non-orientable surfaces to Sn+2. In
the first step we consider Γ0 ∼= pi1(Mˇ), as subgroup of the group of holomorphic automorphisms
M˜ . Then pi1(M) = Γ ∪ µΓ, where µ can be considered as a fixed point free anti-holomorphic
transformation on M˜ satisfying µ2 ∈ Γ0. Let’s consider a potential which generates a Willmore
immersion yˇ : Mˇ → Sn+2. We have seen in [10] that for the construction of a Willmore
immersion yˇ : Mˇ → Sn+2 we could start from an invariant potential η on M˜ . Then the solution
C to dC = Cη with C(0, λ) = I satisfies g∗C = χ(g, λ)C for all g ∈ Γ. We need to make sure
that χ(g, λ) ∈ ΛSO+(1, n + 3)◦σ. Moreover we need to make sure that χ(g, λ = 1) = I for all
g ∈ Γ0. Then an Iwasawa splitting C = FF+ with F (0, λ) = I yields a conformally harmonic
map fˇ : Mˇ → Sn+2 by putting fˇ ≡ F mod K.
To actually obtain a family yˇλ of (possibly) branched surfaces from Mˇ to S
n+2 we finally need
to make sure, as discussed in Theorem 3.11 of [9], that fˇ can be realized as the conformal Gauss
map of yˇλ. If all this works, then so far we have constructed the Willmore surface yˇ : Mˇ → Sn+2.
This finishes step 1.
In step 2 we incorporate the action of µ. In general this works as follows: From Section 3 we
know that the potential η needs to satisfy the relation
(4.2) µ∗η(z, λ) = η(z, λ−1)]W˜+,
for W˜+ ∈ Λ+SO+(1, n + 3,C)σ, where “]W˜+” means gauging by W˜+. If this is satisfied, then
one obtains
(4.3) C(µ(z), λ) = χ(λ)C(z, λ−1)W˜+(z¯, λ)
and also
(4.4) F (µ(z), µ(z), λ) = χ(λ)F (z, z¯, λ−1) · k(z, z¯).
Note that we use the notation χ(λ) for the monodromy of µ and write χ(g, λ) for the monodromy
of g ∈ Γ0. In order to obtain a (possibly branched) Willmore immersion of M = Mˇ/{p ∼ µ(p)},
two more conditions need to be satisfied: on the one hand we need to require χ(λ) ∈ ΛSO+(1, n+
3)◦σ and on the other hand we need χ(λ)λ=1 = I. Altogether we obtain this way that (µ, χ) is
an orientation reversing symmetry of yˇλ which is the symmetry (µ, I) for λ = 1 and therefore
produces a Willmore surface y : M → Sn+2.
Altogether we obtain as an application of Theorem 3.5
Theorem 4.4. We retain the notation introduced above.
(1) If Mˇ 6= S2, we start from some pi1(Mˇ) invariant potential η satisfying (4.2) for some
W˜+. Then the solution to the ode
dC = Cη, C(0, λ) = I
satisfies (4.3). Let (µ, χ) be a symmetry as above. Assume that χ(λ) ∈ ΛSO+(1, n+ 3)σ
for all λ ∈ S1 and χ(λ)|λ=1 = I. Then we obtain a harmonic map fˇ |λ=1 defined on Mˇ .
Moreover, the corresponding frame Fˇ , obtained from C by the unique Iwasawa splitting,
also satisfies (4.4). From this we obtain
(4.5) fˇ(µ(z), µ(z), λ) = χ(λ)fˇ(z, z¯, λ−1)?
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and, if fˇ is the oriented conformal Gauss map of a Willmore immersion yˇ, then we also
have
(4.6) yˇ(µ(z), µ(z), λ) = µχ(µ, λ)yˇ(z, z¯, λ−1) = [χ(λ)Yˇ (z, z¯, λ−1)].
All these together show that µ leaves yˇ(z, z¯, λ = 1) invariant. Therefore one obtains a
non–orientable Willmore surface y = yˇ(p) = yˇ(µ(p)) on M = Mˇ/{p ∼ pi(p)}.
(2) If Mˇ = S2, we start from some normalized potential η satisfying (4.2) defined on C ⊂ S2
for some W˜+. Note that in this case we have µ(0) =∞. Then the rest is the same as in
(1), except that the results hold on C \ {0}. Setting λ = 1 and taking the limit z → 0 for
(4.5) and (4.6), we also obtain the definition of fˇ |λ=1 and yˇ|λ=1 at ∞ = S2\C.
Proof. The only thing left to show is (2). As we have discussed in Section 2.2.7, the extended
frame is well-defined on C and the potential is meromorphically defined on S2 (See [9] more
details for the potentials on S2). And all the results on the symmetry of µ can be discussed on
C \ {0} without any further changes. Then (2) follows. 
In the above theorem we start from a potential satisfying (4.2). This involves the matrix
W˜+ and hence it is a complicated condition that the potential needs to satisfy. In the case of
orientable Willmore surfaces (compact or non-compact), we can show that one can avoid a term
like W˜+ by the right choice of potential. Unfortunately, for non–orientable Willmore surfaces
this is not the case. We present this result only for S2, but expect that such a result holds more
generally.
Theorem 4.5. Let y : S2 → Sn+2 be a Willmore immersion satisfying y ◦ µ = y for µ(z) =
−1z¯ . Then there exists no potential η for y such that µ∗η = Pη(z, λ−1)P−1 holds for some
P ∈ SO+(1, 3)× SO(n).
Proof. We can assume that the extended frame of y and the solution C to dC = Cη all attain
the value I at the base point z0 = 0. Let η− denote the normalized potential associated with
y and z0 = 0. then the meromorphic extended frame C− associated with η− and C are in the
relation
C = C− · h+, with h+ : S2 → Λ+GCσ .
Then we obtain
C(µ(z), λ) = χ(λ)C(z, λ−1) = χ(λ)C−(z, λ−1)W+(z¯, λ)h+(µ(z), λ),
with
W+(z¯, λ) = h+(z, λ−1) · h+(µ(z), λ)−1
on S2 \ {0,∞}. This can be rewritten in the form
(4.7) W+(z¯, λ) = A+(z¯, λ)h+(−1
z¯
, λ).
Note, by our assumptions C and C− are finite at z0 = 0, whence also h+ and A+ are finite at
z0 = 0. On the other hand, W+(z¯, λ) is not necessarily finite at z0 = 0. We observe that (4.7)
represents a Birkhoff decomposition of W+(z¯, λ), considered as a function of z¯ with parameter
λ. In particular, W+ is in the big Birkhoff cell relative to z¯. Since W+, A+ and h+ all permit
the continuous limit λ→ 0,
(4.8) W0(z¯) = A0(z¯)h0(−1
z¯
).
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On the other hand, the equation
(4.9) C−(µ(z), λ) = χ(λ)C−(z, λ−1)W+(z¯, λ).
can be read as
(4.10) W+(z¯, λ) =
(
χ(λ)C−(z, λ−1)
)−1
C−(−1
z¯
, λ).
Obviously, also this product represents a Birkhoff decomposition of W+ considered as a function
of z¯ with parameter λ. Since the limit λ→ 0 exists for W+ we have two possibilities:
(1) The limit stays in the big Birkhoff cell relative to z¯. In this case the factors need to
converge separately. But C− has no limit when λ→ 0 since C−(λ) is at least a polynomial
in λ−1 and non-constant.
(2) The limit does not stay in the big Birkhoff cell relative to z¯. Then W0 = U+δV− with
U+ anti-holomorphic at z = 0, V− anti-holomorphic at z =∞ and δ = δ(z) 6= I (a Weyl
group element). This contradicts (4.8) and proves the claim.

Remark 4.6. From the above it is clear that the construction of non–orientable Willmore surfaces
is more complicated than the construction of orientable ones. Indeed, we have found only a few
papers dealing with this issue. In the next section we will give some examples for Willmore
surfaces of type RP 2. In Section 6 we will discuss (equivariant) Willmore Moebius strips and
illustrate the theory by several examples. As a special case we also list Lawson’s examples. In
Section 7 we give a characterization of equivariant Willmore Klein bottles.
5. Isotropic Willmore immersions from RP 2 into S4
With the notation of Section 4.1, let us now consider the case M˜ = Mˇ = S2. We still assume
that the group of deck transformations corresponding to pi1(M) contains an anti-holomorphic
transformation which, since it is fixed point free, is automatically of order 2. By Theorem 4.1
we know that this means that we consider the case M˜ = Mˇ = S2 and M = RP 2, and that we
only need to deal with the anti-holomorphic automorphism
(5.1) µ : M˜ = S2 → S2, µ(z) = −1
z¯
.
To illustrate the theory presented in Section 4.1 and to find new examples of (possibly
branched) Willmore immersions of RP 2 into Sn+2, we will consider first all isotropic Willmore
two spheres in S4 and then we will single out all those among them which descend to Willmore
surfaces from RP 2 to S4. We choose these surfaces mainly due to two reasons. Firstly, it is easy
to write down all normalized potentials for isotropic Willmore surfaces in S4, see below or [9].
Secondly, although since the classical work of Bryant [3] there have been many descriptions of
isotropic surfaces in S4, examples of non–orientable Willmore surfaces are still rare. So far, in
the literature we only find discussions on this topic in [12] and [15]. For instance, there are very
few explicit examples of minimal RP 2 into S4 except the Veronese surface. So it is worthwhile
for an illustration of our work to consider isotropic Willmore surfaces in S4.
Let y : S2 → S4 be an isotropic Willmore surface. Then its normalized potential has the form
[9]
η = λ−1
(
0 Bˆ1
−Bˆ1tI1,3 0
)
dz,
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with
(5.2) Bˆ1 =
1
2

i(f ′3 − f ′2) −(f ′3 − f ′2)
i(f ′3 + f ′2) −(f ′3 + f ′2)
f ′4 − f ′1 i(f ′4 − f ′1)
i(f ′4 + f ′1) −(f ′4 + f ′1)
 , f ′1f ′4 + f ′2f ′3 = 0.
Here the functions fj , 1 ≤ j ≤ 4, are meromorphic functions on S2.
Theorem 5.1. Let y : S2 → S4 be an isotropic Willmore surface with its normalized potential
as above.
(1) Assume that y has the symmetry y ◦ µ = y. Then the following equations hold
(5.3)

f1(z) + (f1(z)f4(z) + f2(z)f3(z))f4(µ(z)) = 0,
f2(z) + (f1(z)f4(z) + f2(z)f3(z))f2(µ(z)) = 0,
f3(z) + (f1(z)f4(z) + f2(z)f3(z))f3(µ(z)) = 0,
f4(z) + (f1(z)f4(z) + f2(z)f3(z))f1(µ(z)) = 0.
(2) Conversely, consider a normalized potential η of the form (5.2) with meromorphic func-
tions fj. Assume that fj satisfies (5.3) and that η has a meromorphic antiderivative.
Then the harmonic map f |λ=1 induced by η can be projected to a map y from S2 to Sn+2.
Moreover, if y(z, z¯, λ) is not a constant map, then we have
y(µ(z), µ(z), λ) = y(z, z¯, λ),
and the harmonic map f |λ=1 is the oriented conformal Gauss map of the Willmore
surface y|λ=1.
We will leave the proof to the appendix and illustrate the theorem by examples.
A class of special solutions to (5.3) is the following
Lemma 5.2. Retaining the notation and the assumptions of Theorem 5.1, let
(5.4) f1 = −2mz2m+1, f2 = f3 = i
√
4m2 − 1z2m, f4 = −2mz2m−1,
with m ∈ Z+. Then the functions fj , j = 1, 2, 3, 4, satisfiy (5.3).
Using this lemma, it is easy to write down infinitely many potentials which will lead to different
Willmore immersions from RP 2 into S4. This family contains as a special case the well–known
Veronese sphere in S4 [21]. Moreover, from [20] one can see that all these Willmore surfaces are
conformally equivalent to some minimal surfaces in S4. First we mention the well–known
Example 5.3. Veronese sphere in S4. It is well known (see for example Example 5.21 of [9])
that the map y : S2 → S4, given by the formula
(5.5)
y =
(
2r2 − (1− r2)2
(1 + r2)2
,
√
3(z + z¯)(1− r2)
(1 + r2)2
,
−i√3(z − z¯)(1− r2)
(1 + r2)2
,
√
3(z2 + z¯2)
(1 + r2)2
,
−i√3(z2 − z¯2)
(1 + r2)2
)
,
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defines a Willmore immersion into S2 which is invariant under the action of µ given in (5.1)
above. Moreover, a lift Y (z, z¯, λ) of the associated family of y is given by ([9], [21])
Y (z, z¯, λ) =
1
2
(
1 + r2√
3
,
2r2 − (1− r2)2√
3(1 + r2)
,
(z + z¯)(1− r2)
1 + r2
,
−i(z − z¯)(1− r2)
1 + r2
,
λ−1z2 + λz¯2
1 + r2
,
−i(λ−1z2 − λz¯2)
1 + r2
)
.
(5.6)
From this formula it is easy to verify that y actually is an “S1−invariant” finite uniton type
immersion in the sense of [5], since one observes
(5.7) Y (z, z¯, λ) = RλY (z, z¯, λ = 1),
where
Rλ =
(
I4 0
0 R˜λ
)
, R˜λ =
(
λ−1+λ
2
i(λ−1−λ)
2
−i(λ−1−λ)
2
λ−1+λ
2
)
.
One can check easily
Y (µ(z), µ(z), λ) =
1
r2
R2λ · Y (z, z¯, λ−1) =
1
r2
Y (z, z¯, λ).
That is,
y(µ(z), µ(z), λ) = [Y (µ(z), µ(z), λ)] = [Y (z, z¯, λ)] = y(z, z¯, λ).
Moreover, setting m = 1 in (5.4), we obtain f1 = −2z3, f2 = f3 = i
√
3z2, f4 = −2z.
By Formula (2.7) of [10] (see also [21]), the corresponding Willmore surfaces form exactly the
associate family of the Veronese sphere with Area(y) = W (y) + 4pi = 12pi.
Example 5.4. Setting m = 2 in (5.4), we have f1 = −4z5, f2 = f3 = i
√
15z4, f4 = −4z3. So
the matrix Bˆ1 in its normalized potential is of the form
Bˆ1 =

0 0
−4√15z3 −4i√15z3
−2z2(3− 5z2) −2iz2(3− 5z2)
−2iz2(3 + 5z2) 2z2(3 + 5z2)
 .
Let y be the corresponding Willmore surface. By formula (2.7) of [10] (see also [21]), a lift
Y (z, z¯, λ) of the associated family of y is given by
(5.8) Y (z, z¯, λ) =

(3r4 − 4r2 + 3)(1 + r2)2
−(3r8 − 8r6 + 8r4 − 8r2 + 3)√
15(z + z¯)(1− r2)(1 + r4)
−i√15(z − z¯)(1− r2)(1 + r4)√
15(λ−1z4 + λz¯4)
i
√
15(λ−1z4 − λz¯4)
 =

y0
y1
y2
y3
y4
y5
 .
We have
〈Yz(z, z¯, λ), Yz¯(z, z¯, λ)〉 = 30
(
r4(r2 − 2)2 + 2r4 + (2r2 − 1)2) (1 + r2)2,
showing that y(z, z¯, λ) is an immersion at all z ∈ C. Together with
y(µ(z), µ(z), λ) = [Y (µ(z), µ(z), λ)] =
[
1
r8
Y (z, z¯, λ)
]
= y(z, z¯, λ)
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for µ(z) = −1z¯ and z ∈ C, we see that y is a Willmore immersion (without branched points)
from RP 2 to S4. Moreover, y = 1y0 (y1, y2, y3, y4, y5)
t is in fact a minimal immersion from RP 2
to S4 (see [20]) , with induced metric
|yz|2 = 30(1− 4r
2 + 10r4 − 4r6 + r8)
(3r4 − 4r2 + 3)2(1 + r2)2
and
Area(y) = W (y) + 4pi = 20pi.
Example 5.5. Setting m = 3 in (5.4), we have f1 = −6z7, f2 = f3 = i
√
35z6, f4 = −6z5. So
its normalized potential is of the form
Bˆ1 =

0 0
−6√35z5 −6i√35z5
−3z4(5− 7z2) −3iz2(5− 7z2)
−3iz4(5 + 7z2) 3z2(5 + 7z2)
 .
Let y be the corresponding Willmore surface. By formula (2.7) of [10] (see also [21]), a lift
Y (z, z¯, λ) of the associated family of y is given by
(5.9) Y (z, z¯, λ) =

5 + 7r2 + 7r12 + 5r14
−5 + 7r2 + 7r12 − 5r14√
35(z + z¯)(1− r12)
−i√35(z − z¯)(1− r12)√
35(λ−1z6 + λz¯6)(1 + r2)
i
√
35(λ−1z6 − λz¯6)(1 + r2)
 =

y0
y1
y2
y3
y4
y5
 .
We have
〈Yz(z, z¯, λ), Yz¯(z, z¯, λ)〉 = 70(1 + 36r10 + 70r12 + 36r14 + r24)
showing that Y (µ(z), µ(z), λ) is an immersion at all z ∈ C. Together with
y(µ(z), µ(z), λ) = [Y (µ(z), µ(z), λ)] =
[
1
r14
Y (z, z¯, λ)
]
= y(z, z¯, λ)
for µ(z) = −1z¯ and z ∈ C, we see that y is a Willmore immersion (without branch points) from
RP 2 to S4. Moreover, y = 1y0 (y1, y2, y3, y4, y5)
t is in fact a minimal immersion from RP 2 to S4
(see [20, 21]), with induced metric
|yz|2 =
70
(
1 + 36r10 + 70r12 + 36r14 + r24
)
y20
,
and
Area(y) = W (y) + 4pi = 28pi.
Remark 5.6.
(1) In [15], using a formula of Bryant [3] constructing all isotropic minimal surfaces in S4,
Ishihara provided a description of non–orientable, isotropic harmonic maps into S4 but
the immersion property is not discussed [15]. It is difficult to compute an immersion
explicitly following his approach. Therefore, to the authors’ best knowledge, our exam-
ples above are, with the exception of the Veronese spheres, the first explicitly known
non–orientable minimal immersions from RP 2 into S4. Actually, one can produce many
more examples using Lemma 5.2, Theorem 5.1 and formula (2.7) of [10] (see also [21]).
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(2) It is straightforward to see that the above examples are all equivariant in the sense of
formula (3.1) of [12]. Moreover, the Veronese sphere is homogeneous and the other two
examples given above are not homogeneous.
6. Equivariant Willmore surfaces from Moebius strips into spheres
In this section we consider equivariant Willmore Moebius strips in Sn+2 and provide an
equivalent description of all equivariant Willmore Moebius strips. As an illustration of our
method we discuss a minimal Willmore Moebius strip in S3 which was introduced by Lawson
[16]. We also prove the existence of many Willmore Moebius strips not conformally equivalent
to the Lawson examples. This is another illustration of our results of Section 4 about non–
orientable translationally equivariant Willmore surfaces( i.e., equivariant with respect to the
1–parameter group action z → z + t). We refer to [6] or [11] for more details on translationally
equivariant Willmore surfaces.
6.1. Equivariant Willmore surfaces of Moebius strips. In this subsection we show how
one can construct Willmore surfaces from Moebius strips to Sn+2. More precisely, we show
that if the potential of an equivariant Willmore surface satisfies certain conditions, then the
corresponding Willmore surface actually descends to a Willmore surface from a Moebius strip
into Sn+2.
We will show below that all equivariant Willmore Moebius strips are generated by a z-
independent “Delaunay type matrix” D(λ) via the holomorphic potential D(λ)dz. In our pro-
cedure to construct the Willmore surface we need to perform an “Iwasawa splitting”
exp(zD(λ)) = F (z, z¯, λ)V+(z, z¯, λ)
as discussed earlier. Since our group SO+(1, n + 3) is not compact, it will generally happen
that the Iwasawa splitting may not be performed for all z. However, due to the action of the
one-parameter group z → z + t such singular points form whole lines parallel to the real axis.
One can show that the Willmore surface is an immersion in the open strip (parallel to the real
axis) between two singular lines. A precise description of the singular set is still open for the
case of Willmore surfaces. However, for different surface classes the singular set is determined
e.g. by the poles of some elliptic function along the real axis. As a consequence, in this paper
we will focus on Moebius surfaces defined from an open strip S containing the real axis and
invariant under z → z¯ + pi.
As outlined in section 4, we first construct a Willmore surface yˇ : Mˇ → Sn+2 defined on the
orientable double cover Mˇ of a Moebius strip M .
6.1.1. The general theory of translationally equivariant Willmore surfaces. First we have the
following definition of (conformally) translationally equivariant Willmore surfaces.
Definition 6.1. [6, 11] A conformal map y : S → Sn+2 is called a translationally equivariant
Willmore surface if there exists a one-parameter subgroup R(t) : R→ SO+(1, n+ 3) such that
(6.1) y(z + t) = R(t)y.
Theorem 6.2. [6, 11]
(1) Let y : S → Sn+2 be a translationally equivariant Willmore surface with its extended
frame F (z, λ) satisfying F (0, λ) = I. Then there exists a holomorphic potential
(6.2) η = D(λ)dz, where D(λ) = λ−1D−1 +D0 + λD1 and where D1 = D−1.
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Here D(λ) = α′(0) +α′′(0) is constant with α being of the form stated in [9], Proposition
2.2. And the solution
(6.3) C(z, λ) = exp zD(λ)
to the ODE dC = Cη, C(0, λ) = I, for all λ ∈ S1, gives a holomorphic frame of y.
(2) Conversely, an η in (6.2) will produce a holomorphic frame C(z, λ) and then give a
translationally equivariant Willmore surface y by the procedure outlined in Theorem 3.10
of [9].
(3) Moreover, there exists some t0 ∈ R+ such that y(z + t0) = y(z) for all z ∈ C (i.e. y is a
Willmore cylinder) if and only if
exp(t0D(λ))|λ=1 = I.
Remark 6.3.
(1) The proof is a fairly straightforward employment of the theory of Burstall & Killian [6]
for Willmore surfaces under the framework of [9]. We refer to [11] for a proof.
(2) Note that the choice of D(λ), i.e., D(λ) being of the form stated in [9], Proposition 2.2.,
ensures that the map y is immersed in a neighbourhood of z = 0. The global immersion
property of y is more subtle as mentioned above. In particular, even though the potential
D(λ)dz is defined on all of C, it may not be possible to define the surface y on all of
C. But we know, that y will be defined on open strips parallel to the real axis. And in
particular, y will be an immersion on an open strip S containing the real axis.
6.1.2. Equivariant Willmore surfaces from a Moebius strip to Sn+2. Following Theorem 4.2, we
consider the transformation
(6.4) µ(z) = z¯ + pi.
and restrict our attention to strips S containing the real axis which are invariant under µ. The
group Γ = ΓM = pi1(M) generated by µ satisfies
(6.5) Γ = Γ0 ∪ µΓ0 where Γ0 = ΓM,0 = {z → z + 2npi}, n ∈ Z.
Since no element of Γ has any fixed point, except the identity transformation, Mˇ = Γ0/C is
a smooth real surface, actually a cylinder, the orientable double cover of the Moebius strip
M = Γ/S to be constructed.
Let’s assume now that µ induces a symmetry of the translationally equivariant Willmore
surface y : S → Sn+2, generated by D(λ). Then from the definition C(z, λ) = exp(zD(λ) we
obtain
(6.6) C(µ(z), λ) = exp(piD(λ))C(z¯, λ).
Since µ ◦ µ(z) = z + 2pi, we have moreover
(6.7) C(γn(z), λ) = exp(2npiD(λ))C(z, λ),
if γn(z) = z + 2npi ∈ Γ0.
Now let us focus firstly on translationally equivariant Willmore surfaces with symmetry (µ, S).
Theorem 6.4.
(1) Let y : S → Sn+2 be a translationally equivariant, Willmore surface with a symmetry
(µ, S) satisfying Y ◦ µ = SˆY for some Sˆ ∈ SO+(1, n + 3). Here Y is the canonical lift
of y w.r.t. z. Let η = D(λ)dz be its potential (6.2) as stated in Theorem 6.2. Then
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(a) The frame C(z, λ) satisfies
(6.8) C(µ(z), λ)) = χ(λ) · C(z, λ−1) ·W+(z¯, λ) for all z ∈ C.
Here
W+(z¯, λ) = W+(z¯, λ = 1)
= W0(z¯) ∈ SO+(1, n+ 3,C) ∩ (O+(1, 3,C)×O(n,C)),
(6.9)
with W0(u) ∈ SO+(1, n+3)∩ (O+(1, 3)×O(n)). And the monodromy χ(λ) satisfies
(6.10) χ(λ) = exp(piD(λ)) ·W0(0)−1, χ(λ)|λ=1 = Sˆ.
(b) The potential D(λ) satisfies
(6.11) dW0(z¯) = W0(z¯)D(λ)−D(λ−1)W0(z¯),
from which we obtain
(6.12) W0(z¯) = exp(−z¯D(λ−1))W0(0) exp(z¯D(λ)) with W0(0)D−1 = D1W0(0).
(2) Conversely, if we have some potential η = D(λ)dz in the form [9], Proposition 2.2. which
satisfies (6.12) for some W0(z¯), where W0(u) ∈ SO+(1, n + 3) ∩ (O+(1, 3) × O(n)) for
all u ∈ R, then the Willmore surface yλ defined on some open strip S containing the real
axis and associated with η admits the transformation (µ, χ(λ)) as a symmetry, where
χ(λ) = exp(piD(λ)) ·W0(0)−1.
Proof. (1). First applying Theorem 4.4 to the surface yˇ with symmetry (µ, I), we obtain that
C satisfies (6.8). Comparing with (6.6) we have
exp(piD(λ))C(z¯, λ) = χ(λ)C(z, λ−1)W+(z¯, λ)
for some χ(λ) and W+(z¯, λ). Setting z = u+ i0, we have
(6.13) W+(u, λ) = C(u, λ−1)
−1
χ(λ)−1 exp(piD(λ))C(u, λ).
Since all terms on the right side of this equation are real, we have that W+(u, λ) = W+(u) ∈
SO+(1, n + 3,C) ∩ O(1, 3) × O(n). As a consequence, we obtain that W+(z¯, λ) = W0(z¯) ∈
SO+(1, n + 3,C) ∩ O(1, 3,C) × O(n,C). Setting furthermore u = 0 in (6.13) we obtain (6.10).
Differentiating both sides of (6.6) yields to (6.11). It is easy to verify that W0(z¯) in (6.12) solves
(6.11). Comparing the λ–terms in (6.11), we obtain that W0(0)D−1 = D1W0(0). This finishes
the proof of (1).
(2). The equation (6.12) is equivalent to
µ∗η(z, λ) = W+(z¯)−1η(z, λ−1)W+(z¯) +W+(z¯)−1dW+(z¯).
Integrating this equation with initial condition C(0, λ) = I, we see that there exists some χ(λ)
such that
C(µ(z), λ)) = χ(λ) · C(z, λ−1) ·W+(z¯)
holds for all z ∈ C. Setting z = 0, we obtain exp(piD(λ)) = χ(λ)W+(0). Since exp(piD(λ)) ∈
ΛSO(1, n+ 3)σ, we see that χ(λ) = exp(piD(λ))W+(0)
−1 ∈ ΛSO(1, n+ 3)σ. 
Recall that a surface y is full if Fix(y) ⊂ SO+(1, n + 3) is {I}. Restricting to full Willmore
Moebius strips, we have now
Theorem 6.5.
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(1) We retain the assumptions and results of Theorem 6.4 (1) and assume moreover that
y is full and that y descends to a Willmore surface of the cylinder Γ0/S and also to a
Willmore immersion from the Moebius strip Γ/S (See (6.5) for the definitions of Γ0 and
Γ). Then, up to some conformal transformation, we have
(6.14) W+(z¯, λ) = W0(z¯) = W0(0) = exp(piD(λ))|λ=1 = diag(1, 1, 1,−1,−1,±1, · · · ,±1)
where W0(0) ∈ SO+(1, n+ 3).
(2) Conversely, consider some potential η = D(λ)dz which induces a Willmore surface y
defined on the cylinder Γ0/S with symmetry S = µ(S). If then (6.12) and (6.14) are
satisfied for W0(z¯) = W0(0) = diag(1, 1, 1,−1,−1,±1, · · · ,±1) ∈ SO+(1, n+3), then the
transformation µ leaves the Willmore surface y = yλ|λ=1 invariant and thus y descends
to a Willmore Moebius strip.
Proof. (1). First we note that similar to the proofs in Section 3, we have for the frame of y the
relation
F ◦ µ = χ(λ)Fk.
So we obtain F ◦ µ|λ=1 = χ(λ)Fk|λ=1. As a consequence, we have y ◦ µ|λ=1 = χ(λ)y|λ=1.
Since y ◦ µ|λ=1 = y|λ=1, we have χ(λ)y|λ=1 = y|λ=1. Since y is full, we have χ(λ)|λ=1 = I.
As a consequence, we have W0(0) = exppiD(λ)|λ=1. So W0(0)D(λ)|λ=1 = D(λ)|λ=1W0(0).
Since W0(0)D−1 = D1W0(0), we see W0(0)D0 = D0W0(0). As a consequence, W+(z¯) =
exp(−z¯D(λ−1))W0(0) exp(z¯D(λ)) = W0(0). Then we obtain the first equality in (6.14).
For the second one, recall that in this case we have µ(z) = z¯ + pi, which shows that the
k in (3.1) of Theorem 3.1 is (by taking derivatives for µ) of the form k = diag(k1, k2) with
k1 = diag(1, 1, 1,−1). Substituting z = 0 into F ◦ µ = χ(λ)Fk and λ = 1, we have
exppiDλ|λ=1 = k(0).
Since det k2 = −1, k2(0)2 = In and k2(0) ∈ O(n), we have that k2 has only eigenvalues ±1
and the number of −1 is odd. So k2(0) is conjugate to diag(−1, · · · ,−1, 1 · · · , 1) with odd
number of −1. Changing Dλ if necessary, we can assume that k2(0) = diag(−1,±1, · · · ,±1)
with det k2(0) = −1.
(2). Using Case (2) of Theorem 6.4, we obtain that χ(λ)|λ=1 = exppiDλ|λ=1W0(0)−1 = I. 
Theorem 6.5 gives a characterization of all equivariant Willmore Moebius surfaces in Sn+2.
In particular, we can classify all translationally equivariant Willmore Moebius strips in S3. For
this purpose, we recall the following loop group characterization of all translationally equivariant
Willmore surfaces in S3 (compare [6] for CMC surfaces)
Theorem 6.6. [11] Let η = λ−1L(λ)dz be a holomorphic potential of the form
(6.15) L(λ) =

0 0 1−s1−2k
2√
2
s2√
2
βλ
0 0 1+s1+2k
2√
2
− s2√
2
−βλ
1−s1−2k2√
2
−(1+s1+2k2)√
2
0 0 −λ−1k1 − λk¯1
s2√
2
s2√
2
0 0 i(λk¯1 − λ−1k1)
βλ βλ λ
−1k1 + λk¯1 i(λ−1k1 − λk¯1) 0
 ,
where s1 ∈ R, s2 ∈ R, βλ =
√
2(λ−1β1 + λβ¯1) and k = |k1|. Then there exists some open strip
S ⊂ C, with S = µ(S) and S containing the real axis, such that there exists a translationally
equivariant Willmore surface y : S ⊂ C → S3 satisfying y(z + t) = R(t)y for some R(t) ∈
SO+(1, 4).
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Applying Theorem 6.6 we can describe all translationally equivariant Willmore Moebius strips
in S3 as below. Note that this generalizes the examples given by Lawson [16], as we will prove
in Section 6.2.
Theorem 6.7. Retaining the notation in Theorem 6.6, we have
(1) y descends to a Willmore immersion from the Moebius strip M = Γ/S, where Γ =
Γ0 ∪ µΓ0, and Γ and Γ0 are as defined in (6.5) restricted to S, if and only if there exist
positive integers m, l ∈ Z+ with (m, l) = 1 and 2|m such that
(6.16) s1 =
m2 − l2
2
, s2 = 0, k1 = − il
2
and β1 = −β¯1.
(2) y is conformally equivalent to some minimal surface in some space form if and only if
β1 = 0. In this case, S = C and y is conformally equivalent to one of Lawson’s minimal
Klein bottles in S3.
(3) Moreover, there exists infinitely many translationally equivariant Willlmore Moebius
strips M in S3 which are not conformally equivalent to any minimal surfaces in any
space form.
The case (1) of Theorem 6.7 can be derived from the following lemma.
Lemma 6.8. We retain the assumptions in Theorem 6.7. Let yλ be its associated family. Then
L(λ) and W0(z¯) = diag(1, 1, 1,−1,−1) solve (6.12) if and only if
(6.17) β1 = −β¯1, k1 = −k¯1 & s2 = 0.
Moreover, if (6.17) holds, then the corresponding Willmore surface yλ admits the symmetry
(µ, χ(λ)) with χ(λ) = exp(piL(λ))W0(0)
−1, and the eigenvalues of L(λ)|λ=1 are 0,±2k1 and
±√−4|k1|2 − 2s1. In particular, χ(λ)|λ=1 = I if and only if e2pik1 = −epi√−4|k1|2−2s1 = −1, i.e.,
if and only if (6.16) holds.
Proof. (1). By Theorem 6.4, we see that the matrices Lλ and W0(z¯) = W0(0) solve (6.12) if
and only if W0(0)L(λ)− L(λ−1)W0(0) = 0, which is equivalent to (6.17) by substituting (6.15)
into the above equation. The symmetry argument follows from (6.10) and the computations of
eigenvalues are straightforward.
(2). By Theorem 6.5, y descends to a Willmore immersion from the Moebius strip if and only
if
exppiL(λ)|λ=1 = W0(z¯) = diag(1, 1, 1,−1,−1).
Since χ(λ)|λ=1 = exp(piL(λ))|λ=1W0(0)−1 = I if and only if e2pik1 = −e2pi
√
−|k1|2−2s1 = −1, (2)
follows straightforwardly. 
Note that this lemma provides all translationally equivariant Willmore surfaces with symme-
tries (µ, χ(λ)) and χ(λ) = exp(piL(λ))W0(0)
−1.
Proof of Theorem 6.7: The first statement on the holomorphic potential comes from an appli-
cation of the standard theory of translationally equivariant harmonic maps [6] to the canonical
form of the M-C form of a lift of a Willmore surface [9]. See also [11].
(1) follows from Lemma 6.8.
As to (2) and (3), first we note that there exists no non-orientable translationally equivariant
minimal surfaces in R3, since the Catenoid is the only translationally equivariant minimal surface
in R3. Secondly, by Lemma 1.2 of [20] (see also [14]), y is conformally equivalent to a minimal
surface in S3 or H3 if and only if so is its associated family. As a consequence, the monodromy
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matrix exp(piL(λ)) takes value in some subgroup of SO+(1, 4) conjugate to SO(4) for all λ if y
is conformally equivalent to a minimal surface in S3 . And the monodromy matrix exp(piL(λ))
takes value in some subgroup of SO+(1, 4) conjugate to SO+(1, 3) for all λ if y is conformally
equivalent to a minimal surface in H3. An elementary computation shows that L(λ) has the
eigenvalues
(6.18) 0,±
√
2
2
√
−(m2 + l2)±
√
(m4 + l4 + |β1|2)− (λ2 + λ−2)(m2l2 + 1
2
|β1|2).
If the complex number β1 is not 0, then L(λ) has four purely imaginary eigenvalues, when λ = 1
and has two real eigenvalues and two purely imaginary eigenvalues, when λ = i. But, by what
was said above, the type of eigenvalue can not change within the associated family in such a
way. This contradiction implies β1 = 0.
We will show in the next subsection, by concrete computations, that the case β1 = 0 provides
exactly the potentials of Lawson’s examples, which was in fact a motivation for the above results.
2
Figure 1. Willmore Moebius strip computed with a numerical implentation of
DPW (with parameter X = bjorlingc(1, 0, 0, -1/2, -2-1/2) in [2]). Left: The
case (u, v) ∈ [−pi, pi]× [−pi, pi]. Middle: The case (u, v) ∈ [−pi, pi]× [−pi/10, pi/10].
Right: The case (u, v) ∈ [−pi/20, pi/20]× [−pi, pi].
The examples below provide Willmore Moebius strips in S4 which admit no dual surfaces.
Example 6.9. Set
(6.19) D(λ) =

0 0
√
2
4 0 βλ 0
0 0 5
√
2
4 0 −βλ 0√
2
4 −5
√
2
4 0 0
i(λ−1−λ)
2 −λ
−1+λ
2
0 0 0 0 −λ−1+λ2 − i(λ
−1−λ)
2
βλ βλ − i(λ
−1−λ)
2
λ−1+λ
2 0 0
0 0 λ
−1+λ
2
i(λ−1−λ)
2 0 0

.
with βλ =
√
2(λ−1β1 + λβ¯1). Set β1 = iβ10 with β10 ∈ R+. We see that the eigenvalues of D(λ)
are {0, 0,±2i,±i}. Moreover, we have
exp(piD(λ)) = W0(0) = diag(1, 1, 1,−1,−1, 1),
and exp(−z¯D(λ−1))W0(0) exp(z¯D(λ)) = W0(0). By Theorem 6.4, the corresponding Willmore
surface y is an equivariant Willmore Moebius strip in S4. Moreover, since the rank of B1 is
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2, it is not S-Willmore (see for example [9]) and hence can not be conformal equivalent to any
minimal surface in any space form.
6.2. Willmore Moebius strips in S3 associated with Lawson’s Klein bottles. In formula
(7.1) of [16] families of minimal tori and minimal Klein bottles in S3 were given by concrete
expressions (also see Theorem 3 of [16] for more information). Here we use one of the simplest
examples [16] to construct a Willmore Moebius strip in S3, to illustrate the theory presented in
the last subsection and to finish the proof of the Lawson’s examples part of Theorem 6.7.
6.2.1. Definition and basic properties of Lawson’s minimal Klein bottles into S3. We consider
the minimal immersion y : R× R→ S3 given by [16]:
(6.20) y(u, v) = (cos(mu) cos(vˆ(v)), sin(mu) cos(vˆ(v)), cos(lu) sin(vˆ(v)), sin(lu) sin(vˆ(v))).
Here m, l ∈ Z+, 2|ml and (m, l) = 1. If l is an even number, we can change the coordinates such
that the new surface is congruent to the above one after applying an isometry of S3. So w.l.g.
we assume that m > 0 is an even integer.
Note that u+ ivˆ is not a complex coordinate of y, but if we set
eω(vˆ) =
√
m2 cos2 vˆ + l2 sin2 vˆ, v =
∫ v
0
e−ω(vˇ)dvˇ, ν = 2
∫ pi
0
e−ω(vˇ)dvˇ,
and let vˆ(v) be the inverse function of v(vˆ), we will have that z = u+ iv is a complex coordinate
of y with vˆ(−v) = −vˆ(v), vˆ(0) = 0, vˆ(v + ν) = vˆ(v) + 2pi, and dvˆdv = eω.
This immersion has several symmetries (also see Section 4.2):
(1) The immersion y is equivariant relative to the variable u ([6], [11]):
(6.21) y(u+ t, v) = R(t)y(u, v) for all t ∈ R.
Here R(t) rotates continuously the first two coordinates by an angle of 2t and the last
two coordinates by the angle t. Moreover, R(0) = I and R(t) is a one-parameter group.
Since we now consider Moebius strips and Klein bottles explicitly, it is convenient to
adjust slightly our notation introduced in Section 4.2 and Section 6.5. In particular, by
abuse of notation we denote by T1 and T2 the translations defined below.
(2) The immersion is invariant under the transformations T1 and T2:
(6.22) T1 : (u, v) 7→ (u+ 2pi, v) and T2 : (u, v) 7→ (u, v + 2v0).
(3) The immersion is invariant under the transformation µ:
(6.23) µ(u, v) = (u+ pi,−v).
Using these transformations one can define several natural quotients of R× R:
(1) The cylinders M1 = C/ZT1, and M2 = C/ZT2;
(2) The torus T = C/Γ˜, where Γ˜ = {mT1 + nT2|m,n ∈ Z};
(3) The Moebius strip M = C/Γ, where Γ = Γ0 ∪ µΓ0 and Γ0 = ZT1;
(4) The Klein bottle K = C/Ξ, where Ξ = Γ˜ ∪ µΓ˜.
To illustrate what was said in Section 6.1, we consider the case of the Moebius strip M, case
(3) above. Then, in Section 7, we will consider case (4), the Klein bottles. Note that a Klein
bottle is not a quotient of a Moebius strip. But on the level of universal covering spaces their
fundamental groups are closely related. Moreover, the invariant potentials generating Willmore
surfaces differ only by one additional symmetry.
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6.2.2. Determining the Delaunay type matrix for y considered as an equivariant surface. Since
M is derived as quotient of the equivariant cylinder M1, we consider this equivariant surface
first. Hence we consider a potential of type (6.2).
We recall that y(u, v) is equivariant relative to z → z + t. We note that this implies that the
frame F in (2.6) satisfies γ∗t F = R(t)Fk, where R(t) is a one-parameter group and therefore
consists of orientation preserving transformations. In [11] it is shown that one can consider
w.l.g. frames for which k ≡ I. If we normalize F to Fˆ (z, λ) = F (0, λ)−1F (z, λ), then Fˆ satisfies
Fˆ (0, λ) = I, i.e., the assumptions of [6], and the matrix D(λ) = F (0, λ)−1L(λ)F (0, λ) generates
the Willmore immersion y. Note that Fˆ has the same Maurer–Cartan form as F , but satisfies
a different initial condition at z = 0. Hence Fˆ yields an associated family of Willmore surfaces
which is conformally equivalent to the one of y. Therefore, without loss of generality, to derive
a holomorphic potential for y, it suffices to compute L(λ):
First we have |yu|2 = |yv|2 = m2 cos2 vˆ + l2 sin2 vˆ = e2ω. Setting
n = e−ω(l sin vˆ sinmu,−l sin vˆ cosmu,−m cos vˆ sin lu,m cos vˆ cos lu),
we derive that 〈n, n〉 = 1, 〈n, y〉 = 〈n, yu〉 = 〈n, yv〉 = 0, det(y, yu, yv, n) > 0. Next we compute
〈yuu, n〉 = 〈yvv, n〉 = 0, 〈yuv, n〉 = ml. Altogether we obtain
yzz = 2ωzyz + Ωn,
yzz¯ = −12e2ωy,
nz = −2e−2ωΩyz¯,
with Ω = − i2〈yuv, n〉 = −iml. Setting Y = e−ω(1, y), we have |Yz|2 = 12 and
Yzz = − s2Y + kψ,
Yzz¯ = −|k|2Y + 12N,
Nz = −2|k|2Yz − syz¯ + 2kz¯ψ,
ψz = 2kz¯Y − 2kYz¯,
with s = 2(ωzz − ω2z), k = e−ωΩ = −ie−ω and kz¯ = ie−ωωz¯. Since
2e2ωωz = i(m
2 − l2) cos vˆ sin vˆeω,
we obtain
ω|z=0 = lnm, ωz|z=0 = 0, ωzz|z=0 = m
2 − l2
4
, s(0) =
m2 − l2
2
, k(0) = − il
2
and kz¯(0) = 0.
As a consequence, we obtain for the frame F (z, λ), formed like the frame in (2.6) (see also Propo-
sition 2.2 of [9]), that α(0, λ) = α(0, λ)′dz + α(0, λ)′′dz¯, with α(0, λ)′ = F (z, λ)−1F (z, λ)z|z=0
being equal to 
0 0 −m2−2
4
√
2
−i(2+m2−2l2)
4
√
2
0
0 0 m
2+2
4
√
2
−i(2−m2+2l2)
4
√
2
0
−m2−2
4
√
2
−m2+2
4
√
2
0 0 iλ
−1l
2
−i(2+m2−2l2)
4
√
2
−i(2−m2+2l2)
4
√
2
0 0 −λ−1l2
0 0 − iλ−1l2 λ
−1l
2 0

.
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Hence
(6.24) L(λ) = α(0, λ)′ + α(0, λ)′′ =

0 0 −m2−2
2
√
2
0 0
0 0 m
2+2
2
√
2
0 0
−m2−2
2
√
2
−m2+2
2
√
2
0 0 i(λ
−1l−λl)
2
0 0 0 0 −λ−1l+λl2
0 0 − i(λ−1l−λl)2 λ
−1l+λl
2 0

.
By [11] (compare also [6]), we obtain that
(6.25) ηˆ = L(λ)dz
is a holomorphic potential generating a Willmore surface conformally equivalent to y, as ex-
plained above. The eigenvalues of Lλ=1 are 0, ±im and ±il. Note that the matrix D(λ) =
F (0, λ)−1L(λ)F (0, λ) has the same eigenvalues as L(λ). In fact, if we replace F by Fˆ (z, z¯, λ) =
F (0, 0, λ)−1F (z, z¯, λ). Then the Maurer-Cartan form is the same for both frames. But we have
Fˆ (0, 0, λ) = I for all λ, and now the corresponding holomorphic potential is exactly ηˆ = L(λ)dz.
So using L(λ) instead of D(λ) will also yield Moebius and Klein. The actual immersion yˆ differs
from y by F (0) which one could compute. Note that the potential in (6.24) is exactly the case
β1 = 0 in Theorem 6.7, which also finishes the proof of Theorem 6.7.
Remark 6.10. Lawson’s examples actually descend to equivariant Willmore immersions from
Klein bottles to Sn+2. We will discuss this example and other Willmore Klein bottles by our
method in the next section.
7. Characterization of equivariant Willmore Klein bottles into spheres
In the last section we discussed example (6.20) above as an example of a Willmore surface
yL which descends to a map from a doubly infnite Moebius strip M to S3, thus illustrating our
general theory. Actually, yL descends to a Willmore surface defined on a Klein bottle. In this
section we will discuss more generally equivariant Willmore Klein bottles into Sn+2. Clearly,
there are three distinguished features: “equivariant”, “torus”, “non-orientable”. In the literature
the feature “equivariant” is also rephrased as “finite type of degree 1”. Hence one could try to
generalize techniques developed for finite type tori to our case. This is a very interesting open
problem. But this is far beyond this paper.
So we start from equivariant Moebius strips as discussed in the last section and investigate,
when there exists an additional translational symmetry on its universal cover.
7.1. Equivariant Willmore surfaces with additional symmetries. For an equivariant
Willmore surface, if ω denotes a non-real translational symmetry, then also i=(ω) is a transla-
tional symmetry, since we assume our surface to be equivariant relative to all real translations
anyway. Hence, altogether, we consider the symmetry transformations listed in the end of
Section 6.2.1 (also see Section 4.2).
Let y : C → Sn+2 be a full, translationally equivariant, Willmore surface which descends to
a Willmore surface from the Moebius strip M to Sn+2. Then, as discussed in Section 4 and
Section 6, its extended frame has the symmetries (T1, ρ1) and (µ, χ), where T1 is translation by
2pi and ρ1 is the corresponding monodromy matrix.:
F (z, λ) ◦ T1 = ρ1(λ)F (z, λ)R1+(z, λ), F (z, λ) ◦ µ = χ(λ)F (z, λ)Rˆ+(z, λ),
with ρ1(λ)|λ=1 = χ(λ)|λ=1 = I.
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Theorem 7.1. Let y : C→ Sn+2 be a full, translationally equivariant, Willmore surface which
descends to a Willmore surface from the Moebius strip M to Sn+2. Then we obtain
(1) If y also admits the symmetry (T2, ρ2) in addition to the symmetries (T1, ρ1) and (µ, χ),
then
(7.1) exp(2iνD(λ)) = R+(λ)R+(λ)
−1,
with R+(λ) ∈ Λ+SO(1, n+ 3, C)σ and R+(λ)D(λ) = D(λ)R+(λ). In this case we have
(7.2) ρ2(λ) = exp(iνD(λ))R+(λ),
and, in addition to ρ1(λ = 1) = I and χ(λ = 1) = I, which holds by assumption, we also
have ρ2(λ) ∈ ΛSO+(1, n+ 3)σ.
(2) Conversely, assume that D(λ) and ρ2(λ) satisfy (7.1) and (7.2), then T2 is a symmetry
of y. In particular, if we have in addition
ρ2(λ)|λ=1 = I,
then y descends to a Willmore Klein bottle in Sn+2.
Proof. (1) Let (T2, R2) be a symmetry of y. So we can choose a frame F such that T
∗
2F = Rˆ2F kˇ.
Note, our choice of frame shows that kˇ = diag(I, kˇ2) and by changing the orthonormal basis
of the normal bundle appropriately we can assume that T ∗1F (z, z¯, λ) = ρ1(λ)F (z, z¯, λ) and
T ∗2F (z, z¯, λ) = ρ2(λ)F (z, z¯, λ) hold, with Theorem 6.4 staying correct. Here ρj(λ)|λ=1 = Rˆj
for j = 1, 2. As a consequence the Maurer–Cartan form of F is actually doubly–periodic with
periods 2pi and iν.
Asssume that F−1dF = α = α′′λ +α
′′
λ and F (iv,−iv, λ) = exp(ivD(λ))V+(v, λ). We recall the
following formulas of [11] (See also [6])
(7.3) (V+)v = −2iV+α′′λ, V+(0, λ) = I,
(7.4) V −1+ D(λ)V+ = α′′λ + α
′′
λ.
Since T ∗2α = α, we obtain by (7.4) that V+(v+ν, λ)−1D(λ)V+(v+ν, λ) = V+(v, λ)−1D(λ)V+(v, λ).
Setting Rˆ(v, λ) = V+(v+ν, λ)V+(v, λ)
−1 yields [Rˆ(v, λ), D(λ)] = 0. Differentiating V+(v+ν, λ) =
Rˆ(v, λ)V+(v, λ) for v shows that Rˆ(v, λ) is independent of v, since V+ satisfies (7.3) and T
∗
2α = α.
Now set R+(λ) = Rˆ(v, λ). We have
ρ2(λ)F (iv,−iv, λ) = F (i(v + ν),−i(v + ν), λ)
= exp(i(v + ν)D(λ))V+(v + ν, λ)
= exp(iνD(λ)) exp(ivD(λ))R+(λ)V+(v, λ)
= exp(iνD(λ))R+(λ) exp(ivD(λ))V+(v, λ)
= exp(iνD(λ))R+(λ)F (iv,−iv, λ).
Hence (7.2) holds. Finally, expressing I = ρ−12 ρ2 in terms of the right side of (7.2) yields (7.1).
To show (2), we compute
F (i(v + ν), i(v + ν), λ) = exp(iνD(λ)) exp(ivD(λ))V+(v + ν, λ)
= exp(iνD(λ))R+(λ) · exp(ivD(λ))V+(v, λ) ·H+
= exp(iνD(λ))R+(λ) · F (i(v + ν), i(v + ν), λ) ·H+,
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with H+ = V+(v, λ)
−1R+(λ)V+(v + ν, λ). Note that the first two factors are real and the third
is in Λ+SO(1, n+ 3,C). Hence H+ = H0 ∈ K. Set ρ2(λ) = exp(iνD(λ))R+(λ), we obtain
F (i(v + ν), i(v + ν), λ) = ρ2(λ)F (iv,−iv, λ)H0,
which implies that (T2, ρ2) is a symmetry of y.

Remark 7.2.
(1) Note that the Klein bottle K does not factor through the Moebius strip M. So the
theorem only discusses symmetries of y : C→ Sn+2. Of course, if all three monodromy
matrices attain the value I at λ = 1, then y descends to K.
(2) At first sight one could think that to verify the assumptions of the statements above one
needs to carry out a Birkhoff decomposition of exp(ivD(λ)). If so, one could check the
behaviour of the monodromy matrices very directly. and the theorem above would be
largely superfluous. However, one only needs to verify equation (7.1) in the algebra CD
of loop matrices commuting with D(λ). If D(λ) is generically regular semi-simple, then
CD is spanned by the powers of D(λ) and the splitting problem turns into an algebraic
problem involving n+ 4 variables (functions of λ).
7.2. Relations between symmetries related with Klein bottles. When talking about
Klein bottles we talk about the three transformations T1, T2 and µ, defined on C by T1(z) =
z + 2pi, T2(z) = z + iν and µ(z) = z¯ + pi and the related monodromy matrices (also see Section
4.2). It is worthwhile to write down the relations between them.
We put as before L :=< T1, T2 >,Γ :=< T1, µ >, and set Ξ :=< T1, T2, µ > .Then these
groups act freely on C and we obtain (see Section 4.2) the torus T = C/L, the Moebius strip
M = C/Γ, and the Klein bottle K = C/Ξ.
Assume that we have
y(g.z) = ϕ(g)y(z) for all g ∈ Γ.
Here ϕ : Ξ → G(= SO(1, n + 3)) is a homomorphism. For convenience we will use, as above,
ρ1(λ) = ϕ(T1, λ), ρ2(λ) = ϕ(T2, λ), and χ(λ) = ϕ(µ, λ).
Since Ξ forms a group, we can expect there might be some extra relations between these
matrices.
For this we note that T1 and µ commute and that µ ◦ µ = T1. Hence we have
ρ1(λ)F (z, z¯, λ) = F (µ(µ(z)), µ(µ(z)), λ) = χ(λ)F (µ(z), µ(z), λ
−1)W0 = χ(λ)χ(λ−1)F (z, z¯, λ).
As a consequence
(7.5) ρ1(λ) = χ(λ)χ(λ
−1).
It is easy to verify that this relation holds if we use the description for ρ1 and χ given in Section
6 for Moebius strips. Similarly one can verify
(7.6) T1 ◦ µ = µ ◦ T1 and ρ1(λ)χ(λ) = χ(λ)ρ1(λ−1),
and
(7.7) T1 ◦ T2 = T2 ◦ T1 and ρ1(λ)ρ2(λ) = ρ2(λ)ρ1(λ).
Finally we consider the relation between µ and T2:
(7.8) T2 ◦ µ = µ ◦ T−12 and ρ2(λ)χ(λ) = χ(λ)ρ2(λ−1)−1.
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Using the relations already proven this is equivalent to
(7.9) R+(λ
−1) = W0R+(λ)
−1
W0.
Proposition 7.3. We retain the notation introduced above. Let y be an equivariant Willmore
Klein Bottle with the symmetries induced by Ξ. Then (7.5)–(7.9) hold for λ ∈ S1.
Moreover, writing the (n+ 4)× (n+ 4)−matrix R+(λ) in the form
(7.10) R+(λ) = r0(λ)I + r1(λ)D(λ) + · · ·+ rn+3(λ)D(λ)n+3,
the coefficients rk(λ) satisfy the following conditions
(7.11) rj(λ
−1) = (−1)jrj(λ) for j = 0, · · · , n+ 3, λ ∈ S1.
Proof. It suffices to prove (7.9) and (7.11). First we recall that W0D(λ) = D(λ
−1)W0. By (7.2),
we have
ρ2(λ)χ(λ) = exp(iνD(λ))R+(λ) exp(piD(λ))W0 = exp(piD(λ))R+(λ)W0 exp(iνD(λ
−1)),
and
χ(λ)ρ2(λ
−1)−1 = exp(piD(λ))W0R+(λ−1)−1 exp(−iνD(λ−1)).
Substituting into (7.8) and considering (7.1), we obtain
R+(λ) = W0R+(λ
−1)−1 exp(−2iνD(λ−1))W0 = W0R+(λ−1)−1W0.
Replacing λ by λ−1 yields (7.9).
Moreover, note that we have I1,n+3D(λ)
tI1,n+3 = −D(λ). Since R+(λ) ∈ Λ+GCσ , we also
obtain R+(λ)
−1 = I1,n+3R+(λ)tI1,n+3. As a consequence, we get
R+(λ)
−1 = r0(λ)I − r1(λ)D(λ) + · · ·+ (−1)n+3rn+3(λ)D(λ)n+3.
Then (7.11) follows from (7.9) by substituting this and (7.10) into (7.9) and comparing the
coefficients. 
Remark 7.4. Note that the above conditions are just necessary conditions for an equivariant
Willmore Klein Bottle. To actually obtain a Klein Bottle, one also needs to satisfy the conditions
on the monodromy matrices listed in Theorem 7.1.
8. Appendix A: Proof of Theorem 5.1
Proof. By Theorem 5.6 of [9], we see that the normalized potential of y is of the form stated in
Theorem 5.1. Let f be the conformal Gauss map of y. So
f(µ(z), µ(z), λ) = M(λ)f(z, z¯, λ−1)?.
Let η be the normalized potential of f and let C be a solution to dC = Cη, C(0, λ) = I. By
Corollary 3.6, f(µ(z), µ(z), λ) = M(λ)f(z, z¯, λ−1)? if and only if (3.13) holds, i.e.
(C(z, λ−1))−1 ·M(λ)−1 · C(µ(z), λ) ∈ Λ+SO+(1, n+ 3,C)σ.
Hence it suffices to show in this case that (3.13) is equivalent to (5.3).
Let F = C · C+ be the extended frame of y, then we obtain by [21] that
F (z, z¯, λ) = RλF (z, z¯, 1)R
−1
λ ,
where
Rλ =
(
I4 0
0 R˜λ
)
, R˜λ =
(
λ−1+λ
2
i(λ−1−λ)
2
−i(λ−1−λ)
2
λ−1+λ
2
)
.
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From this we infer that
F (µ(z), µ(z), λ) = RλF (µ(z), µ(z), 1)R
−1
λ
= RλF (z, z¯, 1)k(z, z¯)R
−1
λ
= R2λF (z, z¯, λ
−1)R−1λ P3 · P3k(z, z¯) ·R−1λ ,
for P3 = diag(1, 1, 1,−1, 1,−1) and P3k(z, z¯) ∈ SO+(1, 3)× SO(2). Since
RλP3k(z, z¯) = P3k(z, z¯)Rλ and RλP3 = P3R
−1
λ ,
we obtain
F (µ(z), µ(z), λ) = R2λF (z, z¯, λ
−1)k(z, z¯).
Therefore we have M(λ) = R2λ. Note that M(λ)|λ=1 = I holds automatically now.
To compute (3.13), it will be convenient to transform C(z, λ) into an upper triangular matrix,
which has been used in [19], [20] and [21]. Here we retain the notation of [21]. Let F−(z, λ) =
P(C) and χ(λ) = P(M(λ)). Then
F−(λ) =

1 0 0 0 0 0 0 0
0 1 λ−1f1 λ−1f2 λ−1f3 λ−1f4 λ−2g3 0
0 0 1 0 0 0 −λ−1f4 0
0 0 0 1 0 0 −λ−1f3 0
0 0 0 0 1 0 −λ−1f2 0
0 0 0 0 0 1 −λ−1f1 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

with g3 = −f1f4 − f2f3 and
χ(λ) =

1 0 0 0 0 0 0 0
0 λ−2 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 λ2 0
0 0 0 0 0 0 0 1

.
Moreover, we obtain
χ(λ)−1F−(µ(z), λ) =

1 0 0 0 0 0 0 0
0 λ2 λfˆ1 λfˆ2 λfˆ3 λfˆ4 gˆ3 0
0 0 1 0 0 0 −λ−1fˆ4 0
0 0 0 1 0 0 −λ−1fˆ3 0
0 0 0 0 1 0 −λ−1fˆ2 0
0 0 0 0 0 1 −λ−1fˆ1 0
0 0 0 0 0 0 λ−2 0
0 0 0 0 0 0 0 1

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and
P(C(z, λ−1)−1) = Jˇ8F−(λ−1)tJˇ8
=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 λ−1f¯1 1 0 0 0 0 0
0 λ−1f¯3 0 1 0 0 0 0
0 λ−1f¯2 0 0 1 0 0 0
0 λ−1f¯4 0 0 0 1 0 0
0 λ−2g¯3 −λ−1f¯4 −λ−1f¯2 −λ−1f¯3 −λ−1f¯1 1 0
0 0 0 0 0 0 0 1

.
Here fˆj = fj ◦ µ, j = 1, 2, 3, 4, and gˆ3 = g3 ◦ µ.
Finally we obtain that P(C(z, λ−1)−1)P(M(λ)−1)P(C(µ(z), λ)) is of the form
1 0 0 0 0 0 0 0
0 λ2 λfˆ1 λfˆ2 λfˆ3 λfˆ4 gˆ3 0
0 λf¯1 1 + f¯1fˆ1 f¯1fˆ2 f¯1fˆ3 f¯1fˆ4 λ
−1(f¯1gˆ3 − fˆ4) 0
0 λf¯3 f¯3fˆ1 1 + f¯3fˆ2 f¯3fˆ3 f¯3fˆ4 λ
−1(f¯3gˆ3 − fˆ3) 0
0 λf¯2 f¯2fˆ1 f¯2fˆ2 1 + f¯2fˆ3 f¯2fˆ4 λ
−1(f¯2gˆ3 − fˆ2) 0
0 λf¯4 f¯4fˆ1 f¯4fˆ2 f¯4fˆ3 1 + f¯4fˆ4 λ
−1(f¯4gˆ3 − fˆ1) 0
0 g¯3 w73 w74 w75 w76 w77 0
0 0 0 0 0 0 0 1

with
w73 = λ
−1(g¯3fˆ1 − f¯4), w74 = λ−1(g¯3fˆ2 − f¯2), w75 = λ−1(g¯3fˆ3 − f¯3), w76 = λ−1(g¯3fˆ4 − f¯1),
w77 = λ
−2(1 + g¯3gˆ3 + f¯4fˆ4 + f¯2fˆ3 + f¯3fˆ2 + f¯1fˆ1).
Therefore, (3.13) is equivalent to
g¯3fˆ1 − f¯4 = g¯3fˆ3 − f¯3 = g¯3fˆ2 − f¯2 = g¯3fˆ4 − f¯1 = 0,
f¯1gˆ3 − fˆ4 = f¯2gˆ3 − fˆ2 = f¯3gˆ3 − fˆ3 = f¯4gˆ3 − fˆ1 = 0,
and
1 + g3(z)g3(µ(z)) + f1(z)f1(µ(z)) + f2(z)f3(µ(z)) + f3(z)f2(µ(z)) + f4(z)f4(µ(z)) = 0.
Since g3 = −f1f4 − f2f3, one verifies that these equations are equivalent to (5.3). 
9. Amendment and correction to: “On symmetric Willmore surfaces in spheres
I: the orientation preserving case”[Differ. Geom. Appl. 43 (2015) 102-129]
(A). In [10] we consider Willmore surfaces y : M → Sn+2 and symmetries (γ,R) defined by
the relation:
y(γ(p)) = Ry(p),
with γ : M →M a conformal transformation of M and R a conformal transformation of Sn+2.
In this case we then obtain f(γ(p)) = Rˆf(p), where Rˆ denotes the element of O+(1, n+3) which
acts on the light cone containing Sn+2 and which represents R after projection to Sn+2.
In (4.3), the statement concerning S-Willmore surfaces in Theorem 4.1, page 109 of [10], we
stated
f(γ(p)) = fˆ(γ(p)) = Rˆf(p).
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Here fˆ denotes the conformal Gauss map of yˆ, the dual surface of y. We did not discuss
orientations then. But, since in the present paper we have addressed the issue of orientations in
detail, we would like to point out:
Since for an S-Willmore surface y with a non-degenerate dual surface yˆ, their conformal Gauss
map maps to the same 4–dimensional Lorentzian subspace, but with opposite orientations [17, 9],
using our present notation (see (2.17) for the definition of ?) we should write:
f(γ(p)) = Rˆf(p)?.
So for a symmetry we have (as before) the following transformation formulas for y
(9.1) y(γ(p)) = Ry(p) if and only if f(γ(p)) = Rˆf(p)
and for a transformation from y to its non-degenerate dual surface yˆ we have the formulas
(9.2) yˆ(γ(p)) = Ry(p), if and only if (f(γ(p))) = Rˆf(p)?.
This notational issue only occurs in Theorem 4.1 and Theorem 4.11 of [10].
(B). We would also like to take this opportunity to correct some factors occurring in Example
5.3 of [10] : In this example, we considered examples of branched isotropic Willmore surfaces
with positive genus. To obtain the condition f ′1f ′4 + f ′2f ′3 = 0, the meromorphic differentials in
(5.4) of [10] should satisfy the relations:
df1 = df , df2 = df3 = hdf , df4 = −h2df .
Here df , hdf and h2df are linearly independent meromorphic 1-forms on a compact Riemann
surface M with no residues and no periods (see the proof of the main theorem in [23]). And the
equation (5.5) of [10] should be
(9.3) df1 = df , df2 = hdf , df3 = t0hdf , df4 = −t0h2df ,
t0 ∈ C∗. Then the resulting (branched) Willmore surface y is globally defined on M . Moreover,
by Theorem 1.3 of [20], we have:
(1) y is not conformally equivalent to any minimal surface in any space form when t0 6∈ R;
(2) y is conformally equivalent to some minimal surface in S4 when t0 > 0;
(3) y is conformally equivalent to some minimal surface in H4 when t0 < 0 .
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