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N -body pairwise interactions are ubiquitous in scientific areas such as astrophysics, fluids
mechanics, electrical engineering, molecular biology, etc. Computing these interactions using
direct sum of an O(N) cost is expensive, whereas multipole expansion methods, such as the
fast multipole method (FMM) or treecode, can reduce the cost to O(N) or O(N logN).
This thesis focuses on developing numerical algorithms of Cartesian FMM and treecode,
as well as using these algorithms to directly or implicitly solve biological problems involving
pairwise interactions. It stems from three original work as
(1) The treecode algorithm for evaluating N-body pairwise screened Coulombic interaction
[162];
(2) The application of treecode algorithm to solve the boundary integral Poisson Boltzmann
equation [85];
(3) The kernel independent Cartesian FMM and its application in solving boundary integral
Poisson problems [231].
Based on these work, this thesis contributes within two major categories: algorithm
development and biological application.
Algorithm Development:
• Parallelization: We develop a cyclic parallel scheme to handle the load balancing is-
sue, which is happened in the treecode accelerated N -body problem for solving molec-
ular electrostatic potentials [162, 41]. The parallelization uses the message passing
interface (MPI), where we construct the same tree structure in each task’s memory.
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This idea is further applied for the parallel version of the treecode-accelerated boundary
integral (TABI) Poisson-Boltzmann (PB) solver [38].
• Preconditioning: We design a block diagonal preconditioning scheme using a tree
structure to accelerate the iterative solver. We apply this technique as the precondi-
tioner of iterative solver in TABI-PB solver [39]. TABI-PB on preconditioning shows
progress in convergence speed for the protein data set, which shows difficulties to con-
verge in early work [87]. This preconditioning scheme is also applied on the Cartesian
fast multipole method (FMM)-accelerated boundary integral PB solver.
• A Cartesian FMM-accelerated boundary integral PB solver: In the third part
of algorithms, we use the Cartesian fast multipole method to accelerate the boundary
integral form of the PB equation. We include two options for the molecular surface
triangulation, MSMS [222] and NanoShaper [56]. The linear system is constructed by
following the procedure of the boundary element method, where we choose the constant
basis function and Galerkin discretization for efficiency and stability. Specifically, the
singularity is treated by Duffy’s transformation [64] and Cubature techniques [224].
FMM reduces the complexity of matrix-vector products in the GMRES iterative solver
from O(N2) to O(N), where N is the number of elements in the surface, and the
iterative solver is equipped with the block diagonal preconditioning scheme.
• Regularization of kernel singularities: We study the reformulation of the PB equa-
tion by regularizing the singular kernels in the boundary integral equations. Inspired
by their work [230, 242], we introduce a new regularized form of second kind bound-
ary integral PB equations. Future work includes treecode acceleration and singularity
analysis.
Biological Application:
• Multipole expansion in mesoscale chromatin simulations: We study the mul-
tipole expansion to accelerate the calculation of electrostatic interaction in the Monte
Carlo chromatin packing simulation. In each snapshot of the simulation, the major
computations depict interactions between nucleosome cores and each particle of other
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components such as cores, linkers, tails, and histone in chromatin system, as well as
their rotation and shifting involved [227]. The idea is to use multipole expansion on
nucleosome cores. Thus particle-particle interactions are replaced by particle-cluster
interactions, and rotation and shifting of nucleosome core are replaced by inverse ro-
tating and shifting of particles.
• FMM all-atom crowders environment modeling: In the protein folding and
binding under all-atom crowders modeling, early work uses the fast Fourier transform
(FFT) to solve, which has a significant improvement in complexity [207, 208, 209].
In this thesis, we propose an idea to use the Cartesian FMM to model the crowded
cellular environments.
• pKa calculation: TABI-PB is efficient in treating the accuracy-sensitive, abundant,
and complicated charges distribution from the pKa calculation. Note pKa values are
significant to many biomolecular processes, thus their accuracy are paramount. We
introduce a procedure to use TABI-PB to calculate pKa values.
• Binding energy computation: The last project studies the TABI-PB solver to
compute the protein binding energies [235]. Again TABI-PB has the advantages of
accuracy and efficiency, which is crucial in the calculation of protein binding energy.
Moreover, we study the triangulation accuracy by comparing the MSMS [222] and
NanoShaper [56]. Results show that the accuracy is impacted by the triangle qualities
and triangle densities.
These form the main contribution of the PhD thesis. To make this thesis a complete
scientific reference, we provide mathematical and biological background and summarize many
important and related previous work our research is based on.
The thesis is organized as follows:
In Chapter one, a brief introduction about algorithms for N -body problems is given. The
biology background is illustrated by mainly focusing on the PB model. Molecular surface
definitions and biological applications are also included in this chapter.
In Chapter two, mathematical detail of multipole expansion, Taylor expansion and high
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order recurrence relations of Taylor expansion are introduced. Numerical methods for N -
body problem, treecode method and Cartesian fast multipole method are also provided
in this chapter, with the addition of, the cyclically parallelized treecode and its result for
computing electrostatic interactions.
Chapter three focuses on solving boundary integral PB equation. A brief derivation of
boundary integral PB formulas is introduced, followed by a more detailed description of
boundary element method treatment. The numerical preconditioning scheme and paral-
lelization for TABI-PB solver are illustrated as well. The last part of this chapter elucidates
the result for the FMM boundary integral Poisson-Boltzmann solver.
In Chapter four, the biology applications of multipole expansion method, mesoscale chro-
matin simulation and protein folding/binding under all-atom crowders modeling, as well as
biology applications of TABI-PB solver, pKa calculation and binding energy, are presented.
The above four chapters make up the body of this thesis. The software dissemination
and dissertation contribution are in Chapter five and six respectively.
viii
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Chapter 1
Introduction
1.1. N -body pariwise problem
Pairwise interactions among N particles/objects are ubiquitous. These interactions arise
in various forms in applications as varied as astrophysics [9], fluid dynamics [221], statistical
machine learning [101], electrodynamics [105, 162], low-frequency scattering [69], and linear
elasticity [231]. Since brute-force computation of these interactions has O(N2) complexity,
which is prohibitively expensive when N is large, numerous fast algorithms have been de-
veloped to reduce the computational cost, such as Ewald sums, treecode and fast multipole
method.
1.1.1. Multipole expansion method
Multipole expansion idea is applied in many algorithms, which can be categorized into
mesh-based methods [52], and tree-based methods [9, 14, 105, 30, 162, 231]. Tree-based
methods have shown tremendous promise in both efficiency and accuracy, and can be further
categorized into roughly the particle-cell method [9, 14] and the cell-cell method [105, 30]. In
tree-based methods, particles are partitioned into a hierarchy of clusters having a tree struc-
ture, allowing the pairwise particle-particle interactions to be calculated more efficiently.
For example, in the treecode method [14, 162] particle-particle interactions are replaced
by particle-cluster interactions; these can then be evaluated using a far-field multipole ex-
pansion when certain criteria are satisfied. Similarly, the fast multipole method (FMM)
[103, 106, 149, 241, 245, 105, 231] is a more elaborate procedure that evaluates cluster-
cluster interactions using both far-field and near-field expansions. In principle, for a given
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order of expansion, the treecode algorithm requires O(N logN) execution time and the FMM
requires O(N) execution time. However, the performance of an algorithm is also determined
by the size of pre-factor, memory usage, coding complexity, and parallelizability. In prac-
tice, several factors can affect the observed performance, including the number of levels
in the tree, the homogeneity or sparseness of the particle distribution, and the cache size
of the computer. Optimizing these methods and extending them to new applications are
active areas of research. Recently, increased attention has been given to the paralleliza-
tion of these fast algorithms in response to the rapid development of multicore computers.
These efforts have included parallel algorithms for treecode [63, 17, 111, 183, 237] and FMM
[103, 241, 149, 96, 184, 246, 112], as well as their implementations on GPUs [180, 28].
1.1.2. Biological applications of multipole method
Tree-based multipole method and its variations have broadly applications in biophysics
and biochemistry. In this thesis, we study the multipole expansion acceleration for solving
electrostatic interaction in large biomolecular systems, which are mesoscale chromatin sim-
ulations and protein folding and binding under all-atom crowders. We will briefly introduce
these tow projects as following.
1.1.2.1. Multipole expansion accelerated electrostatic interaction in mesoscale chromatin
simulations
In the study of coarse-grained mesoscale chromatin packing with Monte Carlo (MC) and
Brownian Dynamics (BD) simulations [227], the nucleosome cores are modeled as cylindrical
surfaces with a discrete set of optimized and distributed Debye-Hu¨ckel charges. Within this
model, the translations and orientations of an original cylindrical surface represent hundreds
of nucleosome cores in the space. The electrostatic interactions between nucleosome cores
and each particle of other components such as cores, linkers, tails, and histone contribute to
the majority of the computational cost in simulation as they are abundant and computed
at each simulation snapshot. The idea is to use multipole expansion [229] to speed up the
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particle-core electrostatic interaction. This thesis presents the novel idea of replacing the
electrostatic interaction between a given particle and core by equivalently the interactions
between the shifted and rotated particle and the original core. Since all involved cores are
represented by the original core, a multipole expansion of charges on the core to a few orders
with pre-calculated moments can accurately and efficiently represent all distributed charges
on the core. We discuss the Cartesian Taylor series and spherical multipole expansion for
their accuracy and efficiency when solving Coulombic and screened Coulombic interactions.
Some numerical results are presented, and a strategy is give for solving different interaction
types.
1.1.2.2. Modeling protein folding and binding under all-atom crowders using fast multipole
method
The second application of multipole method is studying the many bystander macro-
molecules in the crowded cellular environments. This model presents both steric repulsion
and weak attraction to proteins undergo the folding or binding process and hence impact
the thermodynamic and kinetic properties of these processes. The electrostatic interactions
of target proteins with the crowded cellular environments are computationally expansive.
Early work uses fast Fourier transform (FFT) to solve the problem which achieve a very
significant improvement compared with the direct summation [207, 208, 209]. As a potential
application of FMM on acceleration the electrostaitc interactions, we propose the idea to use
the Cartesian FMM to compute the interactions between target proteins and crowders. This
effective approach can facilitate the realization of our goal to make quantitatively predictions
of crowding effects and pair with in vitro and in vivo experiments to uncover the physical ba-
sis of complex and emergent behaviors of biomacromolecules in cellular environments [210].
Due to limit time and data accessibility, we will present a preliminary methodology for the
Cartesian FMM modeling problem. The main work is on going and in the future studying.
3
1.2. Poisson-Boltzmann modeling
Electrostatic interactions between biomolecules such as molecular binding, and between
a biomolecule and its solvent play an significant role in molecular biology and biochem-
istry studies [123, 248]. Using explicit solvent models to calculate these interactions requires
large computations, and amount of less costly implicit solvent models have been developed
[219, 73]. In our studying, we consider the Poisson-Boltzmann (PB) model which describes
the solute biomolecule as a low-dielectric medium with atomic charges and the solvent as a
high-dielectric medium with ions [143, 55, 76, 11]. Despite the reduced cost in comparison
with explicit solvent models, there are still problems involved in for solving the implicit sol-
vent models, mathematically and numerically. We study those issues by applying Cartesian
multipole methods for the boundary integral form of PB equation, and some numerical tech-
niques such as preconditioning and parallelization to improve the computational efficiency.
Moreover, we further study the applications of PB model with our methods.
1.2.1. Molecular surface definitions
There are several commonly used definitions for the interface between the solute and
solvent regions in Poisson-Boltzmann implicit solvent simulations [36, 56]. These are briefly
described below.
The van der Waals (VdW) surface, the simplest of these models, is the union of the
atoms, represented as hard spheres with corresponding van der Waals radius, contained in
the biomolecule.
The solvent accessible surface (SAS) is formed by tracing the center of a probe molecule
rolled along the VdW surface. The SAS is equivalent to a VdW surface where the radius of
the spheres defining the surface is given by the VdW radius plus the probe radius.
The solvent excluded (SES), or Connolly surface [215, 50], is formed by the inward
facing surface of the probe rolled along the VdW surface. The SES is comprised of contact
surface portions, where the probe can touch the VdW surface, and reentrant surface portions,
formed by the inward facing surface of the probe when it cannot touch the VdW surface,
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i.e., when it is in contact with more than one atom in the solute. The surface is composed
of spherical and toroidal patches.
1.2.2. Mathematical modeling
The PB model is demonstrated in Fig.1.1. Consider a large domain Ω = Ω1 + Ω2 in
R3 containing the solute protein. The domain Ω is divided by solvent excluded surface or
molecule surface Γ. The interior domain Ω1 contains the solute biomolecule, and the exterior
domain Ω2 contains the solvent and dissolved ions, that is Ω. The biomolecule is represented
by the domain Ω1, which consists of a set of atomic charges qk located at atomic centers xk
for k = 1, ..., Nc. In domain Ω2, it describes a Boltzmann distribution of free ions, and for







Figure 1.1: The implicit solvent PB model, in which the molecular surface Γ separates space
into the solute region Ω1 and solvent region Ω2.
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Thus the electrostatic potential φ(x) satisfies the linearized PB equation, which is




where (x) is dielectric constant that
(x) =

1, x ∈ Ω1,
2, x ∈ Ω2,
(1.2)
and κ¯ is the screening parameter with the relation κ¯2 = 2κ
2 where κ is the inverse Debye
length measuring the ionic length. The interface conditions on the molecular surface are




2(x), x ∈ Γ, (1.3)
where φ1 and φ2 are the limit values when approaching the interface from inside and outside
domain, φν(x) = ∂φ(x)/∂ν and ν is the outward unit normal vector on Γ. The PB model
expresses that the far-field boundary condition is
lim
|x|→∞
φ(x) = 0. (1.4)
Consider the interface Γ is the solvent excluded surface, the PB model is usually solved
numerically.
1.2.3. Numerical algorithms for Poisson-Boltzmann equation
Numerical methods for the PB model face several challenges: the solute is represented by
singular point charges, the molecular surface is often geometrically complex, the dielectric
function is discontinuous across the surface, and the domain is unbounded. Two types of
methods have been developed, (1) grid-based finite-difference and finite-element methods
that discretize the entire volumetric domain, e.g. [123, 54, 131, 13, 181, 29, 36, 57, 240], and
6
(2) boundary element methods that discretize the molecular surface, e.g. [244, 136, 165, 23,
173, 6, 104, 10, 245, 88, 230, 249, 242]. The reader may consult [12, 177] for comprehensive
reviews of numerical PB solvers.
Grid-based PB solvers are widely used and available in many software packages, e.g. APBS [11],
AMBER [178, 181], CHARMM [131], Delphi [123, 218]. In these schemes, the singular
charges are interpolated to the grid or regularized using Green’s function, the interface con-
ditions are captured approximately, and the far-field boundary condition is enforced on a
truncated domain. While these errors can be reduced by refining the grid and enlarging
the truncated domain, schemes with higher order accuracy have been developed to enforce
the interface conditions more strictly [91, 196, 124, 163, 238, 232]. Some of these methods
developed by mathematician are disseminated toward the greater bioscience community in
the forms of web-servers e.g. MIBPB (http://weilab.math.msu.edu/MIBPB/) for the finite
difference solver [91] and SMPBS (http://smpbs.math.uwm.edu) for the finite element solver
[238].
In this these, our approach to these issues is to employ a boundary element method
(BEM) in which the boundary integral PB equation is solved and the singular charges,
interface conditions, and far-field boundary condition are treated analytically. The resulting
BEM solvers are advantageous in that the molecular surface is represented more accurately
and they avoid the expense of a volumetric grid. In a conventional BEM, these advantages
are offset by the cost of evaluating the O(N2) interactions among the N elements representing
the molecular surface. However, fast summation schemes are now available to reduce the cost,
such as the Fast Multipole Method (FMM) [23, 172, 173, 106, 10] and the treecode [14, 162].
We consider both numerical scheme [88, 231] to study the boundary integral PB equations
with BEM.
1.2.4. Biological applications of Poisson-Boltzmann solver
We investigate two applications of our recently developed treecode-accelerated boundary
integral (TABI) Poisson-Boltzmann solver, which is to compute pKa for solvated biomolecules
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and the electrostatic binding energy.
1.2.4.1. Accurate and efficient pKa calculation with treecode-accelerated boundary integral
(TABI) Poisson-Boltzmann solver
The pKa values are important quantities for characterizing the ability of protein active
sites to give up protons. pKa can be calculated numerically by electrostatic free energy
changes subject to the protonation and deprotonation of titration sites. To this end, the
Poisson-Boltzmann (PB) model is an effective approach for the electrostatics. However, nu-
merically solving PB equation is challenging due to the jump conditions across the dielectric
interfaces, irregular geometries of the molecular surface, and charge singularities. The TABI
solver treats charge singularities analytically, thus it is particularly efficient in treating the
accuracy-sensitive, numerous, and complicated charges distribution from the pKa calcula-
tion. Our numerical results demonstrate that accurate free energies and pKa values are
achieved at coarse grid rapidly. In addition, the resulting software, which pipelines the en-
tire pKa and binding energy calculation procedure, is available to all potential users from
the greater bioscience community.
1.2.4.2. Accurate and robust electrostatic binding energy of solvated biomolecules computed
with treecode-accelerated boundary integral (TABI) Poisson-Boltzmann solver
Another extension for TABI is to compute the electrostatic binding energy, ∆∆Gbind.
We find that since the binding energy is a difference of solvation energy, it is more sensitive
to the accuracy of the PB solver and requires higher triangulation density to achieve desired
accuracy. We also provides binding energy computed using TABI’s two surface triangulation
options: MSMS [222] and NanoShaper [56]. Our numerical simulation shows that TABI with
Nanoshaper produces more consistent and robust results than TABI with MSMS does, thus
TABI with Nanoshaper becomes our final choice. Another important finding is extrapolation
using binding energy values computed at low densities can achieve significantly improved
accuracy at low computational cost. Our results are benchmarked with the well-established
high-order MIB Poisson-Boltzmann solver [196]. The resulting code should facilitate binding
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energy computations in general biophysical modeling and specialized areas such as synthetic
drug design.
1.3. Outline
In Chapter 2, we review the background of the multipole method, the Cartesian treecode
and FMM algorithm. A cyclic parallelization of treecode method is also introduced, followed
by its results. In Chapter 3, we present several numerical schemes for solving a boundary
integral form of Poisson-Boltzmann equation. We studied the triangulation on the molecular
surface for software MSMS and Nanoshaper, basis and trail function and the discretization
scheme of collocation method and Galerkin method. A preconditioning method based on tree
structure and a cyclic parallelization on TABI-PB are also introduced. The last part is the
result description of the Cartesian FMM accelerated boundary integral Poisson-Boltzmann
solvers. We extend the multipole method on biological applications in Chapter 4. We discuss
the multipole method for solving folding under crowders problem and mesoscale chromatin
packing model. Moreover, we investigated the capacity of TABI-PB on pKa calculations
and binding energy calculations. The software dissemination is given in Chapter 5. The




For a system of N particles located at xi with partial charges qi, i = 1, . . . , N , we denote












4pi|x− y| . (2.3)
Note we attempted to use CGI units here but supply the additional 4pi coefficient in the
denominator to represent electrostatic potential generated from partial charges with units
of fundamental charges, as from most force field generators such as CHARMM [26] and
AMBER [203].
The cost of evaluating Vi for i = 1, . . . , N by direct summation is O(N
2), which is
prohibitively expensive when N is large. This cost can be substantially reduced through
the tree-based algorithm, without significant loss of accuracy. Despite the exponential decay
in (2.3), simply truncating the potential outside some radius is not a viable option because
the required values of κ and |x − y| are not sufficiently large in many applications. As
a result, various more sophisticated approaches have been developed to reduce the cost,
though mainly in the case κ = 0. Various of tree-based methods have been developed for
10
such computations including the Barnes-Hut treecode [14] and the Greengard-Rokhlin Fast
Multipole Method (FMM) [105].
In this chapter, we will give a brief introduction about the multipole expansion back-
ground [105]. Then we illustrate the Cartesian treecode algorithm followed by the cyclic
ordering scheme for its parallelization [41]. Finally, we give a brief introduce of the Carte-
sian fast multipole method [231].
2.1. Multipole expansion
Multiple expansion uses associated Legendre polynomials, spherical harmonics and Bessel
function in the expressions of Coulomb and screened Coulomb potential. First, let Pn(x) be





x(5x2 − 3), 1
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(35x4 − 30x2 + 3), · · · , the associated Legendre polynomial Pmn (x) [3] of
order m and degree n is given as




which is the canonical solution of the general Legendre equation. Using the associated
Legendre polynomials, the spherical harmonics [3] of degree n and order m can be defined
as























which are defined using modified Bessel function of the first kind Iν(r) and the second kind
















As given in [106], we have the spherical multipole expansion Eq.(2.12) in the following to
compute electrostatics interactions.
Suppose that N sources of charges q1, q2, ..., qN are located at points x1, x2, ..., xN with
spherical coordinates (ρ1, α1, β1), (ρ2, α2, β2), ..., (ρN , αN , βN), respectively. Suppose further
that the points x1, x2, ..., xN are located inside a sphere of radius a centered at the origin.
Then, for any point x = (r, θ, φ) ∈ R3 with r > a, the potential Φ(x), generated by the























n (αi, βi). (2.13)































where the coefficients Cmn and the modified moments Mˆ
m
n are given as
Cmn = (2n+ 1)
(n− |m|)!








2.2. Treecode for electrostatic interactions
In this section, we first briefly go over the flexible order Cartesian treecode algorithm (for
further details see [162]), then provide our scheme for MPI-based parallelization [41], followed
by the cyclic ordering scheme for improved load balance. The results will be discussed in
the end.
2.2.1. Particle-cluster interaction
We assume that the particles have been partitioned into a hierarchy of clusters as illus-
trated in Fig 2.1(a). In the partition process, each cluster (a rectangle in 2-D or a rect-
angular parallelepiped in 3-D) is divided into four (or eight for 3-D) sub-clusters until the
pre-determined treecode parameter N0, the maximum number of particles per leaf (a cluster
without sub-clusters), is satisfied. Here we illustrate in 2-D using N0 = 3; the more practical









Figure 2.1: Details of treecode; (a) tree structure of particle clusters; (b) particle-cluster
interaction between particle xi and cluster c = {yj}; yc is the cluster center, R is the











is the interaction between a target particle xi and a cluster of sources c = {yj}. A particle-
cluster interaction is shown schematically in Fig. 2.1(b): the cluster center, yc, is the geo-
metric center of the rectangle; R is the particle-cluster distance; and the cluster radius, rc,
is the distance from yc to one of the vertices of the rectangle.
The treecode algorithmn has two options for computing a particle-cluster interaction Vi,c.
It can use direct summation as in the definition Eq. (2.19), or Taylor approximation as in




where θ is a user-specified Maximum Acceptance Criterion (MAC) parameter for controlling
the error [14]. If the criterion is not satisfied, the code examines the children or sub-clusters
of cluster c, or it performs direct summation if c is a leaf of the tree.
While this discussion has focused on the problem of evaluating the electrostatic potential
Vi, similar considerations apply to computations of the electric field Ei = −∇Vi, where
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treecode can also be applied.
2.2.2. Cartesian Taylor expansion
If the particle xi and cluster c are well-separated, i.e. the MAC (2.20) has been satisfied,






DkyG(xi,yc)(yj − yc)k, (2.21)
where Cartesian multi-index notation has been used with k = (k1, k2, k3), ki ∈ N, |k| =
k1 + k2 + k3, k! = k1!k2!k3!, y = (y1, y2, y3), yi ∈ R, yk = yk11 yk22 yk33 , and Dky = Dk1y1Dk2y2Dk3y3 .
The Taylor expansion Eq. (2.21) converges for rc < R, and it plays the same role in treecode

































qj(yj − yc)k (2.25)
is the kth moment of cluster c. Note that the Taylor coefficients ak(xi,yc) are independent
of the sources yj in cluster c, and the cluster moments m
k
c are independent of the target xi.
These features may be exploited to reduce execution time.
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2.2.3. Recurrence relation
Explicit formulas for the Taylor coefficients of the Coulomb and screened Coulomb poten-
tials in Eq. (2.24) would be cumbersome to evaluate. However, we may leverage recurrence
relations to efficiently computate these coefficients to high order[166, 162]. To this end, we
define an auxiliary function and its Taylor coefficients,




With these functions, the recurrence relations are given by [162]
|k||x− y|2ak − (2|k| − 1)
3∑
i=1






















for |k| ≥ 2, where ei are the Cartesian basis vectors. Note that although the equations for
ak and bk are coupled, these can be solved by explicit marching; the values of ak, bk for
|k| = 0, 1 are computed from the definitions, and then the recurrence relations are applied
to compute the coefficients for |k| ≥ 2. The computational cost of these recurrence relations
for the screened Coulombic interaction/kernel is O(p3). We further note that Tausch [231]
has developed similar recurrence relations for arbitrary Green’s functions of Cartesian based
FMM having O(p4) complexity, which will be introduced in next part.
2.3. Cartesian fast multipole method (FMM)
In this session, we use the Cartesian FMM which applies a truncated Taylor series instead
of the multipole expansion. Thus the complexity of the matrix-vector product is O(p3N)
where p is the order of Taylor series while O(p2N) for multipole expansion. In the contrast
with multipole expansion, the computational cost of Taylor series approximation is obvious
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larger, but it does not effect in practice. Moreover, Taylor expansion has a large variability
to handle those Green’s functions. The translation operators in FMM can be expressed and
simplified easily for coding purpose.
When a finer mesh is required for a large N , increasing the expansion order is essential to
control the accuracy. The FMM error analysis tells us that the truncated Taylor expansion
error has the same magnitude as the discretization error if the expansion order is adjusted
to the level. Therefore, an adaptive FMM is chosen which uses a lower low-order expansion
at the finest level, and increases its expansion order for higher levels. Overall the total
complexity is O(N) both for Taylor expansions.























) · νx, G(x, y) can be
Coulomb or screened Coulomb potential and f(y) is density function such as φ1 and ∂φ1/∂ν.
Eq. (2.29) is a general form of Eq. (2.1). In next Chapter, the explicit kernel functions will
be given in Eqs. (3.33a) and (3.33b) To compute V rapidly, the FMM is an effective method
to overcome this large computational costs, in practice, the number of elements on proteins’
surface is from O(104) to O(107).
The implementation requires the interface ΓN embedded in a hierarchy of clusters having
a tree structure as Fig.2.2. First the panels τi, i = 1, ..., N are the triangles on surface.
The cluster c is defined as a cube in R3 which contains a number Np of panels, i.e. τi ∈ c,
i = 1, ..., Np and has relations with other clusters c
′. The root cluster c00 is the only cube
containing the entire interaction domain and finer levels are obtained recursively by dividing
a cluster into eight children. This process stops when it reaches the finest level L. The basic
tree structure is set up. Next, we give definitions of different tree variables.
Cl is a set of all the non-empty cubes for l-th level, l = 0, 1, ..., L, N
c
l is the number of
non-empty cubes of Cl and the union of all cubes c
l
i ∈ Cl covers the entire interface. For
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Figure 2.2: FMM interaction list (target: red cube; source: green cubes).
example, C0 only has one cluster which is the root, therefore the number N
c
0 equals to 1.
At relation level of a cluster c, K(c) denotes the set of c’s children obtained by above
recurrence process. In the finest level L, the children set K(c) for c ∈ CL is empty. The
parent of a cluster is denoted by ρ(c) which is also a cluster and the root cluster does not
have parent. Moreover, the neighbors N (c) is defined as a set of same level clusters such
that the ratio of the sum of two cubes’ radius and the distance between the two centers is
smaller than a parameter θ (a user-specified parameter). For any c ∈ Cl, W(c) is a subset
of Cl whose elements c
′ are not neighbors of c. Such clusters c and c′ are well separated.
Finally, the interaction list for a cluster c, I(c), is a subset of W(c), which satisfies that for
any c′ ∈ I(c), the parent of c′ is a neighbor of the parent of c. Note that the interaction
lists of cluster from level 0 and 1 are empty since either they do not have parents or their
parents do not have neighbors. In Fig.2.2, for the target red cluster c, its neighbors are the
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non-empty yellow boxes, and its interaction list are the non-empty green boxes.
Once the FMM structure is determined, the evaluation of Eq. (2.29) consists of the near
field direct summation and the Taylor expansion approximation for well separated field.
The near field direct summation happens only for the finest cubes and their neighbors. The
Taylor expansion approximation is applying the Cartesian FMM to calculate the potential.
The Fig.2.2 illustrates how the red cluster reacts with the whole interface domain. From the
definition, we know that the yellow clusters are the red cluster’s neighbors. Hence, the near
field direct summation includes all the interactions between the red cluster and the yellows
and the red box itself. Next step is the far field approximation for cubes c and c′ ∈ CL which
are well separated. The key idea [231] to approximate the potential is using a Taylor series


















where xc is the center of c and the Cartesian multi-index notation has been used with
α = (α0, α1, α2), αi ∈ N, |α| = α0 + α1 + α2, x = (x1, x2, x3), and xα = xα11 xα22 xα33 . The






(−1)βmβc′(f), |α| ≤ p. (2.31)
where xc′ is center of cube c
′, and α! = α1!α2!α3!. The moment function, m
β






(x− xc′)βf(x)dSx, |β| ≤ p. (2.32)
Eq. (2.31) translates the moment of c′ to the local expansion coefficients of the cluster c,
and it is therefore called MtL translation. Now, assuming c′ ∈ Cl is in the interaction list of
c ∈ Cl, i.e. c′ ∈ I(c), for level l = 2, ..., L, the interaction list phases between c and c′ are
using the MtL operator.
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The moment is defined on the cluster’s center xc and can be recursively computed by






































(α1 − β1)!(α2 − β2)!(α3 − β3)!β1!β2!β3! .
On the other hand, the local expansion coefficients can be compute by another recurrence
relation which translates the coefficients from the cluster’s parent to its center. This is LtL



















































































which describes the far field impact passed from the center of cluster’s parent to itself.









(xc′ − xc)α−βλαc , |β| ≤ p. (2.36)
At this stage, we talked about how the cluster’s moments and local coefficients are passed
upward and downward in the tree structure. On the finest level set CL, the upward and
downward passing can apply the MtM, Eq. (2.33) and LtL, Eq. (2.36) between cubes and
panels. For a triangle τi ∈ c, the translations of moments and coefficients between τi and c
are from a vertex xτi of τi to the center xc of c. The basis function is constant on the triangle


























of each triangle can be calculated by an analytical process introduced as following. For a
triangle τi, ui = (ui1, ui2, ui3), vi = (vi1, vi2, vi3) and wi = (wi1, wi2, wi3) are three vertices,
and let ui replcace xτi thus the parameterization is
(x− xτi) = (x− ui) = r(η1, η2) = X(η1, η2)ˆi+ Y (η1, η2)jˆ + Z(η1, η2)kˆ, (2.40)
where 0 ≤ η1 ≤, 0 ≤ η2 ≤ η1, X(η1, η2) = (vi1 − ui1)η1 + (wi1 − ui1)η2, Y (η1, η2) =
(vi2 − ui2)η1 + (wi2 − ui2)η2 and Z(η1, η2) = (vi3 − ui3)η1 + (wi3 − ui3)η2. By basic calculus,
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α|rη1 × rη2|dA, (2.41)
where |rη1 × rη2| = 2Ai, and Ai is the area of triangle τi. In terms of η1 and η2,
r(η1, η2) = (vi1 − ui1, vi2 − ui2, vi3 − vi3)η1 + (wi1 − ui1, wi2 − ui2, wi3 − ui3)η2
= −−→uiviη1 +−−→uiwiη2.
(2.42)
Therefore, apply the binomial formula on [r(η1, η2)]





































































where A = 1
2
and |α|! = (α1 + α2 + α3)!.








(i+ j + k + 2)!
2A, (2.44)
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we can easily take the derivative on each direction and compute it recurrently from the
low power order moments. For example, when k = (1, 1, 1), the normal derivative moment



































where ei, i = 1, 2, 3 are canonical basis vectors of R3.
As we mentioned at beginning, the Cartesian FMM has an advantage to simplify the
binomial coefficients. In next part, we give the derivation of each simplified translator for
each step, and discuss the adaptive FMM and its computational cost. The simplification
process is tedious, but it is important for the coding purpose. By writing the implicit


































The simplified noment n′ατi(1) expression is derived by plugging m
α
τi












=ν1α1(α− e1)!m′α−e1τi (1) + ν2α2(α− e2)!m′
α−e2
τi














































c , |α| ≤ p. (2.53)
The complicated FMM be easily described by these operators as following.
1. Panel Moment Calculation
24















































































When apply the FMM to accelerate the matrix-vector multiplication in GMRES iteration
[220], the first step, panel moment calculation, can be computed once ahead the iteration,
since the panel moment will be used repeatedly, and the memory usage is O(p3N). The
adaptive FMM is a expansion order varying technique, which applies a low order Taylor
approximation at the fine level and increase the order from fine level to coarse level. The
complexity of step 1− 6 can be reduced to O(N) timed by a small factor. Even though the
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number of clusters for finer level is enormous, with a small order, for example p = 1, the
complexity is close to O(N). As for coarser level, the number of cluster is far less than N
and so for the complexity. Hence the bottleneck is the near-field calculations. In matrix
terminology, the near-field multiplication is a band matrix with the bandwidth Nd equals to
the maximum number of neighbors per cluster timed by the maximum number of panel for
c ∈ CL. The computational cost and the memory usage of this part is O(NdN). Note for a
small order, O(NdN) O(p3N) on the memory usage, we do not therefore save the integral
kernels in memory. The complexity of near-field can be reduced by parallelization such as
MPI or GPU acceleration.
To sum up, the Cartesian FMM is an O(N) complexity and O(N) memory usage method
to solve the calculation in a large N -body system. It can be apply to accelerated the matrix-
vector multiplication in the GMRES iteration when solving the partial differential equations.
2.3.1. Recurrence relation
Here, we briefly describe the recurrence formula [231] for MtL translation operators. The








G(r), q = 0, 1, 2, 3, ... (2.54)
Then the recurrence relation is given as





(xk − yk)G(q+1)(|x− y|)
)
= αkD
α−ekG(q+1)(|x− y|) + (xk − yk)DαG(q+1)(|x− y|)
(2.55)
Note the partial derivatives of DαG(|x− y|) are calculated for q = 0 by the above equation.
2.4. Cyclically parallelized treecode
In designing our MPI-based parallelization strategy, we point out that treecode requires
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Table 2.1: Pseudocode for MPI-based parallel treecode for electrostatic potential using repli-
cated data.
1 on the main task:
2 read protein geometry data (atom locations)
3 generate triangulation, and assign particles at triangle centroids with
unit charges
4 copy particle locations to all other tasks
5 on each task:
6 build local copy of tree and compute moments
7 compute assigned segment/group of source terms by direct sum
8 compute assigned segment/group of particle-cluster interaction by treecode
9 copy result to the main task
10 on the main task:
11 add segments/groups of all interactions and output result
lowO(N) memory usage, and our focus is on computing interactions between induced charges
on triangular elements characterizing molecular surfaces. We therefore store an identical copy
of the entire tree on each MPI task (even for very large systems), permitting the application
of a simple replicated data algorithm. Assuming that each MPI task has 24GB of available
memory, our parallel algorithm can handle interactions between about 20 million charged
particles, which is more than needed in this biological scenario. However, we note that
for three-dimensional applications, e.g. in astrophysics, which have much larger numbers of
particles, this approach of tree replication will rapidly limit scalability.
In treecode, we loop over target particles, and each particle can be treated as an in-
dependent interaction with the tree, whose copies are available on every task. Hence our
implementation divides the particle array into np segments (for the sequential scheme, see
below) or groups (for the cyclic scheme, see below) of size N/np, where np is the number
of tasks, and the segments/groups are processed concurrently. The pseudocode is shown in











Figure 2.3: Methods for assigning target particles to tasks: sequential order (top) vs cyclic
order (bottom).
2.4.1. Optimal load balancing
The initial and intuitive method to assign target particles to tasks is to use sequential
ordering, in which the 1st task handles the first N/np particles in a consecutive segment,
the 2nd task handles the next N/np particles, etc. The illustration of this job assignment
is shown in the top of Fig. 2.3. However, when examining the resulting CPU time on each
task, we noticed starkly different times on each task, indicating a severe load imbalance.
This may be understood by the fact that for particles at different locations, the types of
interactions with the other particles through the tree can vary. For example, a particle
with only a few close neighbors uses more particle-cluster interactions than particle-particle
interactions, thus requiring less CPU time than a particle with many close neighbors. We also
notice that for particles that are nearby one another, their interactions with other particles,
either by particle-particle interaction or particle-cluster interaction, are quite similar, so
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some consecutive segments ended up computing many more particle-particle interactions
than others that were instead dominated by particle-cluster interactions. Based on these
observations, we designed a cyclic ordering scheme, as illustrated on the bottom of Fig. 2.3
to improve load balancing. In this scheme, particles nearby one another are uniformly
distributed to different tasks. For example, for a group of particles close to each other, the
first particle is handled by the first task, the second particle is handled by the second task,
etc. The cycle repeats starting from the (np + 1)-th particle. The numerical results that
follow demonstrate the significantly improved load balance from this simple scheme. We
note that we also tried other approaches, such as using random numbers to assign particles
to tasks, but these did not result in as significant improvements as the cyclic approach.
2.5. Results for cyclically parallelized treecode
The numerical results in this section serve three purposes. First, we show that the
cyclic ordering scheme improves the parallel efficiency of the treecode by improving the load
balance. Second, we show how the treecode parameters such as N0, the number of maximum
particles per leaf, p, the order of Taylor expansion, and θ, the maximum acceptance criterion,
affect the parallel efficiency. By comparing the parallel efficiency of the cyclic and sequential
ordering schemes at different combinations of treecode parameters, we show that the cyclic
scheme reduces the effect of these parameters while providing a uniformly improved parallel
efficiency. With these data, treecode users can choose an optimal combination of treecode
parameters subject to the trade-off between time and error. Third, we provide numerical
results in a cube with uniformly distributed charges and on the molecular surfaces of a series
of proteins of various sizes, to demonstrate the general usage and consistent performance of
the cyclic ordering scheme for our MPI-based parallelization.
Except for the one example on a cube, these numerical results compute the electrostatic
potential induced from partial charges (point charges) distributed on molecular surfaces.













where N is the number of charged elements of the triangulated surface, φdir is the poten-
tial computed using direct summation (which serves as a reference value), and φnum is the
potential computed using treecode.
All simulations are run on the ManeFrame cluster, sponsored by the Southern Methodist
University (SMU) Center for Scientific Computing. This cluster has 1084 nodes, each with
24G of RAM and 8-core Intel Xeon CPU X5560 @ 2.80GHz processors. Each simulation uses
up to 128 cores, with one MPI task assigned per core. The code is written in C and compiled
using the mvapich2/2.0-gcc-4.9.1 library with the -O2 optimization flag. This cluster uses a
high speed DDR infiniband network at 20 Gbps for its interconnect.
2.5.1. Improving parallel efficiency through optimal load balance
We first focus on one particular protein to extensively study the parallel performance of
our algorithms. We pick the protein with PDB ID 1a63 (Protein Data Bank: www.pdb.org)
with 2069 atoms/130 residues. Beyond the structure, the biological significance of this
protein is not our main concern. In our simulations, the molecular surface is generated and
triangulated by the mesh generator MSMS [222], with atom locations obtained from the
PDB file. The software MSMS has a user-specified density parameter d that controls the
number of vertices per A˚2 in the triangulation. For this case, the MSMS density d is chosen
to be 20, which produces 265,000 triangles. We choose the treecode order p = 3, maximum
number of particles N0 = 500, and MAC parameter θ = 0.8, for the screened Coulombic
potential with ionic screening parameter κ = 1. The particles are located at the centroid of
each triangle with unit partial charges. An illustration of the triangulated molecular surface
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of protein 1a63 with reduced density d = 10 is given in Fig. 2.4 to illustrate the triangulated
surface.
Figure 2.4: Triangulated molecular surface of the protein 1a63 with MSMS density 10
(vertices/A˚2), which produces 132,196 triangles with point charges at centroids. Note: we
use a density of 20 in our simulations, however we show a density of 10 here for better
illustration of the triangular surface mesh.
Table 2.2 reports the CPU time and parallel efficiency (P.E.) for both the cyclically and
sequentially parallelized treecode methods using increasing numbers of tasks. For comparison
purposes, the same values are also reported for the parallelized direct summation method
(O(N2)). From the “Direct Sum” columns, the CPU time is essentially halved when the
number of tasks is doubled, indicating a 95+% parallel efficiency when using 128 tasks. This
is due to the fact that electrostatic interactions computed by direct sum for all particles are
homogenous, resulting in almost perfect load balance. However, when the treecode is used
for electrostatic interactions, this homogeneity is no longer maintained, as different particles
interact with the tree differently.
For the “Treecode” columns in Table 2.2, the “N-body Interactions + Utilities” columns
contain both the serial computations (build the tree and compute the moments) and parallel
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Table 2.2: CPU time and parallel efficiency (P.E. %) for parallelized direct sum, sequen-
tially parallelized treecode (seq.) and cyclically parallelized treecode (cyc.) for computing
electrostatic interactions on the molecular surface of protein 1a63 with 265,000 triangles.
The treecode parameters are θ = 0.8, N0 = 500, and p = 3, resulting in relative L2 error
eφ = 9.65× 10−3. The number of tasks np ranges over 1, 2, 4, · · · , 128.
np Direct Sum Treecode
N-body Interaction + Utilities N-body Interaction
CPU (s) P.E. CPU (s) P.E. CPU (s) P.E.
seq. cyc. seq. cyc. seq. cyc. seq. cyc.
1 3408.51 100.00 18.06 18.04 100.00 100.00 17.97 17.96 100.00 100.00
2 1708.79 99.73 9.31 9.12 96.99 98.93 9.22 9.03 97.44 99.41
4 887.77 95.98 5.11 4.83 88.30 93.44 5.02 4.73 89.51 94.83
8 446.31 95.46 2.64 2.46 85.40 91.52 2.55 2.37 88.13 94.70
16 222.70 95.66 1.44 1.29 78.63 87.08 1.34 1.20 83.74 93.44
32 110.51 96.39 0.80 0.70 70.70 80.90 0.70 0.60 80.18 93.01
64 55.66 95.69 0.47 0.41 59.93 68.23 0.38 0.32 74.37 87.72
128 27.80 95.80 0.29 0.27 48.41 53.01 0.20 0.17 71.10 81.51
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computations (compute the electrostatic interaction). The “N-body Interactions” columns
contain only the parallel computations. We report the CPU time and parallel efficiency for
both the sequentially parallelized treecode (seq.) and the cyclically parallelized treecode
(cyc.). Due to the fact that small portions of the code are not parallelizable (the “serial”
part), when 128 tasks are used the parallel efficiency of sequentially parallelized treecode for
“N-body Interactions + Utilities” is reduced to 48%, while the cyclically parallelized treecode
improves it to 53%. However, if we consider only the parallelizable portion of the algorithm,
consisting of the N-body electrostatic interactions after the tree has been constructed, the
parallel efficiency with 128 tasks is 71.10% for the sequential ordering scheme, and 81.51%
for the cyclic ordering scheme, a very encouraging result for the treecode parallelization.
Table 2.3: Profile of 8 costliest subroutines in treecode for computing the electrostatic po-
tential. Treecode parameters: θ = 0.8, N0 = 500, p = 3, and N = 265,000.
Index % Time (s) Subroutine Description
1* 67.75 7.66 compp direct compute direct summation
2* 16.28 1.84 compp tree compute particle-cluster interactions
3* 13.98 1.58 comp tcoeff compute Taylor coefficients
4 0.97 0.11 readin input protein structure, triangulation
5 0.62 0.07 comp ms compute moments
6 0.18 0.02 main main subroutine
7 0.18 0.02 partition partition particles into upper/lower groups
8 0.09 0.01 triangle area calculate triangle area of each element
The reduction in overall parallel efficiency (N-body Interaction + Utilities) can be well-
explained by the information contained in Table 2.3. Here, we report the profile (CPU
time elapsed on each routine, excluding the portion taken by its subroutines) of the eight
most time-consuming subroutines. These results were obtained using the GNU profiling
tool gprof, which returns the top time-consuming subroutines, with one MPI task. We
divide these subroutines into three groups: Group 1 (underlined indices 4,6,8) are those that
generate particle location and charges, which are not included in our CPU time calculation
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for Table 2.2; Group 2 (bold indices 5 and 7) are the subroutines that build the tree and
compute the moments, which are implemented in serial; Group 3 (indices with a star: 1-3)
are subroutines for the N-body interaction, which are implemented in parallel. The time of
Group 2 is negligible compared with Group 3 for small numbers of tasks. However, as more
tasks are used, the percentage of time used by Group 2 becomes more and more significant,
which explains the overall parallel efficiency reduction in Table 2.2.
The reduction in parallel efficiency when “Utilities” are included in the CPU time can
be predicted using Amdahl’s law. To see this, we set T1 = 18.04 from the first entry
of the 5th column of Table 2.2 as the serial time. We then use the data from Table 2.3
to compute the parallelizable fraction f = t1/(t1 + t2) = 11.08/11.17 ≈ 0.9919, where
t1 = 7.66+1.84+1.58 = 11.08 is the CPU time of Group 1 and t2 = 0.07+0.02 = 0.09 is the
CPU time of Group 2. Amdahl’s law then predicts the parallel efficiency as T1/T (np)/np,
where T (np) = f(T1/np) + (1− f)T1. These predictions are shown in the “amd.” column in
Table 2.2, which are relatively consistent with the computed parallel efficiency of the cyclic
order scheme, “cyc.”.
To examine how the choice of sequential versus cyclic ordering ordering scheme affects
load balancing, we plot the CPU time on each task for computing the electrostatic inter-
actions in Fig. 2.5. From Fig. 2.5 and Fig. 2.6 (a)(c)(e), we can see that when using 32,
64, and 128 tasks for the protein 1a63, the cyclic scheme has much more balanced load (red
circles) than the sequential scheme (blue squares). To verify this result for more general
cases, e.g. for particles distributed uniformly in space, in Fig. 2.5 and Fig. 2.6 (b)(d)(f) we
perform the same experiment for 265,000 particles, uniformly distributed on a cube with
10A˚ length per side. The result shows a similar pattern as for protein 1a63, which justifies
the general use of the cyclic order scheme. We quantified this load balance by calculating
the standard deviations among all the CPU times used within each experiment (shown in
Table 2.4), which shows significant reduction in standard deviation of the CPU time for the
cyclic ordering scheme in comparison with the sequential ordering scheme.
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Figure 2.5: CPU time consumed on each task with seqential ordering (red circles) and cyclic
ordering (blue squares) for 32 tasks (a)(b), and 64 tasks (c)(d), using protein 1a63 with
265,000 triangles (a,c) and on a cube with 265,000 particles (b,d). Treecode parameters:
θ = 0.8, N0 = 500, p = 3.
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Figure 2.6: CPU time consumed on each task with seqential ordering (red circles) and cyclic
ordering (blue squares) for 128 tasks (e)(f), using protein 1a63 with 265,000 triangles (e)
and on a cube with 265,000 particles (f). Treecode parameters: θ = 0.8, N0 = 500, p = 3.
Table 2.4: The standard deviation of the CPU times reported in Fig. 2.5 and Fig. 2.6
32 cores 64 cores 128 cores
sequential cyclic sequential cyclic sequential cyclic
1a63 0.0561 0.0023 0.0318 0.0021 0.0181 0.0033
cube 0.0565 0.0012 0.0332 0.0048 0.0195 0.0006
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2.5.2. The effect of treecode parameters on parallel efficiency
The CPU time and memory use of the serial treecode algorithm subject to treecode
parameters has been extensively examined in [162]. Here we study how the CPU time and
parallel efficiency change subject to treecode parameters within our parallel implementation.
We first show in Section 2.5.3 that the cyclic ordering scheme improves the parallel efficiency
at various choices of the parameters, and it also makes the parallel efficiency less sensitive to
the choice of parameters in a case, as compared with the sequential ordering scheme. This is
done by plotting the parallel efficiency as each parameter is varied. Second, in Section 2.5.4
we show that the general stability of cyclic ordering scheme can be further verified on a time-
error scatter plot, which can also help us to choose the most efficient treecode parameters for
a desired error tolerance. Third, in Section 2.5.5 we use a (parallel efficiency)-error scatter
plot to reveal the fact that when the number of particles per leaf (N0) is small, the parallel
efficiency becomes more sensitive to the choices of other treecode parameters, thus leaving
space for future research on improving parallel efficiency.
2.5.3. Parallel efficiency across various Treecode parameters
We consider four treecode parameters: number of particles per leaf N0, MSMS density d
(proportional to the number of particles N), Taylor expansion order p, and MAC threshold
θ. We change these variables one at a time and plot the parallel efficiency (N-body interac-
tion only) using 64 tasks in Fig. 2.7. Each data point on these plots represents a different
combination of the parameters θ, N0, p, and d. We use θ = 0.8, N0 = 500, p = 3, and
d = 20 (N = 265,000) as fixed parameters when one of the parameters is changing. Two
significant patterns may be observed from these graphs. First, the cyclic ordering scheme
shows better parallel efficiency than the sequential ordering scheme for all parameter com-
binations. Second, the cyclic ordering scheme has more stable results than the sequential
ordering scheme, as all the red circles are near 90% when different choices of the parameters
are made, whereas the blue squares fluctuate more significantly (particularly as d and p are
varied). Additional simulations on several other proteins confirms the first pattern, but not
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Figure 2.7: Effects of treecode parameters on parallel efficiency (1 vs 64 tasks). Reference
treecode parameters: θ = 0.8, N0 = 500, p = 3, d = 20. (a) d = 5, 10, 20, 40, 80 (resulting
N = 70,018, 132,196, 265,000, 536,886, 1,100,549); (b) order p = 1, 3, 5, 7, 9; (c) N0 =
50, 200, 500, 800; (d) θ = 0.2, 0.5, 0.8.
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the second pattern in general.
2.5.4. Scatter plot results: time vs error
To further investigate the parallel treecode using the cyclic ordering scheme, we provide
scatter plots of CPU time versus error as treecode parameters are varied. Each data point
represents a different combination of the θ, N0, and p. Once again, we use θ = 0.8, N0 = 500,
p = 3 as fixed parameters when one of the parameters is changing. The density d is uniformly
kept at 20 (thus N = 265,000).
Figure 2.8(top) is the scatter plot when using one task; similar results can be found in
our previous work [88, 162]. Using this scatter plot, we can identify optimal combinations
of the parameters θ, N0, and p for a given accuracy tolerance. For example, to obtain a
relative error of 10−4, one should choose N0 = 50, θ = 0.5, and p = 5 for the fastest speed.
Additionally, we see that for fixed θ (same color), the order p essentially determines the
accuracy (especially for larger θ). Therefore, if these two parameters are fixed for a desired
accuracy, smaller N0 will generally provide the best results. This can be explained by the
fact that smaller N0 results in deeper trees, and thus more particle-cluster interactions are
used, resulting in reduced CPU time. Figure 2.8(bottom) is the corresponding scatter plot
when using 128 tasks. We note that this shows similar results as the single task plot, which
supports our general conclusion that the parallel efficiency when using the cyclic ordering
scheme is rather stable. Both scatter plots show that larger θ brings faster but less accurate
results. In addition, they indicate that smaller N0 (triangle) uses less CPU time for a desired
error at fixed p and θ, thus we should use smaller N0 for faster calculations. However, if we
instead investigate a scatter plot of parallel efficiency against error, as in the next section,
an interesting phenomenon is revealed.
2.5.5. Scatter plot results: parallel efficiency vs error
In Figure 2.9 we show a scatter plot for the same testing case as in Figure 2.8, but where
the vertical axis is the parallel efficiency instead of the CPU time. While the results in this
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θ = 0.2, N0 = 50
θ = 0.5, N0 = 50
θ = 0.8, N0 = 50
θ = 0.2, N0 = 200
θ = 0.5, N0 = 200
θ = 0.8, N0 = 200
θ = 0.2, N0 = 500
θ = 0.5, N0 = 500
θ = 0.8, N0 = 500
θ = 0.2, N0 = 800
θ = 0.5, N0 = 800
θ = 0.8, N0 = 800














θ = 0.2, N0 = 50
θ = 0.5, N0 = 50
θ = 0.8, N0 = 50
θ = 0.2, N0 = 200
θ = 0.5, N0 = 200
θ = 0.8, N0 = 200
θ = 0.2, N0 = 500
θ = 0.5, N0 = 500
θ = 0.8, N0 = 500
θ = 0.2, N0 = 800
θ = 0.5, N0 = 800
θ = 0.8, N0 = 800
Figure 2.8: Scatter plots of time vs error on protein 1a63 for 1 task (top) and 128 tasks
(bottom). Treecode parameters: p = 1, 3, 5, 7, 9 from right to left on one connected line;
d = 20 (N = 265,000); N0 = 50, 200, 500, 800; θ = 0.2, 0.5, 0.8.
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θ = 0.2, N0 = 50
θ = 0.5, N0 = 50
θ = 0.8, N0 = 50
θ = 0.2, N0 = 200
θ = 0.5, N0 = 200
θ = 0.8, N0 = 200
θ = 0.2, N0 = 500
θ = 0.5, N0 = 500
θ = 0.8, N0 = 500
θ = 0.2, N0 = 800
θ = 0.5, N0 = 800
θ = 0.8, N0 = 800
Figure 2.9: Scatter plot of parallel efficiency vs error. Treecode parameters: p = 1, 3, 5, 7, 9
from right to left on one connected line; N = 265,000; N0 = 50, 200, 500, 800; θ = 0.2, 0.5, 0.8.
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plot may at first seem slightly erratic, they elucidate some interesting phenomena. First, if
we temporarily hide the lines with triangles (N0=50), all parallel efficiency values are within
the 75%-90% range, and thus the parallel efficiency values are generally stable. Second,
focusing only on the lines connecting triangles (N0 = 50) we see that the parallel efficiency
values fluctuate rapidly, indicating that the load balance becomes sensitive to p and θ when
N0 is small. This observation opens space for future research to improve parallel efficiency
for the case of small numbers of particles per leaf, N0.
2.5.6. Accuracy and efficiency across a wide collection of proteins
We finally compute the electrostatic interactions on a series of 24 proteins with different
sizes and geometries. The numerical results are reported in Table 2.5.6. Here, the first
column is an identification index for convenience in the discussion that follows. The second
column is each protein’s four-digit protein data bank (PDB) ID. Column 3 is the number of
elements on the triangulated molecular surfaces of each protein. This determines the surface
areas of each protein, as shown in column 6. Column 4 is the number of atoms in, and
column 5 is the total charge carried by, the proteins, respecively. We uniformly choose MSMS
density d = 20 so that proteins with larger molecular surface areas (column 6) will normally
generate larger numbers of elements. A few exceptions occur because MSMS modifies the
given density to fit its triangulation needs, resulting in a slightly mismatched order for the
data in columns 3 and 6; however, the general pattern remains that a larger number of
atoms results in larger molecular surface areas and numbers of elements. Columns 7 and
8 show the time for computing N-body electrostatic interactions on one CPU (T1) and 128
CPUs (T (128)) in seconds, respectively. Column 9 reports the parallel efficiency calculated
resulting from columns 7 and 8, and indicate an overall parallel efficiency of 70-85%. More
importantly, larger systems generally result in higher parallel efficiency. Column 10 shows
the memory used in each calculation, which is small and linear O(N) with respect to N
from column 3. This memory saving feature is one of the key advantages of the treecode
algorithm. The last column shows the L2 potential errors, which are consistently about 10
−2.
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This table demonstrates the general applicability of the cyclic ordering scheme for parallel
treecode on different geometries and structures.
Table 2.5: Parallel efficiency for electrostatic interaction calculations on molecular surfaces
of 24 proteins: N is the number particles; treecode parameters are p = 3, θ = 0.8, N0 = 500,
d = 20.







1 1ajj 81798 519 -5 2171.5 5.121 0.055 73.43 10264 9.56e-3
2 2erl 87136 573 -6 2323.5 5.738 0.059 75.68 10868 9.40e-3
3 1cbn 88765 648 0 2371.4 5.307 0.060 69.72 11156 8.40e-3
4 1vii 94458 596 2 2482.1 6.795 0.067 78.81 11624 9.42e-3
5 1fca 95901 729 -7 2552.7 7.738 0.076 79.37 12012 1.07e-2
6 1bbl 98311 576 1 2610.6 5.636 0.060 73.72 12324 9.43e-3
7 1sh1 102866 702 0 2750.1 6.268 0.067 73.55 12828 8.71e-3
8 2pde 103456 667 3 2721.7 6.776 0.069 76.81 12828 9.14e-3
9 1vjw 105744 828 -6 2792.4 5.837 0.061 74.34 13216 8.90e-3
10 1uxc 107704 809 4 2842.1 6.273 0.070 70.48 13404 8.92e-3
11 1ptq 108958 795 3 2904.0 7.164 0.073 77.11 13472 9.13e-3
12 1bor 109649 832 -3 2910.4 7.088 0.072 76.87 13392 9.02e-3
13 1fxd 110126 824 -15 2928.7 6.535 0.068 74.71 13624 8.55e-3
14 1r69 115278 997 4 3061.5 6.904 0.071 75.53 14088 8.92e-3
15 1mbg 116093 903 6 3080.5 7.396 0.076 76.12 14164 9.17e-3
16 1bpi 120948 898 6 3240.2 9.720 0.102 74.47 14756 1.13e-2
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17 1hpt 123178 858 -1 3270.1 7.519 0.075 78.08 15184 9.44e-3
18 451c 158468 1216 -1 4168.6 9.231 0.092 78.31 18980 9.72e-3
19 1frd 165392 1478 -11 4377.2 11.327 0.109 81.09 19268 8.68e-3
20 1a2s 169679 1272 -9 4447.0 10.539 0.104 79.00 19704 9.34e-3
21 1svr 176906 1435 -2 4654.8 11.991 0.114 82.21 20176 9.11e-3
22 1neq 179327 1187 4 4727.4 12.502 0.119 81.79 20300 9.87e-3
23 1a63 265000 2065 -1 6989.4 17.960 0.172 81.51 30348 9.65e-3
24 1a7m 294285 2809 7 7751.8 27.428 0.250 85.70 32584 1.12e-2
2.5.7. Conclusion
The flexible order Cartesian treecode method uses particle-cluster computations to re-
place the particle-particle computations for far-field interactions for N-body problems, thereby
significantly reducing the computational cost from O(N2) to O(N logN). The key advan-
tages of the treecode algorithm compared with the popular FMM [105] are its ease of imple-
mentation, memory savings (an O(N) cost with a small pre-factor), and efficient paralleliza-
tion.
In this project, we show that through replication of the tree structure on all tasks,
MPI-based parallelization of treecode is straightforward, but care must be taken when de-
composing the work among tasks. To this end, the novel cyclic ordering scheme significantly
improves the load balancing, and thus the parallel efficiency, in comparison with a standard
sequential ordering. We show that when using 128 tasks for a protein surface with 265,000
partial charges, the cyclic ordering scheme can compute the pairwise screened Coulombic
interaction in 0.17s with 81.5% parallel efficiency, which has more than 10% improvement
compared with the sequential ordering scheme. Additoinally, the cyclic ordering scheme for
the treecode parallelization can be conveniently extended to other kernels and structures.
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We also investigate how the parallel efficiency changes based on different choices of the
treecode parameters, such as Taylor expansion order p, Maximum Acceptance Criterion θ,
and maximum number of particles per leaf N0. By studying plots of parallel efficiency against
parameters as well as the time-error and (parallel efficiency)-error scatter plots, we conclude
that the cyclic ordering scheme improves the parallel efficiency at various choices of the
parameters, and also makes the parallel efficiency less sensitive to these parameter choices
than the sequential ordering scheme for the tested case. We further show that the time-
error scatter plot can help to select the most efficient treecode parameters for a desired error
tolerance. Furthermore, the (parallel efficiency)-error scatter plot reveals the fact that when
using a small number of particles per leaf N0 (for saving CPU time), the parallel efficiency
becomes more sensitive to the selection of treecode parameters. We will research this topic
for further improvement in future work.
This work can be further extended in the following directions. First, we plan to parallelize
the processes for building the tree and computing moments, which will further improve the
overall parallel efficiency by increasing the parallelizable fraction. Second, we are working
toward the parallelization of a Poisson-Boltzmann equation solver based on the boundary
element method; this uses treecode to efficiently compute the matrix-vector product Ax in
each GMRES iteration. Due to its algorithmic simplicity and small memory requirements,
treecode is a good candidate for GPU-based parallelization [28, 87]. We note that recursion
has been recently supported on GPUs, which will make our treecode implementation on
such architectures more convenient. Third, the Coulomb interactions for the more accurate
point multipole model (instead of the widely used point partial charge model) demand highly
efficient calculations of N-body interactions [212, 19], and may additionally benefit from the
advances in this work. Finally, for some three-dimensional applications, e.g. in astrophysics,
which have much larger numbers of particles, this approach of tree replication will rapidly
limit scalability, which calls for parallelization using MPI domain decomposition as another
interesting and challenging project under our consideration.
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Chapter 3
Multipole Accelerated Boundary Integral Poisson-Boltzmann Solver
We have described the Poisson-Boltzmann model for solving surface potential and sol-
vation free energy of the macromolecule and its solvent system. In this chapter, we talk
about the derivation of boundary integral formula of PB equation, Treecode and FMM’s
accelerating of the process for solving the linear system, and a tree-based block diagonal
preconditioning scheme for the linear system solver, followed by result discussion for above
topics.
3.1. Boundary integral Poisson-Boltzmann formulation
With the given linearized PB Eq. (1.1) and applying Green’s theorem, the boundary
























dSy, x ∈ Ω2, (3.1b)
where G0(x,y) and Gκ(x,y) are the Coulomb and screened Coulomb potentials,
G0(x,y) =
1
4pi|x− y| , Gκ(x,y) =
eκ|x−y|
4pi|x− y| . (3.2)
Then applying the interface conditions in Eq. (1.3) with the differentiation of electrostatic
potential in each domain yield a set of boundary integral equations relating the surface
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potential φ1 and its normal derivative ∂φ1/∂ν on Γ,
1
2






















dSy + S2(x), x ∈ Γ, (3.3b)
where  = 2/1. As given in Eqs. (3.4) and (3.7), the kernels K1−4 and source terms S1,2 are
linear combinations of G0, Gk, and their first and second order normal derivatives [136, 88].




















where the normal derivative with respect to x is given by
∂G(x,y)
∂νx




























Once the potential and normal derivative of the potential from Eqs. (3.3a)-(3.3b) are solved,
potential at any point in the space can be computed via Eqs. (3.1a)-(3.1b) or a numerically























where φreac(x) = φ(x)−S1(x) is the reaction potential [136, 88]. In our numerical results, we
report many results involving solving PB equation and calculating the electrostatic solvation
energy.
3.2. Boundary element methods
The boundary element methods (BEM) is a numerical approximation of boundary in-
tegral equations. The choice of an appropriate discretization scheme is variety. The most
common methods are the Collocation scheme and the Galerkin method. In this section,
we first discuss the boundary element spaces of basis functions. Then we describe some
discretization methods used to solve to the Poisson-Boltzmann equation.
3.2.1. Molecular surface triangulation codes
We describe two publicly available software codes for triangulating the solvent excluded
molecular surface of a solvated protein. Each code provides a means for the user to to
control the resolution of the triangulation, the codes use different algorithms and in general
will produce different triangulations of a given SES. The aim of this work is to investigate how
the different triangulations affect the accuracy and efficiency of the subsequent computations.
3.2.1.1. Maximal speed molecular surface (MSMS)
MSMS, developed by Sanner [222], is an implementation of the SES. After generat-
ing an analytical representation of the surface, the algorithm generates a triangulation of
specified density by fitting predefined triangulated patches to the surface. MSMS has gained
widespread popularity for generating surface meshes. The density of the mesh is controlled by
a user-specified parameter d that sets the number of triangles in units of vertices/angstrom2.
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3.2.1.2. NanoShaper
NanoShaper, developed by Decherchi and Rocchia [56], implements Gaussian (referred
to as “blobby” in its documentation), SES, and Skin surfaces. In this study we consider
the SES surface implementation. NanoShaper first builds a description of the surface with
a set of patches, analytically if possible or else with an approximation. The program then
employs a ray-casting algorithm in which rays parallel to the coordinate axes are cast and
intersections with the surface are calculated. The vertex positions of intersection are then
used by the marching cubes algorithm to obtain the triangulation. The density of the mesh
is controlled by a scaling parameter s that specifies the inverse side length of a cubic grid
cell in units of angstroms.
a b
Figure 3.1: Triangulation of molecular surfaces, (a) barnase and barstar monomers, (b)
complex.
The molecular surface is triangulated using MSMS [222] and NanoShaper [56]. For ex-
ample, Fig. 3.1 shows the triangulated molecule surfaces of the two monomers barnase and
barstar, and formed biomolecular complex (PDB: 1b2s) at MSMS density d = 5. Then we
can construct basis function on the surface element
49
3.2.2. Discretization
In solving the boundary integral PB equation, both the molecular surface and the solution
function need to be discretized. In the language of Finite Element triple, the molecular
surface is approximated as a triangulated polygon Γ in R3 and the solution is in the finite
space Π ⊂ C(Γ) with dimension N (using constant basis functuions) as specified below.
3.2.2.1. Boundary elements
In the triangulation, the molecular surface is approximated by a collection of triangles
with normal direction given at each vertex, which in general term, is a piecewise polyhedral





where N is number of elements and τl is a plane trianglar boundary element with mid-point
xci . The reference triangle τ is defined as
τ =
{
η = (η1, η2) ∈ R2 : 0 ≤ η1 ≤ 1, 0 ≤ η2 ≤ η1
}
. (3.10)
The boundary element τi with nodes ui, vi and wi can be described via the parameterization
x(η) = ui + η1(vi − ui) + η2(wi − ui) ∈ τi for η ∈ τ. (3.11)




|vi − ui| × |wi − ui|. (3.12)
Using Ai, we define the local mesh size of the boundary element τi as
hi =
√
Ai for i = 1, ..., N (3.13)
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implying the global mesh sizes
h = hmax = max
1≤i≤N
hi. (3.14)
Since a function f(x) defined on τi can be interpreted as a function g(η) with respect to
the reference element τ ,
f(x) = f(x(η)) = g(η) for η ∈ τ, x ∈ τi. (3.15)
we can build the boundary element basis functions on τi with corresponding functions on
the reference triangle τ .
3.2.3. Finite function space and its basis functions
Our numerical solution is in the finite N -dimensional space Π, which is spanned by
a collection of basis functions. Choosing an appropriate basis is a trade-off between the
accuracy and complexity. Our choice is the simplest piecewise constant basis functions
but discussion about piecewise linear discontinuous and piecewise linear continuous basis
functions are provided here as well for future work.
3.2.3.1. Piecewise constant basis functions
The piecewise constant function on reference element τ
ψ0(η) =

1 if η ∈ τ ,
0 otherwise,
(3.16)
implies the piecewise constant basis functions on τi ∈ ΓN
ψi(x) =










is a space of trial functions with dimen-




wiψi ∈ S0h(ΓN), wi ∈ R for i = 1, ..., N. (3.18)




wiψi ∈ S0h(ΓN), (3.19)
which minimizes the error w − Qhw in the L2(ΓN)-norm. Therefore, the potential function
φ1 and its normal derivative
∂φ1
∂ν
(use φν1 to replace
∂φ1
∂ν
for simplicity), are projected onto
the trial space S0h(ΓN) such that,
Qhφ1 = φ1h =
N∑
i=1
φ1iψi ∈ S0h(ΓN), Qhφν1 = φν1h =
N∑
i=1
φν1iψi ∈ S0h(ΓN). (3.20)






w(x)ψi(x)dSx for i = 1, ..., N. (3.21)
and the property of the basis functions such that
∫
ΓN
ψi(x)ψj(x)dSx = Aiδij, (3.22)






w(x)dSx for i = 1, ..., N. (3.23)
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With this explicit expression of wi, we can give the error estimate [216],
‖w − wh‖2L2(ΓN ) ≤ c
N∑
i=1
h2i |w|2H1(τi) ≤ ch2|w|2H1pw(ΓN ), (3.24)








Thus, the constant piecewise basis function can give a convergence rate of maximum O(h).
3.2.3.2. Piecewise linear basis function
The piecewise linear basis functions have the discontinuous or continuous forms. On the
reference element τ , we define the local linear functions
ψ11(η) = 1− η1 − η2, ψ12(η) = η1, ψ13(η) = η2 for η ∈ τ. (3.26)
Then these linear functions lead to piecewise linear discontinuous basis functions
ψi,j(x) =

ψ1j (η) for x(η) ∈ τi,
0 otherwise,
(3.27)
for i = 1, ..., N , j = 1, 2, 3, and the global trial space [216]






whose dimension is 3N .
The piecewise constant and piecewise linear discontinuous basis functions are defined
on triangle plane. The discontinuity is caused by the fact that the construction of basis
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functions is on the plane of a non-smooth piecewise polygon, and the normal vectors on
different triangles are not parallel. Thus basis functions for adjacnet triangles do not have
the same value on the common edges or vertices. On the other hand, We define the piecewise
linear continuous basis functions as
ψci (x) =

1 for x = xi,
0 for x = xj 6= xi,
piecewise linear elsewhere,
(3.29)
for i, j = 1, ...,M . The dimension of these basis functions are determined by the number of
vertices M , which is approximately half of the number of triangles.
Note that the restrictions of ψci onto a boundary element τk for k ∈ I(i), where I(i) is an





(η) for x(η) ∈ τk. (3.30)







with dimension M . Both piecewise linear basis functions have the convergence rate at
maximum rate O(h2), while the piecewise linear continuous functions have a larger lower
bound. Constructing both linear basis functions requires additional information and work.
For examples, the piecewise linear continuous functions need the normal vector of each vertex
and extra work in building the stiffness matrix. On the other hand, the piecewise linear
discontinuous functions in dimension is three times that of piecewise constant functions. For
simplicity, which is our main concern for solving large and complicated problems, our choice
for the space discretization is the piecewise constant functions.
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3.2.4. Generalized interpolation conditions
Now we move to the work related to the third component of the finite element triple
as any function in Π with dimension N is uniquely determined by N linearly independent
functionals, which in the general sense is to use the interpolation for solving the weights of
the basis functions. Here we provide two options: the collocation method and the Galerkin
method.
3.2.4.1. The collocation method
The integrals in Eqs. (3.3a) and (3.3b) can be discretized by the collocation method
using the centroids of the triangles as the collocation points and the piecewise constant basis
functions. Then the discretized Eqs. (3.3a) and (3.3b) are
1
2



































where xi is center of τi for i = 1, ..., N . Here we simply list the formulation of this option
while our choice is the more accurate Galerkin method as given next.
3.2.4.2. The Galerkin method
Using the approximated solutions φ1h and φ
ν
1h, and the trial/basis functions ψ as defined














































Particularly, for triangles τi and τj ∈ ΓN , the discretized Eqs. (3.3a) and (3.3b) are
1
2

















































The integrals associated with K1−4 in Eqs. (3.34a) and (3.34b) can be solved by a suitable
choice of quadrature rules. However singularities will appear if triangles τi and τj are iden-
tical or sharing common edges and vertices. To overcome this issue, we apply the cubature
methods [224] using a relative coordinates [223]. Here we only illustrate singularity regular-
ization for identical panels (i = j) which often happens when the constant basis functions
are applied. More details about treating the singularities when panels share common edges
and vertices can be found in [224].











K(xˆ, yˆ)dxˆdyˆ, ‖xˆ− yˆ‖ ≥ δ, (3.35)
where xˆ = (xˆ1, xˆ2) and yˆ = (yˆ1, yˆ2). Use the third variable zˆ = (zˆ1, zˆ2), and replace yˆ by zˆ+xˆ,
and then the singularity is fixed at the origin zˆ = yˆ − xˆ = 0. Thus, the (xˆ, yˆ)-integration is
transformed to a (xˆ, zˆ)-integration which is evaluated in a domain consisting of six parts
D1 =

−h ≤ zˆ1 ≤ 0,
−h ≤ zˆ2 ≤ zˆ1,
zˆ2 ≤ xˆ1 ≤ h,




0 ≤ zˆ1 ≤ h,
zˆ1 − h ≤ zˆ2 ≤ 0,
−zˆ2 ≤ xˆ1 ≤ h− zˆ1,






−h ≤ zˆ1 ≤ 0,
zˆ1 ≤ zˆ2 ≤ 0,
−zˆ1 ≤ xˆ1 ≤ h,




0 ≤ zˆ1 ≤ h,
zˆ1 ≤ zˆ2 ≤ h,
zˆ2 − zˆ1 ≤ xˆ1 ≤ h− zˆ1,





−h ≤ zˆ1 ≤ 0,
0 ≤ zˆ2 ≤ zˆ1 + h,
zˆ2 − zˆ1 ≤ xˆ1 ≤ h,




0 ≤ zˆ1 ≤ h,
0 ≤ zˆ2 ≤ zˆ1,
0 ≤ xˆ1 ≤ h− zˆ1,
0 ≤ xˆ2 ≤ xˆ1.

(3.38a)







K(xˆ, xˆ+ zˆ)dxˆdzˆ, ‖zˆ‖ ≥ δ. (3.39)
We can then calculate the integral on each domain with general quadrature method. The
cubature error is O(N−1) as given [224].
When the constant basis functions are applied, the solutions to Eqs. (3.34a) and (3.34b)
are both numerically the weights of the basis functions and physically the electrostatic po-
tentials and normal derivatives of the potentials. With these values, the electrostatic free


















The discretized Eqs. (3.34a) and (3.34b) form the linear system Ax = b, where x includes
the surface potential values φ1h and the normal derivative values φ
ν







S2dSx. The matrix is a dense non-symmetric form which can be
solved by the iterative GMRES method. In each step of GMRES iteration, a matrix-vector
product is calculated and a direct summation for this requires O(N2) complexity. Next we
will introduce the O(N) Cartesian Fast Multipole Method (FMM) to accelerate the product.
Calculating the electrostatic solvation free energy Esol in Eq. (3.40) is O(NcN) and we use
a Cartesian treecode to reduce the cost to O(Nclog(N)).
3.2.5. Regularization on singular kernels
Singularity is a hard problem to solve numerically and analytically. As mentioned
above, numerically, we can apply the cubature method to calculate the singular kernels
in Eqs. (3.33a) and (3.33b). Here we discuss regularization forms for the boundary inte-
gral form of PB equation. The current work includes treecode accelerated for the first kind
boundary integral form of PB equation [230, 242], however due to the ill-condition of first
kind boundary integral form, it requires a large number of iteration to converge on our nu-
merical study. Hence, we apply this regularization on the second kind boundary integral
form Eqs. (3.3a) and (3.3b). The derivation of the new PB formulas are provided here, and
future work will study the numerical results.
We consider the function ψ1(x) and ψ2(x) which satisfies the Laplace equation for the
same domain Ω1 and Ω2 respectively,
∇2ψ1(x) = 0, x ∈ Ω1,
∇2ψ2(x) = 0, x ∈ Ω2.
(3.41)




















where ψν1 is the normal derivative such that
∂ψ1
∂ν

























We force ψ1(x) and ψ2(x) to satisfy the following conditions,
ψ1(x) = φ1(x), ψ
ν
1 (x) = φ
ν
1(x), x ∈ Γ
ψ2(x) = φ2(x), ψ
ν
1 (x) = φ
ν
2(x), x ∈ Γ.
(3.44)





















ψν1 (x)dSy+S2(x), x ∈ Γ. (3.45b)
There are many functions can satisfy the conditions Eq. (3.44). Let ψ1(x) and ψ2(x) be
ψ1(x) = φ1(x
′)g1(x) + φν1(x
′)f1(x), x ∈ Ω1
ψ2(x) = φ2(x
′)g2(x) + φν2(x
′)f2(x), x ∈ Ω2
(3.46)
where g1(x), f1(x) and g2(x), f2(x) satisfy the Laplace equation with following conditions
at x ∈ Γ:
∇2g1(x) = 0, g1(x) = 1, ∇g1(x) · νx = 0,




∇2g2(x) = 0, g2(x) = 1, ∇g2(x) · νx = 0,
∇2f2(x) = 0, f2(x) = 0, ∇f2(x) · νx = 1.
(3.48)
Thus solutions for Eqs. (3.47) and (3.48) are













= νx · νx′ . (3.49d)
The regularization Eqs. (3.45a) and (3.45b) form the linear system for solving the PB equa-
tion. Both FMM and treecode algorithm can accelerate the matrix-vector multiplication for
the iterative solver solving. The numerical part is for future work.
3.2.6. Treecode for solvation energy calculation
In Chapter two, we discuss the FMM acceleration on kernel functions in Eqs. (3.33a)
and (3.33b), which has O(N) complexity. Note complexity of solvation energy computation
Eq. (3.40) is O(NcN), where Nc is the number of atoms, it is important to reduce the
computational cost, especially, for proteins that has a large Nc. We apply the treecode
method to replace the particle-particle interactions, on a FMM tree structure. Thus the
CPU time and memory are saved as well as the moments calculations comparing rebuilding
a treecode tree structure.
In the general Treecode algorithm, the interface is embedded in a hierarchy of clusters.
This hierarchy tree structure is obtained by recurrently dividing a parent cluster into eight
children. This process continues until a cluster has fewer than N0 particles (a parameter for
the preconditioning), and such cluster is called leaf in the treecode method. In left figure
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Figure 3.2: Treecode tree structure and the shrank tree structure
of Fig. 3.2, it shows the same domain is decomposed into a hierarchy tree structure with
eight maximum particles per cube. Next, each cube is shrank to be an adaptive scheme for
accuracy and efficiency in the right figure of Fig. 3.2.
In the FMM, it is different that this process stops when the level achieves an optimized
number t. However, to efficiently implement the particle-cluster interaction on the compu-
tation of solvation energy, we use the same tree structure of FMM in Fig. 3.3, at which
every leaf is from the finest level. Therefore, the time of building the tree structure and
the moment calculations is saved. Unlike the interaction list plays the key role in FMM to
determine the well-separateness, the particle-cluster interaction happens, or we say a particle
xn and a cluster c is well-separated, if the following multipole acceptance criterion (MAC)
is satisfied. If the criterion is not satisfied, the program checks the children of the cluster
recursively until either the MAC is satisfied or the leaves (the finest level cluster) are reached
at which direct summation is applied. Overall, the treecode evaluates the potentials (3.40)
as a combination of particle-cluster interactions and direct summations. Thus, when xn and










Figure 3.3: Particle-cluster interaction illustration; R is the distance from the charge to the
blue cluster’s center; rc is the radius of the blue cluster c which is the farthest particle inside
c to the center of c.
where the moment m′βc (f) is calculated by the same MtM operator in FMM.
The treecode method therefore can be concluded as
1. Panel Moment Calculation
for c ∈ CL
































for xn, n = 1, ..., Nc
c = c00 ∈ C0





else if K(c) 6= ∅
for c′ ∈ K(c)
c = c′ and goto 1
update En







Note that the steps 1−3 are same as the steps in FMM, hence the implementation of treecode
is very simple.
3.3. Preconditioning
In order to precondition Krylov subspace methods in solving Ax = b, taking left-
precondition scheme as an example, we seek a preconditioning matrix or a preconditioner
M such that two conditions are satisfied:
(1) M is similar to A such that M−1A has improved condition compared to A thus less
number of iterations are required in solving M−1Ax = M−1b compared to solving Ax = b;
(2) M−1z = y can be efficiently computed, which is equivalent to solving y from My = z.
Conditions (1) and (2) cannot be improved concurrently and a tradeoff must be made. For
examples, M = A is the extreme of condition (1) and M = I the identity matrix is the
extreme of condition (2), and the preconditioner we are seeking lies in between these two
extremes.
The design of our preconditioner is motivated from the observation that in electrostatic
interactions, which is also the interactions between boundary elements in solving integral
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(a) (b) (c)
Figure 3.4: A schematic illustration of the boundary element dense matrix A and its precon-
ditioning matrix M : (a) matrix A for the case of N = 20 elements (the size of the matrix
entry shows the strength of the interaction; the four different color-coded region relates to
K1−4 in Eqs. (3.4)); (b) the “block diagonal block” preconditioning matrix M (N0 = 3 in
this schematic illustration and there are 10 leaves with 1-3 particles/elements each); (c) the
“block diagonal” preconditioning matrix M , which is a permuted matrix from M in (b) after
switching the order of the unknowns.
equations, the short range interactions are smaller in number of interactions but more signif-
icant in strength than the long range interactions, which are large in number of interactions
and computationally more expensive. Due to their large numbers, the long interactions are
calculated by multipole expansions. This gives us the ideas that for a preconditioner of
A, we might use short range interactions represented by the matrix M to approximate all
interactions, ignoring long range interactions. We have three ideas.
(1) interactions between elements computed in direct summation, which is the first term in
Eq. (2.18), or simply,
(2) interactions between elements on the same leaf only (i.e. there is no interaction be-
tween elements from different leaves, even these elements are close from each other), which
is smaller subsets of the the elements in idea (1), or more complicated,
(3) interactions between elements geometrically close at a specified level of the tree, which
is a bigger set containing elements in idea (1).
These ideas can be applied in FMM accelerated linear solver as well, while idea (2) is modi-
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fied as interactions between elements on certain level clusters which depends on the average
number of panels per cluster for that level.
Among these ideas, idea (2) has the least computational cost but the weakest precondi-
tioning power and idea (3) has the most computational cost but the strongest preconditioning
power. As a neutral choice, we start with idea (1) and we immediately encounter a difficulty.
We are excited to see that solving M−1Ax = M−1b receives much improved convergence
speed but we also realize solving My = z, which requires another GMRES solver, suffers
from similar slow convergence if solving Ax = b shows slow convergence. Here M is a much
simplified version of A with only the near-field direct sum interactions. This difficulty implies
that it should be the very near interactions between problematic triangular elements cause
the slow GMRES convergence. Since M−1A has much improved condition, the key now is
to find a kind of M such that My = z can be solved rapidly.
It turns out that idea (2), which is our final choice, has great advantages in efficiency
and accuracy for solving My = z. To be more precise, we give the explicit definition of A
and M as from the discretized system (3.32a)-(3.32b). Let A =
 A11 A12
A21 A22
 ∈ R2N×2N ,
where Amn ∈ RN×N for m,n = 1, 2. Then the entries of these block matrices with collocation




(1 + ) δij +K2(xi,xj)∆sj(1− δij),
A12(i, j) = K1(xi,xj)∆sj(1− δij),











for i, j = 1, · · · , N , where δi,j is the Kronecker delta function and ∆sj is the area of the jth










































The definition of M will be essentially similar to A except that the entries of M are zero if
i and j are not on the same leaf of the tree, i.e.
Mm,n(i, j) =

Am,n(i, j) if i, j are on the same leaf
0 otherwise
(3.53)
for i, j = 1, · · · , N and m,n = 1, 2.
Here we use Fig. 3.4 to illustrate the design and advantage of our preconditioning scheme.
Figure 3.4(a) is the illustration of the dense boundary element matrix A for the discretized
system (3.32a)-(3.32b) with 20 boundary elements. The four different colors represent the
four kernels K1−4 related entries of the linear algebraic matrix A in Eqs. (3.32a)-(3.32b).
Note the unknowns are ordered by the potentials φ1 on all elements, followed by the normal
derivative of the potential φν1. The size of the matrix entry in Fig. 3.4 indicates the magnitude
of the interaction between a target element and a source element, which decays from the
main diagonal to its two wings. By only including the interactions between elements in the
same leaf, we obtain our designed preconditioning matrix M as illustrated in Fig. 3.4(b).
This preconditioning matrix M has four blocks, and each block is a diagonal block matrix.
Rigorously, we should call M a “block diagonal block matrix”, but we use the term “block
diagonal matrix” for simplification and the reason explained next.
The most important advantage of this designed preconditioning matrix M is that com-
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puting y = M−1z or equivalently solving y from My = z can be rapidly computed using
direct methods e.g. LU factorization. To see this, we rearrange the unknowns in vector
y. Originally, y is composed of the first segment of potential on all elements followed the
second segment of normal derivative of the potential on all elements. The rearranged y has
Nl segments, where Nl is the total number of leaves in the tree structure. One leaf after the
other, each leaf segment of the rearranged y consists of the potentials on elements belonging
to the leaf followed by normal derivatives of the potential on elements of the same leaf. This
rearrangement creates a block diagonal matrix M as illustrated in Fig. 3.4(c). This rear-
ranged matrix M is equivalent to the original matrix M in the sense of condition number,
eigenvalues, singular values but is much more efficient and convenient at solving My = z
and computing characteristic quantities of M . For simplicity and the equivalence mentioned
here, we do not distinct the original M and the rearranged M in the context.
Since M = diag{M1,M2, · · · ,MNl} as shown in Fig. 3.4(c) is a block diagonal matrix
such that My = z can be solved using direct method e.g. LU factorization by solving each
individual Miyi = zi. Here each Mi is a square nonsingular matrix, which represents the
interaction between particles/elements on the ith leaf of the tree. It worths noting that the
efficiency is not affected even when Mi has a large condition number since direct solver is
used for solving My = z. Meanwhile, we can compute the condition number, eigenvalues,
singular values of M easily. These values of M are similar or close to corresponding values
of matrix A thus are very useful to study the properties of A. For example, the norm-2
condition number of M can be obtained by its singular values as cond2(M) = σmax/σmin,
where the singular values of M can be obtained from the singular values of each sub-matrix
Mi.
We also provide the computational cost estimate for the preconditioning scheme, which
is essentially the cost of solving My = z. Let N0 be the number of particle per leaf, a user
specified treecode parameter as explained in previous section. Since we only consider the
interactions between particles on the same leaf for preconditioning, the dimension of the
matrix Mi is less than or equal to N0 and we use the upper limit N0 to represent it. The
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total number of blocks is N/N0. The total cost of solving My = z by solving all Miyi = zi is
therefore O(N30N/N0) = O(NN
2
0 ), which is essentially O(N) if small N0 is used. Meanwhile,
N0 cannot be too small or M will not include the singular element interactions to cancel
with the corresponding interaction in A. These considerations suggest we use small N0 e.g.
100 in our preconditioning scheme, which is justified by the numerical results in the next
section.
3.4. Results for preconditioning on treecode-accelerated boundary integral (TABI) Poisson-
Boltzmann solver
In this section, we provide numerical results using block diagonal preconditioning as com-
pared with the previously used diagonal preconditioning in TABI solver [88]. Our numerical
results are produced on a desktop with i5 7500 CPU and 8G Memory, using GNU Fortran
7.2.0 compiler with compiling option “-O3”. We fix some PB model parameters (relative
dielectric constants 1 = 1 and 2 = 80, inverse Debye length κ = 0.1257/A˚
2, which corre-
sponds to ionic strength 0.15 molar) and some treecode parameters (p = 3), while modify
the more relevant parameters (MSMS density d, the MAC criterion θ, the maximum particle
per leaf N0) as described below. All protein structures are obtained from Protein Data Bank
(https://www.wwpdb.org) and partial charges are assigned by CHARMM22 force field [26]
using PDB2PQR software [59]. For dissemination to the greater science community, all code
are published on sourceforge (https://sourceforge.net/projects/tabipb/) following the New
BSD License. The user can also use the link from the corresponding author’s website to
access the code. In the following, we first solve the PB equation and compute electrostatic
solvation energy on two selected proteins using the TABI solver with block diagonal pre-
conditioning scheme at various parameters to justify an optimal choice of these parameters.
Following that, we show the improvements of the block diagonal preconditioning scheme
compared with the original diagonal preconditioning scheme on selected proteins.
The physical quantity we computed in this manuscript is the electrostatic free energy of
solvation with the unit kcal/mol. The electrostatic potential φ or φ1 governed in Eq. (1.1)
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or Eqs. (3.3a-3.3b) uses the unit of ec/(4piA˚), where ec is the elementary charge. By doing
this, we can directly use the partial charge obtained from PDB2PQR [59] for solving the PB
equation. After obtaining the potential, we can convert the unit ec/(4piA˚) to kcal/mol/ec
by multiplying the constant 4pi332.0716 at room temperature T=300K. From potential to
energy, only a multiplication of ec is needed. More details about PB equation related units
conversion can be found in [121, 238].
3.4.1. The selection of treecode parameters
The treecode used by the TABI solver has three tree-structure related parameters: the
order p of Taylor expansion, which determines the truncation error of the treecode; the MAC
criterion θ, which majorly determines the fraction of using treecode (particle-cluster) or direct
sum (particle-particle) for electrostatic interactions; and the maximum particle per leaf N0,
which determines the level of the tree. From previous research, we found N0 is less significant
than the other two parameters in affecting the treecode efficiency and accuracy [38, 88, 162].
However, in present research, we find that N0 plays a significant role in preconditioning. The
effects of these parameters for accuracy, efficiency, and parallelization are studied in detail in
our previous work [38, 88, 162], and we here mainly focus on their effects on preconditioning.
Table 3.1 reports number of iterations and CPU time for solving boundary integral PB
equation on the molecular surface of proteins 1a7m and 1bpi. Protein 1bpi has 898 atoms
while protein 1a7m has 2809 atoms. We choose these two proteins because solving PB
equation using the GMRES solver with only diagonal preconditioning on them requires
large number of iterations [87]. The parameters are listed in the caption of the table. From
data associated with these two proteins, we have the following two conclusions:
(1) The MAC θ overally determines the efficiency of the algorithms by controling how much
particle-cluster interactions are used to replace particle-particle interaction. To this end,
larger θ e.g. 0.8 is preferred than smaller θ e.g. 0.5, 0.2 for better efficiency at the price
of moderately more loss of accuracy. From this table, we can see for both cases, larger θ
requires less total CPU time.
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Table 3.1: Treecode parameter selection (θ and N0) for preconditioned TABI solver: MSMS
density d = 10, protein 1bpi has 60600 elements and protein 1a7m has 147121 elements;
CPU time t in seconds are reported in terms of total time, time for computing one Ax in
each iteration, and time for solving one My = z for the preconditioning matrix M .
1bpi 1a7m
θ N0 # of it. t (total) t (Ax) t (pre) # of it. t (total) t (Ax) t (pre)
0.8 100 10 68.1 6.3 0.4 12 230.7 17.9 0.9
300 9 82.4 6.2 2.4 11 277.2 17.7 6.2
500 8 124.8 6.4 7.3 10 337.9 18.0 12.8
0.5 100 10 149.2 14.4 0.4 12 518.3 41.9 0.9
300 9 157.3 14.5 2.4 11 543.2 42.0 6.2
500 8 192.4 14.8 7.3 10 583.0 42.6 12.7
0.2 100 10 545.8 54.2 0.4 12 2308.9 190.7 0.9
300 9 507.2 53.5 2.4 11 2157.3 188.7 6.2
500 8 530.4 57.2 7.3 10 2110.8 195.6 12.7
(2) The impact of N0 in preconditioning are two-fold: first smaller N0 requires less CPU in
solving My = z for preconditioning as seen in the “t (My = z)” column; second, smaller N0
means more levels of trees thus more particle-cluster computation is used, which leads to less
accurate Ax computation, then more number of iterations may be required as seen in the
“# of it.” column; the overall effect is the combination of these two factors. For example,
smaller N0 uses less CPU time for θ = 0.8 but uses more CPU time for θ = 0.2, 0.5 as seen
in the “t (total)” column for both proteins.
By combining all effects, we recommend the combination of θ = 0.8 and N0 = 100
as the optimal choice of parameters, which is highlighted in the table. For instance, the
diagonal preconditioned TABI solver use 67 iterations for protein 1a7m and 110 iterations
for protein 1bpi as reported in [87] while the number of iterations required using block
diagonal preconditioning is approximately 10 for both proteins. Note that the underlined
number 110 indicates that the maximum number of iterations are reached before the 1.0e-4
GMRES relative error tolerance is satisfied. It is also very clear that when N0 = 100, the
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time for solving (My = z) is much less than the time for computing Ax in each iteration
thus cost from block preconditioning is only a small amount of additional cost. We also solve
PB equation on these two proteins using even smaller N0, e.g. N0 = 50, 25. The CPU time
using these even smaller N0 is very close to N0 = 100. However, smaller N0 might cause
increased number of iterations if the singular elements interaction are not included in M
matrix to be canceled with that in A as mentioned previously. In the tests shown next, we
fix the parameters θ = 0.8 and N0 = 100.
3.4.2. Preconditioning performance on protein 1a7m at various densities
We next choose the largest protein 1a7m from our test protein sets to check the perfor-
mance of the preconditioning scheme at various densities, which lead to various numbers of
boundary elements.
Table 3.2: Convergence performance for protein 1a7m at various densities/# of elements;
“d” stands for diagonal preconditioning and “bd” stands for block diagonal preconditioning.
Esol (kcal/mol) # of its. CPU time (s)
# of ele. d bd d bd d bd ratio
22491 -2559.64 -2559.64 110 12 208.8 24.9 8.38
48385 -2238.40 -2238.41 110 11 537.7 58.3 9.23
78057 -2213.40 -2214.31 110 28 944.5 253.3 3.73
147121 -2185.65 -2185.63 67 12 1197.9 230.7 5.19
294287 -2176.23 -2176.23 110 13 4357.6 553.1 7.88
620619 -2171.35 -2171.20 110 17 10089.8 1675.9 6.02
1306676 -1995.29 -2168.96 110 30 22964.5 6891.3 3.33
Table 3.2 reports electrostatic solvation free energy, number of iterations, and CPU time
for solving PB equations using TABI solver on the molecular surface of protein 1a7m at dif-
ferent densities with diagonal preconditioning (d) and block diagonal preconditioning (bd).
We increase the density from 1 to 80, resulting in the increased number of elements as seen
in the first column of the table. We observe that the solvation energy in columns 2 and 3 are
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very close, indicating that preconditioning has very limited effects on accuracy. In fact, the
values in column 3 could be more accurate for the situation when the GMRES tolerance for
using block diagonal preconditioning is well met before the maximum number of iterations
(110) is reached, while using the diagonal precondition stops when the the maximum num-
ber of iterations is reached, without satisfying the desired error tolerance. As an example,
it can be seen that at the finest mesh (1306676 elements), using the diagonal precondition-
ing exits when the maximum number of iterations (110) is reached but the relative residual
error is 9.1e-3, far from the desired tolerance 1.0e-4 thus the solvation energy result is not
correct. On the contrary, using block diagonal preconditioning scheme largely reduces num-
ber of iterations needed, and returns correct result satisfying the desired tolerance. As in
previous test cases, we see much reduced number of iterations in column 5 compared with
that from column 4 and much reduced CPU time in column 7 compared with that from
column 6, showing the improvement in convergence using block diagonal preconditioning as
opposed to using diagonal preconditioning. The similar trend is consistently observed with
the refinement of the triangulation.
3.4.3. Preconditioning performance on a set of 27 proteins
Table 3.3: Convergence comparison using diagonal preconditioning (d) and block diagonal
preconditioning (bd) on a set of 27 proteins; MSMS density d = 10.
Index PDB N Esol (kcal/mol) # of it. CPU time (s) Cond. #
d bd d bd d bd ratio M
1 1ajj 40496 -1147.35 -1147.38 9 8 34.8 33.1 1.05 166.3
2 2erl 43214 -963.52 -963.49 9 8 37.2 35.6 1.05 146.3
3 1cbn 44367 -307.39 -307.36 8 7 34.5 33.0 1.05 161.2
4 1vii 47070 -916.82 -916.79 12 10 60.1 53.0 1.13 271.9
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5 1fca 47461 -1216.88 -1216.91 9 9 43.6 46.5 0.94 162.1
6 1bbl 49071 -1003.39 -1003.44 10 9 53.4 51.5 1.04 173.9
7 2pde 50518 -826.79 -826.77 100 19 517.0 104.7 4.94 3760.7
8 1sh1 51186 -761.80 -761.84 110 35 587.6 197.6 2.97 214288.8
9 1vjw 52536 -1257.74 -1257.79 9 8 46.2 44.5 1.04 154.7
10 1uxc 53602 -1156.69 -1156.68 9 9 51.9 55.1 0.94 151.1
11 1ptq 54256 -884.75 -884.73 10 9 53.0 51.3 1.03 154.6
12 1bor 54628 -865.68 -865.66 11 9 64.0 56.5 1.13 249.4
13 1fxd 54692 -3348.08 -3347.96 8 8 46.6 51.2 0.91 161.3
14 1r69 57646 -1102.50 -1102.43 10 9 62.4 60.6 1.03 185.6
15 1mbg 58473 -1370.88 -1370.90 10 9 64.7 62.7 1.03 409.6
16 1bpi 60600 -1322.44 -1322.43 110 10 690.3 67.7 10.19 89069.7
17 1hpt 61164 -826.81 -826.82 12 9 79.4 63.9 1.24 231.3
18 451c 79202 -1040.01 -1040.05 19 13 180.4 132.5 1.36 350.4
19 1svr 88198 -1732.81 -1732.82 11 9 112.5 97.7 1.15 425.9
20 1frd 81792 -2894.34 -2894.13 10 10 93.6 100.2 0.93 183.0
21 1a2s 84527 -1942.73 -1942.74 18 13 183.5 141.2 1.30 5816.6
22 1neq 89457 -1757.87 -1757.90 20 10 221.8 117.5 1.89 1170.1
23 1a63 132133 -2407.54 -2407.54 11 10 191.3 185.8 1.03 184.4
24 1a7m 147121 -2185.65 -2185.63 67 12 1195.6229.3 5.21 3850.6
25 2go0 111615 -1979.73 -1979.70 20 17 263.8 238.2 1.11 536.1
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26 1uv0 128497 -2312.56 -2312.47 56 10 873.7 167.3 5.22 1601.7
27 4mth 123737 -2501.38 -2501.54 69 10 1077.1165.7 6.50 4823.5
We next provide testing results on a set of 27 proteins, in which the first 24 proteins are
from our previous work [91, 87] and the last three proteins are HIP/PAP proteins suggested
by Dr. Carrie Partch from UC Santa Cruz in studying the pH dependence of the binding
and stability [156, 195].
Table 3.4.3 shows the convergence tests using diagonal preconditioning (d) and block
diagonal preconditioning (bd) for a set of 27 proteins. We encountered slow convergence in
previous research and now the issue has been well resolved as explained below. The first
column of the table is the protein index, followed by PDB ID in the second column, and
number of elements in the third column using MSMS density d = 10. Columns 4 and 5 are
electrostatic solvation energy of the proteins using both preconditioning schemes and we can
see the difference is insignificant. We see significant reduction of number of iterations using
block diagonal preconditioning (bd) as in column 7 compared with results in column 6 using
diagonal preconditioning (d). It worths noting that the worse the diagonal preconditioning
result is, the larger improvements block diagonal preconditioning can achieve. For example,
proteins 2pde, 1sh1, 1bpi, 1a7m, 1uv0, and 4mth originally use 100, 110, 110, 67, 56, 60
iterations for diagonal preconditioning but only use 19, 35, 10, 12, 10, 10 iterations for block
diagonal preconditioning. The ratio of CPU reduction for these proteins are more than 5
times. The CPU time comparison in columns 8 and 9, as well as its ratio in column 10,
further confirms the results we observed in columns 6 and 7 as CPU time is largely related
to the number of iterations. We plot the results of columns 6,7,8,9 in Fig. 3.5, which vividly
shows the improvements on both number of iterations and CPU time when block diagonal
preconditioning is used to replace the diagonal preconditioning. It shows that although block
diagonal preconditioning works particularly better for cases with slow convergence, it does
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not hurt well-conditioned cases, thus we could uniformly use block diagonal preconditioning
to update the original diagonal preconditioning. Figures 3.5(a) and 3.5(b) shows similar
pattern as CPU time and number of iterations are highly correlated when GMRES is used
to solve the linear algebraic system.
Index




































Figure 3.5: Convergence comparison using diagonal preconditioning and block diagonal pre-
conditioning. (a) number of iterations; (b) CPU time (s).
In addition, the last column of Table 3.4.3 reports the condition numbers of matrix M
for each tested proteins. These condition number can be conveniently computed owing to
the the block diagonal structure of M as explained previously. In contrast, computing the
condition number, eigenvalues, and singular values of the full matrix A is computationally
prohibitive because of the large numbers of elements of these tested proteins. Due to the
similarity between A and M , we can use information from M to explain why solving Ax = b
on different proteins encounters various convergence speed since we observe that the slow
convergence of solving Ax = b implies the slow convergence of solving My = z. For example,
in the last column of Table 3.4.3 large condition numbers (3760.7, 214288.8, 89069.7, 3850.6,
1671.7, 4823.5) for proteins (2pde, 1sh1, 1bpi, 1a7m, 1uv0, 4mth) show large numbers of
iterations (100, 110, 110, 67, 56, 69). We highlighted these data in the table.
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The diagonal block structure of M make it possible for us to find the singular values
conveniently and the computational cost is O(N30N/N0) = O(NN
2
0 ). We choose two proteins
(1ajj, 1a63) with good convergence speed (about 10 iterations) and two proteins (2sh1, 2pde)
with poor convergence speed (100+ iterations) and plot all singular values of matrix M in
Fig. 3.6. The plot can be used to explain the convergence speed. On one hand, the ratios
between the largest and smallest singular values, the 2-norm condition numbers, for proteins
1ajj and 1a63 are much smaller than those from proteins 1sh1 and 1a63. On the other hand,
the singular values of proteins 1ajj and 1a63 cluster away from the origin while the singular
values of proteins 1ajj and 1a63 cluster near the origin. The computed singular values from
blocks also enable us to identify at which leaf the interactions affect the matrix condition
the most. Our finding is the largest and smallest singular values mostly appear in the same
block/leaf, in which some elements are unusually close. Note matrix A, so is M , is designed
to be diagonally dominant using the well-posed integral form [136], but these close elements
(small |x − y|) make large kernels K1−4, particularly the K2 and K3 kernels, which are in
the blue and black closer-to-diagonal regions as shown in Fig. 3.4, resulting in deteriorated
condition number. This finding again confirms our conjecture that it is the triangulation
quality that slows down the GMRES convergence.
We also reported the condition numbers of A and M−1A for some selected cases in Table
3.4. In order to do that, we explicitly output the matrices and use Matlab to calculate the
condition numbers. Note the problem size is too big for calculating condition numbers for
large proteins thus we only provide results for some small proteins at small densities. From
the table, we can see the block diagonal preconditioning scheme significantly reduces the
condition number thus requires much less number of iterations for convergence.
3.4.4. Preconditioning performance on molecular surfaces generated by other mesh gener-
ators
In addition to MSMS, there are many other triangular mesh generator such as NanoShaper[56],
TMSmesh[43], ESES [168], etc. Theoretically, the Fredhom second kind integral form is well-
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Figure 3.6: Singular values plots of the M matrices: (a) 1ajj, (b) 1a63, (c) 1sh1, (d) 2pde.
Table 3.4: Condition numbers of A and M−1A and iteration numbers when solving PB
equation using TABI with diagonal precondition (d) and block diagonal precondition (bd)
for a few small proteins at MSMS density d = 1.
PDB # of ele. # of it. (d) # of it. (bd) cond(A) cond(M−1A)
1ajj 6027 12 8 411.2 335.8
2pde 6582 42 12 3950.0 651.1
1sh1 7657 29 10 2376.7 938.5
conditioned as φ1 and
∂φ1
∂νy
term at the RHS of Eqs. (3.32a)-(3.32b) enforce the “diagonally
dominant” after the discretization. However, numerically poor triangulation is unavoidable
when molecular surfaces of some complex proteins are triangulated. To this end, our pre-
conditioning scheme should benefit TABI solvers using various mesh generators. To see this,
we tested some cases using NanoShaper as the molecular surface generator, which requires
large number of iterations [236]. The results as included in Table 3.5 shows significant im-
provements when the block diagonal preconditioning scheme is used as opposed the diagonal
preconditioning, which demonstrates the broader application of our preconditioning schemes.
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Table 3.5: Convergence performance for selected proteins using NanoShaper for triangula-
tion; “d” stands for diagonal preconditioning and “bd” stands for block diagonal precondi-
tioning.
Esol (kcal/mol) # of its. CPU times
PDB # of ele. d bd d bd d bd ratio
4dpf 43100 -21180.92 -21181.75 77 12 1069.2 197.2 5.42
1hg8 306852 -13175.01 -13174.30 27 11 3880.2 1780.8 2.18
3sqe 572352 -17080.73 -17079.44 49 16 15707.1 5511.1 2.85
2cek 875828 -26957.91 -26957.84 26 16 13421.3 9061.8 1.48
3lod 335064 -8796.08 -8795.40 73 14 12480.8 2674.9 4.67
3.4.5. Conclusion
In this project, we present a newly discovered block diagonal preconditioning scheme to
improve the TABI Poisson-Boltzmann solver, which previously use diagonal preconditioning
to accelerate GMRES solver. The block diagonal preconditioning algorithm is simple, effi-
cient, robust, and accurate, which cancels the slow-down effects caused by the mesh quality
and the added computational cost due to preconditioning is insignificant. Our simulation
on various proteins shows that for many problems with previously slow convergence now
converges as quick as cases without GMRES convergence issues. This improvement is con-
sistent with the refinement of the triangulation mesh. Through numerical simulations, we
also suggest the optimal treecode parameters to use TABI solver updated with this new
preconditioning scheme. In addition, with this preconditioning scheme, the cost of prepro-
cessing mesh in deleting poor quality triangles can be greatly reduced. We believe this simple
preconditioning idea and scheme can benefit many multipole methods accelerated boundary
integral Poisson-Boltzmann solvers such as [242, 165, 23, 173, 6, 104, 10, 245, 85, 230, 249].
This idea and its variation can also be used to accelerate solving boundary integral equations
originated from broader areas such as scattering, fluids, elasticity, etc.
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3.5. Results for parallelization on treecode-accelerated boundary integral (TABI) Poisson-
Boltzmann solver
We have already introduced the cyclic parallelization idea for Treecode. One application
is to solve the linear algebraic system from Eqs (3.32a) and (3.32b), achieving significantly
improved parallel efficiency. Table 3.6 is the pseudocode for the MPI based parallelization.
Table 3.6: Pseudocode for parallel TABI solver using replicated data algorithm.
1 on main processor
2 read protein data
3 call MSMS to generate triangulation
4 copy protein data and triangulation to all other processors
5 on each processor
6 build local copy of tree
7 compute assigned segment of source terms by direct sum
8 copy result to all other processors
9 set initial guess for GMRES iteration
10 compute assigned segment of matrix-vector product by treecode
11 copy result to all other processors
12 test for GMRES convergence
13 if no, go to step 10 for next iteration
14 if yes, go to step 15
15 compute assigned segment of electrostatic solvation energy by direct sum
16 copy result to main processor
17 on main processor
18 add segments of electrostatic solvation energy and output result
3.5.1. Results
We solved the PB equation on Protein 1a63. Table 3.7 shows the CPU time and parallel
efficiency for both regular order and cyclic order in assigning particles to processors. Initially
the parallel efficiency of solving the entire PB equation or computing Ax in each iteration
are high. However, due to the fact that several subroutine parts have to be implemented
79
Table 3.7: CPU time and parallel efficiency regularly paralleled treecode and cyclically paralleled
treecode (cpt) for computing electrostatic interactions on molecular surface of protein 1a63 with
265,000 triangles. Treecode parameter θ = 0.8, N0 = 500, p = 3. The first column is the number
of processes.
Overall Computing Ax
regular cyclic regular cyclic
# CPU (s) P.E. (%) CPU (s) P.E. (%) CPU (s) P.E. (%) CPU (s) P.E. (%)
1 819.93 100.00 819.15 100.00 70.14 100.00 70.11 100.00
2 422.74 96.98 416.49 98.34 36.04 97.29 35.66 98.31
4 231.73 88.46 225.59 90.78 19.77 88.67 19.26 90.99
8 125.86 81.43 120.87 84.71 10.82 81.04 10.27 85.33
16 74.21 69.06 67.59 75.75 6.08 72.15 5.68 77.18
32 44.55 57.51 41.73 61.34 3.72 58.99 3.39 64.56
64 30.87 41.50 29.57 43.29 2.56 42.81 2.27 48.22
128 26.11 24.54 24.93 25.67 2.14 25.58 1.72 31.81
(a) (b)
CPU Index




































Figure 3.7: CPU time consumed on each processor in between the cyclic order (red circle)
and regular order (blue square) for 64 processors (a) and 128 processors (b); 1a63 with
265,000 triangles. Treecode parameter θ = 0.8, N0 = 500, p = 3.
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in serial or partially in parallel, the parallel efficiency are reduced when larger amount of
processors are used. For example, from the profiling of the test case as seen in Table 3.7,
forming the linear algebraic matrix in solving PB equation counts for 2.43% of the total CPU
time; computing moments, which happens in each matrix-vector product, counts for 1.24%
of the total CPU time. When more processors are used, this small percentage will weight
more and more as they are not parallelized in currently adopted scheme. In addition, we
observed the cyclic ordering significantly improves the parallel efficiency in computing Ax
with the rate of approximately 5%.
Figure 3.7 compares the load balance of the regular order and the cyclic order. The cyclic
order has obviously improved load balance thus improved parallel efficiency as in Table 3.7.
3.5.2. Conclusion
To sum up, we showed that Cartesian treecode with manageable order of accuracy can
be efficiently paralleled for solving the boundary integral PB equation. The MPI based
parallelization is easy to implement with only a few lines of modification based on the serial
version. The parallel efficiency is high initially and gradually reduced with the increase of
number of processors because the serial part weights more as parallel part counts less CPU
time. The cyclic ordering of assigning particles to processors significantly improved the load
balance of the parallelization thus improves the overall parallel efficiency.
3.6. Results for the Cartesian fast multipole method (FMM) accelerated boundary integral
Poisson-Boltzmann solver
Our numerical results in this project are produced on a desktop with i5 7500 CPU and
16G Memory, using GNU Fortran 7.2.0 compiler with compiling option “-O2” and the SMU
high performance computing cluster, ManeFrame II (M2), with Intel Xeon Phi 7230 Pro-
cessors, using openmpi/3.1.3 compiler with compiling option “-O2”. All protein structures
are obtained from Protein Data Bank (https://www.wwpdb.org) and partial charges are
assigned by CHARMM22 force field [26] using PDB2PQR software [59].
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We solved the PB equation first on the Kirkwood sphere [142], where the analytic solution
is available to validate the accuracy and efficiency of FABI solver, then on a typical protein
1a63 to demonstrate the overall performance, and finally on a series of proteins to emphasize
the preconditioning scheme.
3.6.1. Kirkwood sphere
We first study the discretization error on Kirkwood sphere case, followed by high order
quadrature rule analysis. The last part is comparison among direct summation, fixed Taylor
order and adaptive Taylor order in accuracy, CPU time and memory. Throughout Kirkwood
sphere tests, we report the L2 error of the electrostatic potentials,
eφ = ‖φcom − φexa‖L2(ΓN ) (3.54)
where φcom are computed potentials (either using direct summation or FMM), and φexa are
exact potentials.
3.6.1.1. Discretization error
Table 3.8 shows the discretization error for the PB equation on the Kirkwood sphere.
Each row presents the solvation energy and error analysis with respect to the number of
sphere triangles N . The matrix-vector product is computed by direct summation in the
GMRES iterative solver with tolerance τ = 10−6. The Galerkin method is applied to form the
matrix combined with a single Gauss quadrature point. Cubature methods [224] are applied
for the singularities arising from Galerkin discretization of boundary integral equations.
The electrostatic solvation energy Edssol converges to the exact value at a rate above ,
which is better than O(N−1/2) in our prior work [88]. Although the convergence rate is
fluctuated, the discretization error edssol is small for moderate values of N , for example the
energy error edssol is below 1% when N is 1280.
As for the surface potential φ and its normal derivative ∂nφ, both’s average convergence
82
Table 3.8: (Kirkwood sphere). Discretization error; PB equations; results computed by
direct summation; showing electrostatic solvation energy Edssol, its discretization error e
ds
sol, its
convergence rate rdssol and discretization error in surface potential e
ds
φ , normal derivative e
ds
∂nφ

















320 -8413.28 1.692 3.6 17.925 4.1 0.652 1.9 3
1280 -8328.18 0.663 2.6 4.419 4.1 0.212 3.1 3
5120 -8293.42 0.243 2.7 1.112 4.0 0.092 2.3 3
20,480 -8280.70 0.089 2.7 0.285 3.9 0.046 2.0 3
81,920 -8276.33 0.036 2.5 0.077 3.7 0.023 2.0 3
327,680 -8274.64 0.016 2.3 0.022 3.5 0.011 2.0 3
1,310,720 -8273.91 0.007 2.2 0.007 3.2 0.006 2.0 4
∞3 -8273.31
1 Number of faces in triangulation.
2 Number of GMRES iterations.
3 This row displays the exact electrostatic solvation energy Eexsol, which is known analytically.
rate is greater than O(N−1), and they achieve same magnitude of error as the solvation
energy error, for example with N = 1280, the potential error edsφ is 0.675% and its normal
derivative error eds∂nφ is 0.315% which are below 1%. Moreover, the potential converges faster
than its normal derivative. (I think it is because it is continuous for the potential on the
interface while it is a jump for its normal derivative.) Finally, the GMRES iterations in all
the tests are less than and equal to four, which proves that the boundary integral formulation
is well-conditioned.
Here we observe that converge rate for Esol is about O(N
−1/2), which less than the
O(N−1) of the surface potential error esol. To exam the potential reason, we study the
influence of the Gauss quadrature order in next case.
3.6.1.2. High order quadrature
We increased the quadrature order to 2, 3 and 4 and tested their effect on the discretiza-
tion error in Table 3.9. When compared with the results in Table 3.8, using the quadrature
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order 2 improves the convergence rate and the condition of matrix where the number of
GMRES iterations is less than and equal to three. As the quadrature order increasing, it is
obvious that the convergence rate is better, for example when the quadrature order is 4, the
electrostatic solvation energy Edssol converges to the exact energy at the rate O(N
−1). Order
3 and 4 also have same small number of GMRES iteration and keep 2 iterations until N
exceeds 1280. As a part of results which are not presented, the convergence order of potential
performs exactly O(N−1) for quadrature order 3 and 4.
Table 3.9: (Kirkwood sphere). The same problem as case 1 but with higher order quadrature;
PB equations; results computed by direct summation; showing electrostatic solvation energy
Edssol and its convergence rate r
ds
sol.












320 -8378.82 3.7 2 -8369.13 3.9 2 -8369.21 3.9 2
1280 -8305.24 3.3 3 -8298.57 3.8 2 -8297.67 4.0 2
5120 -8284.01 3.0 3 -8280.12 3.7 3 -8279.40 3.9 3
20,480 -8277.27 2.7 3 -8275.21 3.6 3 -8374.81 4.0 3
81,920 -8274.94 2.4 3 -8273.89 3.3 3 -8373.68 4.1 3
327,680 -8274.03 2.3 3 -8273.51 3.0 3 -8373.40 4.0 3
1,310,720 -8273.64 2.2 3 -8273.38 2.7 3 -8273.33 4.7 3
∞ -8273.31 -8273.31 -8273.31
3.6.1.3. CPU time and memory
This test case studies the role of Taylor expansion order in affecting the accuracy of
the algorithms. We applied the FMM to the Kirkwood sphere test case with first order
quadrature rule, θ = 0.8 and adjusted levels t for different N . Fig. 3.8 shows the error in
electrostatic solvation energy versus the number of triangles N comparing to the exact value
Eexsol = −8273.31 with Taylor expansion order p = 1, 3, 5, 7 and adaptive order start from
p = 1, 3. The solid line is results of direct summation with one point quadrature, and it is a
reference with slope magnitude larger than 1
2
. The FMM preforms good in the approximation
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compare to the direct summation, especially for higher Taylor expansion order p = 5, 7 and
adaptive order p = 3. The results converges to a different number due to truncate error for
low order p = 1, 3, but still within an acceptable range where for p = 1, esol = 2.122% and for
p = 3, esol = 0.036%. The adaptive order result proves that the truncated Taylor expansion
error has the same level as the discretization error, even for p = 1, there is convergence
slope for N increasing. The adaptive FMM with order 1 is sufficient in real application on
proteins. Lastly, note that when applying the FMM to calculate the far-field interactions,
only truncation error of Taylor approximation is introduced. Potentially, a higher order
FMM far-field interaction result can be accurate than the one calculated by a low order
quadrature method. That is why for Taylor order p = 5, 7 the errors are smaller than direct
sum error which is using one point quadrature rule.
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Figure 3.8: (Kirkwood sphere). Error in electrostatic solvation energy versus number of
triangles N ; discretization error edssol (solid line), Cartesian FMM approximation error e
cf
sol;
PB equation; Taylor expansion order p = 1, 3, 5, 7 and adaptive Taylor order p = 1, 3
Figure 3.9 shows the CPU time for direct sum and the FMM versus the number of
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triangles N with FMM order p = 1, 3, 5, 7 and adaptive FMM order p = 1, 3. The solid line
marked with square shows an increasing rate at O(N2) on time, while the FMM CPU time
increases at the rate O(N). For a same start order p, the adaptive FMM CPU time does
not increase significant compared with the FMM. Figure 3.10 provides the memory usage for
the FMM versus the number of triangles N . The memory usage increases with the order p
at the rate O(N). Similarly, it does not require much more memory for the adaptive FMM,
where the lines of adaptive FMM is just above the same order of FMM.
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Figure 3.9: (Kirkwood sphere). CPU time versus number of triangles N ; direct summation,
O(N2) (solid line with cubes), O(N) reference CPU time (solid line only), Cartesian FMM
approximation CPU time; PB equation; Cartesian FMM approximation error ecfsolTaylor
expansion order p = 1, 3, 5, 7 and adaptive Taylor order p = 1, 3
To sum up, the Galerkin discretization with piecewise constant trail functions has been
proven to have the convergence rate at O(N−1) for high quadrature order and have the
rate greater than O(N−1/2) for low quadrature order. After apply the FMM, it can be seen
that a linear increasing for CPU time and memory usage without loss of accuracy. In the
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Figure 3.10: (Kirkwood sphere). Memory usage versus number of triangles N ; direct sum-
mation, O(N2) (solid line with cubes), O(N) reference CPU time (solid line only), Carte-
sian FMM approximation CPU time; PB equation; Cartesian FMM approximation error
ecfsolTaylor expansion order p = 1, 3, 5, 7 and adaptive Taylor order p = 1, 3
comparison between the constant expansion order and adaptive method, the adaptive FMM
is convergent even with low starting order 1. For later tests, we apply the adaptive FMM
with starting order 1 and θ = 0.8 for efficiency and accuracy.
3.6.2. The protein 1a63
In this section, we apply the FMM PB solver to protein 1A63. The molecular surface
is triangulated by MSMS, with atom locations from the Protein Data Bank and partial
charges from the CHARMM22 force field. MSMS has a user-specified density parameter
which controls the number of vertices per A˚
2
in the triangulation. MSMS constructs an
irregular triangulation which becomes smoother as the vertex density increases. Realize that
MSMS may produce some extremely small triangles which can lead to numerical difficulties,
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we remove any triangle with area less than 10−6A˚
2
. Adaptive FMM is used with order p = 1,
and θ = 0.8. The tree structure level is adjusted according to different number of particles.
The GMRES tolerance is τ = 10−4. There are representative parameter values chosen to
ensure that the FMM approximation error and GMRES iteration error are smaller than the
direct sum discretization error, and an efficient performance in CPU time and memory based
on sphere tests.
Table 3.10: (protein 1A63). FABI results; PB equations; showing electrostatic solvation
energy Esol, error, CPU time, memory usage; FABI columns show MSMS density (A˚
−2
),
Esol values computed by direct sum (ds) and Cartesian FMM (cf); discretization error e
ds
sol,





Taylor expansion order p = 1, separate rate θ = 0.8
Den. Na Esol (kcal/mol) Error (%) Rate CPU (s) Mem. (MB)






sol ds cf ds cf
1 20,227 -2755.05 -2756.82 16.12 16.20 632 6 18 30
2 30,321 -2498.20 -2499.20 5.30 5.34 5.5 5.4 1135 8 23 40
5 69,969 -2412.40 -2413.02 1.68 1.71 2.7 2.7 5912 17 66 111
10 132,133 -2383.09 -2382.50 0.45 0.42 4.1 4.4 36,530 37 92 165
20 264,927 -2375.21 -2376.52 0.11 0.17 3.9 2.6 149,651 69 249 423
40 536,781 -2371.52 -2372.77 0.04 0.01 2.9 7.5 618,879 141 359 654
∞b -2372.48 -2372.48
a Number of elements in triangulation.
b This row shows the estimates of exact energy Eexsol obtained by the parallel computing on high
order quadrature method.
In Table 3.10, the first two columns give the MSMS density and number of faces in the
triangulation N . The next two columns give th electrostatic solvation energy Esol computed
by direct sum (ds) and Cartesian FMM (cf). We use a parallel version of direct sum
to compute an estimate of the exact energy with high order quadrature methods. After
investigating quadrature methods with order 2, 3, 4, the energies for all of them converge
to Esol = −2372.48 ± 0.06 kcal/mol. We computed the discretization errors edssol and ecfsol
on the fifth and sixth columns, and the results support that the error is convergence. The
convergence rate is faster than O(N−1) obtained for the geodesic grid triangulation of the
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Kirkwood sphere in Case 1. The faster convergence seen here is due to non-uniform adaptive
treatment of MSMS triangulation of the portein molecular surface; there are two ways to
interpret this: (1) for the same density, irregular triangular would give a smaller error than
uniform triangulation, (2) for a given level of error, MSMS requires a smaller density than
uniform scheme.
As for Cartesian FMM results, the error ecfsol is slightly larger than the direct sum error
when density is smaller than 40. The comparison proves that (1) using adaptive Taylor
expansion order gives a well approximation of direct sum, (2) FMM error and the truncate
Taylor expansion error are on the same level. The result of density = 40A˚
−2
shows that effect
of the Cartesian FMM truncate error is dominant and causes the slowness of convergence
rate.
Proceeding to the CPU time results, the direct sum CPU time is O(N2) and the Cartesian
FMM CPU time is O(N). Hence the Cartesian FMM is significantly faster when N is
large; for example, the PB computation with density = 10A˚
−2
and N = 132, 133 took
36, 530s ≈ 10h by direct sum and 37s ≈ 1/2min by the Cartesian FMM. Moreover, the
memory usage is shown in the last column. Both the direct sum and Cartesian FMM
memory usage is O(N). The preconditioning scheme is applied to accelerate the iterative
solver, therefore a tree structure is allocated for both method. For the Cartesian FMM, more
memory is used for the moment and local coefficient saving.
3.6.3. Preconditioning of 27 proteins
Table 3.11: Convergence comparison using diagonal preconditioning (d) and block diagonal
preconditioning (bd) on a set of 27 proteins; MSMS density d = 10.
Ind. PDB N Esol (kcal/mol) # of it. CPU time (s)
d bd diff. (%) d bd d bd ratio
1 1ajj 40496 -1141.17 -1141.15 0.00 22 14 12.5 9.7 1.28
89
2 2erl 43214 -953.43 -953.42 0.00 15 10 9.2 7.8 1.18
3 1cbn 44367 -305.94 -305.94 0.00 12 11 7.4 8.3 0.88
4 1vii 47070 -906.11 -906.11 0.00 16 14 10.6 11.5 0.92
5 1fca 47461 -1206.46 -1206.48 0.00 16 11 10.2 8.8 1.16
6 1bbl 49071 -991.21 -991.22 0.00 19 13 13.3 11.2 1.18
7 2pde 50518 -829.49 -829.46 0.00 75 23 50.7 19.5 2.60
8 1sh1 51186 -756.64 -756.63 0.00 100 21 70.7 18.2 3.89
9 1vjw 52536 -1242.55 -1242.56 0.00 11 10 8.2 9.3 0.87
10 1uxc 53602 -1145.38 -1145.38 0.00 20 13 14.7 11.9 1.23
11 1ptq 54256 -877.83 -877.84 0.00 16 13 11.9 12.2 0.97
12 1bor 54628 -857.28 -857.27 0.00 14 13 10.9 12.5 0.87
13 1fxd 54692 -3318.18 -3318.14 0.00 10 10 7.8 9.9 0.79
14 1r69 57646 -1094.86 -1094.86 0.00 13 12 10.6 12.6 0.84
15 1mbg 58473 -1357.32 -1357.33 0.00 18 13 14.8 13.6 1.09
16 1bpi 60600 -1309.61 -1310.02 0.03 18 12 16.2 14.5 1.11
17 1hpt 61164 -816.47 -817.34 0.11 15 13 12.8 14.0 0.92
18 451c 79202 -1031.74 -1031.91 0.02 27 20 30.3 28.8 1.05
19 1svr 88198 -1718.97 -1718.97 0.00 15 12 21.4 21.3 1.01
20 1frd 81792 -2868.29 -2867.32 0.00 14 12 18.1 17.2 1.05
21 1a2s 84527 -1925.23 -1925.24 0.00 20 17 26.4 24.8 1.06
22 1neq 89457 -1740.50 -1740.49 0.00 19 15 26.7 22.8 1.17
90
23 1a63 132133 -2382.50 -2382.50 0.00 21 16 41.3 36.8 1.12
24 1a7m 147121 -2171.13 -2172.12 0.00 55 21 111.2 51.4 2.16
25 2go0 111615 -1968.61 -1968.65 0.00 44 24 67.6 43.0 1.57
26 1uv0 128497 -2296.43 -2296.43 0.00 73 25 130.7 52.6 2.48
27 4mth 123737 -2479.62 -2479.61 0.00 36 18 64.3 37.0 1.74
We provide testing results on a set of 27 proteins for the purpose of demonstrating the
general application of FABI solver to various proteins and the effect of the preconditioning
scheme. Table 3.6.3 shows the convergence tests using diagonal preconditioning (d) and
block diagonal preconditioning (bd) for a set of 27 proteins. After applying the block diag-
onal preconditioning scheme, the slow convergence with diagonal preconditioning has been
well resolved as explained below. The first column of the table is the protein index, fol-
lowed by PDB ID in the second column, and the number of elements in the third column
generated by MSMS with density d = 10. In column 4 and 5, the solvation energy of the
proteins applying both preconditioning schemes, and column 6 are the relative difference
between both methods, which shows there is no significant except for 1bpi, 1hpt, and 451c
with small differences. A significant reduction of number of iterations using block diagonal
preconditioning (bd) is shown in column 8 compared with results in column 7 using diago-
nal preconditioning (d). Nothing can be worse than the diagonal preconditioning result is,
the larger improvements block diagonal preconditioning can achieve. For example, proteins
2pde, 1sh1, 1a7m, 2go0, 1uv0 and 4mth first use 75, 100, 55, 44, 73, and 36 iterations for
diagonal preconditioning but only use 23, 21, 21, 24, 25, and 18 iterations for block diagonal
preconditioning. The CPU time comparison in columns 9 and 10, as well as their ratio in
column 11, further confirms the results in columns 7 and 8 as CPU time is related to the
number of iterations. The ratio of CPU reduction for some proteins are more than 2 times.
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We plot the results of columns 7,8,9 and 10 in Fig. 3.11 which shows the improvements on
both number of iterations and CPU time when block diagonal preconditioning is used to
replace the diagonal preconditioning. It shows that the block diagonal preconditioning does
not destroy the well-conditioned cases and preform well for the slow convergence cases, and
this suggests we can uniformly use block diagonal preconditioning to update the original
diagonal preconditioning. Figures 3.11(a) and 3.11(b) shows a similar pattern as CPU time
and the number of iterations are highly correlated.



































Figure 3.11: Convergence comparison using diagonal preconditioning and block diagonal
preconditioning. (a) number of iterations; (b) CPU time (s).
3.6.4. Conclusion
In this paper, we report our recent work in developing a Galerkin boundary integral
method for solving Poisson-Boltzmann (PB) equation [88]. The solver has combined ad-
vantages in accuracy, efficiency, and memory as it applies a well-posed boundary integral
formulation to circumvent many numerical difficulties associated with the PB equation and
uses an O(N) Cartesian Fast Multipole Method (FMM) to accelerate the GMRES itera-
tive solver. Special treatments such as adaptive FMM order, block diagonal Precondition,
Galerkin discretization, and Duffy’s transformation are combined to improve the perfor-
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In this chapter, we illustrate four biological applications, multipole method application
in mesoscale chromatin simulations, fast multipole method modeling on protein folding and
binding under all-atom crowders, and TABI-PB solver applications on pKa and binding
energy calculations.
4.1. Multipole expansion accelerated electrostatic interaction in mesoscale chromatin sim-
ulations
Chromatin packing as seen in Fig. 4.1(a) is a remarkable biological process. The 2-3 m
Double-stranded DNA (1) is stage-by-stage packed into the 0.2-2 µm chromosome (9) to fit
in the cell nucleus. DNA loops around the disk-shaped histones (a complex of proteins),
forming the nucleosome (2), which is the building block of chromatin packaging [146]. DNA
can be further packaged by forming coils of nucleosomes, called chromatin fibers (4-5). These
fibers are condensed into chromosomes during the process of cell division (6-9). Chromatin
packing prevents DNA damage and control gene expression and DNA replication.
As alternatives to experiments, computer simulations are effective to study the mecha-
nism and pathway of chromatin packing. For example, Dr. Schlick’s group has simulated
chromatin packing using mesoscale model for over two decades with many significant find-
ings [108, 202]. Figure 4.1(b) is the nucleosome structure [53] as the building block. From
nucleosomes to chromatin fiber, hundreds of such blocks are involved and full-atom nucle-
osomes are computationally prohibitive. Figure 4.1(c) shows that the nucleosome can be
approximated by the mesoscale model using disks, beads, and strings [226]. In the mesoscale
chromatin model, the nucleosome core is modeled by a rigid disk with Nc (e.g. Nc ≈ 300)
optimized Debye-Hu¨ckel charges as seen in Fig. 4.1(c). The location and quantity of the
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Figure 4.1: Chromatin packing: (a) packing stages (picture source: wikipedia), from left to
right: (1) DNA sequence, (2) nucleosome, (3) “beads-on-a-string”, (4-5) 30nm fibre, (6-7)
active chromosome, (8-9) metaphase chromosome; (b) The structure of nucleosome (1kx5)
[53] rendered by VMD [127]; (c) The mesoscale oligonucleosome model [226] in which the
nucleosome core wrapped with DNA is treated as an charged object (the silver disk); linker
DNA (red large beads), histone tails (small beads in red, blue, green, light green) and linker
histones (aqua large beads) are coarse-grained too to approximate atomistic models.
charges are optimized to approximate the electric field from the Poisson-Boltzmann model
using the Discrete Surface Charge Optimization (DiSCO) algorithm [247].
When the electrostatic interactions in the mesoscale chromatin model are considered, one
has to address nonuniform local situations like exclusion of local contacts, inhomogeneous
particle distributions, specified interaction mechanisms, etc. These nonuniform charge in-
teractions can not be conveniently accelerated using tree-based fast algorithms such as fast
multipole method [105] or treecode [162]. In dealing with the nonuniform situation, we
use the multipole expansion of the nucleosome core to replace the originally direct interac-
tions. For a target particle i and a source nucleosome core c, the Debye-Hu¨ckel electrostatic
potential energy in between is computed exactly by direct-sum as in Eq. (4.1)





|xi − yj| (4.1)
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where ke is a constant, qi is the charge carried by the ith particle located at xi, qj is
the charge carried by the jth particle located at yj on the nucleosome core c, κ = 1/λD
is the reciprocal of the Deybe length λD. When κ = 0, the Debye-Hu¨ckel (also called
screened Coulombic) potential energy reduces to the Coulombic potential energy. Note
location yj is obtained by a rotation and translation from predetermined charge distribution
on the original core optimized by DiSCO [247] algorithm. The rotation and translation
require additional computational cost. The multipole expansion can replace the particle-
particle interactions between the target particle and source particles on the core by simply
the particle-core interaction for reduced computational cost. Below we use the strategies of
both the transformation of the target particle and the multipole expansion of the original
core combined to speed up the particle-core calculation.
4.1.1. Transformation of the target particle
𝑦" = y% + 𝐴y()




Figure 4.2: Transformation of the target particle: the interaction between the target particle
qi(xi) and one of the source particle qj(yj) on the core c is equivalent to the interaction
between the transformed target particle qi(x
′





When the original core is translated and rotated, if the same coordinate system is used,
the moments (as defined below) on the transformed core is different from those on the original
core due to rotation. Our initial attempt is to use rotation to transform moments of the
original core to the moments of the transformed core but the computational cost reduction
is limited as only roughly 300 charged particles are distributed on the core. Here we have a
more efficient approach.
As illustrated in Fig. 4.2, let c′ denotes the set of charges on the original core and c are
the set of charges on the transformed core. The interaction from the transformed core c to
a target qi(xi) is equivalent to that from the original core c
′ to an image target qi(x′i) whose














where we use the kernel G(xi,yj) to represent the interaction between charged particles at xi




j are related by yj = yt+Ay
′
j and xi = yt+Ax
′
i for
a rotation and a translation characterized by matrix A and vector yt respectively. The latter
leads to x′i = A
−1(xi − yt), where the inverse of the rotation matrix can be conveniently
computed since A−1 = AT . Thus the same moments for particles in c′ can be repeatedly used
and the transformation work is shifted onto the target particle only. The computational cost
has been significantly reduced. We next show the multipole expansion and Cartesian Taylor
expansion. For each, the moments only need to be computed once if all the particle-core
interactions computed as the interactions between the transformed particles and the original
core. The exponential decay in the screened Coulombic results in the slow convergence of
the Taylor expansion thus we will use Cartesian Taylor expansion for Coulombic interaction
and multipole expansion for screened Coulombic interaction, which is also supported by our
numerical results below.
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4.1.1.1. Cost reduction of Taylor expansion
The particle-core Coulombic interaction by direct summation consists of the following
components with a total floating point operations (flops) of 28N as specified below, where
N is number of particles on the core.
(1) The rotation (15N) and translation (3N) of the charge position;
(2) The distance calculation (9N);
(3) Evaluate the Coulombic interaction (N).
From Eqs. (2.23), (2.27) and (2.28), we can estimate the computational cost using the
Cartesian Taylor expansion to compute the particle-core Coulombic interaction. The rotation
and translation of the target particle take 18 flops and the computation cost of Eqs. (2.23)
and (2.24) is of O(p3) [162], thus we have roughly the 18+O(p3) estimate. However since we
use small p in practice for rapid acceleration, this asymptotic result is not practical. Instead,
we use the following table to give ap and sp, the number of terms and its cumulation in the
Cartesian Taylor expansion. Based on this, we have a more specific cost estimate as 18+12sp,
where the coefficient 12 with sp is essentially flops counted from Eqs. (2.27), (2.28) and (2.23).
p ap = p
2/2 + 3p/2 + 1 sp = p(p+ 1)(2p+ 1)/12 + 3p(p+ 1)/4 + p+ 1 flops
0 1 1 30
1 3 4 66
2 6 10 138
3 10 20 258
4 15 35 438
5 21 56 690






4.1.1.2. Cost reduction of multipole expansion
We use the Eqs (2.4-2.15) in Chapter 2 to introduce the multipole expansion of the
screened Coulombic potential. Our derivation in Chapter 2 is for expansion to arbitrary or-
der, however in practice, since we only use the first a few terms of the expansion, we use the
explicit formula involving only algebraic operations. The particle-core screened Coulombic
interaction by direct summation consists of the following components with a total flops of
31N.
(1) The rotation (15N) and translation (3N) of the charge position;
(2) The distance calculation (9N);
(3) The evaluation of the screened Coulombic interaction (4N);
By Eq. (2.15), we can estimate the computational cost using the transformation of the
particle and the spherical multipole expansion to compute the particle-core screened Coulom-
bic interaction. The computational cost of rotation and translation of the target particle is
18 flops. For Eq. (2.15), we need calculate kn(κr), P
|m|
n (cos θ), and eimφ. For a given n, the




kn−1(r) + kn−2(r), (4.3)
whose computational cost is 3 flops. Similarly, for given n, we calculate P
|m|
n (cos θ) using
the recurrence relation
Pmn = −(2n− 1) sin θPm−1n−1 , (m = n)









n−2, (m ≤ n− 2),
(4.4)
with the total computational cost 6n− 2 flops for m = 0, · · · , n. We also need 12p flops in
evaluating eimφ, which is independent of n. In addition, in evaluating Eq. (2.15) for given n,
we need 8(2n+ 1) + 1 flops, where the value 8 is from the cost for a given m, one out of the
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2n + 1 terms. Totally, for a given n, we have 22n + 10 flops. In summary, for given order
p, the total computational cost of spherical multipole expansion, the transformation of the
target particle, and the particle-core interaction is roughly 11p2 + 33p+ 11 + 18 flops versus
31N flops from direct summation.
4.1.2. Results for mesoscale chromatin simulations
We next show the numerical results to validate our algorithms. We first use standalone
systems to show the acceleration and accuracy, which is consistent with estimate of our
theoretic estimation. Based on that, we next implement our algorithm on the Monte Carlo
simulation of Chromatin provided from Dr. Tamar Schlick’s group, providing errors and
acceleration when particle-particle interaction are replaced by particle-core interaction with
transformation and expansion treatment.
We first use a test case to justify our choice of the Cartesian Taylor expansion to com-
pute the Coulombic potential energy and the multipole expansion to compute the screened
Coulombic potential energy. Performance of the multipole expansion in terms of accuracy
and speed-up are shown as compared to results from the direct summation. The configura-
tion of the case is described in the caption of Table 4.1.
Table 4.1 shows that the multipole expansion is a suitable choice for computing the
screened Coulombic potential energy between a particle and cores using our proposed trans-
formation and multipole expansion algorithm. The first column lists the order of the mul-
tipole expansion and the second column shows the CPU time. Comparing the CPU time
in column 3 and the direct summation time as listed in the caption of the table, the third
column is the speed-up. Columns 4 and 5 are the errors in potential energy in terms of abso-
lute error and relative error. From columns 3-5, we can see significant speed-up are achieved
at low order (p = 0 − 4) at the price of introducing errors, which is however small and
controllable to the users. Column 6 shows the flops estimated by our theoretical derivation
using Eq. (2.15) in the previous section and column 7 shows the estimated speed-up using
flops in column 6. Due to the existence of overheads in running the cases, the numerical
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Table 4.1: Computing screened Coulombic potential energy between a target particle
and about 10 million chromosome cores each with 300 charged particles using multi-
pole expansion: unit charge for all particles; target location (65.8359529, 66.3625929,
36.3732341); original core center (4.6760285, -2.9594840, 0.2122370); original core dimen-
sion ([−51.2844734, 60.6365318] × [−59.3676872, 53.4487190] × [−30.7050114, 31.1294861];
κ = 0.1; Rotation: 20 snapshots from [0, pi) uniformly in three Euler’s angles; Translation:
11 snapshots uniformly from [−5, 5]; direct summation time 70.26s.
order p time (s) speed-up abs. err. rel. err. flops est. speed-up
0 1.61 43.64 1.55e+1 2.26e-2 29 320.69
1 1.82 38.69 4.40e+1 6.43e-2 73 127.40
2 2.35 29.95 2.26e+0 3.30e-3 139 66.91
3 2.89 24.29 4.45e-1 6.50e-4 227 40.97
4 3.70 18.99 1.49e+0 2.18e-3 337 27.60
5 4.66 15.07 1.37e+0 2.01e-3 469 19.83
6 5.84 12.03 2.80e-1 4.09e-4 623 14.93
8 8.63 8.14 1.11e-2 1.62e-5 997 9.33
10 12.25 5.74 1.69e-3 2.46e-6 1459 6.37
15 24.63 2.85 1.60e-4 2.33e-7 2999 3.10
20 40.48 1.74 1.11e-4 1.62e-7 5089 1.83
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results are not as good as the theoretic estimates for small p. However, as p increases the
weights of the overheads reduce and the numerical results approach the theoretic estimates
asymptotically.
Table 4.2: Same case as in Table 4.1 but using Cartesian Taylor expansion to compute
screened Coulombic potential energy; direct summation time 69.83s.
order p time (s) speed-up abs. err. rel. err.
0 2.78 25.08 6.24e+2 1.02e+1
1 2.53 27.54 6.29e+2 1.13e+1
2 3.03 23.04 4.18e+2 1.57e+0
3 3.65 19.11 4.37e+2 1.76e+0
4 4.61 15.16 1.87e+2 3.76e-1
5 6.31 11.07 2.08e+2 4.36e-1
6 7.57 9.23 5.69e+1 9.05e-2
8 12.79 5.46 1.22e+1 1.82e-2
10 20.16 3.46 1.95e+0 2.85e-3
15 58.46 1.19 4.16e-2 6.08e-5
20 139.18 0.50 1.35e-4 1.97e-7
Table 4.2 shows that Cartesian Taylor expansion however is not suitable for computing
the screened Coulombic potential energy. From column 5 of this table, we can see the errors
are very significant at low order e.g. p = 0 − 5. Only when the order is fairly large e.g.
p = 15 − 20, the error can be reduced to the desired range but no useful speed-up are
achieved at these orders. In addition, we also noticed that the relatively simple Cartesian
Taylor expansion however can be useful for computing Coulombic potential energy (κ ≈ 0).
To this end, table 4.3 shows that significant speed-up can be achieved with small errors when
p is small.
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Table 4.3: Same case as in Table 4.1 but using Cartesian Taylor expansion to compute
Coulombic (κ = 0) potential energy; direct summation time 30.06s.
order n time (s) speed-up abs. err. rel. err. flops est. speed-up
0 1.32 22.79 3.33e+4 1.40e-3 30 280.00
1 1.36 22.05 4.22e+4 1.77e-3 66 127.27
2 1.50 20.01 5.69e+2 2.39e-5 138 60.87
3 1.72 17.48 2.00r+2 8.39e-6 258 32.56
4 2.52 11.94 9.19e+1 3.85e-6 438 19.18
5 3.29 9.13 8.51e+1 3.57e-6 690 12.17
6 4.83 6.22 8.36e+0 3.50e-7 1026 8.19
8 7.48 4.02 3.32e-2 1.39e-9 1998 4.20
10 12.57 2.39 2.01e-1 8.44e-9 3450 2.43
15 37.31 0.81 2.23e-1 9.36e-9 9810 0.86
20 91.38 0.33 2.23e-1 9.35e-9 21270 0.39
4.1.3. Conclusion
To sum up, we study the mesoscale chromatin simulations with multipole expansion and
Cartesian Taylor expansion. The results show that both method can be applied to replace
the particle-particle interactions between the target particle and source particles on the
care by the particle-core interaction. The core rotation and translation can be treated as
target rotation and translation, thus a large computation can be saved. Finally, the Taylor
approximation for Coulombic interaction and multipole expansion for screened Coulombic
interaction are the good options for this simulation.
4.2. Modeling protein folding and binding under all-atom crowders using fast multipole
method (FMM)
Bystander macromolecules in the crowed cellular environments (crowders) present both
steric repulsion and weak attraction to proteins undergoing folding or binding and hence
impact the thermodynamics and kinetic properties of these processes [210]. The electro-
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static interactions between target proteins and crowders are significant and computationally
expensive. Earlier work handles the computational challenges with Fast Fourier Transform
(FFT) [207, 208, 209] and achieved significant speedup compared with the direct summation.
We propose that using the Cartesian Fast Multipole Method (FMM) [231] to accelerate the
electrostatic interactions for further improved combination of efficiency and accuracy.
This method produces only truncation error controlled by Taylor expansion order and
avoids raltively larger discretization error produced by mapping atomic charges on target
protein to the grid. In this Cartesian FMM treatment, we take the advantages of the
storage of the FMM local expansion coefficients, on which the electrostatic interactions from
sources at different levels are accumulated down to the deepest level. With these coefficients
in hand, electrostatic interaction on a particular test point can be fast returned at the
order of O(1) using the local expansion, thus O(ML) for a target protein with L charges
at M locations. This effective approach can facilitate the realization of our goal to make
quantitatively predictions of crowding effects and pair with in vitro and in vivo experiments
to uncover the physical basis of complex and emergent behaviors of biomacromolecules in
cellular environments [210]. We propose this application in the last part of this thesis, as
well as a future research plan.
4.3. Accurate and efficient pKa calculation with treecode-accelerated boundary integral
(TABI) Poisson-Boltzmann solver
The acid dissociation constant Ka is a quantitative measure of the strength of an acid in
solution, which is usually written as a quotient of the equilibrium concentrations as Ka =
[H+][A−]
[HA]
, where [HA], [A−], and [H+] are concentrations of the acid, its conjugate, and
proton in mol/L. pKa = − log10Ka is the co-logarithmic of acid dissociation constant,which
measures the tendency for a group to give up a proton. The smaller the value of pKa, the
more likely the acid is going to lose a proton, i.e. the stronger the acid is. Since proteins are
chains of 20 amino acids, the protonation or deprotonation of the titration sites (strongly
polar amino acids) plays significant roles in binding affinities, enzymatic activities, and
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structural properties [118].
pKa values are of significance to many biomolecular processes, thus their accurate mea-
surement/calculation are practically important. pKa values can be measured by the following
approaches.
Titration graph of acid-base reaction. The Henderson-Hasselbach equation shows





. Thus pKa=pH when [HA]=[A
−], which happens at half way of
the titrant needed for reaching the equivalence point, i.e. the pH for which the site is 50%
occupied. For a simple acid (e.g. the acetic acid), we can trace the pH during the titration
process while adding base and locate the pKa on the titration curve.
NMR spectra. For proteins, however, pKa of a titration site on a particular residue is
hard to measure with acid-base reaction. NMR spectra in terms of chemical shifts are thus
recorded as a function of pH [134, 15]. The information of the chemical shift can indicate at
which pH the interested site is half-way protonated and the corresponding pH is the desired
pKa.
Computer simulation. Since pKa is associated with the thermodynamics of the acid disso-
ciation [74], its values can also be predicted theoretically assisted with computer simulations.
Various theoretical methods have been reported in literature including 1) Poisson-Boltzmann
(PB) model [110, 5, 233, 8, 16, 76, 94, 138, 198, 199, 234, 239], 2) Molecular Dynamics (MD)
[189], 3) Monto Carlo (MC) method [141], 4) QM/MM (ab initio QM for the titratable
residue and MM for the rest of the protein environment) [214], and 5) Empirical approaches
[100, 161].
We will focus on the PB model based pKa computation, which assumes that the proto-
nation or deprotonation asserts limited effect to the protein structures, and it is the titration
states that bring the changes in electrostatic free energies. Under this assumption, one molec-
ular structure is used for all titration states. The pKa computation amounts to numerically
solve PB equation for a lot of times with different charge distributions, while repeatedly uses
the same protein structure related information such as interface, mesh, elements, etc. This
calls for an efficient and accurate PB solver.
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However, numerically solving PB equation is challenging due to the jump conditions
across the dielectric interface, irregular geometries of the molecular surface, and charge
singularities. Although numerous PB solvers have been developed in the literature, the
Matched Interface and Boundary method based Poisson-Boltzmann (MIBPB) method [251,
243, 91, 36, 93, 125] is chosen in this project for pKa computation, because the MIBPB
method handles the interface jump conditions rigorously, treats the irregular geometry with
delicately designed local interpolation, and regularizes the charge singularity using Green’s
function based decomposition thus returns electrostatic potential and free energy with a solid
second order convergence. Comparing with other PB solvers, the TABI solver is particularly
efficient in treating the accuracy-sensitive, abundant, and complicated charges distribution
from the pKa calculation. In this project, the application of the well-established TABI solver
to the pKa computation will be reported for the first time in the literature. Our numerical
results show that accurate electrostatic free energies are obtained even at coarse grid thus
producing pKa values at the combination of both efficiency and accuracy. In addition, we
designed software to pipeline all procedures involved in pKa calculation using TABI solver,
enabling users to obtain pKa values at one-click of the button.
The solution to the PB model is the electrostatic potentials on the grids, which can be
used to further compute the electrostatic free energies. These energies at different titration
states are the building blocks to compute the pKa value.
4.3.1. Electrostatic free energy
As described by Sharp and Honig [228], the electrostatic free energy for a solvated










where φ is the electrostatic potential, ρ is the fixed charge density as a collection of point
charges, ∆Π is the excess osmotic pressure of the mobile ion cloud, and 1
2
|E|2 is the elec-
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trostatic stress.
In our numerical validation in the next section, we report the electrostatic free energy as






Where φ1 is the electrostatic potential inside molecule as seen in Eq. (1.1) and Ecoul is the
Coulomb energy using 1 as the dielectric constants. Here for simplification, we omit the
energy components related to the mobile ion pressure and the electrostatic stress, whose con-
tribution are relatively smaller but computationally more challenging as integrals of discon-
tinuous functions. Details of evaluating the complete functional can be found in [228, 98, 89].
4.3.2. pKa from thermodynamics
From thermodynamics (e.g. [74], pp123-127), we know an equilibrium constant is related
to the standard Gibbs energy change for the reaction. Thus for an acid dissociation constant
Ka, we have ∆G = −RT lnKa ≈ (2.303RT )pKa, where R = 8.31J/(mol · K) is the universal
gas constant. Based on this, pKa can be computed via electrostatic free energy [16, 239, 8,
199].
We can use the thermodynamics loop in Fig. 4.3 to compute the pKa of a particular
titration site in protein [16, 118]. Note in this derivation we use microscopic kB = R/N =










Figure 4.3: Thermodynamics circles involving acid dissociation in protein (p) and solvent
(s); AH and A stand for protonated and unprotonated acids respectively.
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instead of molar concentration. Here the subscripts “p” and “s” represent protein and solvent
environment respectively.





















In this derivation, Eq. (4.8) holds under the assumption that the non-polar effect from
solvent to protein environment of unprotonated states cancels that of protonated states,
leaving only the electrostatic effect. Equation (4.9) is from the thermodynamics loop in
Fig. 4.3. Bashford et al. [16] suggested to use Eq. (4.9) as ∆Gp(AH, A) and ∆Gs(AH, A)
have small difference in structure (e.g. AH and A in protein vs AH and A in solvent) as
opposed to Eq. (4.8) (e.g. AH in protein and solvent vs A in protein and solvent). This is also
our choice. Equations (4.10) and (4.11) are derived using physical interpretation naturally
and we next show this derivation is consistent with the energy change due to protonation.
These derivations are originated from Bashford et al. [16] and we restate here with more
details.
The energy associated with the shift pKa at site i (the work of adding a charge qi) can
be computed as:










Φ(ri, rj) defined as potential produced at rj by a unit charge at ri for a solvated protein
system (given solute-solvent surface Γ, dielectric constants 1 in solute and 2 in solvent 2,
ionic screening constant κ). We can further decompose
Φ(ri, rj) = 1/(1|ri − rj|) + Φ∗(ri, rj)
as the summation of Coulomb interaction and a correction term Φ∗. Physically, Φ∗ is the









∗(ri, ri): the interaction of a charge at ri with a potential at ri. Let’s add
two notes here as:
(1) Φ(ri, rj) can also be treated as the solution at rj to the following single-charge (unit
charge located at ri) Poisson-Boltzmann equation:
−ε1∇2φ(r) = 4piδ(r− ri), r ∈ Ω−, (4.13a)
−ε2∇2φ(r) + κ¯2φ(r) = 0, r ∈ Ω+, (4.13b)
(2) For the “intrinsic-shift” part in Eq. (4.12), we can derive from free energy differences
before and after charging (e.g. the protonation of a charge at the n + 1th location in addi-
tion to the n charged locations). For convenience, we define Φi(rj) = Φ(ri, rj) as the total
potential at rj from a unit charge at ri, and Φ
∗

































1|ri − rj| (4.15)
Note the first terms in Eqs. (4.14) and (4.15) are essentially the solvation free energies and
we refer them as Gsolvdeprot and G
solv
deprot.




















1|ri − rn+1| (4.17)
Note Eq. (4.16) holds based on the symmetry of Φ∗i (rj), which is consistent with Eq. (4.12).
In summary, the pKa for a titration site is composed of the intrinsic pKa and the site-site
interaction as in Eq. (4.11). The free energy associated with intrinsic pKa shift (away from
the model pKa) is given in Eq. (4.16) as the energy difference between protonation and
deprotonation of the titration with only the background charges. The site-site interaction
is computed as in the interaction term of Eq. (4.12). In the next section, we implement the
pKa computation based on Eqs. (4.11) and (4.12).
4.3.3. pKa computing procedure
Following the discussion in the previous section, we use the programing language Python
to write a wrapper to pipeline the pKa computation in four steps as 1) changing the pro-
tonation states on PDB and then on PQR files, with each PQR file representing a needed
charge distribution in the pKa computation, 2) calling TABI solver for solving electrostatics
potential and free energies for all PQR files, 3) calculating the intrinsic pKa values, and
4) finally titrating the final pKa values with energies including site-site interactions. The
procedure implemented with the Python wrapper is given as the following.
Step 1: Prepare the protein structure and protonation states
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In this step, we prepare the structure and charge distribution of the protein. The protein
structure is obtained from the Protein Data Bank (PDB) (www.pdb.org). The charge dis-
tribution is then produced by PDB2PQR [59] with user chosen forcefields. Before calling
the PDB2PQR program, the protonation states are configured by using different residue
names as specified below in Table 4.4. For a protein with Nt titration sites, we will need
Table 4.4: The protonation states of titratable amino acids: each residue has a name for
unprotonated state and a name for protonated states; total charge of the residue in a state
is included in the parentheses.
standard resid. ARG ASP GLU HIS LYS TYR CYS
unprot.(chg) AR0 (+1) ASP(-1) GLU(-1) HIE(0) LYN(0) TYM(-1) CYM(-1)
prot.(chg) ARG(+2) ASH(0) GLH(0) HIP(+1) LYS(+1) TYR(0) CYX(0)
1 + 2Nt +
1
2
(N2t −Nt) charge distributions in the form of PQR files as specified below.
(1) one PQR file with all titration sites unprotonated, keeping the background charge;
(2) 2Nt PQR files having all titration sites unprotonated but one protonated with or with-




(N2t −Nt) PQR files with ith and jth titration sites protonated only; all bakground
charges are set to zero.
Step 2: Call TABI solver for solving electrostatics
This step calculates the electrostatic free energies for all titration states represented by dif-
ferent PQR files. Each PQR file with different charge distribution changes the RHS of the
PB equation as in Eq. (1.1). The PB equation can then be accurately and conveniently
solved using the TABI solver. In calling the TABI solver, the user can specify solver and
PB model related parameters such as dielectric constants, ion concentration, mesh size, etc.
in the usrdata.in file. After this step, we received electrostatic free energies from all charge
distributions. These energies will be used to calculate pKa as explained in the next two
steps. Our work follows the procedure as described in Ho’s thesis [118].
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Step 3: Compute the intrinsic pKa
The intrinsic pKa for the ith titratable site can be computed by Eq. (4.18) [118],





[∆Gele(Ap → ApH)−∆Gele(As → AsH)] (4.18)
where the protein environment has only the fixed background charges, i.e. with all titration
sites unprotonated. In this equation, ∆Gele(Ap → ApH) is the difference of the free energy
between protein with ith titration site protonated and protein with all titration unproto-
nated while ∆Gele(As → AsH) is the difference of the free energy between protonated and
unprotonated residues alone. pK0a,i is the model pKa at T = 298K taken from [200] as in
Table 4.5. The constant R is the gas constant and T is the temperature in Kelvin. R
Table 4.5: Model pKa value for titration sites.
ARG ASP CYS GLU HIS LYS TYR
12.0 4.0 9.5 4.4 6.3 10.4 9.6
is related to the Boltzmann constant, kB = 1.3806 · 10−23J/K, and the Avogadro constant,
NA = 6.02 · 1023/mol, as
R = kB ·NA ≈ 8.31J/(mol ·K), (4.19)
Since the energy calculated from TABI using the unit kcal/mol, we finally use the RT values
as
RT≈ 8.31 · 298J/mol ≈ 2.5kJ/mol = (2.5/4.182)kcal/mol, (4.20)
thus the energy from TABI divided by (2.5 ln 10/4.182 = 1.3765) kcal/mol leads to the unit
of pKa values.
Step 4: Titrating final pKa with energies including site-site interactions
Recall that pKa of a titration site is defined as the pH value in which half of the site is
protonated. In the context of computing pKa using electrostatic free energy under different
titration states, we are looking for the pH which makes the Boltzmann average < θi, pH >
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as in Eq. (4.21) to equal 0.5.





−4G(A→A(θ); pH)/RT , (4.21)
where θ ∈ {0, 1}Nt and θi ∈ {0, 1} is the ith entry of θ.
In Eq. (4.21), the energy 4G(A→ A(θ); pH) is evaluated as














where pK intra,i is the intrinsic pKa for the ith titration site as calculated in step 3 by Eq. (4.18).
4Gij as calculated in Eq. (4.23)is the site-site interaction energy (the free energy of the
protein having the ith site protonated for producing electrostatic potential and the jth
titration site protonated for producing energy without the background charge) computed in
step 2 as well.












The second equality holds under the assumption that W is symmetric.
4.3.4. Results
In this section, we first validate the accuracy of TABI solver, which justifies our choice
of mesh size h = 1.0 for all PB related calculation. Following that, we calculate the pKa
values for two selected proteins, which are compared with the data from experiments.
4.3.4.1. Treecode-accelerated boundary integral (TABI) Poisson-Boltzmann solver valida-
tion
The extensive validation of TABI solver in solving PB equation can be found in [88]. Here
we provide results of solving PB equation on bovine pancreatic trypsin inhibitor (BPTI, PDB
ID: 4pti) [185] and turkey ovomucoid third domain (OMTKY3, PDB ID: 2ovo) [20] at various
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finite difference mesh sizes. For simplicity, we refer these two proteins with their PDB ID
4pti and 2ovo hereafter. The two proteins are also the targets for our pKa computation.
The resulting free energies and errors at different mesh size and solute dielectric constants
are given as in Table 4.6.
Table 4.6: Electrostatic free energies of protein 4pti and 2ovo computed with TABI solver:
1 = 4, 8, 20, 2 = 80, ion concentration = 0.15M, MSMS density d = 5, 10, 20, 40
vertices/A˚2; values at d = 5, d = 10, and d = 20 show difference from values at d = 40
in kcal/mol; relative errors in percentage is benchmarked with results at the finest mesh
d = 40.
1 = 4 1 = 8 1 = 20
d 5 10 20 40 5 10 20 40 5 10 20 40
4pti -17.3 -6.0 -1.8 -5888.5 -8.1 -2.8 -0.9 -2934.2 -2.6 -0.9 -0.3 -1162.9
err.(%) 0.29 0.10 0.03 – 0.28 0.10 0.03 – 0.22 0.08 0.02 –
2ovo -11.2 -3.9 -1.2 -4326.8 -5.2 -1.8 -0.6 -2154.6 -1.6 -0.6 -0.2 -852.6
err.(%) 0.26 0.09 0.03 – 0.24 0.08 0.03 – 0.19 0.07 0.02 –
From Table 4.6, in each selected dielectric constants 1, we can see the energies converge
to the finest grid d = 40 from left to right with the decrement of density. In the table, in
the row containing the PDB ID, we reported the free energy at d = 40 and the difference
from that at d = 5, 10, 20. In the row below that, we reported the relative error using values
at d = 40 as the benchmark. From the table, we can see even when the coarse mesh d = 10
is used, the relative error using result from d = 40 as the benchmark is still less than 0.1%,
which justifies our choice of d = 10 for rapidly solving PB equation for electrostatic free
energies and computing pKa based on these energies.
4.3.4.2. pKa computation
We followed the procedure as described in the previous section to compute pKa values
of protein 4pti with 58 residues and 18 titration sites and of protein 2ovo with 56 residues
and 15 titration sites. The reason that we choose these relatively smaller proteins is due to
the fact we use explicit formulation as opposed to the popular Monto Carlo (MC) simulation
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for the site-site interactions [118, 138]. The explicit approach has costs increased as 2Nt thus
is prohibitively expensive for larger proteins. In this project, our focus is to demonstrate
the accuracy of TABI in returning the electrostatic free energy subject to a given protein
structure and charge distribution for pKa calculation. Thus we leave the implementation
and enhancement of the MC approach in the future work. In this section, our computed
pKa results are compared with the experimental values from [161] as referred by [118].
The results of computed pKa for the two proteins are included in Tables 4.7 and 4.8. The
tables first list the experimental pKa values if they are available in the literature [161, 118],
followed by computed intrinsic pKa values, and pKa at various solute dielectric constants.
From the tables, we can see that the computed intrinsic pKa and pKa values are essentially
close to the experimental results. It seems that including the site-site interaction does not
significantly improve the computed pKa toward the experimental pKa. In order to reveal the
embedded information from the tabular data, we plot the computed pKa values in Fig. 4.4
compared with available experimental pKa values.
Figure 4.4(a) and (b) depict computed pka result from protein 4pti and 2ovo, respectively.
Since patterns in both subplots are similar, we explain them in a uniform manner. In
Fig. 4.4(a-b), the vertical axis is the pKa values and the horizontal axis is the titration sites.
To save space, on x-axis we use one-letter representation of the amino acids, followed by
their residue IDs. On these two subplots, the blue stars connected by the dashed line are
the results from experiment [161, 118]. The red triangles, square, and circles are computed
pKa using solute dielectric constants  = 4, 8, 16 respectively. From both subplots, we can
see that the computed pKa are in line with the experimental pKa and it is quite obvious
that using larger solute dielectric constants produced computed pKa values which are closer
to the experimental results. This conclusion has been advocated by some previous research
results [7, 138].
As explained in the previous section, after receiving all the energies from Eq. (4.22), the
probability of a titration site to be protonated at a given pH can be computed by using
Eq. (4.21). For each titration site, we sampled the probability at pH from 1 to 14 with step
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Table 4.7: Computed pKa values for protein 4pti at various solute dielectric constants:
1 = 4, 8, 20, solvent dielectric constant 2 = 80, ion concentration = 0.15M, MSMS density
=10 vertices/A˚2.
residue expt. pKa intrinsic pKa pKa
1 = 4 1 = 8 1 = 20 1 = 4 1 = 8 1 = 20
TYR21 10.0 11.23 10.55 10.15 13.04 11.46 10.51
GLU7 N/A 5.38 4.92 4.66 5.84 5.11 4.69
LYS15 10.4 10.38 10.51 10.61 10.32 10.41 10.47
LYS26 10.1 10.29 10.43 10.54 10.16 10.30 10.39
ASP50 3.2 0.22 2.10 3.23 3.08 3.58 3.87
ARG1 N/A 19.71 16.50 14.57 19.71 16.50 14.56
ARG53 N/A 14.22 13.46 13.02 14.07 13.35 12.92
ARG42 N/A 13.05 12.81 12.66 13.17 12.71 12.49
ARG39 N/A 12.05 12.24 12.37 12.16 12.19 12.29
ARG17 N/A 12.25 12.22 12.23 12.17 12.15 12.16
GLU49 4.0 3.87 4.18 4.37 5.05 4.83 4.70
ASP3 3.6 3.61 3.78 3.89 3.88 3.93 3.96
TYR35 10.6 10.11 9.95 9.84 10.19 10.00 9.86
TYR23 11.0 16.64 13.28 11.24 17.46 13.69 11.42
LYS46 9.9 11.61 11.34 11.16 11.15 10.81 10.60
LYS41 10.6 11.65 11.44 11.31 12.88 12.04 11.44
TYR10 9.4 12.01 11.00 10.38 12.23 11.16 10.46
ARG20 N/A 15.73 14.49 13.67 15.66 14.45 13.62
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Table 4.8: Computed pKa values for protein 2ovo at various solute dielectric constants:
1 = 4, 8, 20, solvent dielectric constant 2 = 80, ion concentration = 0.15M, MSMS density
=10 vertices/A˚2.
residue expt. pKa intrinsic pKa pKa
1 = 4 1 = 8 1 = 20 1 = 4 1 = 8 1 = 20
LYS13 9.9 12.16 11.84 11.63 12.20 11.73 11.48
ASP27 N/A 10.20 7.42 5.70 6.26 5.44 4.90
TYR11 10.2 13.30 11.68 10.68 13.31 11.75 10.76
LYS29 11.1 11.38 11.30 11.24 11.80 11.50 11.30
HIS52 7.5 7.54 7.36 7.27 7.94 7.55 7.30
LYS34 10.1 12.53 12.00 11.66 12.32 11.81 11.45
ASP7 2.4 1.31 2.70 3.55 2.26 3.24 3.82
GLU10 4.1 4.89 4.91 4.91 7.09 6.00 5.36
TYR31 12.5 18.53 14.50 12.01 18.53 14.50 12.04
TYR20 10.2 11.49 10.76 10.29 12.79 11.73 10.78
LYS55 11.1 11.77 11.51 11.36 12.10 11.57 11.28
GLU43 4.8 4.99 4.83 4.72 4.95 4.79 4.69
GLU19 3.2 5.76 5.17 4.80 8.25 6.39 5.26
ARG21 N/A 12.15 12.28 12.39 12.86 12.35 12.37
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(a) (b)
Figure 4.4: Computed pKa at various solute dielectric constants 1 = 4, 8, 20 vs experimental
pKa for protein 4pti (a) and protein 2ovo (b).
size 0.2 and then use cubic spline to interpolate the pH when probability=0.5. By doing
this, each titration site from every protein at a solute dielectric constant has a titration
curve as shown in Fig. 4.5. Here we choose two examples, one as shown in Fig. 4.5(a) is
from titration site LYS15 from protein 4pti at 1 = 20, which produces pKa = 10.47 against
the 10.4 experiment value. The other example as shown in Fig. 4.5(b) is from titration site
GLU43 from protein 2ovo at 1 = 8, which produces pKa = 4.79 against the 4.8 experiment
value. As we know Glutamic Acid (GLU) is acidic amino acid while Lysine (LYS) is basic
amino acid as two very polar sites whose pKa computation is very sensitive and our computed
values are sufficiently accurate.
4.3.5. Conclusion
In this project, we theoretically computed pKa values of proteins using the electrostatic
free energies. The energies are computed by solving the Poisson-Boltzmann model using
our recently developed 2nd order accurate TABI solver [88]. The advantage of using TABI
solver is at its accurate results even at coarse mesh such as h = 1.0. This is an important
advantage since the TABI solver will be called for 1 + 2Nt +
1
2
(N2t −Nt) times for full-atom
protein structures with variation of the charge distribution. In addition, since the algorithm
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(a) (b)
Figure 4.5: Titration curves for (a) titration site LYS3 from protein 4pti (1 = 20): pKa
(computed) = 10.47 vs pKa (experiment) = 10.4 and (b) titration site GLU43 from protein
2ovo (1 = 8): pKa (computed) = 4.79 vs pKa (experiment) = 4.8.
is implemented under the assumption that protonation or deprotonation does not produce
the structural change, charge distribution is the key component in pKa computation. TABI
regularizes charge singularity analytically using the Green’s function based decomposition
thus could more accurately captures sensitive energy changes caused by change in charge
distribution.
In addition to calling the TABI solver for calculating electrostatic free energies given
structure and charge distribution, we pipelines the entire procedure of pKa computation
by using Python from downloading PDB structure, assigning charge distribution and pro-
tonation states under selected force fields, to computing intrinsic pKa and then pKa by
including the site-site interactions. To this end, the users input the PDB ID of a target
protein and can receive accurate pKa values on all titration sites quickly. We will make the
Python wrapper and the binary code of TABI available on author’s public website. From
the numerical results, our calculation of pKa is accurate and efficient.
PB model based pKa values are affected to many different factors such as the choices
of dielectric constants and ionic strength, force fields, the initial PDB files, as well as the
accuracy of the PB solver. Among these factors, the more disputative ones are the model,
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the force field, and the protein structure. TABI however can reduces the error in solving
PB equation to the minimum. We next will move to the topic of using position dependent
dielectric constants to enhance pKa computation based on established schemes.
4.4. Accurate and robust electrostatic binding energy of solvated biomolecules computed
with treecode-accelerated boundary integral (TABI) Poisson-Boltzmann solver
The binding of two monomers into a complex occurs throughout molecular biology, e.g.
enzyme-substrate [60, 153, 154], DNA-drug [27], and RNA-protein interactions [155]. Among
several factors that determine molecular binding, electrostatic and solvation effects have great
importance. The affinity of two monomers to bind together is measured by the binding energy
of the complex, and the present work focuses on computation of the electrostatic component
of the binding free energy of a solvated biomolecular complex, which is useful for general
biophysical modeling and specialized areas such as synthetic drug design.
Binding energy can be computed using both explicit solvent model and implicit module.
Izadi, Aguilar, and Onufriev [132] compared electrostatic binding free energy of protein-
ligand complexes computed using both explicit and implicit solvent models. Their study
encompassed three different explicit water models as well as Generalized Born and Poisson-
Boltzmann implicit solvent models. They found that the computed binding energy values
are sensitive to the choice of force field used in the explicit water model, and they felt
this strengthens the case for using accurate implicit solvent models which can be orders of
magnitude faster. Bertonati, Honig, and Alexov [18] showed that the Poisson-Boltzmann
based protein-protein binding energy is able to capture much of the physical basis of the
nonspecific salt dependence of protein-protein complexation.
The Poisson-Boltzmann (PB) equation is a popular framework for computing electro-
statics of solvated biomolecules in which an atomistic representation of the solute is com-
bined with a continuum description of the solvent. This thesis is to investigate using PB
equation to compute binding energy, as opposed to the popular finite difference methods
[113, 114, 18, 196], our recently developed treecode-accelerated boundary integral (TABI)
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solver solves the PB equation accurately and efficiently using boundary elements methods
[85]. The TABI code provides the electrostatic potential on the molecular surface separating
the solute from the solvent, and further processing yields the electrostatic solvation energy,
∆Gsolv. These computations use the MSMS [222] and NanoShaper [56] triangulation of
the molecular surface, and the accuracy of the computed solvation energy depends on the
triangulation density, d as number of triangle vertices per A˚2; in particular, as d increases,
the geometric details of the molecular surface are better resolved, and the accuracy of the
computed solvation energy improves [85].
In the present work, TABI is extended to compute the electrostatic binding energy,
∆∆Gbind, of a solvated biomolecular complex. The binding energy requires computing the
difference of solvation energy between the complex and the two unbound monomers, and
hence it is more sensitive to the accuracy of the PB solver [113, 114, 34]; we show that a higher
triangulation density is needed to achieve a given level of accuracy in the binding energy than
in the solvation energy. Alternatively, to reduce the computational cost while maintaining
accuracy, we extrapolate to the limit of ideal resolution, d =∞, using binding energy values
computed at several low densities. The improvement in accuracy from extrapolation is
significant.
4.4.1. Electrostatic binding energy
Numerical solution of the PB model in Eqs. (3.32a)-(3.32b) yields the electrostatic surface
potential at the triangle centroids, which can be used to compute the electrostatic free energy,
including the Coulomb energy and the electrostatic solvation energy. The difference of these
energy between the complex and the monomers can then be used to compute the electrostatic
binding energy of the complex. The following gives the formulation to compute these energy
under the boundary integral PB equation.
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4.4.1.1. Electrostatic free energy of a solvated biomolecule
In the present context, a solvated biomolecule refers to either an individual monomer or
the bound complex. As described by Sharp and Honig [228], the electrostatic free energy of










where φ is the electrostatic potential, ρ is the fixed charge density of the solute, ∆Π is
the excess osmotic pressure of the ions in the solvent, and 1
2
|E|2 is the electrostatic stress.
Omitting the osmotic pressure and the stress, whose contributions are relatively small but
computationally challenging as integrals of discontinuous functions [228, 98, 89], the electro-
static free energy under the boundary integral PB equation is given by
∆Gelec = ∆Gcoul + ∆Gsolv. (4.25)








|yj − yk| , (4.26)
where yi, i = 1, · · · , Nc are the singular charges representing the solute and ∆Gsolv is the
solvation energy.
4.4.1.2. Electrostatic binding energy
The molecular binding model in Fig. 3.1b shows monomer 1 and monomer 2 binding
together to form a complex. From the thermodynamic loop in Fig. 4.6, the electrostatic
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binding energy of the complex is
∆∆Gbind = ∆∆Gcoul + ∆∆Gsolv (4.27a)
= (∆GPXcoul −∆GPcoul −∆GXcoul) + (∆GPXsolv −∆GPsolv −∆GXsolv). (4.27b)





solv)− (∆GPcoul + ∆GPsolv)− (∆GXcoul + ∆GXsolv), (4.28)
where we see that the electrostatic binding energy of the complex is the difference between the
electrostatic free energy of the complex and the two independent monomers. For example,












Figure 4.6: Thermodynamic loop, P and X are two monomers, subscripts s, v denote sol-
vent and vacuum, electrostatic binding energy ∆∆Gbind is determined by Coulomb energy
∆∆Gcoul and electrostatic solvation energy ∆Gsolv.
Note that the Coulomb energy ∆Gcoul is computed by direct summation and is free of
numerical errors, while the solvation energy ∆Gsolv is computed by the numerical PB solver,
so the latter determines the accuracy of the computed binding energy ∆∆G.
4.4.2. Results
The binding energy using Eq. (4.27b) for the 51 complexes and monomers listed in the
previous section was computed using the TABI solver. This data, due to its large volume, are
listed in Table 4.4.3 in the supplementary section. The extrapolated binding energy using
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both NanoShaper and MSMS at both d1/2 (the notation d1/2 means the extrapolation uses
binding energy computed at densities d1 and d2) and d2/3 densities are listed in Table 4.4.3
also in the supplementary section for the same space saving reason. The benchmark data
using MIB Poisson-Boltzmann solver [196] at fine mesh h = 0.2 are listed together with
the extrapolated binding energy for comparison purpose. The tabular data and figures we
demonstrated in this section are based on data in Tables 4.4.3 and 4.4.3.
All computations were performed in serial on the University of Michigan FLUX cluster,
with Intel Xeon CPUs running at either 2.5 or 2.8GHz. In this system the exact processors
cannot be specified, so the timing results were averaged over multiple runs. The code was
compiled with gfortran using the -O2 optimization flag.
4.4.2.1. Comparison between treecode-accelerated boundary integral and matched interface
(TABI) and boundary method based (MIB) Poisson-Boltzmann solver
In this section, we compare binding energy computed with the two Poisson-Boltzmann
solvers TABI [85, 86] and MIB [196]. The MIB solver [36] uses finite difference mesh with
rigorous treatment of interface jump conditions [250], geometric singularities [243] and charge
singularities [91], whose calculation of binding energy using the same set of biomolecules [196]
serves as the benchmark well for evaluating the accuracy of the current TABI solver. We
provide results on various densities using both the MSMS and NanoShape. These results
and related discussion not only validate TABI solver and the extrapolation scheme, but also
provide important evidences in supporting our final choice of NanoShaper over MSMS in
molecular surface triangulation.
Tables 4.9 shows the average % deviation, computed as average of all % differences, of
TABI binding energy results from MIB binding energy results as well as the total CPU time
for each type of TABI result across all test sets. The TABI binding energy results include
both MSMS and NanoShaper at different densities and extrapolated. The total time is the
sum of TABI CPU time for the complex, monomer 1, and monomer 2 for all test cases. For
extrapolated results, the total time includes both density levels used for the extrapolation.
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Table 4.9: Top section: average % deviation of TABI-calculated binding energy for all
three test sets from MIB-calcuated binding energy; bottom section: total CPU time (in ks
as kilo-seconds); TABI comparison is given for NanoShaper (NS) in densities d1 − d5 and
extrapolated in d1/2 and d2/3, and for MSMS in densities d1 − d3 and extrapolated in d1/2
and d2/3.
NanoShaper MSMS
Set d1/2 d2/3 d1 d2 d3 d4 d5 d1/2 d2/3 d1 d2 d3
average % deviation from MIB binding energy
Set 1 8.1 6.5 84.1 44.7 25.0 15.0 10.2 12.8 11.1 36.8 19.6 14.6
Set 2 5.6 6.6 34.6 18.6 12.3 8.4 7.9 34.6 38.0 52.5 44.0 40.9
Set 3 8.7 6.7 71.1 39.1 22.3 13.4 10.0 13.5 17.0 56.6 34.8 25.4
Total 7.8 6.6 71.8 38.6 22.0 13.4 9.8 16.9 17.4 45.0 28.1 22.2
total CPU time (ks)
Set 1 10.8 25.0 3.3 7.5 17.4 37.6 87.1 13.4 32.2 4.4 9.0 23.1
Set 2 15.9 40.5 4.7 11.2 29.3 69.2 177.0 31.0 75.1 7.8 23.3 51.8
Set 3 11.6 26.9 3.5 8.1 18.8 40.8 96.3 19.3 46.1 4.9 14.3 31.8
Total 38.4 92.4 11.6 26.8 65.6 147.7 360.3 63.7 153.4 17.0 46.6 106.8
From the table, we can see that, for both NanoShaper and MSMS options, the extrapolated
results using TABI are closer to the benchmark MIB results than results just using TABI at
different densities. TABI results with NanoShaper are, on average, closer across all three sets
to the MIB result than the TABI results with MSMS are. Additionally, at each density level,
TABI with NanoShaper is faster than TABI with MSMS. The CPU time for extrapolated
results using two lower densities calculation is less than one higher density calculation. For
example, when the NanoShaper option is adopted, with %7.8 deviation, the total CPU
time for d1/2 result is 38.4ks while the total CPU time for d3, d4, d5 results are 65.6, 147.7,
360.3ks with %22, %13.4, %9.8 deviation, respectively. Using extrapolation improves in both
accuracy and efficiency.
Figure 4.7(a) compares the d1/2 extrapolated TABI results in binding energy using both
NanoShaper and MSMS, as well as the NanoShaper d5 (highest density) results, to MIB
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∆∆G computed w/ MIB


























































Figure 4.7: MIB-calculated binding energy vs. TABI-calculated binding energy, for MSMS
and NanoShaper d1/2 extrapolations and NanoShaper d5 result.
results for all individual test cases. The pattern of the figure shows that extrapolated results
and NanoShaper d5 results using TABI are in line with the MIB results. The NanoShaper
results confirm better than MSMS result to the MIB results.
Figure 4.7(b) displays the relative deviation of TABI results from MIB results in binding
energy. TABI results use the low density (d1/2) NanoShaper and MSMS extrapolations and
the high density NanoShaper d5. We observed that the MSMS extrapolations are more
likely to show a high amount of deviation from the MIB results than either the high density
NanoShaper or extrapolated NanoShaper results, particularly for test cases in the second
test set.
Additionally, Fig. 4.8 depicts the average deviation of TABI from MIB results vs. the
total time to compute binding energy across all test cases for both NanoShaper and MSMS
extrapolated results, as well as NanoShaper d1, d2, d3, d4, d5 and MSMS d1, d2, d3 results. As
noted above, the total time is the sum of TABI CPU time for the complex, monomer 1, and
monomer 2 for all test cases. For extrapolated results, the total time includes both density
levels used for the extrapolation. The NanoShaper extrapolations clearly provide the best
performance. The NanoShaper d1/2 extrapolation, which is our choice, is only slightly less
126
Relative Deviation from MIB

































Figure 4.8: Average relative deviation of TABI results from MIB results vs. total CPU time
(s) for computing entire set. Numbers next to data points are corresponding densities.
accurate than the best-performed NanoShaper d2/3 extrapolation, but uses significantly less
CPU time than all but three data points: the two data points from which the extrapolation
was performed, and the lowest density MSMS result.
4.4.2.2. Accuracy sensitivity: binding energy vs solvation energy
We next investigate the sensitivity of computing solvation energy and binding energy
using TABI solver. The extrapolated values d1/2 using NanoShaper are used as reference
values to calculate errors as
ebind =
∣∣∣∣∆∆Gbind(d)−∆∆Gbind(∞)∆∆Gbind(∞)
∣∣∣∣ , esolv = ∣∣∣∣∆Gsolv(d)−∆Gsolv(∞)∆Gsolv(∞)
∣∣∣∣ , (4.29)
which are presented in Figure 4.9. In particular, Fig. 4.9(a-b) presents the relative error and
absolute error in binding energy and Fig. 4.9(c-d) presents these errors in solvation energy
of the complex. There are two important trends in these results. First, for a given value of
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the triangulation density d, the relative error in binding energy ∆∆Gbind is larger than the
relative error in solvation energy ∆Gsolv as seen in Fig. 4.9(a,c) . For example, at density
d = 5, the relative error in binding energy can be as high as nearly 40% as shown in Fig. 4.9(a)
while the error in solvation energy is less 1% as shown in Fig. 4.9(c). Also as confirmed by
checking the data from Table 4.4.3, we observed that a smaller value of binding energy
corresponds to a larger relative error. These results verify the claim that the binding energy
∆∆Gbind is more sensitive to the accuracy of the PB solver than the solvation energy ∆Gsolv,
and hence higher numerical resolution is necessary for accurate binding energy calculations.
This difficulty, however, is resolved by our extrapolation schemes. The second trend in
the data is that the relative errors at density d1 − d5 converge to zero, indicating that the
extrapolation method is an effective approach for computing accurate binding energy values.
In other words, the extrapolated ∆∆Gbind values reported in the fourth column of Table 4.4.3
are more accurate than the values obtained at density d1 − d5 as listed in Table 4.4.3.
4.4.3. Conclusion
In this work we compute the electrostatic binding energy ∆∆Gbind for a set of 51 biomolec-
ular complexes using the treecode-accelerated boundary integral (TABI) Poisson-Boltzmann
solver [85] with both MSMS and NanoShaper options for molecular surface triangulation.
As benchmarked from binding energy results for the same data set using a second order
finite difference based MIB Poisson-Boltzmann solver, we validate TABI solvers for binding
energy computation with the consistent numerical results. We find out that the NanoShaper
option is faster, more accurate, and more robust than the MSMS option. The advantage
of using TABI solver is at its accuracy and efficiency in solving the linear system for the
potential on the triangulated molecular surface. Our results show that the binding energy
is more sensitive to the accuracy of the PB solver than the solvation energy, and higher
density d is necessary for accurate calculations. Alternatively, extrapolation to the limit of
ideal resolution d = ∞ is an effective approach to compute more accurate binding energy
values using values obtained at a few coarse densities for example d1/2, whose computation
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is relatively inexpensive but more accurate than performing a high density calculation. It
is hoped that the ability to compute electrostatic binding energy of biomolecular complexes
accurately and efficiently facilitate biophysical modeling in general and synthetic drug design
in particular.
Table 4.10: ∆∆Gbind using TABI with NanoShaper SES and MSMS.
NanoShaper MSMS
PDB d1 d2 d3 d4 d5 d1 d2 d3 d4 d5
102d 16.1 13.3 11.6 10.7 10.3 14.5 11.5 10.6 10.4 10.1
109d 7.6 5.0 4.2 3.5 3.2 5.2 3.7 3.6 3.3
121d 35.4 29.8 27.2 26.1 25.5 29.6 26.9 25.7 25.2
127d 37.0 33.8 32.0 30.9 30.6 34.2 32.2 31.3
129d 48.3 44.6 42.9 41.8 41.6 45.8 43.1 42.5 41.7
166d 21.6 18.5 17.0 16.4 15.9 17.9 16.7 16.2 15.9 15.7
195d 11.3 7.9 5.8 5.1 4.4 7.0 5.5 4.7
1d30 19.3 15.3 13.0 11.7 11.5 15.5 12.7 11.8 11.3
1d63 24.2 18.5 15.9 14.2 13.8 18.0 15.4 14.1 11.8 12.0
1d64 20.9 17.6 16.2 15.6 15.3 16.7 16.1 15.4 15.2 15.1
1d86 37.7 32.2 28.9 27.8 26.9 31.4 28.9 27.2 27.0 26.5
1dne 34.1 28.5 25.9 24.9 24.3 28.4 25.8 24.5 24.3 24.0
1eel 21.6 18.3 16.7 15.8 15.2 18.5 16.3 15.5
1fmq 21.9 18.1 16.4 15.9 15.5 18.5 16.5 15.7
1fms 34.0 29.7 28.0 27.2 26.2 30.2 28.0 27.2 26.3
129
1jtl 18.8 14.6 12.8 11.7 11.4 13.6 11.6 11.5 11.1
1lex 20.9 15.1 12.5 11.3 10.7 14.5 11.8 11.0 12.2
1prp 18.6 15.2 13.3 12.7 12.3 14.6 13.2 12.4 12.2 12.0
227d 15.7 11.7 9.1 7.8 7.4 11.2 9.0 7.9 7.1
261d 11.8 7.4 5.1 3.6 3.0 4.2 1.4 0.8
264d 37.9 35.3 33.9 33.5 33.1 35.8 33.5 32.7 31.9
289d 23.6 20.0 18.8 18.0 17.8 19.6 18.3 17.7 17.5
298d 21.8 18.5 16.9 16.5 16.0 18.4 16.6 16.0 15.8
2dbe 15.5 11.0 8.5 7.4 6.9 10.4 8.4 9.1
302d 32.1 28.6 27.0 26.1 25.7 28.7 26.6 25.9
311d 20.4 14.7 12.2 11.1 10.4 14.3 11.6 10.4 10.1
328d 23.0 20.4 19.1 18.6 18.2 20.5 18.6 17.9
360d 88.5 82.9 80.4 79.3 79.1 58.5 57.2 56.1 55.8
1b27 118.3 103.9 97.9 93.6 92.6 125.9 118.6 116.1 113.7
1b2s 102.7 89.4 82.5 78.9 78.3 108.4 102.4 99.8
1b2u 102.6 91.7 88.0 84.6 84.8 117.6 112.8 111.5 110.0
1b3s 78.6 63.3 59.0 55.2 54.6 76.1 69.5 67.0 67.2
1x1u 105.0 94.5 87.0 83.1 82.6 107.4 98.2 94.9 93.3
1x1w 123.9 113.2 105.9 102.2 101.5 135.7 128.5 126.4
1x1x 147.1 132.5 125.8 121.6 121.0 162.8 156.0 153.0 148.0
1x1y 116.2 105.3 99.6 96.4 95.4 140.7 134.1 132.3
130
2za4 86.4 76.4 70.5 68.2 67.4 141.8 135.9 133.2
1a1t 103.8 86.9 76.6 72.0 69.0 108.9 97.0 91.1 87.5
1a4t 99.9 87.4 80.4 77.5 75.7 89.5 80.4 77.0 75.4
1biv 75.6 59.4 53.4 48.7 46.8 60.6 51.8 48.3 46.7 45.9
1exy 219.3 200.9 191.5 185.7 184.3 206.7 193.4 185.9
1g70 169.3 153.1 144.7 140.2 139.0 158.4 148.4 145.9 160.3
1hji 84.9 69.7 63.1 59.1 57.0 81.4 71.1 66.8 64.2 68.0
1i9f 13.6 -0.6 -9.8 -13.5 -16.4 2.1 -7.2 -12.9 -14.7
1mnb 165.4 148.4 140.1 136.4 133.4 153.2 141.2 135.7
1nyb 17.7 4.7 -2.4 -5.8 -7.2 9.6 1.3 -2.2 -4.7
1qfq 45.8 35.0 29.8 25.8 25.3 48.9 40.3 38.0 35.4 36.0
1ull -12.9 -35.8 -46.5 -53.5 -56.3 -21.2 -38.8 -46.8
1zbn 250.3 234.6 225.3 221.3 219.2 239.6 228.7 224.5 221.7
2a9x 413.4 399.8 395.3 389.2 387.8 402.3 395.3 390.4 387.1
484d 189.8 166.5 153.9 147.2 143.6 191.6 174.9 168.8
Table 4.11: Extrapolated ∆∆Gbind using TABI with NanoShaper and MSMS and MIB.
NanoShaper ex. MSMS ex. MIB
PDB d1/2 d2/3 d1/2 d2/3 h =
0.2
102d 10.5 9.8 8.3 9.8 10.3
131
109d 2.4 3.4 2.1 3.5 2.7
121d 24.0 24.6 24.0 24.6 23.9
127d 30.5 30.2 30.1 30.5 29.1
129d 40.8 41.3 40.3 41.9 40.2
166d 15.4 15.5 15.4 15.7 15.7
195d 4.4 3.8 3.9 4.0 2.7
1d30 11.3 10.6 9.8 11.0 10.6
1d63 12.8 13.2 12.6 12.9 12.4
1d64 14.3 14.7 15.5 14.7 14.6
1d86 26.5 25.7 26.3 25.6 25.5
1dne 22.7 23.4 23.0 23.3 22.8
1eel 14.9 15.1 14.0 14.7 15.1
1fmq 14.2 14.7 14.4 15.0 15.4
1fms 25.5 26.3 25.7 26.5 25.7
1jtl 10.3 11.0 9.5 11.4 11.5
1lex 9.1 9.9 9.0 10.3 9.7
1prp 11.9 11.4 11.7 11.7 11.6
227d 7.5 6.6 6.7 6.9 5.6
261d 3.0 2.9 -1.6 0.2 2.9
264d 32.7 32.4 31.1 32.0 32.3
289d 16.4 17.5 16.9 17.1 16.6
132
298d 15.1 15.4 14.7 15.4 15.4
2dbe 6.4 6.1 6.3 9.8 5.8
302d 24.9 25.5 24.4 25.2 25.2
311d 8.8 9.7 8.8 9.3 9.3
328d 17.7 17.9 16.6 17.2 17.5
360d 77.0 77.9 55.8 55.1 55.6
1b27 89.1 91.9 110.6 113.8 87.1
1b2s 76.0 75.5 95.8 97.4 72.1
1b2u 80.5 84.4 107.5 110.3 78.6
1b3s 47.6 54.8 62.2 64.7 49.3
1x1u 83.8 79.5 88.2 91.8 76.0
1x1w 102.2 98.6 120.6 124.5 95.3
1x1x 117.6 119.2 148.6 150.2 114.7
1x1y 94.2 94.0 126.9 130.6 89.2
2za4 66.2 64.7 129.4 130.7 74.4
1a1t 69.6 66.3 84.0 85.7 63.0
1a4t 74.6 73.4 70.5 73.8 72.3
1biv 43.0 47.3 42.2 45.0 44.8
1exy 182.4 182.1 178.9 178.9 177.4
1g70 136.5 136.4 137.4 143.5 133.5
1hji 54.0 56.5 59.8 62.9 51.2
133
1i9f -15.2 -19.0 -17.5 -18.2 -19.2
1mnb 130.9 131.8 128.1 130.6 128.2
1nyb -8.7 -9.5 -8.0 -5.4 -12.6
1qfq 24.0 24.7 30.8 35.9 20.3
1ull -59.3 -57.2 -58.2 -54.2 -52.8
1zbn 218.5 215.9 216.9 220.6 215.7
2a9x 385.6 390.9 387.7 385.8 385.4
484d 142.5 141.3 156.8 163.1 133.4
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Figure 4.9: (a) Relative error and (b) absolute error of NanoShaper binding energy in
comparison to NanoShaper d1/2 extrapolation (c) Relative error and (d) absolute error of




In this chapter, we demonstrate the usages of TABI as an extension for Adaptive Poisson-
Boltzmann Solver (APBS), and Cartesian FMM boundary integral Poisson-Boltzmann solver,
and their dissemination which includes the cyclically parallelized treecode
• TABI-PB in APBS
APBS plays an significant role in the computational biochemistry and biophysics. It is
a central computational element for the research of electrostatic interactions involved
biomolecular processes such as protein structures, cellular pathways and drug design.
The APBS user can invoke TABI-PB with the bem-manual flag in the elec section of
the input file and can find online description at https://apbs-pdb2pqr.readthedocs.io/
en/latest/apbs/input/elec/tabi.html. The web page also includes the illustration for
user’s variable setting. The output file is called surface potential.dat containing the
data for the vertices and triangles, the results of surface potential and surface potential
normal derivatives, and the connectivity data for MSMS triangulation. Moreover,
TABI-PB will print the free energy of solvation and Coulombic free energy along with
CPU time.
• FABI-PB
The Cartesian FMM accelerated boundary integral Poisson-Boltzmann solver is a stand
along version written in C on platforms such as MacOS and Linux/Unix. The user also
needs the MSMS software [222] or NanoShaper [56] for molecular surface generation.
To compute the solvation free energy, the user need prepare a pqr file which can be




where PDBID is a four-digit protein id from the Protein Data Bank [2]. The program
will give the free energy of solvation with default parameters as triangulation den-
sity ”-d=1”, MSMS triangulation software ”-m=1”, dielectric constant ”-eps1=1” and
”-eps2=80”, kappa ”-k=0.1257”, GMRES tolerance ”-o=1e-4”, FMM separate ratio
”-S=0.8”, FMM depth ”-t=5”, Taylor expansion order ”-p=-1” and Quadrature or-
der ”-q=1”. Users can play with their desired parameters. The solver will give the
solvation free energy along with CPU run time.
• The cyclically parallelized treecode
We have published the cyclically parallelized treecode as open source software on





The main contributions of this dissertation are listed as follows.
• In Chapter 2, we develop a cyclic parallel scheme of Treecode method for solving N -
body problem such as evaluating electrostatic potentials of charged particle systems in
which N particles are located on the molecular surfaces of biomolecules. This method
significantly improves parallel load balancing of the parallelization using the Message
Passing Interface (MPI) standard by creating identical tree structures in the memory
of each task. This work can be further implemented for accelerating the parallel version
of TABI-PB.
• In Chapter 3, we use a Cartesian FMM to accelerate boundary integral Poisson-
Boltzmann solver and carefully handle the discretization and singularity issue. This
method has a convergence rate at O(N−1), O(N) CPU run time and O(N) memory
usage. One application of this method is investigating the biomolecular processes such
as Molecular Dynamics or Brownian Motion simulations.
• Moreover, in Chapter 3, motivated by observing far-field and near-field interactions
happening in Treecode method, we propose a preconditioning scheme of tree structure
base method for accelerating the iterative solver such as GMRES. This method is
applied to TABI-PB and FABI-PB and has a great improvement for the former non-
convergent cases.
• In Chapter 4, we study the application of TABI-PB on pKa calculation and binding
energy calculation. Moreover, the projects are also including multipole method acceler-
ation on the eletrostatic interaction in mesoscale chromatin simulations, and modeling
the protein folding and binding under all-Atom crowders.
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• The work described in this dissertation is made accessible by attaching source code to
the publications [139, 41, 39]. Several online open source code packages are available to
users, a fortran version “TABI-PB” (https://sourceforge.net/projects/tabipb/), an ex-
tension of APBS (https://github.com/Treecodes/TABI-PB), and a C version Treecode
parallel (https://github.com/jiahuic/treecode parallel).
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preprints:
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• Jurrus, E., Engel, D., Star, K., Monson, K., Brandi, J., Felberg, L. E., Brookes, D.
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