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Re´sume´
Les e´coulements multiphasiques sont au centre de nombreux enjeux scientifiques et indus-
triels. Si on se limite au proble`mes lie´s a` la coalescence (c’est a` dire la re´union de deux
gouttes apre`s collision), une grande varie´te´ de proble`mes techniques sont concerne´s. On
peut mentionner d’abord la combustion. Une combustion efficace et propre est essentielle
pour notre bien-eˆtre e´conomique et e´cologique. Si on prend l’exemple de l’injection du
carburant liquide dans des moteurs a` combustion interne, le spray du carburant subit une
se´rie de transformations, de la de´sinte´gration d’une nappe liquide jusqu’au la coalescence
des gouttes plus en aval. La tailles des gouttes a une influence importante sur le proces-
sus de combustion. Lorsque le diame`tre des gouttes augmente, le temps d’e´vaporation de
celles-ci augmente. Dans les moteurs a` combustion interne, une distribution homoge`ne de
petites gouttes est recherche´e, afin d’obtenir un allumage le plus tard possible et d’e´viter
la expansion du gaz par la combustion au cours de la compression me´canique du piston.
D’autres exemples de la coalescence existent dans le domaines de la me´te´orologie, de con-
version d’e´nergie nucle´aire ou des vols spatiaux, ou` de l’aluminium liquide est injecte´ dans
les re´acteurs a` combustible solide afin qu’augmenter la pousse´ (Hylkema [59]).
Ce travail se concentre sur l’interaction entre la turbulence d’un fluide et la coalescence
des gouttes ainsi que sur diffe´rentes approches de mode´lisation statistique de cet interaction.
Il y a deux enjeux principaux: l’interaction entre la phase continue et la phase disperse´e et
l’interaction entre les e´le´ments de la phase disperse´e. La phase disperse´e peut eˆtre classe´
en fonction de sa fraction volumique ou massique.
Les e´coulements dilue´s, c’est a` dire avec une charge volumique αp < 10−4, sont princi-
palement gouverne´s par le transport des particules en interaction avec le fluide. L’effet des
collisions entre les particules peut eˆtre neglige´.
Pour des charges volumiques αp > 10−4 l’effet des collisions doit eˆtre pris en compte,
car il influence la distribution des gouttes d’une manie`re importante. Il n’existe pas de
the´orie unifie´e, qui de´crit les caracte´ristiques de l’interaction des particules/gouttes, avec
un e´coulement turbulent. Seuls dans les deux cas limite une the´orie existe; pour le cas de
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l’inertie ze´ro (Saffman & Turner [110]) et pour une inertie tre`s e´leve´e (Abrahamson [1]).
Dans le premier re´gime, les particules/gouttes suivent parfaitement l’e´coulement turbulent.
A l’invers elles ne re´pondent presque pas a` l’e´coulement pour les inerties tre`s e´leve´es. Le
re´gime entre ces deux cas limites est l’objet de recherche de plusieurs groupes de travail
([48], [72], [119], [127], [133], [142], [145]).
Si la charge massique depasse φp > 10−2, l’influence de la phase disperse´e sur la phase
continue doit eˆtre prise en compte. Ce couplage inverse est l’objet de plusieurs e´tudes
[35], [125], mais est neglige´e dans ce travail.
La question est: comment peut-on simuler les e´coulement multiphasique en ge´ne´rale?
A l’e´chelle microscopique (≈ 10−3m) la simulation directe nume´rique de l’e´coulement di-
phasique est possible. Les approches utilise´ sont les me´thodes VOF [5], [64] ou Level
Set [55], [128]. Cette description microscopique est tre`s de´taille´e et n’est pas adapte´e pour
mesurer les statistiques ne´cessaires a` la validation des approches statistiques que l’on cherche
a` de´velopper. A l’e´chelle ”me´soscopique” (≈ 10−1m), la mesure de ces statistiques devient
accessible. Afin d’introduire le niveau le plus faible de mode´lisation possible, le champ fluide
est re´solu par la simulation nume´rique directe DNS. La phase disperse´e est traite´e par la
simulation discre`te des particules DPS ([34], [41], [73], [124], [140]). La trajectoire de chaque
particule est suivie d’une manie`re de´terministe et les collisions entre particules/gouttes sont
traite´es une par une. La coalescence me`ne a` un syste`me polydisperse´ en taille.
Dans la premie`re partie de ce travail, un algorithme de de´tection et de traitement de
collision pour la prise en compte d’une phase polydisperse´e est de´veloppe´. Le couplage
entre la DNS et la DPS permet ensuite d’effectuer des ”expe´riences nume´riques”, prenant
en compte l’interaction entre la phase fluide turbulente et la phase de gouttes polydis-
perse´es subissant la coalescence. Ce type de simulation, appele´ DNS/DPS par la suite,
permet d’introduire un minimum de mode´lisation. Les simulations effectue´es avec cette
approche, servent a` la compre´hension de l’interaction entre un champ turbulent et une
phase de gouttes polydisperse´es, ainsi que de base de re´fe´rence pour la validation et le
support de de´veloppement des approches de mode´lisation statistique utilise´es dans des con-
figurations industrielles. En particulier, les re´sultats des simulations sont compare´s avec
les pre´dictions d’une approche Lagrangienne de type Monte-Carlo et de l’approche Euleri-
enne ’Direct Quadrature Method of Moments’ (DQMOM). Dans ces approches, diffe´rentes
fermetures des termes de coalescence sont valide´es. Les unes sont base´es sur l’hypothe`se
de chaos-mole´culaire, les autres permettent de prendre en compte les possibles corre´lations
entre les vitesses des gouttes avant leur collision. Il est montre´ que cette dernie`re ferme-
ture pre´dit beaucoup mieux le taux de coalescence par comparaison avec les re´sultats des
simulations de´terministes. Comme mentionne´ pre´ce´dement, la mode´lisation des collisions
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interparticulaires en pre´sence d’un champ fluide turbulent, comprend deux domaines tre`s
inte´ressants mais difficiles de la me´canique des fluides: l’interaction entre le fluide et la
phase disperse´e d’un coˆte´ et l’interaction entre les e´le´ments de la phase disperse´e de l’autre.
C’est la coalescence des gouttes, qui est traite´ dans le chapitre 2. Les interactions entre
les gouttes peuvent s’e´crire principalement en fonction de deux parame`tres: le parame`tre
d’impact, une grandeur ge´ometrique de la collision et le nombre de Weber qui compare
l’inertie des gouttes a` la tension superficielle de la goutte. Plusieurs e´tudes [4, 37, 38, 103]
ont e´tabli des diagrammes de re´sultats de collision entre gouttes en fonction de ces deux
parame`tres. Le cas simplifie´ utilise´ dans ce travail, comporte trois re´gimes: la coales-
cence permanente, la se´paration par re´flexion et la se´paration par e´tirement. Les courbes
de´limitant ces trois re´gimes sont pre´sente´es.
Le chapitre 3 pre´sente brie`vement la me´thode de simulation nume´rique directe du gaz et
la simulation de´terministe de la phase disperse´e, en introduisant les forces agissants sur les
particules/gouttes. Ensuite, un apercu des algorithmes de de´tection de collision est donne´,
puis l’algorithme de´veloppe´ dans ce travail pour une phase polydisperse´e est introduit. Cet
algorithme est ensuite valide´ dans la configuration d’un e´coulement granulaire sec (sans
fluide), ce qui permet de valider les collisions seules sans l’influence ”perturbatrice” du
fluide par comparaison avec les pre´dictions de la the´orie cine´tique des gaz. Les algorithmes
de de´tection en ge´ne´rale, ainsi que l’algorithme de´veloppe´ ici, recherchent les partenaires
de collisions dans le voisinage de la particule de re´fe´rence. Les collisions sont repe´re´es
par chevauchement de particules: ce qui introduit un crite`re sur le pas de temps et limite
dans le cas d’un nuage de particules monodisperse´es l’avancement moyen d’une particule
a` environ 10% de son diame`tre. L’introduction d’un deuxie`me crite`re de de´tection dans
l’algorithme de´veloppe´ ici permet d’augmenter le pas de temps d’un facteur 10. Ce crite`re
de pas de temps compare le produit scalaire entre la vitesse relative et le vecteur reliant
les centres de deux particules en cours de collision pendant deux pas de temps conse´cutive.
En utilisant la de´finition donne´e dans ce chapitre pour ces deux grandeurs, un produit
scalaire ne´gatif indique que les deux particules sont en train de s’approcher, alors qu’une
valeur positive indique que les deux particules s’e´loignent. Le changement du signe entre
deux pas de temps conse´cutifs montre par conse´quent que les particules ont inverse´ leur
position relative. Ils sont des candidats pour une collision non-de´tecte´e par le crite`re de
chevauchement. L’algorithme est ensuite re-valide´ apre`s son introduction dans le code de
calcul du gaz et sa vectorisation sur diffe´rentes plateformes.
Le chapitre 4 pre´sente la mode´lisation statistique d’un brouillard de gouttes dans un
e´coulement turbulent. Apre`s la de´rivation d’une e´quation de transport de PDF de type
Boltzmann, les fermetures pour les termes apparaissant dans cette e´quation sont donne´es.
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La fermeture des termes collisionnels est donne´e, en utilisant deux fermetures diffe´rentes.
La premie`re est base´e sur l’hypothe`se de chaos-mole´culaire, base´e sur la the´orie cine´tique
des gaz rare´fie´s, qui ne prend pas en compte les corre´lations de vitesse des gouttes in-
duites par le champs turbulent. La deuxie`me fermeture permet de prendre en compte ces
corre´lations [73]. La forme de la distribution jointe des vitesse de gouttes et du fluide,
permet d’e´crire les termes collisionnels. Deux approches sont pre´sente´es: une approche
Lagrangienne de type Monte-Carlo et l’approche Eulerienne ’Direct Quadrature Method of
Moments’ (DQMOM). Les termes sources collisionnels utilise´ dans l’approche DQMOM [11]
sont explicite´s.
Le chapitre 5 pre´sente les re´sultats d’une e´tude DNS/DPS de l’interaction de la turbu-
lence avec la coalescence des gouttes. D’abord l’initialisation et la validation des e´coulements
fluide turbulents sont pre´sente´s. Le premier objectif de l’initialisation des e´coulements flu-
ides est d’avoir une bonne re´solution de la turbulence, en particulier des e´chelles dissipatives
car elles jouent un roˆle important sur des gouttes peu inertielles. Le second objectif est de
doubler le nombre de Reynolds, afin de pouvoir e´valuer l’influence de la turbulence sur les
effets de la coalescence. Les nombres de Reynolds obtenus sont: Reλ = {18.1, 32.9, 60.5}.
Ensuite cinq classes de gouttes initialement monodisperse en taille sont choisies, de manie`re
a` conserver les nombres de Stokes a` travers les calculs gaz-gouttes, ce qui permet d’e´valuer
l’influence de la turbulence sur la coalescence. Les calculs gaz-gouttes sont initialise´s dans un
re´gime de collision de gouttes, mais pas de coalescence, jusqu’a` l’obtention d’un e´quilibre
local avec le fluide. A partir de cet e´quilibre local, la coalescence est de´clenche´e. Il est
montre´ que l’e´coulement turbulent a une forte influence sur le taux de coalescence en fonc-
tion de l’inertie des gouttes. Le taux de coalescence le plus fort est obtenu pour des gouttes
dont le nombre de Stokes (base´ sur l’e´chelle inte´gral) est proche de 1. Ce sont ces classes de
gouttes qui pre´sentent la plus forte vitesse relative en moment de la collision. Deux effets
jouent sur le taux de coalescence: le premier, est une corre´lation de vitesse des gouttes
par le fluide, qui a tendance a` diminuer le taux de coalescence. Le deuxie`me effet est
l’accumulation des gouttes dans des zones pre´fe´rentielles, i.e. des zones a` basse vorticite´.
Il s’agit d’un effet qui tend a` augmenter le taux de coalescence. L’e´tude de la variation de
l’intensite´ de la turbulence montre que pour le plus faible Stokes e´tudie´ (St = 0.1) que le
taux de coalescence augmente avec une augmentation de la turbulence. A l’inverse pour un
Stokes interme´diaire, une augmentation de l’intensite´ de la turbulence a pour conse´quence
une diminution du taux de coalescence. Ce phe´nome`ne peut eˆtre explique´ de la manie`re
suivante: pour un Stokes fixe´ et un niveau de corre´lation similaire, une augmentation de
l’intensite´ de la turbulence a tendance a` diminuer l’accumulation pre´fe´rentielle [42]. Enfin,
des simulations sont effectue´es en utilisant une distribution de taille de type log-normale et
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leurs re´sultats sont discute´s.
Le dernier chapitre 6 compare les re´sultats des simulations DNS/DPS avec les pre´dictions
des approches statistiques du chapitre 4 appliquees aux cas de calcul pre´sente´s en chapitre
5. Les pre´dictions Lagrangienne de type Monte-Carlo ne montrent un bon accord avec
les re´sultats des simulations DNS/DPS que si les corre´lations des vitesses de gouttes sont
prises en compte. Bien que l’effet d’accumulation pre´fe´rentielle n’est pas incluse dans cette
mode´lisation, l’accord avec les re´sultats DNS/DPS est bon. De meˆme, les pre´dictions de
type DQMOM ne pre´disent un bon accord avec les re´sultats DNS/DPS que si la corre´lation
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α Source terms in DQMOM −
b Complex vector in turbulence forcing −
bb,ij Normalized anisotropy tensor −
CA Added mass coefficient −
CD Drag coefficient −
cp,i Droplet velocity in phase space m/s
cf,i Fluid velocity in phase space m/s
cf@p,i Undisturbed fluid velocity at droplet position in phase space m/s
dp Droplet diameter m
d32 Sauter mean diameter m
ec Elasticity coefficient −
FA Added mass force kg m/s2
FB Basset force kg m/s2
FD Drag force kg m/s2
Fd Force on droplet disturbed by its presence kg m/s2
Fud Force on droplet undisturbed by its presence kg m/s2
fc Mean droplet collision frequency 1/m3/s
f(r) Longitudinal auto-correlation function −
fκpq Theoretical collision frequency 1/m
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ff Fluid velocity PDF −




fp Droplet velocity PDF −
Fp Instantaneous particle velocity PDF −
Gfp,ij Correlation tensor in Langevin equation −
g Gravitational acceleration m/s2
g(r) Transversal auto-correlation function −
g0 Radial distribution function −
g Droplet mass PDF in DQMOM −
hfp Joint fluid-particle velocity PDF in DQMOM −
k Normalized droplet center connecting vector −
J Collision impulsive vector kgm/s
Lb Size of computational domain m
Lf Longitudinal fluid integral length scale −
Lg Transversal fluid integral length scale −
mp Droplet mass kg
mpq Droplet reduced mass kg
Nc Number of collisions 1
NHfp Number of realizations fluid-particle 1
Nnum Number of numerical particles 1
Np Number of particles 1
Nθ Collision angle distribution function −
Nwpq Collision relative velocity distribution function −
NWe Weber number distribution function −
NX Impact parameter distribution function −
np Droplet number density 1/m3
xp,0 Droplet initial position of linear trajectory m
q2p Droplet kinetic energy m
2/s2
q2m Kinetic energy of particle mixture m
2/s2
q2f Fluid kinetic energy m
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qfp Fluid-particle covariance m2/s2
Rij Two-point velocity correlation tensor m2/s2
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tc Deterministic collision time of droplet pair s
Te Eddy turn over time s
TE Eulerian time scale of fluid turbulence s
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Tp Droplet agitation m2/s2
Tm Droplet agitation of mixture m2/s2
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′
Characteristic turbulent fluid velocity m/s
uη Kolmogorov velocity scale m/s
uf,i Fluid velocity m/s
uf@p,i Undisturbed fluid velocity at the droplet position m/s
u′f,i Fluid velocity fluctuation m/s
u′f@p,i Undisturbed fluid velocity fluctuation at droplet position m/s
Uf,i Mean fluid velocity m/s
Uf@p,i Mean undisturbed fluid velocity at droplet position m/s
Vd,i Drift velocity m/s
Vp Droplet volume m3
Vp,i Mean droplet velocity m/s
vp,i Droplet velocity m/s
v′p,i Droplet velocity fluctuation m/s
wpq,i Droplet relative velocity m/s
Vr,i Mean droplet relative velocity m/s
Wr,i Mean droplet relative velocity at collision m/s
x Impact parameter m




αp Droplet volume fraction −
δl Mean droplet propagation during time step m
δW Stochastic Wiener process −
∆ Droplet diameter ratio −
∆t Time step s
 Dissipation rate of turbulent kinetic energy m2/s3
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ζp Droplet temperature in phase space K
ηK Kolmogorov length scale m
θ Collision angle rad
Θp Droplet temperature in physical space K
κ Wave number 1/m
λf Longitudinal Taylor length scale −
λg Transversal Taylor length scale −
µp Droplet mass in phase space kg
µp,α Droplet mass in DQMOM for class α kg
µp Droplet dynamic viscosity kg/(ms)
νf Kinematic viscosity of the fluid m2/s
ξp Quantity in phase space in PDF modeling −
ξfp Fluid-particle velocity correlation coefficient −
ρf Fluid density kg/m3
ρp Dispersed phase density kg/m3
σ Surface tension kg/s2
σF Forcing amplitude −
σpq Collision diameter m
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τc Mean droplet collision time s
τp Particle response time s
τ tf Fluid Lagrangian time scale s
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φp Particle mass fraction −
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Symbol Signification
ReL Turbulent Reynolds number based on the integral length scale
Reλ Turbulent Reynolds number based on Taylor micro scale
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Wecrit Critical Weber number
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Xcrit Critical dimensionless impact parameter
Abbreviations
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DNS Direct Numerical Simulation
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Multiphase flows take the center stage of many of mankind’s today and tomorrow challenges
as well as of a variety of everyday life phenomena. If we restrict ourselves to problems
directly linked with coalescence (i.e. the effect of merging of two droplets after collision),
which is one of these multiphase-flow phenomena, we treat a wide range of technical fields.
The foremost to mention is combustion. An efficient and clean combustion of any kind of
fuel (solid, liquid or gaseous) is crucial to our ecological and economic common destiny.
If we think, for example, of liquid-fuel injection in internal combustion engines, the fuel
spray undergoes a series of droplet formation processes, from liquid-sheet disintegration
and atomization to coalescence further down stream [10], [74], [84] and for a review on
experimental investigation on primary atomization of liquid streams [33]. The droplet size
has an important influence on the combustion process. The larger the droplets, the longer
they need to evaporate. Thus, in terms of internal combustion engines, the smallest possible
and most homogeneously distributed droplets are desirable in order to start the combustion
at the latest possible moment during the compression stroke and avoid expanding the
gas more than necessary against the mechanical compression. Other examples would be
furnaces, boilers or even space flight, where liquid aluminum is injected into solid rocket
boosters, which are a chemical propulsion system used in order to enhance thrust of carriers
at take off (Hylkema [59]). Nuclear energy conversion is another domain with a current
research interest in droplet coalescence, where spray-injected atomized water droplets are
used in the case of an accident in order to diminish the pressure and temperature in the
interior of the reactor building (Rabe [104]).
Besides combustion, coalescence plays an important role in many chemical processes,
in the oil and gas production or in medical sprays designed to treat pulmonary diseases,
where the droplet size is of significant importance. And last, to mention a daily concern:
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weather forecasts. Meteorological models, which should predict whether it rains or not,
depend on a correct estimation of droplet size distributions in the cloud. As droplets are
moving inside clouds and might collide and coalesce, the droplet size distribution is subject
to modifications. If said in a simplified manner, once the gravitational force on the rain
droplet exceeds the lift force, due to its increase in volume, it starts to rain [77], [86], [136].
Multiphase-flow phenomena other than coalescence, which concern the dispersed phase
in a wide range of industrial applications, are for example particle-wall interaction, deposi-
tion of particles at the wall, liquid-sheet disintegration or particle break-up.
This work focuses on the interaction of fluid turbulence and droplet coalescence and its
modeling. It consists of two main challenges. First, the interaction between a continuous
and a dispersed phase, and second, the interaction within the dispersed phase. In order
to research the first challenge, the dispersed phase is usually classified in function of its
volume αp and/or mass fraction φp.
Highly diluted flows, with a particle volume fraction αp < 10−4 are basically governed by
transport of particles, which are in interaction with the fluid phase. Inter-particle collisions
may be omitted.
With an increasing particle volume fraction αp > 10−4, collisions need to be taken
into account as they start to influence the particle distribution significantly. In gas-solid
flows particle-particle collisions lead to the exchange of momentum or of heat, as well
they might agglomerate or break-up. In gas-liquid flows droplet-droplet collisions might
result in permanent coalescence or break-up of droplets. This might alter significantly
the particle or droplet size distribution. This work is mainly concerned with this regime,
where particle-particle interactions take place. No unifying theory exists, which describes
the characteristics of inertial particle/droplet collisions in turbulent flows, except for the
limiting cases of small and high particle inertia. In the case of small particle inertia, where
the particles behave like fluid elements, collisions are driven by a shear flow and caused
due to the physical extension of the particles. This regime is often referenced as the regime
of Saffman and Turner (see Saffman & Turner [110]). In the second limiting case with
high particle inertia the particles hardly respond to the continuous phase and therefore its
influence on the particles is negligible (see Abrahamson [1]). This regime approaches the
conditions of the kinetic theory of rarefied gases. The regime in between these two limiting
cases is subject of ongoing research in order to assess and clarify the physics of fluid-particle
interaction. (see for example [48], [72], [119], [127], [133], [142], [145])
If the particle mass fraction increases (φp > 10−2), the influence of the dispersed phase
on the continuous phase needs to be taken into account. The characteristics of the fluid
turbulence can be significantly modified by the interaction with the dispersed phase. This
3back coupling is subject to many studies (see for example [35], [125]), but is not considered
within this work.
After appointing the physical interaction phenomena that are taken into account (fluid-
particle and particle-particle interaction), the question arises how to simulate two-phase
flows in general, and which of these methods are best suitable to investigate the underlying
physics as well as to model the influence of fluid turbulence and droplet coalescence. There
are two main goals of this work. First, to perform numerical simulations which can be
considered as exact, in order to serve as reference for comparison with model predictions
and to study the physical mechanisms of fluid-coalescence interaction. Chapters 3 and 5
are concerned with this type of simulation. These simulations are a kind of ’numerical
experiment’. Second, to validate and support the development of statistical modeling ap-
proaches in comparison with the performed ’numerical experiments’. This subject is treated
in chapters 4 and 6. These modeling approaches can be used in industrial-size simulations.
On a microscopic length scale (∼ 10−3m) full direct numerical simulations of two-phase
flows are possible. Such simulation are for example volume of fluids (VOF) [5], [64] or level-
set methods [55], [128]. These simulations comprise only a few droplets, but all the physics
are resolved on all scales: flow around and inside the droplets, deformation of the droplets,
heat, mass and momentum transfer. This means to solve both the Navier-Stokes equations
and the continuum mechanic equations. With this approach, however, it is not possible
to measure the necessary dispersed-phase statistics that are needed for development of the
above mentioned modeling approaches.
On a mesoscopic length scale (∼ 10−1m) the measurement of these statistics becomes
feasible. The simulation of the two-phase flow is divided into two parts, one for the fluid
phase and one for the dispersed phase. In order to introduce the least modeling possible,
the fluid phase can be handled by means of Direct Numerical Simulation (DNS). All the
scales of fluid turbulence are resolved. Alternatively, if one is interested in a more developed
fluid turbulence, Large Eddy Simulations (LES) may be conducted instead of DNS. In LES
only the large scales of fluid turbulence are resolved and the smaller scales are modeled.
This introduces a higher degree of modeling compared with DNS and does not allow to
investigate the influence of the small scales of turbulence on the dispersed phase. In this
work Direct Numerical Simulations will be conducted making use of an existing DNS solver
(see chapter 3). The dispersed phase will be treated by means of so-called Discrete Particle
Simulations (DPS) ([34], [41], [73], [124], [140]). Every single particle path is followed
individually and as the particles or droplets may interact (collide or coalesce) each single
collision is detected and handled. As it is easily understandable, coalescence leads to a poly-
dispersion in particle size even with an initially monodisperse distribution. The DPS code
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as well as the collision detection algorithm must handle correctly a wide range of different
particle diameters. An adequate collision detection algorithm is developed, validated and
implemented within this work. (see chapters 3) With the introduction of Discrete Particle
Simulations for the dispersed phase, two more degrees of modeling are needed. First, the
particle-particle collisions need to be modeled, once they are detected. Second, the fluid-
particle transfer needs to be modeled. As mentioned above, the influence of the dispersed
phase on the fluid is omitted. Thus, there remains to model the influence of the fluid flow
on the particle. This part is already implemented in the used DNS solver, but needs to
be adapted to the new polydisperse configuration. The ’numerical experiments’ performed
here consist, therefore, of Direct Numerical Simulations of the fluid coupled with Discrete
Particle Simulations for the dispersed phase accounting for particle-particle interactions or
droplet coalescence. This kind of simulations will be referred to as DNS/DPS and represent
the least degree of modeling possible within this work.
On a macroscopic length scale (∼ 10m) industrial-flow configurations become accessible.
This corresponds to the second type of simulations that are conducted here. In order
to describe the dispersed phase several authors apply an approach based on the kinetic
theory of rarefied gases to the dispersed phase due to the analogy between the motion of
molecules in a gas and the random motion of particles in turbulent two-phase flows (see for
example [91], [107], [144]). Therefore, a dispersed-phase probability density function (PDF)
is introduced and a transport equation on this PDF is derived. This leads to a closure
problem in the term describing the particle-particle collisions. A collision depends not only
on the properties of one particle, but simultaneously on the properties of the two particles
that are involved in the collision. This is why a particle-pair distribution function appears
in the corresponding collision terms. The standard approach is to model the collision, in
analogy to the regime of rarefied gases, as molecular chaos. This means that the particle
velocities are entirely uncorrelated before collision, and allows to write the particle-pair
distribution function as a product of two one-particle distribution functions. While this is
definitely correct in a rarefied gas and maybe in two-phase flows with very inertial particles,
it is not correct for small or even intermediate particle inertia. The question arises, how
to account for the interaction of the fluid and dispersed phase within this PDF modeling
approach and how to account for the correlation of the particle velocities. Simonin [117]
introduces the joint-fluid-particle PDF, which accounts not only for the particle properties,
but also for the fluid velocity at the particle position. A transport equation can be written on
the joint-fluid-particle PDF. Lavieville [73] shows that the closure problem in the pair joint-
fluid-particle PDF, which appears writing a transport equation of the joint-fluid-particle
PDF, can be written in such a way that the correlation of the particle velocities by the fluid
5turbulence are accounted for, based on the joint-fluid-particle PDF approach. Lavie´ville [73]
shows a significant improvement using this closure in comparison with predictions applying
the molecular-chaos assumption turbulent gas-solid flows.
Once the PDF transport equation is written and all terms are closed, it needs to be
solved. There are two basically different possibilities to solve this equation. First, it is pos-
sible to apply a Lagrangian stochastic method for the resolution of the PDF transport equa-
tion, the so-called Direct Simulation Monte-Carlo (DSMC) ([12], [15], [60], [123]). Particle
collisions or droplet coalescence are handled using a random number method. The second
possibility is an Eulerian approach, in which moments of the particle PDF are calculated
and transport equations on those moments are solved (multi-fluid methods [54], [70], [71],
quadrature based methods, [81], [88] or quadrature based methods, where the source terms
and not the moments are transported [11], [82]). For the simulation of the fluid turbulence
coupled with the PDF approach, DNS/LES or RANS can be used. If RANS is used, the
instantaneous turbulent fluid properties are generated using a random process for the de-
termination of interphase transfers. Concepts that provide these instantaneous properties
are for example the eddy-life time model [51] or the Langevin equation [118].
Within this work, Direct Simulation Monte-Carlo (DSMC) [59] and Direct Quadrature
Method of Moments (DQMOM) [11] are applied and their predictions are compared with
results of inertial droplet coalescence gained from DNS/DPS. First, using collision models
based on the molecular chaos assumption and second, accounting for the correlation of
droplet velocities by the fluid turbulence. Both approaches, DSMC and DQMOM, have
been applied to investigate droplet coalescence [45], [60], [71], [114], [130]. For a formal
description of these approaches the reader may refer to chapter 4 and for a comparison of
their predictions with DNS/DPS to chapter 6.
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Chapter 2
On coalescence
2.1 The physics of coalescence
As mentioned in chapter 1, this work focuses on the interaction of a turbulent flow field
with particle-particle collisions and droplet coalescence. This comprises two of the most
interesting and difficult fields within fluid dynamics: fluid-particle interaction on the one
hand and droplet collision dynamics on the other hand. This chapter is concerned with the
latter: the phenomenology of liquid-droplet collision outcomes.
2.1.1 Critical parameters
While trying to understand droplet collisions two main questions need to be answered.
Which are the critical parameters defining the collision outcome? Which are these outcomes
and their characteristics? The second question will be assessed in 2.1.2, the first directly
here in 2.1.1. Several studies, mainly experimental but also numerical ones, focused on
these two questions [4, 37, 38, 103].
If the geometry of two colliding droplets is considered as seen in fig. 2.1 and the influence
of the surrounding fluid is neglected, the binary droplet collision can be described in terms
of the droplet density ρp, viscosity µp, surface tension σ, diameters of the droplets dp and
dq, where dp > dq, as well as their velocities vp and vq with a particle relative velocity
wpq = vq − vp. A dimensional analysis leads to a set of four dimensionless numbers.





which expresses the ratio of inertial to viscous forces. Following Ashgriz & Poo [4] the
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Figure 2.1: Sketch of the collision of two droplets with velocities vp and vq and diameters
dp and dq colliding with a relative velocity wpq under an impact parameter X.
particle Reynolds number seems to play an insignificant role in the collision outcome. The






which can be thought as the ratio of the droplet inertia to its surface tension.











where X is the dimensionless impact parameter. x is defined as the distance from the center
of one droplet to the relative velocity vector placed in the center of the other droplet (see
fig. 2.1). An impact parameter of 0 describes a head-on collision, such that there is no
eccentricity of the two droplet paths. The closer the values of X to 1, the more grazing
the collision becomes. Reaching a value of 1 the two droplets touch, but do not collide
anymore.
With these parameters usually five different regimes of collision outcome are distin-
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Figure 2.2: (Left) Sketch of the regimes of collision outcome for water droplets. (Right)
Sketch of the regimes of collision outcome for hydrocarbon droplets
guished. The different regimes are detailed in 2.1.2, the corresponding frontier models are
given in 2.1.3.
2.1.2 Regimes of collision outcome
Most authors reporting on experimental studies of droplet-droplet interaction distinguish
five different regimes of collision outcome for hydrocarbon droplets and three different
regimes for water droplets. An extensive literature review of these studies and the exper-
imental devices used is given by Estrade [38]. Qian & Law [103] give the commonly used
schematic overview for water in fig. 2.2 (left) and hydrocarbons as shown in fig. 2.2 (right).
Regimes (I) coalescence and (II) bouncing are not found for water, which is due to the
different rheological properties of water and hydrocarbons. Where water droplets always
initially coalesce and maybe separate later, hydrocarbons do not necessarily exhibit this
initial coalescence under certain conditions. These conditions are given within the bouncing
regime (II). The phenomenology of the five distinct regimes will be given based on the
experimental results from Qian & Law [103].
(I) Coalescence: Figure 2.3 (left) shows a typical coalescence regime. The particles
are approaching each other, exhibiting very small deformation when in contact. This is
the case until 1.15ms. From 1.21ms on the particles start to connect and move away from
each other. Qian & Law [103] emphasize that the bulk of the droplets is moving away
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Figure 2.3: (Left) Coalescence regime (I). (Right) Bouncing regime (II). Taken from Qian
& Law [103].
from each other shortly before, but certainly after coalescence has occurred. This leads
in the following to the formation of a stretched liquid cylinder as it can be seen at about
2.11ms. In a final stage of this collision regime (I) surface tensions pulls the liquid back
into a spherical shape, with almost no oscillations as mentioned by Qian & Law [103].
(II) Bouncing: Figure 2.3 (right) shows the collision outcome with an increasing
relative velocity. The droplets bounce off without coalescence. The droplet deformation in
fig. 2.3 (right) is small as its Weber number is just slightly higher than the transition Weber
number from regime (I) to (II). However, with an increasing Weber number the droplet
deformation will reach an extent of up to the particle size. Again, while the droplets
are moving apart an outward motion of the liquid inside the droplet is noticed. These
phenomena can be explained following Qian & Law [103] by the fact that the gas in the
gap between the two droplets needs to be squeezed out until the inter-droplet gap reaches
the dimensions of molecular interaction. Therefore, as the droplets approach each other,
pressure is built up in the gap, leading to a conversion of droplet kinetic energy into surface
tension energy. If the gap reaches the size of molecular interaction coalescence can take
place, otherwise if the gap remains larger, the droplets are bouncing off. The decision
whether coalescence or bouncing occurs should therefore also depends to a certain extent
on the properties of the gas surrounding the droplets.
(III) Coalescence: Figure 2.4 (left) shows another coalescence regime, which is close
to the transition between regimes (II) and (III). Following Qian & Law [103] the collisional
inertia in this case is just high enough to overcome the resistance force of the gas film
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Figure 2.4: (Left) Coalescence regime (III). (Right) Reflexive separation regime (IV). Taken
from Qian & Law [103].
between the two droplets by creation of a loss in viscous force due to the droplet deformation.
Thus, coalescence is possible. Comparing fig. 2.3 (left) and fig. 2.4 (left) shows that the
collision sequences are very similar, however in the latter case the droplet mass oscillates,
which is not the case in collision regime (I). The point of actual coalescence might be
indicated in fig. 2.4 (left). At at time of 0.49ms the connection of the two droplets has a
pointy form, while at 0.54ms it exhibits a round shape. The connection of the two droplet
surfaces should rapidly smooth out the pointy form. The period in which this smoothing
occurs can be interpreted as the state of coalescence. If the Weber number increases in
this regime an important amount of axial inertia remains after coalescence in the liquid
mass, which leads to an outward motion. The higher the initial impact inertia the higher
the subsequent outward motion. If the inertial energy does not exceed a certain limit the
surface tension is able to pull the liquid back into a spherical shape. Reaching this limit
in inertial energy, which can be expressed in terms of Weber number, the transition to the
reflexive separation regime is approached, which will be detailed in the following.
(IV) Reflexive separation: Figure 2.4 (right) shows this regime of reflexive separa-
tion, which follows out of an increase in droplet inertial energy in regime (III). In fig. 2.4
(right) it is seen that the droplet mass has now sufficient inertia to overcome the surface
tension forces which lead in regime (III) to permanent coalescence in the case of an elevated
Weber number. The coalesced mass separates again and forms two new particles. The for-
mation of a tiny satellite droplet is also observed. For higher Weber numbers this satellite
droplet will be larger in size.
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Figure 2.5: Stretching separation regime (V). Taken from Qian & Law [103].
(V) Stretching separation: The stretching separation regime seen in fig. 2.5 is a bit
more difficult to define. As can be seen from fig. 2.5 and as is indicated in the schematic
in fig. 2.2, the impact parameter starts to play a significant role for this regime. Stretching
separation occurs for off-center collisions. Therefore, the particle kinetic energy has a
distinct normal component in the direction of collision as well as a tangential component. As
explained by Qian & Law [103] the normal component is considered mainly for overcoming
the gaseous film between the droplets, while the tangential component leads to a rotational
motion of the coalesced mass. A typical stretching separation regime is given in fig. 2.5.
The droplets connect in an off-center collision, temporarily coalesce and start to rotate, due
to the tangential component of the droplets. A cylinder is formed as a consequence of the
normal component of droplet inertia. The merged mass keeps rotating. This rotation leads
to centrifugal forces, which stretch the merged mass and eventually lead to separation of
two droplets. This break-up is also described by Brazier-Smith et al. [19], who state that
a break-up is possible if the centrifugal forces exceed the surface tension energy needed to
keep one droplet.
As it can be seen in fig. 2.2, the impact parameter has to be the higher, the smaller
the Weber number is at the limit between the coalescence regime (III) and the stretching
separation regime (V) to obtain stretching separation. This shows the importance of the
normal component of the impact inertial force. For an intermediate Weber number the
inertial energy of the droplets in the direction of the collision does not suffice to overcome
the surface tension forces maintaining one single merged mass at a given impact parameter,
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and thus permanent coalescence persists. Another reason for the normal component of the
impact inertial force not to be sufficient in order to cause a separation into two droplets is
given at the limit between the bouncing regime (II) and the stretching separation regime
(V). If the collision is all-too grazing the more and more inertial energy is found in the
tangential component, turning coalescence impossible.
In fig. 2.5 the formation of a satellite droplet is observed. Increasing Weber number and
impact parameter lead to the formation of larger ligaments after separation, which could
lead to one or more satellite droplets. For a more detailed description of satellite-droplet
formation the reader may refer to [38] or [103].
2.1.3 Boundary models for regimes of collision outcome
With the description of the phenomenology of possible collision outcomes a new question
arises, which has been answered by several authors. How can the boundaries between
the different collision regimes be described based on the phenomenology of droplet-droplet
collisions? Here, only boundaries for the transition (III)/(V) and (III)/(IV) will be detailed
as only these two will be used in the collision models applied in this work. A more exhaustive
description is given in [38].
Boundary models for transition from regime (III) coalescence to regime (V)
stretching separation
Four different models will be presented, which are based on the work of Park [97], Arkhipov
et al. [3], Brazier-Smith [19] and Ashgriz & Poo [4]. The predictions of these models are
presented in comparison with experimental results from Ashgriz & Poo [4] for permanent
coalescence and stretching separation in fig. 2.6. As seen in fig. 2.6 only the models of
Brazier-Smith [19] and Ashgriz & Poo [4] lead to a correct description of the boundary
between the coalescence (III) and stretching separation (V) regimes. This effect is even
more pronounced for a particle diameter ratio of ∆ = 0.5 as shown in [4].
The four different models will be detailed in the following. Given that separation in
regime (V) occurs when the surface tension force is less than the centrifugal forces of the
bulk liquid of the coalesced mass, Park [97] derives a relation for the impact parameter X,
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Figure 2.6: Boundary models for coalescence (III) - stretching separation (V) transition for
∆ = 1. From Ashgriz & Poo [4]. Legend: - - - Brazier-Smith [19], — Ashgriz & Poo [4], ...









For water droplets by verification of the stability of the temporarily coalesced mass,
Arkhipov et al. [3] find the following dependence of the impact parameter X on particle
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Brazier-Smith [19] studies droplet collisions based on a global energy balance for the
derivation of the boundary function. The impact parameter X is expressed again as a
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Ashgriz & Poo [4] obtain a relation for the boundary between the coalescence (III) and
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stretching separation (V) regimes based on the balance of kinetic energy and surface energy
in the region of separation. There the kinetic energy is supposed to be larger than the surface
energy at the moment of separation. The region of separation is taken as the overlapping
volume of the two interacting droplets. The width of this region is given by Ashgriz &
Poo [4] as the sum of the droplet radii minus the impact parameter h = 0.5(dp+dq)(1−X).
The reader may be reminded that the following convention is valid for the droplet diameters
dp > dq. The interacting volumes Vp,int and Vq,int are found to verify:
Vp,int = φpVp
Vq,int = φqVq (2.8)
where φp and φq are defined as follows:
φp =
{
1− 14 (2− τ)2 (1 + τ) for h > 0.5dp
τ2
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4∆3
(3∆− τ) for h < 0.5dq
(2.10)
with τ = (1−X)(1−∆). Eventually, with the balance of kinetic energy and surface energy in
the region of separation, the following relation for the Weber numberWe, particle diameter
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Boundary models for transition from regime (III) coalescence to regime (IV)
reflexive separation
Ashgriz & Poo [4], Jiang et al. [63] and Qian & Law [103] propose models for the transition
from the coalescence regime (III) to the reflexive separation (IV) regime.
Jiang et al. [63] write a set of two boundary equations not only for the transition from
regime (III) to (IV) but also for the transitions (I)/(II) and (II)/(III). However, their work
is based on experiments of equal-size droplets and thus the droplet diameter ratio is not
taken into account.
Qian & Law [103] propose a boundary transition model for transition (III)/(IV). They
write a critical Weber number as a function of the dimensionless Ohnesorg number, which
expresses the ratio of the viscous to surface energies, a term that accounts for the extra
surface tension energy due to the deformed droplet surface as well as a geometry parameter
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that is independent of the fluid properties. This last parameter however depends on geo-
metric quantities of the deformed droplet after the collision leading to reflexive separation.
Thus, it is not applicable for the purpose of this work, as those deformations are always
unknown.
Finally, Ashgriz & Poo [4] give a relation that depends on the Weber number We,
the particle diameter ratio ∆ and the impact parameter X. They postulate that reflexive
separation will occur when the effective reflexive kinetic energy is more than 75% of its
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where η1 and η2 are
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2.2 Remarks on microscopic collision outcome modeling
Only a brief discussion of the microscopic modeling of collision outcomes will be addressed
here. A complete description of deterministic simulations of two-phase flows is given in
chapter 3. After describing the different collision outcomes and providing the transition
equations for the boundaries between the different collision regimes, the question of im-
plementation into the determinsitc simulation approach arises. As already mentioned in
section 2.1.3 only the regimes of permanent coalescence, stretching separation and reflexive
separation are considered within this work. Therefore, only the the transition equations
between these three regimes are given above.
In a first step, within this work on coalescence, only permanent coalescence is taken
into account. Each time that two droplets collide they coalesce. This corresponds to the
case of low Weber numbers of water droplets as seen in fig.2.2. Numerically, the liquid
used for the droplets does not correspond to water only, as it is shown in chapter 5. Due to
the parameterization, which focuses on constant non-dimensionless numbers, which describe
turbulent two-phase flows, the liquid density is varied to achieve this goal. As a consequence
the liquids, that would correspond to the used densities, vary from Water over Mercury to
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Californium. The latter is well known as a strong neutron emitter and highly radioactive.
In a second step, the three different collision outcomes (permanent coalescence, stretch-
ing separation, reflexive separation) will be modeled. The exact modeling for these terms in
the deterministic collision treatment is introduced in chapter 3. However, the reader may
already note the modeling assumptions for the reflexive and stretching separation regime
under the impression of the collision phenomenology. The reflexive separation regime is
treated as a hard-sphere collision. If the stretching separation regime applies, the collision
does not lead to an alternation of the particle paths. Stretching separation introduces a
rotational movement of the droplets, as seen in section 2.1.2. As rotation is not accounted
for within the deterministic simulations used here, it will not be modeled. The normal com-
ponents of the droplets after a stretching separation collision are only slightly altered by the
collision. Not to alter the particle paths seems therefore justifiable, although it represents
a strong simplification. Satellite droplets are neither considered within the modeling, due
to numerical constraints.





A deterministic description of turbulent two-phase flows on a length scale (mesoscopic length
scale ∼ 10−1m) that allows to measure statistical quantities of the two-phase flow, while
introducing the least modeling possible, requires several elements. These elements comprise
Direct Numerical Simulation (DNS) of the turbulent flow field, Discrete Particle Simulation
(DPS) of the dispersed phase, a one-way coupling between the two phases, which accounts
for the interphase transfers, and finally an algorithm allowing to consider particle-particle
or droplet-droplet interactions. The single elements may be developed in a decoupled
manner. First, the fluid is computed, then the interphase transfers are accounted for, then
the particulate phase is computed and particle-particle or droplet-droplet interactions are
handled.
These four elements are introduced in this chapter. To perform these simulations an
in-house DNS solver (JADIM1) is used that accounts for a monodisperse particulate phase.
As coalescence is a polydisperse problem, as presented in chapter 2, this code needs to be
adapted accordingly. No modifications to the DNS solver are necessary. The interphase
transfer routines need to be accorded to a new polydisperse particulate phase. The colli-
sion detection algorithm as well as the collision handling are developed within this work.
Finally, it is integrated into the DNS solver, adapted to the vectorial structure of the used
supercomputer and validated.
1JADIM solves the incompressible unsteady Navier-Stokes equations. It uses a finite volume method on
a structured mesh of second order in time and third order in space.
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In section 3.1 the fundamentals of Direct Numerical Simulations are explained in regard
to the configuration of a forced Homogeneous Isotropic Turbulence (HIT) applied within this
work. In section 3.2 the Discrete Particle Simulation is explained as well as the interaction
between fluid and particulate phase. In section 3.3 the phenomenon of particle collisions is
introduced and an overview of collision detection algorithms is given. Eventually, the novel
collision detection algorithm is detailed in section 3.4.
3.1 Direct Numerical Simulation of fluid turbulence
The fluid turbulent motion is solved by means of Direct Numerical Simulation (DNS).
The incompressible Navier-Stokes equations (3.2) of a Newtonian fluid are solved without
any turbulence modeling. This means that all scales of fluid turbulence, from the integral
length scale Lf that carries most of the fluid energy, to the smallest dissipative scales (the
Kolmogorov length scale ηK) are resolved. The mass conservation equation and Navier-

















The mass conservation for an incompressible Newtonian fluid writes as given in (3.1), be-
cause the density ρf of such a fluid is constant. The terms on the left-hand side of (3.2)
express the unsteady and convective acceleration of the fluid. The first term on the right-
hand side of (3.2) stands for the pressure gradient, the second expresses viscosity. The last
term summarizes all other body forces, such as gravity. This last term is omitted within
this work.
3.1.1 Characteristic scales of turbulence
Above the integral length scale Lf and the Kolmogorov length scale ηK are mentioned as
largest, respectively smallest scale of turbulence. A short definition of these scales will
be given in the following. The simplest statistic that contains information on the spatial
structure of a turbulent field is the two-point velocity correlation tensor, given as [102]:
Rij(r, t) ≡ 〈ui(x, t)uj(x+ r, t)〉 (3.3)
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Thus it is possible to define Eulerian auto-correlation functions in longitudinal f(r) and
transversal directions g(r) in homogenous isotropic turbulence without summation over








with i 6= j , (3.5)
where u
′








With the auto-correlation functions it is then possible to define integral length scales in








Before writing the Kolmogorov length scale ηK another length scale is introduced that is
based on the auto-correlation functions f(r) and g(r), the Taylor length scales. The Taylor





















The question about the smallest scale of turbulence was answered by Kolmogorov [65] by
introducing three hypotheses. These hypotheses are explained for example in [102]. Based
on the dissipation rate of turbulent kinetic energy  and the kinematic viscosity of the fluid















uη ≡ (νf )
1
4 . (3.11)
The relation of the longitudinal and transversal integral and Taylor scales can be given
using the relations of von Karman and Howarth [131] in the case of homogeneous isotropic










3.1.2 Forcing of homogeneous isotropic turbulence (HIT)
In order to maintain a statistically stationary turbulent flow field, the production of kinetic
energy needs to balance the dissipation of energy. Two main types of models exist to
maintain a homogeneous isotropic turbulence: first, models using a deterministic approach
(see for example [28] and [96]), and second, models using a stochastic approach [39].
In the deterministic approach the turbulence spectrum is adjusted in comparison with a
reference spectrum over all wave numbers. This approach provides good spatial properties,
although there is a risk to introduce energy always at the same wave number. A drawback
of the deterministic forcing is that the scheme directly corrects the fluid velocity field, thus
it does not allow modifications of turbulence by external forces, like particles. Therefore,
it can not be used if the influence of the particle on the fluid is taken into consideration.
In the stochastic approach proposed by Eswaran and Pope [39] a random force is applied
on the large scales of turbulence (smallest wave numbers), such that it satisfies the space-
time properties of the forced scales. In the approach, which is implemented in the here
used DNS solver by Fe´vrier [47], the force is applied in the phase space. This approach
was chosen by Fe´vrier as it allows to control the characteristics of the large scales of forced
turbulent field and as a modification of the turbulence by a external force field is possible.
The random force aF (κ, t) is applied on the smallest wave numbers. Initially, Eswaran
and Pope [39] apply the force on the range ]0, κmax], where κmax is the largest forced
wavenumber equal to 2κ0. The smallest computed wave number κ0 is a function of the
computation domain and is calculated as κ0 = 2pi/Lb, where Lb is the length of the com-
putation domain. In a more general manner and for reasons of statistics [47], the forcing is
applied on a range from [κmin, κmax], with κmin the smallest wave number forced. Consid-
ering the random force, the momentum equations write in phase space as follows
∂ui
∂t
(κ, t) = ai(κ, t) + aFi (κ, t) , (3.13)
where ai(κ, t) are the Fourier transforms of the sum of advection terms, pressure gradient,
viscosity and external forces from the Navier-Stokes equations (3.2). The three components
of the random acceleration aFi (κ, t) are composed of a real and imaginary part, which results
in six components for each wave number. The six components are determined independently
from each other by a stochastic process of Ornstein-Uhlenbeck type forming a random
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complex vector b(κ, t). The real < and imaginary = part write as follows
< (bi(t+∆t)) = 1−∆t
TF





= (bi(t+∆t)) = 1−∆t
TF





where Γ is a Gaussian random number with zero mean and unit variance, TF is the char-
acteristic time of forcing and σF the amplitude of forcing. The random force aF (κ, t) is
linked to the stochastic vector b(κ, t) by the following equation




In order to obtain a more regular spectrum, the random acceleration is filtered in phase
space for the largest wave numbers forced [47]. The filter function used is proposed by
Overholt and Pope [96]





H (κmax − κ) with ξ = 0.2 , (3.17)
where H stands for the Heaviside function.
3.1.3 Parameterization of forced HIT
With the stochastic forcing scheme used here, three parameters allow to change the forced
homogeneous isotropic turbulence. These are the characteristic forcing time TF , the forcing
amplitude σF and the range of forced wave numbers [κmin, κmax]. Fe´vrier [47] shows that
the smallest scales of turbulence are hardly influenced by this parameter. The large scales,
however, change significantly with the inserted energy. Following the recommendations of
Fe´vrier [47] the following range is used in this work: [2κ0, 6κ0]. The forcing amplitude σF
allows to control the injected energy and thus the turbulent kinetic energy of the fluid. The
characteristic forcing time TF acts directly on the Eulerian time scale of the turbulence
TE , but it has no influence on the Lagrangian time scale and the eddy turn over time. As
the turbulence simulated depends on parameters of forcing, a physical criterion for a good
parameterization of the turbulence is difficult to define. Fe´vrier [47] proposes as criterion
the ratio of the Eulerian time scale to the eddy turn over time to be equal to 1. This
corresponds to a turbulence in which the large scales propagate with the characteristic
turbulent fluid velocity u
′
.
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Figure 3.1: (Left) Example for three-dimensional energy spectrum normalized by the Kol-
mogorov length scale ηK for a simulation with Reλ = 60.5 (solid line —). The dashed
line −−− represents the gradient κ− 53 . The symbols represents experimental values from




—) and dissipation 2νfκ
3E(κ)
f
(dashed line −−− ) for simulation with Reλ = 60.5.
An example for a forced energy spectrum in comparison with an experimental spectrum
is shown in fig. 3.1 (left). Figure 3.1 (right) shows a comparison of energy and dissipation
spectra, where it is seen that all dissipative scales are represented by the simulation pa-
rameters chosen. The initialization of the turbulent flow fields is given in more details in
chapter 5.
3.2 Discrete Particle Simulation
The handling of the dispersed phase is done by means of Discrete Particle Simulation,
which is, as its name already indicates, a deterministic Lagrangian method. Whereas
the resolution of the fluid turbulence is done in an Eulerian framework. It means that the
trajectories of all particles are followed individually and no fixed grid exists for the particles.
The interaction with the fluid is accounted for at the position of the dispersed phase elements
obtained by interpolation (see section 3.2.3). The integration of particle-particle collisions
and their treatment are handled in a very natural way (natural to the particles) applying
the deterministic Lagrangian method, as it is shown in section 3.3. Within this work the
influence of the particles on the fluid is not accounted for, as the interest of this study lies
on the influence of fluid turbulence on droplet coalescence.
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The hard sphere model is applied to the droplets. The droplets are modeled as rigid,
non-deformable spheres. They interact only at collision, where the rotation of the particles
is neglected. They are characterized by their density ρp, surface tension σ (which are
constants), and their diameter dp. They possess a position vector xp and a velocity vector
vp. The motion of each of these particles is given by an equation of motion in-between
collision, which is described in section 3.2.2. The collisions are handled separately from
the droplet trajectories at discrete instants, where the collision changes the velocity of the
colliding droplets.
The equations solved in-between collision of a droplet, write as
dxp
dt










where Fimp,i represent the sum of external forces on the particle, such as gravity, drag force
or others. The term
∑Np
i=1,j 6=iFp,αβ in (3.19) represents the impulsive force resulting from
instantaneous droplet-droplet collisions.
3.2.1 Summary of working hypotheses
The working hypotheses are summarized here.
• Hard sphere model: droplets are rigid, non-deformable spheres.
• Droplet diameter smaller than Kolmogorov length scale.
• Particle-fluid density ratio is large: only drag force on droplets considered.
• No influence of droplets on fluid turbulence.
• No rotation of droplets and no friction at droplet collision.
3.2.2 Particle trajectory between collisions
At the very beginning Stokes [126] investigated the drag of different geometrical bodies
which are both moving in an oscillating way and uniformly moving in a laminar fluid.
Boussinesq [18], Basset [9] and Oseen [95] studied the motion of settling spheres under
gravity in a fluid at rest. Tchen [129] extended this work to a sphere settling under gravity in
an unsteady and nonuniform flow. Corrsin and Lumley [25] and later Maxey and Riley [87]
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pointed out some errors in Tchen’s extension and are giving equations for the motion of
small rigid spheres in nonuniform flows. The diameter of these spheres is smaller than the
Kolmogorov length scale (dp < ηK). Gatignol [49] writes a formulation which allows to
account for particles of the same order as the Kolmogorov length scale (dp ≈ ηK).
The force acting on the particle can be split into two separate parts: the first part
locally undisturbed by the presence of the particle Fud and the second part disturbed by




= F udi + F
d
i . (3.20)
The operator DDt is used as the time derivative following a fluid element and the operator
d

















An important assumption to make is that the particle Reynolds number must be much
smaller than one
Rep =
dp |vp − uf@p|
νf
<< 1 . (3.22)
In this case the operators DDt following a fluid element and
d
dt following a particle do not
differ significantly.
While Maxey and Riley [87] treat particles smaller than the Kolmogorov length scale,
it is possible to use the locally undisturbed fluid velocity at the particle position uf@p.
Gatignol [49] extended the equations to particles of the same order as the Kolmogorov
length scale, which demands to introduce fluid velocities averaged over the volume Vp and
the surface Sp of the particle, in order to account correctly for the forces on the particle.












uf@p (x, t) dr . (3.24)
In this work, as already mentioned, only particles with a diameter smaller than the Kol-
mogorov length scale are considered. Thus, the locally undisturbed fluid velocity at the
particle position uf@p is used introducing the following simplifications: uVf@p ≈ uf@p and
uSf@p ≈ uf@p. Following Gatignol [49] a power series expansion around the center of the
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particle gives




















If particle Reynolds numbers such as Rep > 1 are considered, the operators DDt following
a fluid element and ddt following a particle path are not equivalent anymore. Following a
similar approach in this case is mathematically not as rigorously sound as in the case of
Rep << 1. Nevertheless, several authors derive expression for the individual force compo-
nents in (3.20). The second component Fd, which expresses the forces by the fluid field
disturbed by the presence of the particles, is subdivided into three components: the added-




= F udi + FA,i + FB,i + FD,i . (3.27)
All these force terms need to be written in the general form using the volume average uVf@p
or surface averaged uSf@p fluid velocity. The explicit expressions for the force terms are
given below.
The undisturbed force Fud is composed of the force from a pressure gradient and
gravity. This force corresponds to the fluid stress on a volume element that would be at
the position of the particle. It can be obtained from the Navier-Stokes equations and can




+ (ρp − ρf )Vpg . (3.28)
The added-mass force FA is added to the system because an accelerating body also
accelerates a certain volume of surrounding fluid, as the object displaces the fluid at its
position. Auton et al. [6] propose a general expression for the added mass force on a body











CA is the added mass coefficient, which equals CA = 0.5 for a Stokes flow. This result is
confirmed by means of numerical simulations by Magnaudet et al. [79].
The Basset force FB represents a second force after the added-mass force which results
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from acceleration of the relative velocity of a body in a fluid. This force is also known as















t− τ . (3.30)
The drag force FD is the force, which the fluid opposes to a moving body. It can be
written following Clift et al. [22]
FD = −Vpρf 34
CD
dp
∣∣vp − uSf@p∣∣ (vp − uSf@p) . (3.31)
The general equation of motion for a particle can be written with (3.25) as
dxp
dt











































|vp − uf@p| (vp − uf@p) . (3.33)












for Rep < 1000 (3.35)
CD = 0.44 for 1000 < Rep < 2.5 · 105 . (3.36)
For higher particle Reynolds numbers (Rep < 1000) inertial effects become more important
and the flow around the particle becomes instable. Schiller and Naumann [113] give the
drag coefficient correlation (3.35). For a particle Reynolds number 1000 < Rep < 2.5 · 105
the wake does not change anymore and the drag coefficient stays nearly constant. For
particle Reynolds numbers larger than Rep > 2.5 · 105 the boundary layer flow changes
from laminar to turbulent, which implicates a sudden drag reduction.
3.2. DISCRETE PARTICLE SIMULATION 29
In this work the main interest lies on the modification of particle properties by collision
and coalescence and on the interaction with the fluid. With a particle-fluid density ratio
ρp
ρf













|vp − uf@p| (vp − uf@p) . (3.38)
If finally collisions are taken into account another term has to be added to (3.38), considering
the change in velocity by collision.
3.2.3 Numerical resolution
With (3.37) and (3.38) the question comes up how to determine the locally undisturbed
fluid velocity at the particle position uf@p. The fluid is, as already mentioned, solved on an
Eulerian grid, whereas the particles are treated in a Lagrangian manner. The fluid velocity
at the particle position at a given time is therefore unknown, as it exists only on discrete
points of the Eulerian grid. An interpolation of the fluid velocity at the particle position
suggests itself.
Based on the work of Balachandar and Maxey [8], Fe´vrier [47] implemented a method
called ’Shape Function Method’ (SFM) into the solver used here. This method uses 32 grid
points for the fluid velocity around the particle for interpolation. It has a good performance
in terms of calculation time and it is a second-order accurate scheme. Fede [41] implemented
a third-order accurate scheme named ’cubic spline’ using 64 grid points for interpolation.
Fede [41] validates the accuracy of cubic spline, SFM and linear interpolation schemes in
direct numerical simulations on a 1283 grid for different Reynolds numbers. The cubic spline
scheme ’costs’ approximately 30% more in terms of calculation time than the SFM scheme
in the performed direct numerical simulations. The performance in terms of accuracy is
very satisfying for either cubic spline and SFM. The greatest advantage of the cubic spline
scheme lies in its accuracy at large wave numbers. Within this work the SFM is applied.
The time integration of the motion of (3.37) and (3.38) is done applying a second-
order Runge-Kutta scheme with the same time step, which is used for the direct numerical
simulation of the fluid flow. The particles are moving on straight lines during one time
step.
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3.3 Particle-Particle and droplet-droplet interaction
The last missing elements for the deterministic simulation of two-phase flows with particle-
particle interactions are the detection and treatment of collisions and coalescence. The
development of a new detection algorithm is necessary, since in the used DNS solver imple-
mented existing algorithms cannot account for poly-dispersion. As coalescence phenomena
necessarily lead to a poly-dispersion of particle diameters, the development of a suitable
collision detection algorithm is described below.
Two main questions arise here. First, how to detect rigorously and in an efficient
way particle-particle collisions under the aspect of coupling with a fluid flow simulation.
Second, how to model collisions between particles on a microscopic level, respecting the
most physical behavior and introducing the least possible of modeling assumptions. These
two questions are answered in this section.
The first question, which is concerned with a rigorous and computation cost2 efficient
detection of particle-particle collisions, might find different optimal answers in function of
the kind of simulations one wishes to perform. Two basically different ideas of collision
detection algorithms exist. The Event Driven (ED) approach, in which the particles in
the system are usually asynchronous in time and collisions (or more general ’events’) are
treated following a priority list (see section 3.3.1). The second approach is the Time Driven
(TD) approach, where all particles are moved applying the same time step. Thus they are
synchronous in time and collisions are treated after the displacement of the particles (see
section 3.3.2). The algorithm implemented here is part of the second class of algorithms,
the time driven algorithms.
Collisions lead to a sudden change in the state of two particles. Although it is possible
to imagine a collision of three or more particles, the probability of such a collision is very
small. Very small changes to such a configuration will transform a collision between more
than two particles into a series of binary collisions. Therefore in general as well as in this
work every collision of three or more particles is replaced by a series of binary collisions.
Consequently only the interaction of two particles is searched for. The position vector
xp and velocity vector vp for each particle are known. Thus the exact collision time3 tc
between two particles can be determined if the particles are moving on straight lines, from
the time the collision time tc is calculated to the moment of collision. This is the case in
several different flow configurations. If only a dispersed phase exists and no fluid flow is
2In the following the computation cost is simply referred to as cost
3The collision time tc introduced here is not to be confused with the mean particle collision time τc,
which describes a statistical property and is introduced in chapter 4. The collision time tc used here is a
deterministic value for a pair of particles
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present, similar to the movement of molecules in a rarefied gas, the particles always move
on a straight line and the only reason to change their velocity is a collision with another
particle or with a wall if existing. This flow configuration is also referred to as dry granular
flow. In turbulent two-phase flows the particles are usually advanced on a straight line
within one time step. Therefore, the exact collision time plays a role in both dry granular
flows as well as in turbulent two-phase flows, and independently of the type of detection
algorithm used (ED or TD).
A collision takes place if the two particles are touching. In this case the distance between
the centers of the particles equals the sum of their radii and (3.39) is verified
|xq (tc)− xp (tc)| = dp + dq2 , (3.39)
where the position of two spherical particles xq (tc) and xp (tc) is given as
xp (tc) = xp,0 + vp · tc and xq (tc) = xq,0 + vq · tc . (3.40)
If (3.39) is squared and ∆x = xp,0 − xq,0, ∆v = vq − vp and σpq = dp+dq2 are introduced,
where qp and qq are the position of particles p and q at a given time, a quadratic equation
can be written
|∆v|2 t2c + 2 (∆v∆x) tc + |∆x|2 = σ2pq . (3.41)
The exact collision time tc is the smaller of the two positive solutions of (3.41). If (3.41)
has no real positive solution the particles are not colliding. The configuration of a positive
and a negative solution for tc is somewhat more specific in our case and will be explained in
detail in section 3.4.1. From a geometrical point of view, this means that the particles are
overlapping at the moment the collision time is calculated. For the sake of completeness
it is mentioned that one solution corresponds to the case in which the two particles are
touching tangentially, but do not collide.
With the notion of the exact collision time tc, the two different types of collision detection
algorithms, event driven and time driven, can be introduced.
3.3.1 Event driven collision detection algorithms
The first class of collision detection algorithms is event driven. All events are sorted in a
priority list with the next event in time to be treated first and handled following the order
of this list. The biggest advantage of this type of algorithms is that they are absolutely
rigorous. All collisions are treated. It appears that this type of algorithm performs best, if
the trajectories of the particles are known in advance. This is the case, if the possibility of
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a collision with another particle other than the particle the collision time is calculated for
is excluded, which means that the collision time tc calculated represents the next collision
of each particle. Dry granular flows are the most evident flow configuration for this type
of detection algorithm. But also in particle-laden flows it is possible to apply this type of
algorithm, if the particles move on straight lines during a given time interval. Introducing
turbulence into the fluid flow, the time interval during which the particles move on a linear
trajectory decreases with increasing turbulence. In the simulations performed within this
work, the particles move on a linear trajectory only during one time step. It would be
possible to apply an event driven algorithm during each time step. This would, however,
lead to a huge effort of synchronization of the dispersed phase with fluid at the end of each
time step, and the event driven detection algorithm loses its advantage over time driven
algorithms that it possesses in dry granular flows.
The first algorithm describing an event driven simulation of hard spheres moving on
straight lines was developed by Alder and Wainwright [2] in the case of dry granular flows
of less than 500 particles. They started with a simple first algorithm:
Step 1 Compute the time of the next collision tm in the system.
Step 2 Advance all the particles in the system to tm.
Step 3 Handle the collision of the two particles.
Applying the algorithm in the above given form seems not to be very efficient. An event
driven algorithm needs to perform at least as many operations as the number of collisions,
denoted by Nc. Determining the next collision time requires to compare each particle with
every other particle in the domain, where Np is the number of particles in the domain. The
cost will be of the order of O (NcN2p ) operations. For a very small number of particles this
algorithm might perform well.
This algorithm can be significantly improved in terms of computation cost. Sigurgeirs-
son et al. [115] show that the operation cost can be reduced from the order of O (NcN2p ) to
O (Nclog (Np)). The first possibility to reduce cost is to save the calculated collision times
for the particles. Alder and Wainwright [2] note that most collision times on two consec-
utive time steps are the same, as a single collision is not likely to affect collisions between
particles distant from the location of this collision. If the collision times of the particles
are stored in a list, the cost to recalculate the collision times is not of the order O (N2p )
anymore as only the collision times of the two particles involved in the collision need to be
recalculated. Therefore the cost reduces to the order of O (2Np − 3). Furthermore, as very
distant particles are not very likely to collide, Alder and Wainwright [2] propose to subdi-
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vide the computation domain into cubes, which are referred to as ’cells’ in the following.
After introducing the cells, collisions are only considered between particles in neighboring
cells. Each cell contains a list of the particles assigned to it, introducing a new event, which
is the transfer of the particle from one cell to another. This transfer assures not to miss
a collision. Another potential improvement lies in step 2 in the above given algorithm. If
step 2 is executed only for the particles involved in the event, the cost reduces from the
order O (Np) to constant per event [36]. This turns the algorithm asynchronous and the
position xp and velocity vp vectors represent now the state at the moment of the last event
of each particle.
As it was already mentioned the next event is stored for each particle in a priority list.
The big question that arises here is: how to maintain such a list in an efficient manner?
After each event, the next event must be determined. Therefore, the data structure of
the priority list should allow to extract this next event. If all the next collisions are kept
this priority list has to handle O (Np (Np − 1) /2) data points. Lubachevsky [76] remarks
that it is sufficient to store one event per particle, since once a particle is involved into a
collision, all the other events become invalid. This reduces the size of the priority list, but
its implementation is still up for discussion. Rapaport [105] proposes to use a binary search
tree, which allows to perform the search with a number of steps s in the order of O (log (s)).
Other possibilities to implement the priority list are given by Cormen et al. [24] or Marin et
al. [83].
The event driven algorithm of Sigurgeirsson et al. [115], which performs in the order
of O (Nclog (Np)) and incorporates the above mentioned optimizations, works according to
the below scheme:
Step 1 Find the next event in the priority list.
Step 2 Handle the event.
Step 3 Compute next transfer time for particles included in the event.
Step 4 Compute next collision time with particles in the vicinity.
Step 5 Adjust the event’s and its partner’s position in the priority list.
Step 6 Return to step 1.
Donev et al. [32] implemented a similar algorithm for the use in jammed flows of spherical
particles and using additionally a neighbor list for the particles in the case of aspherical
ellipsoidal particles [30] and [31].
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As only a few collisions occur per time step in simulations of turbulent two-phase flows
and a synchronization of the particles at each time step is required, this kind of algorithm
does not seem to be the appropriate choice for the simulations performed in this work.
Furthermore, the detection collision algorithm needs to be implemented into the vectorized
structure of the DNS solver. A vectorization of the priority list appears to add another
degree of complexity to the algorithm.
3.3.2 Time driven collision detection algorithms
The second class of collision detection algorithms are time driven. They are originally in-
spired by simulations of smooth disks and then adapted to hard particle systems. Time
driven algorithms are less complex and much simpler to implement than an event driven
algorithm. They are developed for example by Hopkins and Louge [57] for studying rapid
granular flows of smooth disks. Sundaram and Collins [127] investigated turbulent suspen-
sions of finite volume particles. Hopkins and Louge [57] introduce a detection cell structure,
similar to the one described in section 3.3.1 with the difference that here the ’cell’ does not
contain a list of the particles in its volume. These detection algorithms are developed for
a monodisperse particle phase and the detection cell is adapted for exactly this one parti-
cle diameter only: fact that does not permit to apply these detection algorithms without
modifications in this work. The idea for the introduction of the detection cells is the same:
two very distant particles are not very likely to collide, therefore, collision partners are only
checked for in the vicinity of the corresponding particle. This reduces the cost for detection
from the order O (Np (Np − 1) /2) to O (Np) per time step.
It is assumed that each particle may collide only once per time step, as multiple collisions
of the same particle during one time step can create inaccurate collision frequencies. The
time step needs to be adapted to the flow configuration. Another problem that might arise
applying time driven detection algorithms is that this kind of algorithm is not rigorous.
It can not be excluded that collisions are missed. This is a problem intrinsic to time
driven algorithms. Particle collisions are usually detected by checking for an overlap of two
particles after they were forwarded in time by one time step. This means that the distance
between the center of two particles is smaller than the sum of their radii. This of course
represents a non-physical state for hard spheres, but is not obstructive for the treatment of
collisions. The problem comes with the time step. The larger the time step the farther a
particle moves, which is consequential. For a mono-disperse particle phase, if the distance
that is covered by a particle during one time step exceeds a large portion of the particle
diameter, a high risk exists to miss a collision, since a particle collision is discovered by
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overlap of the two particles. During one time step a particle pair might collide, overlap and
separate again. This collision would then not be detected and, as the overlapping distance
of two particles decreases if the impact parameter increases, there is a very high risk to miss
grazing collisions. Therefore, a small time step is needed. In simulations performed with
such a detection algorithm, the criterion on the time step was the more stringent compared
with the stability criteria for the DNS. In a poly-disperse particulate flow, the time step
criterion for the particulate phase needs of course be oriented on the smallest diameter in
the system.
In the time driven detection algorithm developed here for a poly-dispersed particulate
phase, a second detection criterion additional to the overlap criteria is introduced in order
to increase the time step and simultaneously turn the detection algorithm more accurate.
The algorithm developed is detailed in the following section 3.4
3.4 Novel collision detection algorithm for poly-disperse par-
ticulate phase
The simplest but also most inefficient algorithm compares all possible particle pairs in the
computation domain, leading to a detection cost of the order of O (Np (Np − 1) /2). As
the probability of collision between two sufficiently distant particles during one time step
is very small if not zero, it is not necessary to check for a particle of reference with all
other particles in the domain. It is sufficient to search for possible collision partners in
an adequately large vicinity around this reference particle. To search in the vicinity of
a particle, the computation domain is subdivided into cells, which contain a number of
particles of the order of O (1). If the number of particles per cell is sufficiently low the
cost of checking for collisions can be reduced to the order of O (Np), as for each particle
only a constant number of particle pairs need to be checked. Therefore, the computation
domain is subdivided into cells in such a way that the least particles possible are found
in one cell. A higher number of Lagrangian particles per detection cell will increase the
computation time. On the other hand the detection cell edge length must be greater than
the largest particle diameter in order to ensure a correct detection of all colliding particle
pairs. The vicinity to be searched for potential colliding pairs is composed of 27 cubic cells.
However, checking half of this neighborhood is sufficient, as it is searched for particle pairs.
Searching in the entire neighborhood would lead to double check every particle pair. Hence,
only 14 cells need to be checked per particle and computation time can be reduced by half
for checking particle pairs. A two-dimensional representation of this vicinity is given in
fig. 3.2.
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Figure 3.2: Sketch of the particle-particle collision detection vicinity. The black particle is
the reference particle.
3.4.1 Detection criteria
Once the domain in which to check for particle-particle collisions is defined, collision de-
tection criteria need to be given. The standard approach is checking for overlap of two
particles. As already mentioned this represents a non-physical state for hard spheres, but
is not obstructive here. Checking for overlap only, introduces a time step criterion, which
is intended for avoiding particles passing through one another during one time step. Con-
sequently they do not overlap at the end of the time step although they collided. A second
detection criterion is introduced here in order to increase the time step and to detect more
rigorously collisions with a large impact parameter.
Overlap criterion
In a time driven algorithm all particles are moved by the distance each one covers in the
given time step. Collisions of two particles are detected checking for an overlap of two
particles. Only particles that approach each other are impacting. It is simultaneously
checked for overlap of the two particles, which is expressed by (3.42). This means that in
case of overlap, the distance of the centers of the two colliding particles is smaller than
the sum of their radii. The fact that two particles are approaching each other (3.43) can
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be given by the scalar product of the particle relative velocity wpq and the particle center
connecting vector k as they are defined in fig. 2.1.
|xq (tc)− xp (tc)| < dp + dq2 (3.42)
wpq.k < 0 (3.43)
Second additional criterion
The second detection criterion compares the relative position of two particles in a vicinity
in case they do not overlap at the end of the time step. This means that they changed their
relative position, if they are approaching at time step tn−1 and veering away from each
other at time step tn. This behavior can be expressed in terms of the scalar product of the
particle relative velocity wpq and the particle center connecting vector k. If it is negative
the particles are approaching as given already in (3.43). If it is positive they are veering
away from each other
wpq.k|n−1 < 0 and wpq.k|n > 0 , (3.44)
where wpq and k are defined as
wpq = vq − vp and k = xq − xp (3.45)
To decide whether two particles, which are detected in this way, collided, (3.41) is solved. If
this equation has two positive real solutions, the smaller one is the collision time tc. If it has
no real solution the cylinders created by the particle diameters on the particle trajectories
are skew. The particles changed their relative position, but in a distance always larger than
or equal to the sum of their radii. A schematic of the collision detection algorithm is given
in fig. 3.3. After the detection of the colliding particle pairs, the collision of the particles or
occurring coalescence phenomena need to be handled. The treatment of particle-particle
collisions is described in section 3.4.2 and the treatment of the corresponding coalescence
phenomena in section 3.4.5.
3.4.2 Collision handling
In the particle-particle collision modeling neither friction nor rotation of the particles are
taken into account. If friction were taken into consideration, then also rotation should be
considered, as friction at the moment of collision induces rotation in the particles. Further-
more, if one is interested in these phenomena, the interphase transfer law between the fluid
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Find particle pairs in 
vicinity
Figure 3.3: Schematic of the collision detection algorithm developed.
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and the particles needs to be adapted.
Once particle-particle collisions are detected by either the overlap criterion or the second
criterion they are handled equally. One exception is given in the case that (3.41) has a
positive and a negative real solution. This case is detailed at the end of this section.
All detected particle pairs are found at their current state tn. To determine the time
of collision and handle it accurately, (3.41) is solved for all detected particle pairs at time
step tn−1. This means in other words that the particles are moved backwards in time at
their position at the beginning of the time step and then advanced to the exact moment of
collision. If (3.41) has only complex solutions - which is only possible if the particle pair
was found by the second detection criterion - the particles did not collide during the time
step but passed near one another at a distance superior to the sum of their radii. If (3.41)
has two real positive solutions, the smaller value is the time of collision tc. In case (3.41)
has only one real solution the particles touch but do not collide as the scalar product wpq.k
equals zero and the velocity components are not altered. If any negative real solution of
(3.41) exists the particles are overlapping at tn−1. Once the time of collision tc is found
the particles are moved forward in time until (tn−1 + tc). The particles now touch and the
collision can be handled applying the following equations. First, the general mechanical
shock equations for the translational momentum are given by








where J is the momentum vector and the dot denotes the values after the collision. The
equations (3.46) and (3.47) lead to the definition of the following relation for the relative
velocity wpq







is the reduced mass. By introduction of an elasticity coefficient ec,
which verifies the following relation,
(wpqk)
# = −ec (wpqk) , (3.49)
the kinematic shock equations can be written as given in (3.50) and (3.51), expressing the
particle velocity after collision in terms of the particle velocity before collision, the relative
velocity of the particles, the masses of the particles, the center connecting vector and the
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elasticity coefficient by
v#p = vp +
mq
mp +mq
(1 + ec) (wpq.k)k (3.50)
v#q = vq −
mp
mp +mq
(1 + ec) (wpq.k)k . (3.51)
Now the particles are moved forward in time with the new velocities v#p and v
#
q obtained
by (3.50) and (3.51) respectively, until the end of the time step. The remaining time until
the end of the time step is calculated as (tn − (tn−1 + tc)). The particles are marked in
order to prevent that a second collision during the same time step is handled. Displacing
particles after the collisions could indeed lead to a new problem if by doing so an overlap
with a third particle is created. This new overlapping particle pair could then be treated
as another collision during the same time step if not inhibited. This collision might be one
that takes place during the current time step. In this case the collision is missed, but it
might also be a collision that never occurs as the third particle collided before with another
particle, or a collision which has not been treated yet, or it might be a collision that occurs
outside the current time step. The difficulties involved with allowing another collision for
a particle during the same time step are much more important than the disadvantage of
missing a single collision. Note that one of the fundamental assumptions is that only binary
collisions occur, which is justified if the time step is not too large. A time step criterion will
be shown in section 3.4.3, which guarantees an appropriate error control in the statistics
measured as function of the mean particle collision time.
Due to the particle displacement after collision or the initial distribution of particles
especially in dense systems, an overlap of particles at tn−1 is possible. To be able to simulate
a system over a wide range of particle volume fractions αp, collisions are treated differently
if the particles overlap at tn−1 and tn under the condition that they are approaching one
another at tn. In this case, only the velocity components are altered following (3.50) and
(3.51), while particles are not displaced to tc neither to the end of the time step. This
case is represented in the solution of (3.41) by a positive and negative real value for tc. As
the particles are overlapping one of the solutions for which the particle surfaces coincide
following their relative velocity represents in (3.41) the moment the particles collided (the
negative value in the past) and the second solution represents the moment in which the
particles are separating again. The reader may be reminded that the goal of this study
is mainly coalescence and thus volume fractions superior to αp > 1% will not be treated.
Under these conditions the case of an overlap at the two consecutive time steps is practically
limited to the initial conditions of the particles. After a few time steps the particles moved
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out of this state of permanent overlap.
One drawback of not displacing particles after collisions could lead to an alteration of
statistical results in non-homogeneous flow configurations. In strong shear flows or close to
walls small differences in particle positions might lead to different results. In homogeneous
isotropic flow conditions the different collision treatments, displacing the particles after
collision or not, are not expected to significantly alter the statistical results of the dispersed
phase.
3.4.3 Validation of detection algorithm
The algorithm is validated performing dry granular flow simulations of a mono-dispersed
particle mixture. In section 3.4.4 simulations of a bi-dispersed particle mixture are pre-
sented. The results presented here, which are comparing the statistics obtained in dry
granular flows with predictions originating from the kinetic theory of rarefied gases, can
equally be considered as a validation of the collision detection algorithm in a poly-dispersed
particle mixture. As only binary collisions are treated, a bi-dispersed simulation validates
the case of a poly-dispersed mixture. These results are nevertheless given in section 3.4.4
in order to keep them in the context of model validation in the case of bi-dispersed simu-
lations. The validation is conducted in dry granular flows as the statistical properties that
should represent the particulate system are known from the theory of rarefied gases. It is
therefore possible to conduct simulation without the ’disturbing influence’ of a fluid phase.
All changes in the particle trajectories are exclusively related to particle-particle collisions.
This configuration of dry granular flow offers therefore ideal conditions for the validation
of the collision detection algorithm.
Furthermore, a number of statistical quantities is needed here, which are introduced
in chapter 4. Only the final formulations are given and it is referred to chapter 4 for the
derivation of these quantities. These quantities are the probability density functions of
the particle relative velocity at the moment of collisions, the particle collision angle and
the collision frequency. These statistics are based on the assumption of molecular chaos,
which comes from the kinetic theory of rarefied gases and expresses that the velocities of
the interacting particles are uncorrelated before the collision. This is correct in rarefied
gases and per analogy in dry granular flows. In dry granular flows the particle volume
fraction αp might exceed and often does exceed the range typical for rarefied gases. This
introduces a problem in the modeling of the collision frequency of particles. While the
mean free path in rarefied gases is usually much larger than the particle diameter, this is
not necessarily the case in dry granular flows. Many more particles are found in an infinite
42 CHAPTER 3. DETERMINISTIC DESCRIPTION OF GAS-DROPLET FLOWS
volume than the theory of rarefied gases predicts. Consequently the collision frequency of
the particulate phase is higher than the predictions of the theory of rarefied gases. In order
to predict correctly the collision frequency and all other particle statistics several authors
introduced a correction factor, the radial distribution function g0. The statistics needed
are given in their final form, which is used for the validation of the detection algorithm and
of the collision handling. The exact distributions for the collision angle Nθ and the relative









































is the particle agitation. If the particulate











. With the mean relative velocity written as 32
√
piTp, the mean




piTp∆t. In the following the ratio δldp will be used to investigate the performance of the
algorithm. It expresses the mean propagation of the particulate system in terms of the
particle diameter.
A last term needed for the evaluation of the collision detection algorithm and of the
collision handling is the theoretical collision frequency fκpq. It is also based on the kinetic









(Tp + Tq) . (3.54)
Several models exist for the radial distribution function g0. Carnahan and Starling [20]














Lun and Savage [78] propose another model in function of the particle volume fraction
αp and of the maximum particle volume fraction for random uniformly distributed rigid
spheres αp,max. This model is especially interesting for very high particle volume fraction,
as it tends to infinity if αp → αp,max, while the model of Carnahan and Starling reaches a
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Figure 3.4: (Left) Relative velocity at moment of collision wpq. (Right) Collision angle in
dependence of ratio δldp , using a pure overlap algorithm.  :
δl
dp
= 0.13, ∆ : δldp = 1.3,
© : δldp = 1.9, — theory







where αp obeys ρpαp = npmp and αp,max = 0.64.
As mentioned above, a pure overlap detection algorithm requires a time step criterion
that limits the forward motion of the particles during a time step in order not to miss
particle-particle collisions, especially for large impact parameters (grazing collisions). As
for grazing collisions the penetration length of the two particles is smaller than for head-on











In a previous work [111] a pure overlap detection algorithm was used. Its accuracy in
regard to missing grazing collisions was expressed by plotting the collision angle and relative
velocity PDF’s with respect to the ratio δldp (3.57). A ratio of one for
δl
dp
means that a particle
moves on average exactly one particle diameter forward during one time step. The same
criterion is used here. As clearly seen in fig. 3.4 a sufficient algorithm performance is
achieved when the particle propagation is limited to about 13% of a particle diameter, thus
for a ratio δldp = 0.13. Table 3.1 shows the properties of simulations used in evaluation of
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Figure 3.5: (Left) Relative velocity at moment of collision wpq. (Right) Collision angle in




© : δldp = 1.9, — theory
the detection criteria. For ratios δldp larger than this value the simulation results deviate
from the prediction based on the kinetic theory of rarefied gases. In dependence of the
flow configuration in DNS/DPS simulations of turbulent two-phase flows the criterion δldp
can be more stringent than the CFL number of the DNS, which is disadvantageous as the
DNS of the continuous phase then needs to be solved applying a time step which is not
optimal. In fig. 3.4 (left) it is seen that with an increasing ratio of δldp more and more
particle-particle collisions are missed between particles with a high relative velocity. This
appears logic as faster particles cover a larger distance during a fixed time step than slower
ones. Consequently fig. 3.4 (right) shows that the grazing collisions are more sensitive to a
Table 3.1: Properties of simulations for validation of collision algorithm.
Symbol δldp = 0.13
δl
dp
= 1.3 δldp = 1.9
Np 100000 100000 100000
αp 1 10−3 1 10−3 1 10−3
dp 3.421 10−4 3.421 10−4 3.421 10−4
ρp 234 234 234
q2p 8.32 10
−2 8.32 10−2 8.32 10−2
∆t 5.8 10−5 5.8 10−4 8.48 10−4
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higher ratio of δldp . A correct prediction of the collision angle is even harder to achieve than a
correct prediction of the relative velocity as it can be seen for a ratio of δldp = 0.13 in fig. 3.4,
where a slight deviation appears even for this low ratio. To remedy this restriction the above
described second particle pair detection criterion is introduced into the algorithm developed
here. Figure 3.5 shows results from simulations using the second detection criterion. Also
here the relative velocity of colliding particles and the collision angle are represented with
respect to criterion δldp . However, only the limit cases with
δl
dp
= 0.13 and δldp = 1.9 are
shown. It is obvious that both the relative velocity and the collision angle are very well
represented even with a ratio of δldp as large as
δl
dp
= 1.9. This corresponds to an increase of
the time step by a factor of more than 14 for the simulations performed here. In practice,
this is a significant advantage as the time step criterion on the dispersed phase is still more
stringent than the one on the fluid phase and therefore corresponds to a net increase of the
time step by this factor in gas-droplet flows.
Before continuing with the validation of the collision detection algorithm, the cost of this
second additional detection criterion is discussed. It seems obvious that the introduction
of a second detection criterion leads to an increase of computation time per time step.
At the same time a significant increase in the time step can be reached applying this
second criterion. Figure 3.6 (left) shows the normalized computation time used for one
time step, applying the pure overlap detection and the two detection criteria respectively.
It is seen that the computation time increases in the order of 10% by introduction of
the second detection criterion. Figure 3.6 (right), however, shows that application of the
second detection criterion leads to a decrease in the order of 90% of computation time for
0.1s physical seconds.
Representing correctly the relative velocity and collision angle distributions is not suf-
ficient for the validation of the detection algorithm. If for example a systematic error in
the detection algorithm persists that affects random particles, the distribution PDF’s ex-
hibit a correct behavior, but the collision frequency is not correctly represented. A correct
prediction of the collision frequency is crucial. It is the most important statistic of the
dispersed phase. As will be shown in chapter 4 the influence of collisions on any quan-
tity is written as the change in the quantity by the collision multiplied with the collision
frequency. Therefore, the collision frequency measured is compared to the predictions of
the theoretical collision frequency in (3.54). Figure 3.7 compares the radial distribution
function g0 measured to theoretical predictions with respect to the particle volume fraction
αp varying from 0.001 to 0.5. As can be seen in fig. 3.7 the simulation results correspond
very well with the theoretical predictions for the collision frequency corrected by the model
for the radial distribution function of Carnahan and Starling [20].
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Figure 3.6: (Left) Normalized computation time per time step normalized by the time used
applying the overlap criterion only. (Right) Normalized computation time for 0.1s physical
seconds, using δldp = 0.13,
δl
dp
= 1.3 and δldp = 1.9.
Figure 3.7: Comparison of the radial distribution function g0 measured to theoretical pre-
dictions with respect to the particle volume fraction αp.
3.4. NOVEL COLLISION DETECTION ALGORITHM 47
Figure 3.8: Ratio of theoretical to measured collision frequency over time step criterion τc∆t .
The mono-dispersed simulations pointed out another characteristic, which is intrinsic




a second time step criterion which needs to be respected for high particle volume fractions
αp. With an increasing particle volume fraction αp the collision frequency increases and
thus the mean particle collision time decreases. First calculations were conducted only
respecting δldp as time step criterion, which led to significant deviations from the theoretical
predictions for the collision frequency for particle volume fractions larger than αp = 0.2,
while agreeing very well for smaller particle volume fractions. As shown in fig. 3.8 the
ratio between the mean particle collision time and the time step must respect a certain
value in order to predict correctly the collision frequency. The continuous line in fig. 3.8
represents the ratio between the theoretical predictions of the collision frequency - applying
the model of Carnahan and Starling [20] - and the measured collision frequency. The closer
the symbols to the continuous line, the smaller the error. Calculations were performed over
a range of time steps and for several particle volume fractions αp. It is clearly shown in
fig. 3.8 that numerical predictions are improving with a diminishing time step ∆t and hence
an increasing ratio of τc∆t . This might on a first sight, contradict the validity of the increase
of the time step gained by introducing the second detection criterion (3.44) and challenge
its validity. But as mentioned before, this behavior is explained by the nature of the mean
particle collision time, which is a statistical mean value of a Poisson-like distribution. This
means that if the time step is of the order of the mean particle collision time, hence, the
ratio τc∆t = 1, too many particles exist in the system with a collision time much smaller
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than the mean value and thus have a high probability to collide more than once per time
step. The reader may keep in mind that only one single collision per particle is allowed
by the fundamental work hypothesis. As a consequence collisions that physically occur are
suppressed by the algorithm and thus the collision frequency is underestimated. The ratio
of τc∆t for which a certain deviation from the theoretical predictions is achieved varies with
respect to the particle volume fractions αp. It can be seen that the smaller αp, the higher
the necessary ratio of τc∆t . This is explained by the possible propagation of the particles
during a time step, which corresponds to the mean particle collision time τc. The denser
a system the smaller the distance a particle covers, as the mean particle collision time
decreases with increasing particle volume fraction αp.
Thus, two time step criteria need to be respected, the first δldp , which could be increased
by a factor of ten, and a second criterion, which becomes necessary when introducing the
second detection criterion. Those two criteria always lead to a larger time step as in the
case of pure overlap algorithm, or for very dense systems at least to the same time step
obtaining the same accuracy. The second time step criterion does not play a significant role
in dilute systems, on which this work focuses primarily.
3.4.4 Bi-disperse simulations
Simulations of bi-disperse particle mixtures are crucial on the way towards poly-disperse
mixture simulations, as the bi-dispersed case offers a manageable amount of validation data
and gives the chance to test models for different particle diameters. As each collision in
a poly-disperse particle mixture consists of the collision of two particles (with different
diameters), the bi-disperse case can equally be considered as a validation of the detection
algorithm for a poly-disperse particle mixture. In this chapter, first DPS of bi-disperse
particle mixtures are performed, validating the detection algorithm for the collision of
unequal-sized particles. It is shown that the system reaches an equilibrium state. Model
predictions for the radial distribution function g0 in the case of bi-disperse particle mixture
are compared with results from DPS simulations. In a second part, a collision model for
particle kinetic stresses [42] is tested for a bi-disperse non-equilibrium mixture of particles.
Homogeneous system
One of the main differences with a system of a mono-disperse mixture is the fact that in a
bi-disperse particle mixture the energy levels for each particle class are not the same in the
thermal equilibrium state. Heavier particles do not show the same particle agitation in the
equilibrium state as lighter particles. This equilibrium state of the particle agitation can
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simulations to predictions from the equilibrium theory.
















The relations in (3.58) and (3.59) allow to write the particle agitation for each class in
function of the particle agitation of the mixture
q2p =
npmp + nqmq




mq (np + nq)
q2m . (3.61)








, which only depends on
the mass of the particle classes mp and mq as well as on their number densities np and nq.
The same values can be measured in the DPS simulations. A comparison of the measured
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Figure 3.10: Particle relative velocity at the moment of collision. Comparison between
theoretical predictions and measurements in DPS.
values to the predictions of the equilibrium theory is given in fig. 3.9. Figure 3.9 shows that
the particle kinetic energies converge around their respective theoretical values. This is due
to the transfer of particle kinetic energy by collisions, as will be regarded in more detail in
section 3.4.4. The same statistics gained in simulations of a mono-disperse mixture, can
also be obtained in the case of a bi-disperse mixture. However, in a bi-disperse mixture
more than one distribution is obtained, as the statistics for collisions p− p, q− q and p− q
are not necessarily the same. The collision angle distribution however is the same for all
collisions between particles p− p, q− q or p− q, as in dry granular flows there is no reason
that the collision angle distribution is influenced by the particle diameter or mass. The
particle relative velocity distribution at the moment of collision exhibits different behaviors
for particle collisions p−p, q−q or p−q. In the case of collisions p−p or q−q the expression
in (3.53) remains unaltered, for reasons of readability it is re-typed in this chapter (3.62).
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The theoretical distribution in (3.53) can be written for the case of collisions between
particles p− q as




































Figure 3.10 compares measurements from DPS to theoretical predictions of the relative
velocity from (3.62) and (3.63). It is seen that the simulation results agree well with the
theoretical predictions.
A correct prediction of the collision frequency remains important in the case of bi-
disperse simulations. In regard to coalescence it is the most important quantity to predict
correctly. A theoretical value for the collision frequency for each type of collision (p − p,




















Consequently, three different collision frequencies are obtained in the case of a bi-disperse
simulation. However, another model for the radial distribution function gpq0 is necessary
compared with the mono-disperse case. Two models for the radial distribution function are
compared here to the measurements in DPS. The first is the model of Mansoori et al. [80]
































One characteristic of the model of Mansoori et al. [80] is that it tends to a finite value
if the particle volume fraction approaches the maximum particle volume fraction possible.
This can lead to an under-prediction of the collision frequency in very dense systems.
These dense configurations are not at the focus of this work, but there is an interested
in model validation in comparison with the DPS simulations performed here. Patino and
Simonin [98] introduce another model for the particle volume fraction, which tends to ∞
for particle volume fractions approaching the maximum value. This model is based on the
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Figure 3.11: (Left) Comparison of radial distribution function measured in DPS simula-
tions to predictions of the model by Mansoori et al. [80]. (Right) Comparison of radial
distribution function measured in DPS simulations to predictions of the model by Patino
and Simonin [98].


















Figure 3.11 (left) compares the radial distribution function measured in DPS simulations
to predictions of the model by Mansoori et al. [80]. It is seen that the predictions of
the model and measurements in DPS coincide well. Figure 3.11 (right) compares also the
radial distribution function measured in DPS simulations to predictions, but by the model
of Patino and Simonin [98]. This model also predicts well for small particle volume fractions
(αp < 0.1) and less for the more elevated particle volume fractions investigated here. As
mentioned above it was introduced for very dense systems and this is where it has its
advantages, as it respects the limit of gpq0 →∞ for a particle volume fraction αp → αp,max.
Anisotropic system
In order to validate a collision model for particle kinetic stresses simulations of a homoge-
neous bi-disperse particle mixture are performed, whose particle velocity fluctuating com-
ponents are altered to anisotropy at the beginning of the simulation in order to account for
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Table 3.2: Initial isotropic properties for simulations with anisotropic components.
Symbol Particles p Particles q
Np 100000 12500
αp 0.05 0.05




the transfer of anisotropy between the velocity components of the different particle classes.
The collision model for the particle kinetic stresses is presented in details in Fede [41] and
in Fede and Simonin [42] and the equations used are given in appendix A.
The simulation data for the initial isotropic phase are given in tab. 3.2. The velocity
components are altered anisotropic as given below.
Three test cases are presented here. In the first, only the velocity components of one
particle class are turned anisotropic. In the second, the velocity components of both par-
ticle classes are turned anisotropic, and in the third test case the thermal equilibrium is
disturbed in addition to the creation of anisotropy in the velocity fluctuating components.
An overview of the parameters of the test cases is given in (3.73) to (3.78). The modification


















3 = 3 . (3.71)









If the thermal equilibrium is disturbed the relations in (3.71) do not equal three anymore
and the system will converge around a new equilibrium state. The three test cases performed
are the following.
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Test case 1:
α1 = 0.4; α2 = 1.0; α3 =
√
3− α21 − α22 ≈ 1.3565 (3.73)
β1 = 1.0; β2 = 1.0; β3 =
√
3− β21 − β22 = 1.0 (3.74)
Test case 2:
α1 = 0.4; α2 = 1.0; α3 =
√
3− α21 − α22 ≈ 1.3565 (3.75)
β1 = 0.6; β2 = 1.0; β3 =
√
3− β21 − β22 = 1.2806 (3.76)
Test case 3:
α1 = 0.4; α2 = 1.0; α3 =
√
1.5− α21 − α22 ≈ 0.583 (3.77)
β1 = 0.6; β2 = 1.0; β3 =
√
2.5− β21 − β22 ≈ 1.06 (3.78)
The following specifications are used in the DPS simulations. The particle diameter
ratio is dpdq = 2 with a particle volume fraction ratio of
αp
αq
= 1. The total particle volume
fraction adds to αm = αp + αq = 0.1. For evaluation purposes the particle kinetic stress





























− δij . (3.80)
Results from test cases
Test case 1: Figure 3.12 shows that the model [42] predictions are in good agreement with
the numerical simulation results. While the altered velocity components in class p returns
to isotropy as expected and predicted by the model, the initially un-altered component of
class p remains zero. However, the second particle class q, which was not altered, neither
exhibits a creation of anisotropy in those velocity fluctuation components that were turned
to anisotropy for class p. This can mainly be explained by a transfer of anisotropy from
class p to class q by collisions p − q between these two classes. A second effect, which is
production of anisotropy in class q, is identified by Fede [41], but is stated to be neither
very important nor very persistent as the redistribution of anisotropy by transfer is much
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Figure 3.12: Test case 1: Normalized anisotropy tensor bp,ij measured in DPS in compar-
ison with model predictions [42]. The solid line — represents model predictions of class p,
the dashed line - - - model predictions of class q.
more important.
Test case 2
Figure 3.13 shows the effect of redistribution of anisotropy within the same particle class.
Both, particle class p and q are initially altered to anisotropy in this test case. The return
to isotropy is here mainly due to collisions within the same particle class, thus collisions
p− p and q − q.
Test case 3
In this last test case, the thermal equilibrium is disturbed by not respecting relations
in (3.71). Figure 3.14 shows that the model predicts the correct return to isotropy. It
is interesting to note that the crossing paths over time for the velocity components of
class q are well represented by the model. In order to underline the effect of finding a
new equilibrium state, if the thermal equilibrium is initially disturbed as in this third test
case, fig. 3.15 compares the measurements in DPS of the particle kinetic stress tensor with
trace zero Rˆp,ij to the model predictions. Figure 3.15 shows that the particulate system
converges around the new equilibrium state and that the model predictions agree with the
measurements. It needs to be mentioned that in fig. 3.15 different properties of the particle
mixture are used in order to present a netter effect.
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Figure 3.13: Test case 2: Normalized anisotropy tensor bp,ij measured in DPS in compar-
ison with model predictions [42]. The solid line — represents model predictions of class p,
the dashed line - - - model predictions of class q.
Figure 3.14: Test case 3: Normalized anisotropy tensor bp,ij measured in DPS in compar-
ison with model predictions [42]. The solid line — represents model predictions of class p,
the dashed line - - - model predictions of class q.
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Figure 3.15: Test case 3: Particle kinetic stress tensor with trace zero Rˆp,ij measured
in DPS in comparison with model predictions [42]. The solid line — represents model
predictions of class p, the dashed line - - - model predictions of class q.
3.4.5 Coalescence handling
The collision detection algorithm is validated in dry granular flows with particle-particle
collisions as explained in section 3.4.3. The droplet pair detection in case of other collision
outcomes than rebounds, such as permanent coalescence, reflexive or stretching separation,
remains the same in the case of gas-liquid flows. The droplet collision handling is altered
only. As described in chapter 2 the collision outcome for colliding droplets is basically
described by two dimensionless quantities, the Weber number (see (2.2)) and the impact
parameter X (see (2.4)).
In a first step in this work, coalescence phenomena are modeled representing a pure
coalescence regime for the sake of distinctness. This means that each collision leads to
permanent coalescence and no other collision outcomes exist. Permanent coalescence is
modeled applying mass and momentum conservation
m∗ = mp +mq
m∗v∗ = mpvp +mqvq , (3.81)
with mp and mq the mass of the particles before coalescence and m∗ after. Analogous
for the particle velocities vp,vq and v∗. The corresponding particle diameter is directly
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deductible from the mass conservation equations as the particle density is constant and the
particles are modeled as rigid spheres, as mentioned above. The position of the new particle







with x∗ the position of the new particle and dp, dq and d∗ the particle diameters.
In order to introduce other coalescence outcomes as permanent coalescence, boundary
limits introduced in chapter 2 for the different regimes are used. These depend on the
Weber number We and the impact parameter X. The particle density ρp and its surface
tension σ are constants. Thus, only the diameter of the smaller particle dq and the relative
velocity at the moment of collision wpq change from one collision to another. It is possible
to determine a theoretical probability density function (PDF) for both the Weber number
and the impact parameter. The PDF of the Weber number can be expressed as a function
of the relative velocity at the moment of collision by the following relation
NWe (We) dWe = Nwpq (wpq) dwpq . (3.83)
The distribution for the particle relative velocity is given in (3.53). The final form of the
distribution function for the Weber number, after some short calculations based on the














This form is very similar to the PDF of the particle relative velocity with additionally fac-
tors accounting for the density and surface tension of the droplet. These two values however
are used in the deterministic simulations conducted in this work for parameterization pur-
poses of the two-phase flow and thus not necessarily physical, since priority is given to the
dimensionless numbers characterizing turbulent two-phase flows. For validation purposes,
the PDF of the particle relative velocity is used instead of the PDF of the Weber number,
although it can be obtained without difficulty.
A distribution function can equally be derived for the impact parameter X. This is a
purely geometrical quantity, which can be calculated as a function of the collision angle
PDF given in (3.52). Again, it can be written
NX (X) dX = Nθ (θ) dθ . (3.85)






where the impact parameter X can be written as
X = sin (pi − θ) . (3.87)




∣∣ = −sin (2θ)|−cos (pi − θ)| . (3.88)
This equation can be transformed applying trigonometric rules in the interval θ ∈ [pi2 , pi],
which is the interval of collision angles as it is defined here. It writes then
NX (θ) = 2sin (θ) , (3.89)
which, expressed in terms of the impact parameter and applying θ = pi − arcsin (X), gives
the final form for the PDF of the impact parameter after short manipulation
NX (θ) = 2X . (3.90)
The PDF of the impact parameter therefore describes a straight line through the origin. A
comparison with measurements from DPS on a dry permanent coalescence flow is given in
fig. 3.16. The statistics verify this theoretical prediction of the impact parameter, although
the statistics are moderate, which is due to the lack of events that can be taken into
consideration. The number of particles finds its maximum at the beginning of the simulation
and decreases then with each single collision. Therefore, collisions are limited in number.
A difficulty might arise at the limits of the collision angle θ that occurs, where θ lies
as mentioned above in the interval θ ∈ [pi2 , pi]. In (3.88) it can be seen that the value at
θ = pi2 is not clear (this case corresponds to a grazing collision at an impact parameter



















(2 cos ()) = 2 . (3.92)
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Figure 3.16: Comparison of measured impact parameter X in dry coalescence to predictions
from theory.
After verifying that the Weber number We (via the particle relative velocity PDF) and
the impact parameter X are correctly represented, the models for the transition between
the different regimes introduced in chapter 2 can be used. Only the collision outcomes of
permanent coalescence, reflexive separation and stretching separation are regarded in this
work. Figure 3.17 shows the critical values of the Weber number for a transition from
permanent coalescence to reflexive separation and the impact parameter for a transition
from permanent coalescence to stretching separation. The corresponding boundary relations
from Ashgriz and Poo [4] are used: (2.9) to (2.11) for the transition to the stretching
separation regime and (2.12) to (2.14) for the transition to the reflexive separation regime.
As both limiting curves are relations of the Weber number and the impact parameter, the
choice to name one the critical Weber number curve and the other one the critical impact
parameter curve is freely chosen and could be inverted. However, it appears logic in respect
to the transition from permanent coalescence to reflexive separation. As a matter of fact
the limiting curve from permanent coalescence to reflexive separation (here called critical
Weber number) becomes negative if it exceeds a certain value for the impact parameter,
the function has a discontinuity at this value of X (horizontal solid line in fig. 3.17). In
order to account correctly for permanent coalescence also for a larger impact parameter the
We −X-domain is subdivided into four sections. The criteria for these four sections and
the consequent collision outcome are given below
We < Wecrit & X < Xcrit permanent coalescence (1)
Wecrit < 0 & X < Xcrit permanent coalescence (2)
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Figure 3.17: Boundary limits from Ashgriz and Poo [4] for critical Weber number Wecrit
— and impact parameter Xcrit - - - for a particle diameter ratio of ∆ = 1.
We > Wecrit & Wecrit > 0 & X < Xcrit reflexive separation (3)
X > Xcrit stretching separation (4) .
The collision handling in case of reflexive and stretching separation needs now to be
defined. These two regimes are physically complex and difficult to model within the frame
of the hard-sphere model. The modeling concentrates on the main effects and neglects
many others as will be shown for the sake of distinctness.
Reflexive separation is treated as a particle-particle collision following (3.50) and
(3.51). An elasticity coefficient can be introduced in order to account for dissipation of
kinetic energy due to the reflexive separation. In reflexive separation two droplets collide,
coalesce and separate again. The modeling of reflexive separation by these elastic collision
equations seems fair.
Stretching separation represents a very complex collision outcome with usually the
creation of satellite droplets very small in comparison with the droplet diameters. The
creation of satellite droplets is therefore numerically very challenging in DNS/DPS simula-
tions and their treatment is not feasible within this work. Droplets that undergo stretching
separation, basically continue on their initial trajectories after separation. As explained in
chapter 2 this collision phenomenon introduces rotation in the particles. As rotation is not
considered in the frame of this study, only the two separated particles persist, following a
similar trajectory as before the collision. Although kinetic energy is dissipated due to the
deformation and coalescence of the droplets, this dissipation is not regarded here. There-
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fore, the modeling of stretching separation consists in not altering the particle properties
if this event occurs. This seems crude, but represents the essential properties of the two
droplets after collision.
3.4.6 Comparison of deterministic permanent coalescence treatment to
Monte-Carlo predictions in dry granular flows
In this section measures of the coalescence rate in DPS simulations of dry coalescence,
where permanent coalescence is the only possible collision outcome, are compared to pre-
dictions of Monte-Carlo simulations. The principle of Monte-Carlo simulations is presented
in chapter 4. This simulations are considered to be exact in dry granular flows and a correct
measure of the coalescence rate and particle kinetic energy in the system is qualified by
agreement with the Monte-Carlo predictions. First, the influence of the initial value of the
particle kinetic energy on the coalescence rate is presented, which is also important for a
correct understanding of later results in turbulent two-phase flows. Second, these compar-
isons to predictions of Monte-Carlo simulations are used to revalidate the algorithm after
it is adapted to different platforms.
Influence of initial particle kinetic energy
In the simulations presented here the DPS simulations are initialized with values obtained
from Monte-Carlo predictions. This means the Monte-Carlo simulations were performed
first and DPS simulations were adapted. This way it is possible to investigate the influ-
ence of the initial value for the particle kinetic energy q2p. As in dry granular flows the
particle kinetic energy is conserved if collisions but not coalescence are treated, two dif-
ferent simulations are performed. First, the initial value for the particle kinetic energy q2p
is determined as the mean in time over a period in which q2p is already stationary in the
Monte-Carlo simulations as shown in fig. 3.18. This value is used for the DPS simulations.
The initialization of the Monte-Carlo simulations is done with an underlying fluid flow field
which brings the particulate phase into a stationary state. At the moment coalescence is
started the fluid flow is turned off and thus the configuration of dry granular flows is pro-
duced. Figure 3.18 (left) shows that the particle number (or therefore the coalescence rate)
is correctly represented. The particle kinetic energy q2p in fig. 3.18 (right) however shows
a small deviation between the measures in DPS and the predictions of the Monte-Carlo
simulations, which should not exist. If the initial value for the particle kinetic energy
q2p in the DPS simulations is chosen to be the instantaneous value of q
2
p at the moment
coalescence is started in the Monte-Carlo simulations, this difference in the particle kinetic
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Figure 3.18: (Left) Particle number Np measured in DPS in comparison with predictions
from Monte-Carlo simulations. (Right) Particle kinetic energy q2p measured in DPS in
comparison with predictions from Monte-Carlo simulations, initialized with the mean of q2p
before coalescence starts.
Figure 3.19: (Left) Particle number Np measured in DPS in comparison with predictions
from Monte-Carlo simulations. (Right) Particle kinetic energy q2p measured in DPS in com-
parison with predictions from Monte-Carlo simulations, initialized with the instantaneous
value of q2p before coalescence starts.
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energy vanishes as seen in fig. 3.19. As there is no memory of particulate phase in the
Monte-Carlo simulations, the instantaneous value is decisive.
In later simulations of turbulent two-phase flows, the Monte-Carlo simulations will be
initialized with values obtained from the deterministic DNS/DPS simulations. These initial
values are usually mean values and the instantaneous values are fluctuating in time. An
exact prediction of the particle kinetic energy seems therefore very challenging.
Code validation on different platforms
After being developed, the collision detection algorithm and collision treatment needed to be
integrated into the DNS solver and adapted to its structure. Finally, the algorithm needed
to be vectorized due to the vectorial structure of the NEC-SX-8 on which the DNS/DPS
simulations were performed. Of course a re-validation is necessary in order to assure not
to introduce errors by these modifications. Besides the validations presented above, while
validating the collision algorithm, also the coalescence rate and the particle kinetic energy
in the coalescing regime are compared. The results are presented in fig. 3.20. It is seen
that the particle number as well as the particle kinetic energy are well represented and
correspond to one another in the different stages of the code and on different platforms.
Table 3.3 summarizes the simulation data used for validation with coalescence.
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Figure 3.20: (Left) Particle number Np measured in DPS in comparison with predictions
from Monte-Carlo simulations comparing vectorized and non-vectorized versions of the code
and different platforms. (Right) Particle kinetic energy q2p measured in DPS in comparison
with predictions from Monte-Carlo simulations comparing vectorized and non-vectorized
versions of the code and different platforms.




The description of the dispersed phase in turbulent two-phase flows is often based on the
kinetic theory of rarefied gases due to the analogy between the motion of molecules in a
gas and the random motion of particles or droplets in turbulent two-phase flows. Several
authors developed approaches based on this kinetic theory of rarefied gases [91], [107], [144].
In the first part the basics of the PDF approach are presented and a transport equation
for a PDF is derived in a general way. Then the transport equation of the particle velocity
PDF fp and the joint fluid-particle PDF ffp accounting for the interaction of fluid and
particulate phase are outlined. In the second part the stochastic Lagrangian approach for
a direct resolution of the derived transport equation is presented. In the following part
the moment method approach is introduced and the transport equation for the respective
moments are given. Finally, the Direct Quadrature Method of Moments (DQMOM) for
coalescence based on the joint fluid-particle velocity PDF is introduced.
4.1 Derivation of the PDF transport equation: Boltzmann-
type equation
The fundamentals of the kinetic theory of rarefied gases are given in several works [21], [46].
The dispersed phase in turbulent two-phase flows is described by the Lagrangian coordinates
of all particles in the system at all times in analogy to the kinetic theory of rarefied gases. If
a Cartesian coordinate system is introduced the position in physical space of each particle
can be expressed as x = (xx, xy, xz). In turbulent dispersed two-phase flows a variety of
different variables is used in general to describe its physical properties, while in the frame
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of the theory of rarefied gases often only the particle velocity vector cp is taken into account
as variable. A phase space can be introduced that contains all these physical properties
of the dispersed phase. Thus it is possible to summarize all properties of the Np particles
in a vector ξ =
(




x∗1, c1, µ1, ...,x∗n, cn, µn, ...,x∗Np , cNp , µNp
)
, where x∗n
stand for the position of particle n, cn stand for the particle velocity of particle n and µn
for the particle mass of particle n. Any other relevant property can be added if necessary.
The fine grained number density function W (ξ; t,Hfp) represents the particle prop-
erties at time t for one given two-phase flow realization Hfp. It can be written
W (ξ; t,Hfp) =
Np∑
n=1
δ (x∗n − xn (t)) δ (cn − vn (t)) δ (µn −mn (t)) , (4.1)
where W satisfies ∫
W (ξ; t,Hfp) dξ = Np (t,Hfp) . (4.2)
A vector ζ (t) is introduced that contains the particle cloud properties in physical space
for the given two-phase flow realization Hfp.
ζ (t) =
(
ζ1 (t) , ..., ζn (t) , ..., ζNp (t)
)
(4.3)
with ζn (t) = (xn (t) ,vn (t) ,mn (t)) . (4.4)
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The corresponding ensemble number density function is then written as
Fp (ξ; t) = 〈W (ξ; t,Hfp)〉 , (4.8)
which satisfies:
1. Non-negativity
Fp (ξ; t) ≥ 0 . (4.9)
2. Normalization of the PDF∫
Fp (ξ; t) dξ = Np (t) . (4.10)
3. The probability has to be 0 for |ξ| → ∞
lim
|ξ|→∞
Fp (ξ; t) = 0 . (4.11)
The one-particle number density function f (1)p (Boltzmann distribution function) can
be computed from Fp as
f (1)p (x
∗










The f (1)p governing equation may be derived from (4.6) by application of the averaging
































Using the acceleration equation (3.19), (4.13) can be written if the external forces on the





























expresses the change in fp due to collisions. As no evaporation is considered
the change in mass appears in the collision operator only. (4.14) is a Boltzmann-type
equation.
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4.1.1 Modeling of the undisturbed fluid characteristics
A major closure problem in the (3.33), accounting for the droplet acceleration, is related
to the modeling of the undisturbed fluid characteristics at the particle position such as
the locally undisturbed fluid velocity at the particle position uf@p [117]. The conditional
















this way the closure problem is related to the conditional expectation of the undisturbed
fluid velocity fluctuation u′f@p,j . The mean particle relaxation time τ
F
fp, is proposed by
Deutsch and Simonin [29] in order to linearize the particle momentum equation for higher







〈CD〉 〈|vp,j − uf@p,j |〉 , (4.16)
where the mean drag coefficient 〈CD〉 is given by
〈CD〉 = 24〈Rep〉
(
1 + 0.15 〈Rep〉0.687
)
, (4.17)
and the mean particle Reynolds number given by
〈Rep〉 = dp |vp,j − uf@p,j |
νf
. (4.18)
The undisturbed fluid velocity fluctuation u′f@p,j can be expressed in terms of the con-






[cf,j − Uf,j ] ff (cf | cp,x; t) dcf . (4.19)
In general the fluid velocity and the fluid velocity following the particle path are random
but correlated and the conditional fluid velocity distribution function ff (cf | cp,x; t) does
not equal the standard fluid velocity distribution function ff (cf ,x; t). It is
ff (cf | cp,x; t) 6= ff (cf ,x; t) . (4.20)
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. Derevich and Zaichik [27]
propose a model assuming a Gaussian random field for the turbulent fluid velocities us-
ing an exponential approximation for the Lagrangian fluid correlation function 〈Rf (τ)〉p.
Later Zaichik et al. [143] propose an extension to their original model which remedies an
inconsistency in the asymptotic behavior in the scalar limit case (for particles with very
low inertial). Reeks [108] [109] developed a turbulent driving force closure model based on
Kraichnan’s Lagrangian history direct interaction approximation [66].
Simonin et al. [118] propose the derivation of a closure model for the particle kinetic
equation based on the stochastic Lagrangian description of the fluid turbulence. Several
methods were developed based on this approach in order to model the instantaneous fluid
velocity along the particle path ([94], [13], [90]). For example Gosman and Ioannides [51]
introduce the so-called eddy life time concept, which assumes that particles interact with
a sequence of turbulent eddies. This approach can lead to inconsistent behavior for very
low particle inertia. Therefore, Simonin et al. [118] propose an approach of Langevin-type,
which allows a consistency with the single-phase turbulence [101]. This approach consists
of generating directly the fluid velocities following the particle path, by modeling the de-
correlation induced by the mean and turbulent fluid-particle relative motion, which is the
so-called crossing trajectory effect [99], [118].
Langevin equation for the fluid velocity along the particle path
By analogy with the approach of Pope [101], Simonin et al. [118] write the Langevin equation
for the locally undisturbed fluid velocity increment measured along the particle path as













+ [vp,j − uf@p,j ] δUf,i
δxj
δt
+ Gfp,ij [uf@p,j − Uf,j ] δt+ CfpδWfp,i . (4.21)
Effects of viscosity, fluctuating pressure gradient and crossing trajectories on the fluid tur-
bulent velocity fluctuations viewed by the particles are taken into account by the terms
Gfp,ij and CfpδWfp,i. Cfp is a model coefficient, which depends on the small-scale tur-
bulence statistics and δWfp,i is a stochastic Wiener process. As a Wiener process it is a
random vector with zero mean and isotropic covariance matrix. It is:
〈δWfp,i〉 = 0








= 0 with t′ ≤ t
〈δWfp,iδWfp,j〉 = δijδt (4.22)
Gfp,ij is a second-order tensor for the statistics of the fluid velocity field along the
particle path consistent with the single-phase approach (Simonin et al. [118]).
4.1.2 Transport equation for joint fluid-particle velocity PDF ffp
The modeling approach proposed by Simonin et al. [118], presented in section 4.1.1 allows to
close directly the transport equation of a probability density function that includes the fluid
velocity at the particle position. This transport equation for the joint fluid-particle velocity
PDF ffp (x, cf , cp, µp; t) is given next. The transport equation for ffp (x, cf , cp, µp; t) is a

































It is reminded that the term duf@p,jdt does not express the acceleration of the fluid, but the
Lagrangian derivative of the fluid velocity following the particle path.
Some definitions with respect to the relation between the particle velocity PDF fp and
the joint fluid-particle velocity PDF ffp are given. The particle velocity PDF fp can be
obtained from the joint fluid-particle velocity PDF ffp by integration over the fluid velocity
vector cf . It can thus be written
fp (x, cp, µp; t) =
∫
ffp (x, cf , cp, µp; t) dcf . (4.24)
Moreover a conditional PDF can be defined, ff |p (x, cf |cp, µp; t), which verifies
ff (x, cf |cp, µp; t) = ffp (x, cf , cp, µp; t)
fp (x, cp, µp; t)
. (4.25)
And a last important relation with respect to the closure of the collision terms in turbulent
two-phase flows is that the fluid velocity at the particle position uf@p and the particle
velocity vp at the same position are in general random but correlated variables. Therefore,
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it must be written
ffp (x, cf , cp; t) 6= ff (x, cf ; t) fp (x, cp; t) . (4.26)
Closure of the external force terms in the transport equation of ffp
The derivative with respect to cf of
duf@p,j

































[cp,m − cf@p,m] δUf,j
δxm















The terms Gfp,jm and Cfp are modeled by means of local mean fluid quantities [117].
It shall be noticed that the term ∂∂cp,j
(〈
dvp,j




does not differ from the
one written for a transport equation for the PDF fp in the case of gas-particle or gas-droplet
flows. As long as the relation for the density ratio, ρpρf >> 1, is justified, the Lagrangian
derivative of the fluid following the particle path does not contribute to any quantity that
depends only on the particle velocity cp.
4.1.3 Collision operator in PDF transport equations of fp and ffp
The last two terms in the PDF transport equations of fp and ffp that need to be closed












. This represents one of the key elements
in modeling turbulent two-phase flows. All fundamental works on the collision operators is
done in the frame of the kinetic theory of rarefied gases, as this approach for turbulent two-
phase flows is based on this theory as mentioned above. The collision models originating
from the theory of rarefied gases can therefore be expected to perform well in diluted dry
granular flows, and with some correction accounting for the increased volume fraction of the
particles, it is possible to achieve very good performances of these terms even in dense dry
granular flows, as it is shown in section 3.4.4. In turbulent two-phase flows some difficulties
should be expected, since the inertial particles possess a response time to the fluid forces on
the particles. If this response time is large (for highly inertial particles) the collision models
from the kinetic theory of rarefied gases might still be justifiable [1]. In case that their
response time is smaller or of the order of the integral turbulent time scale, these models
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Figure 4.1: Geometry of a binary collision
are not valid anymore. Nevertheless, the models originating from the theory of rarefied
gases are still the standard model.
Collision outcomes like coalescence can be considered as another type of collision. Col-
lisions or coalescence has an influence on the different quantities of the dispersed phase.
Collision operator for ffp
In turbulent two-phase flows the properties of the two particles involved in the collision
can not always be considered as independent, in contrast to the kinetic theory of rarefied
gases and therefore, the probability to find two particles at contact can not be expressed
by two single-particle PDFs ffp, but needs to be written as a two-particle pair distribution
function f (2)fp .





In order to collide two particles must be distant by the sum of their radii, thus σpq. In this
case the the position of the second particle q is written as
x = x+ σpqk . (4.29)
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And eventually the particles need to approach each other in order to collide. This can be
written in terms of the scalar product of the particle relative velocity wpq = vq − vp and
the normalized center connecting vector k = x(q) − x(p). It needs to verify
wpq.k < 0 . (4.30)






This variation is split into a gain (or ”birth”) and loss (or ”death”) term. In order to
be consistent throughout this work, the names ”birth” and ”death” are used, as they are










































fp (x, cf@p, cp, µp,x+ σpqk, cf@q, cq, µq, t)
×dkdcf@qdcqdµq . (4.34)
Collision operator for fp for rigid particle collisions












, for collision of solid particles. The change in the number of particles in






This variation is split into a gain (or ”birth”) and loss (or ”death”) term. In order to
be consistent throughout this work, the names ”birth” and ”death” are used, as they are
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These ”birth” and ”death” terms appear, since the collision between two particles is treated
applying (3.46). A particle with a velocity cp has the velocity c
#
p after the collision. Thus, a
particle with the velocity cp is not contained in the volume dxpdcpdt anymore after collision.




































where the velocities c#p and c
#
q are given by
c#p = cp +
mq
mp +mq
(1 + ec) (wpq.k)k (4.39)
c#q = cq −
mp
mp +mq
(1 + ec) (wpq.k)k . (4.40)
These formulations are used within chapter 3 for the validation of the collision detection
algorithm.

































Closure of pair distribution functions f (2)p and f
(2)
fp












pair distribution functions f (2)p and f
(2)
fp appear. These pair distribution functions are not
closed. Two different types of closure model are presented in this section1. The first is the
”molecular-chaos” assumptions. This closure originates from the kinetic theory of rarefied
1xp and xq are used in this section, in order to distinguish between particles of class p and q. This is in
contrast to the notation used so far.
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gases and implies that the particle velocities are not correlated before the collision. While
this is true in the domain in which the kinetic theory of rarefied gases applies, as well as in
dry granular flows, it is not correct in turbulent two-phase flows for small or intermediate
droplet Stokes numbers. In turbulent two-phase flows the particle velocities of two impact-
ing particles are correlated by the fluid velocity at the position of the particles. In order to
account for this correlation a second closure model is presented that takes into account the
correlations in the particle velocities by the fluid turbulence.
Molecular-chaos assumption
The molecular-chaos assumption closure is first regarded for the particle pair distribu-
tion function f (2)p , which does not account for the fluid velocity at the particle position. If
the velocities of the two impacting particles are not correlated at all, the pair distribution
function can be written as the product of two single-particle distribution functions
f (2)p (xp, cp,xq, cq; t) = g
pq
0 fp (xp, cp; t) fq (xq, cq; t) , (4.42)
where gpq0 is the radial distribution function, which will be explained at the end of this
section.
This closure can also be applied if the joint fluid-particle velocity PDF is used. The
pair distribution of the joint fluid-particle velocity PDF f (2)fp can be modeled applying the
molecular-chaos assumption, if the particle pair distribution function f (2)p is first obtained
by integration over the velocity space




fp (cf@p, cp,xp, cf@q, cq,xq; t)dcf@pdcf@q . (4.43)
Now, (4.42) can be applied again and it is formally possible to apply the molecular-chaos
assumption if the joint fluid-particle velocity PDF is used. The closure of the pair distri-
bution function based on the molecular-chaos assumption is still the standard approach in
modeling turbulent two-phase flows. Next a closure is introduced that accounts for the
correlations of the particle velocities by the fluid turbulence [73].
Closure with particle velocities correlation model
Lavie´ville proposes a closure of f (2)fp that takes the correlation of the particle velocities by
the fluid turbulence into account, also Villedieu and Simonin [130] introduce a coalescence
model that accounts for the correlation of droplet velocities induced by the fluid turbulence.
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Until the end of this section the dependencies on xp, xq and t are dropped for the sake of
clarity. First, f (2)fp is written in an exact manner as
f
(2)
fp (cp, cf@p, cf@q, cq) =
gpq0 f
(2)
f (cf@p, cf@q) fp (cp | cf@p, cf@q) fq (cq | cp, cf@p, cf@q) . (4.44)
The key element of the modeling is the assumption that the particle velocities are principally
conditioned by the the fluid velocities cf@p and cf@q seen at their position. This assumption
gives the following simplification
fp (cp | cf@p, cf@q) ≈ fp (cp | cf@p) (4.45)
fq (cq | cp, cf@p, cf@q) ≈ fq (cq | cf@q) . (4.46)
It can then be written
f
(2)
fp (cp, cf@p, cf@q, cq) =
gpq0 f
(2)
f (cf@p, cf@q) fp (cp | cf@p) fq (cq | cf@q) , (4.47)
with the relation valid for both particles p and q
fp (cp | cf@p) = ffp (cp, cf@p)
ff (cf@p)
. (4.48)
The closure in (4.47) can be simplified in the case in which the two colliding particles are
sufficiently small and the centers are sufficiently close to each other, such that σpq < ηK




fp (cp, cf@p, cf@q, cq) = g
pq
0
δ (cf@p − cf@q)
ff (cf@p)
ffp (cp, cf@p) ffq (cq, cf@q) . (4.49)
The last term not defined in (4.49) is the radial distribution function gpq0 . In chapter 3 mod-
els for a mono-disperse particle distribution are given and in section 3.4.4 models are given
for the case of a bi-disperse particle distribution. It is a function, that is initially proposed
for a dense gas and accounts for the increase in collisions with the particle volume fraction
αp, applying the principles of the kinetic theory of rarefied gases, but in a volume fraction
range, where kinetic theory of rarefied gases is not valid anymore without correction. Thus,
the radial distribution function gpq0 is introduced to correct the molecular-chaos assumption
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in the case of a dense gas as given in (4.42) as
f (2)p (xp, cp,xq, cq, t) = g
pq
0 fp (xp, t; cp) fq (xq, t; cq) , (4.50)
where the integral over the velocity space (4.50) writes
n(2)p (xp,xq, t) = g
pq
0 np (xp, t) nq (xq, t) (4.51)





np (xp, t) nq (xq, t)
. (4.52)
With gpq0 all elements of (4.49) are known. However, no information is given about the
shape of the PDFs fp and ffp. Two different possibilities exist to express a these PDFs.
First, the real distribution is know and there is no difficulty and second, which is the choice
in this work, the shape of the PDF is assumed.
Assumed shape for particle velocity PDF
In the kinetic theory of rarefied gases, the evolution of the system is described by the Boltz-
mann equation (4.13). It can be shown [21], [46] that the Maxwell distribution is solution of
the Boltzmann equation. Thus, the shape of the velocity PDF fp in a flow that corresponds
to the regime of a rarefied gas or in dry granular flows can be assumed as Maxwellian. Chap-
man and Cowling [21] propose a ”one-temperature model” that is centered over the mean
velocityUm of the particle mixture. Fede [41] compares this ”one-temperature model” with
a ”two-temperature model” proposed by Goldman and Sirovich [50]. Following Gourdel et
al. [52] and Lathouwers and Bellan [68] a turbulent two-phase flow is rarely at a global
equilibrium state, as the turbulence holds particles in a local equilibrium. Fede [41] showed
by means of DNS/DPS of a turbulent two-phase flow that the ”two-temperature model”
predicts the velocity distribution correctly in a system, which is out of the thermal equilib-
rium, while the ”one-temperature model” fails to do so. In this ”two temperature model”
the velocity distributions are centered over the granular temperature of each class. The
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Assumed shape for fluid velocity PDF
In homogeneous isotropic flows the velocity distribution of the fluid is usually assumed as

















Assumed shape for joint fluid-particle velocity PDF
In the frame of modeling turbulent two-phase flows with the joint fluid-particle velocity
PDF ffp a shape for this PDF needs to be assumed either. Lavie´ville [73] proposes for ffp,
in the case of a homogeneous isotropic turbulence, the following form
ffp (cf , cp) = npAfp exp
[−Bfc2f −Bpc2p +Bfpcfcp] , (4.56)
where Afp, Bf , Bp and Bfp are obtained by respecting the following relations∫ ∫
ffp (cf , cp) dcfdcf = np (4.57)∫ ∫
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By integration of ffp over the fluid velocity cf or particle velocity cp the above introduced
fluid velocity ff@p and particle velocity fp PDFs are obtained as
ff@p (cf ) =
∫
ffp (cf , cp) dcp (4.66)
fp (cp) =
∫
ffp (cf , cp) dcf . (4.67)
Lavie´ville [73] introduces also a shape for the particle pair velocity distribution f (2)p in
homogeneous isotropic turbulence. Pigeonneau [100] extends the work of Lavie´ville [73] to a
poly-dispersed particle mixture. Other closures of the particle pair velocity distribution f (2)p
are given for example by Williams and Crane [135], who propose a Lagrangian method re-
lated to the particle trajectory history, or by Derevich [26], who writes a transport equation
for f (2)p .
All the above introduced shapes for the various PDFs are given for the case of a homo-
geneous isotropic turbulence. This is a simplified and idealized case, which is not always
applicable. However, all studies performed within this work are in homogeneous isotropic
turbulence. Nevertheless, it shall be mentioned that it is possible to expand the above given
forms for the homogeneous isotropic case to anisotropic and dense cases. The formalisms
which are most common to do so usually follow the works of Grad [53] and Jenkins and
Richman [62]. The reader may refer to these works or to Lavie´ville [73], Sakiz [111] or
Fede [41], who gives a more exhaustive overview, for more details.
4.2 Direct resolution of Boltzmann-type equation - Stochas-
tic Lagrangian approach
Based on the kinetic theory of rarefied gases Monte-Carlo algorithms have been developed
in order to solve the PDF transport equation directly. Several authors ([43], [60]) proposed
modified algorithms in order to account for particle-particle collisions in gas-solid turbu-
lent flows. In the so-called Direct Simulation Monte-Carlo (DSMC), the particles Np in a
computation cell are summarized and represented by a given number of numerical particles
Nnum. Based on (4.23), (3.18) and (3.19) are then solved for each of these numerical par-
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ticles in two steps. First, in the so-called free-flow phase, the trajectories of the particles
are solved without accounting for collisions of droplets. Second, collisions are accounted
for. The joint fluid-particle velocity PDF ffp is approximated in this approach as a sum of
Dirac functions, which can be written per computation cell as
ffp (cf , cp, µp,x; t) ≈
Nnum∑
α=1
ωαδ (x− xp,α) δ (cp − vp,α) (cf − uf,α) δ (µp −mp,α) , (4.68)
with ωα the particle density in the computation cell.
Two aspects in the stochastic Lagrangian approach need to be modeled: first, the fluid
velocity at the particle position, and second, the collision handling. The modeling of these
two issues is given in section 4.2.1 and 4.2.2.
4.2.1 Stochastic simulation of fluid velocity
If the Lagrangian stochastic simulations of the dispersed phase are coupled with RANS
simulations only the mean fluid velocity in each computation cell is known. However, in
order to calculate the drag force of the particles the instantaneous fluid velocity at the
particle position is needed. As detailed in section 4.1.1, a variety of approaches exist to do
so. In this work, again the Langevin-type equation of Simonin [117] is used in the following
form
uf@p,i (t+ δt)− uf@p,i (t) = [vp,j − uf@p,j ] δUf,i
δxj
δt
+ Gfp,ij [uf@p,j − Uf,j ] δt+ CfpδWfp,i . (4.69)
With the definitions in (4.22) the final form of the Langevin equation used in the simulations
to model the fluid velocity at the particle position is written as















where x̂ is a Gaussian random number.
4.2.2 Stochastic collision handling
Basically two different types of stochastic collision algorithms exist, the single-particle
method and the multiple-particle method.
In the single-particle method (see for example [12], [93], [120]), the collision probability
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with another particle, based on the collision frequency originating from the theory of rarefied
gases, is determined for each particle. Practically, a uniformly distributed random number
is created and compared to the collision probability. If the created number is smaller than
the collision probability the collision takes places, otherwise it is rejected. This procedure
is the so-called rejection method. The collision probability ppq writes as
ppq = fκpq ·∆t . (4.71)
In the multiple particle approach all particles are grouped in pairs. The algorithm
used here is part of this class and is developed by Hylkema and Villedieu [60]. Within the
multiple particle approach, two sub-types of algorithms can be distinguished, algorithms
of the type of Bird [15] and of type Babovsky [7]. In the former, a master equation is
solved applying the discretization of the time step. An algorithm of this kind is used for
example by Fede [41] and Fede et al. [43]. The algorithm used in this work is of the second
type, which resolves the PDF transport equation directly and was initially proposed by
Nanbu [92] and picked up by Babovsky [7]. The algorithm is structured as follows.
Step 1 All particles are grouped in (Nnum)2 random pairs (in the case that the particle
number is odd, (Nnum−1)2 random particle pairs are built).
Step 2 The collision probability for each pair is calculated with (4.71).
Step 3 A rejection method is used: this means that a random number is created and
if it is smaller than the collision probability the collision is handled.
For the creation of both the random particle pairs and the random number used to determine
whether a collision takes place or not, a ”Substract-and-borrow” random number generator
is applied in the algorithm used in this work2.
Berlemont et al. [14] showed that not accounting for the correlations induced by the
fluid turbulence on the particle velocities destroys particle kinetic energy, although the
particle collisions are elastic. They showed that a standard Monte-Carlo algorithm, which
does not account for this correlation leads to the destruction of fluid-particle covariance qfp,
which induces a decrease in the particle agitation q2p. In order to take into consideration
the correlation of the particle velocities by the fluid turbulence, Berlemont et al. [12] and
Sommerfeld [122] [123] propose algorithms following the single-particle approach. The
algorithm of Fede et al. [43] also accounts for the correlations in the particle velocities
2The generator used was initially proposed by Marsaglia and Zaman [85] and later improved by
Lu¨scher [75], and used here in the form implemented by James [61].
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induced by the fluid turbulence. The algorithm used in this work is based on the Babovsky-
type algorithm of Hylkema and Villedieu [60], where step one is modified in order to account
for the correlations in the particle velocities. The particles are sorted by their fluid velocity
and subdivided into several sections, such that particles ”seeing” a similar fluid velocity are
in the same section. The Babovsky-type algorithm is then applied to each of these sections,
ensuring that the only colliding particles are those that see a similar fluid velocity, which
represents the correlation effect of the particle velocities by the fluid turbulence.
4.3 Moment methods for PDF approach
The second possibility is to resolve a PDF transport equation for a given number of moments
of the distribution. The moments of a distribution fp or ffp are the mean values of a
quantity ψ. Thus the derived moment equations contain moments of the distribution
function instead of the distribution function. In the following the moments 〈ψ〉 are given
for a distribution ffp, but can also be obtained for a distribution fp by the relation in
(4.24). The dependencies of the variables on x, t are dropped for the sake of readability.





ψ (cf , cp, µp) ffp (cf , cp, µp) dcfdcpdµp , (4.72)
where np is the 0-order moment of ffp
np =
∫
ffp (cf , cp, µp) dcfdcpdµp . (4.73)
In two-phase flows it is often convenient to introduce mass-weighted moments of the




µp ψ (cf , cp, µp) ffp (cf , cp, µp) dcfdcpdµp , (4.74)
where npmp is defined as
npmp =
∫
µp ffp (cf , cp, µp) dcfdcpdµp . (4.75)
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4.3.1 Transport equation for moments of ffp
By integration of the PDF transport equations (here the transport equation for ffp) mul-
tiplied with the quantity ψ a moment transport equation for ψ is obtained. The transport
equations for first-order moments follow from splitting the instantaneous values of all vari-
ables into a mean and fluctuating part and a consequent averaging. This way moments
of a higher order (n + 1) are introduced. These higher moments need to be closed. Prin-
cipally, three different possibilities exist to handle these unclosed higher moments. First,
they can be neglected if it seems appropriate. Second, a direct modeling is possible, where
these terms are set into relation with known mean values (first-order moments). Third, it
is possible to write a transport equation the higher unclosed moments. For higher-order
moment closure the reader may refer to Simonin [117] or Boe¨lle [16].
A general equation for the change of a quantity ψ (cf , cp, µp) can by derived from the

































+ C (mpψ) . (4.76)
To obtain the conservation equation for a specific moment, ψ in (4.76) needs to be
replaced by the quantity of interest.
4.3.2 Modeling of moment balance equations of ffp
The moment balance equations which are of interest in this work are given next. The
momentum balance equation is also given, even if in homogeneous isotropic turbulence
any derivative of the mean velocity equals 0. The particle velocity can be written as
vp,i = Vp,i + v′p,i and the fluid velocity as uf@p,i = Uf@p,i + u
′
f@p,i.
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+ C (1) , (4.77)
where the first term on the right-hand side represents the change due to turbulent mixing of
particles with different diameter, and the second term stands for the change of the droplet
number by collision or droplet coalescence/break-up. In order to distinguish the mass of
one particle mp from the mean particle mass mp a bar is introduced over the mean particle
mass.
Mass balance equation (ψ = 1)






npmpVp,i = C (mp) , (4.78)
where the right-hand side term accounts for the exchange of mass between particles due
to particle break-up or coalescence. If evaporation were considered, it would also be taken
into account in this equation. In the case of particle collision the particle mass is conserved
and C (mp) = 0.
Momentum balance equation (ψ = vp,i)




















+ C (mpv′p,i) , (4.79)
where the first term on the right-hand side represents the transport of momentum by
particle velocity fluctuations. The second term accounts for the mean interphase momentum
transfer between the fluid and dispersed phase. It is usually expressed in gas-solid or gas-
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with Vr,i = (Vp,i − Uf@p,i)− Vd,i, where Vd,i represents the drift velocity.






























































+ C (mpv′p,iv′p,j) . (4.81)
The first term on the right-hand side of (4.81) represents the transport of particle kinetic
stress by the particle velocity fluctuations. It may be modeled using a Boussinesq ap-
proximation derived from third-order moment transport equations [116]. The second term
represents production of particle kinetic stress by the particle mean velocity gradient. The





































The last term on the right-hand side of (4.81) accounts for the influence of collisions on the
particle kinetic stress.

































































+C (mpu′f@p,iv′p,j) . (4.84)
The first term on the right-hand side of (4.84) represents the transport of fluid-particle
velocity covariance by the particle velocity fluctuations. The second term on the right-hand
side gives the production of covariance by the particle and fluid mean velocity gradients.
The third term results from the interaction of the dispersed phase with fluid turbulence. The
fourth term accounts for the destruction of covariance due to pressure-strain correlations,
viscous dissipation and the crossing trajectory effect. The last term gives the influence of
collisions on the the fluid-particle covariance.
4.3.3 Collision source terms C (mpψ)
In section 4.3.2, in the mass-weighted moment balance equations collisional source terms
C (mpψ) appear. These collisional source terms are given in this section for the first-
order mass moments mkpψ with k = 1 for both the case of particle collisions and droplet
coalescence. In section 4.4 the moments method for coalescence is described, where higher-
order mass moments mkpψ with k > 1 are needed. The corresponding collisional source
terms are given in section 4.4.
The collisional mass-weighted source terms C (mpψ) can be written as
C (mpψ) =
∫












given in (4.32) as




−D (mpψ) , (4.86)
where B (mpψ#) and D (mpψ) are
D (mpψ) = −12
∫
wpq .k<0
σ2pq wpq.k µp [ψ (cf@p, cp, µp) +ψ (cf@q, cq, µq)]
×f (2)fp (xp, cf@p, cp, µp,xp + σpqk, cf@q, cq, µq, t)

























×f (2)fp (xp, cf@p, cp, µp,xp + σpqk, cf@q, cq, µq, t)
×dkdcf@pdcpdµpdcf@qdcqdµq . (4.88)
In the case of coalescence the birth term writes with ψ∗ the property after collision as













×f (2)fp (xp, cf@p, cp, µp,xp + σpqk, cf@q, cq, µq, t)
×dkdcf@pdcpdµpdcf@qdcqdµq . (4.89)
This can be written as
C (mpψ) = 12
∫
wpq .k<0
σ2pq wpq.k mp [∆ψ]
×f (2)fp (xp, cf@p, cp, µp,xp + σpqk, cf@q, cq, µq, t)
×dkdcf@pdcpdµpdcf@qdcqdµq , (4.90)














− ψ (cf@p, cp, µp)−ψ (cf@q, cq, µq) . (4.91)
The respective collisional source terms for the moment balance equations are given next.
Collision source term in particle number balance equation C (1)
The collisional source term C (1) is given for both the case of particle-particle collision and
droplet coalescence.
Particle-particle collision
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The change [∆ψ] in the case of particle-particle collisions is written as
ψ#
(




= 1 ψ (cf@p, cp, µp) = 1
ψ#
(




= 1 ψ (cf@q, cq, µq) = 1 . (4.92)
If the collision source term C (1) is expressed as the sum of a ”birth” and ”death” source
term it can be written
C (1) = B (1)−D (1) = 0 . (4.93)
The terms B (1) and D (1) are equal and express the mean collision frequency fκpq here (see
(3.54)).
Droplet coalescence







= 1 ψ (cf@p, cp, µp) = 1
ψ (cf@q, cq, µq) = 1 . (4.94)
If the coalescence source term C (1) is expressed as the sum of a ”birth” and ”death” source
term it can be written
2B (1) = D (1) . (4.95)
The term D (1) expresses the mean collision frequency fκpq here (see (3.54)). To conclude
particle-particle collisions are particle number conservative, whereas droplet coalescence is
not particle number conservative.
Collision source term in mass balance equation C (mp)
The collisional source term C (mp) is given for both the case of particle-particle collision
and droplet coalescence.
Particle-particle collision
The change [∆ψ] in the case of particle-particle collisions is written as
ψ#
(




= m#p = mp ψ (cf@p, cp, µp) = mp
ψ#
(




= m#q = mq ψ (cf@q, cq, µq) = mq . (4.96)
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The terms B (mp) and D (mp) are equal as there is no mass exchange at the moment of
collisions. Thus, collisions do not change the mass distribution as m#p = mp and m
#
q = mq
are valid. The collision source terms writes




−D (mp) = 0 . (4.97)
Droplet coalescence
As it is easily understandable from the physics of droplet coalescence, permanent coalescence







= m∗ = mp +mq ψ (cf@p, cp, µp) = mp
ψ (cf@q, cq, µq) = mq . (4.98)
The collisional source term C (mp) can be written
C (mp) = B (m∗)−D (mp) = 0 . (4.99)
Collision source term in momentum balance equation C (mpvp,i)
The collisional source term C (mpvp,i) is given for both the case of particle-particle collision
and droplet coalescence.
Particle-particle collision
The change [∆ψ] in the case of particle-particle collisions is written as
ψ#
(






p,i ψ (cf@p, cp, µp) = mpvp,i
ψ#
(






q,i ψ (cf@q, cq, µq) = mqvq,i . (4.100)
The expression [∆ (ψ = mpvp,i)] is written









with some transformations and relations in (4.39) and (4.40) the collisional source terms is






−D (mpvp,i) = 0 . (4.102)
Droplet coalescence
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= m∗v∗p,i ψ (cf@p, cp, µp) = mpvp,i
ψ (cf@q, cq, µq) = mqvq,i , (4.103)
where
m∗ = mp +mq (4.104)
m∗v∗p,i = mqvp,i +mqvq,i . (4.105)
The collisional source term C (mpvp,i) can be written
C (mpvp,i) = B
(
m∗v∗p,i
)−D (mpvp,i) = 0 . (4.106)
















is given for both the case of particle-particle
collision and droplet coalescence.
Particle-particle collision
The change [∆ψ] in the case of particle-particle collisions is written as
ψ#
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(1 + ec) (wpk.k)
× [(1 + ec) (wpk.k) kikj − (wpq,ikj + wpq,jki)] . (4.108)
Droplet coalescence
















ψ (cf@q, cq, µq) = mqv′q,iv
′
q,i , (4.109)
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where
m∗ = mp +mq (4.110)






















It is interesting to note that the expressions in (4.108) and (4.112) are equivalent if
particle collisions are handled with a normal restitution coefficient ec = 0.
4.4 Direct Quadrature Method of Moments for coalescence
Droplet coalescence is a poly-disperse problem, as already stated before, which is difficult
to account for in classical Eulerian approaches due to the poly-dispersion and interaction
of droplets (coalescence). Belt and Simonin [11] recently developed an extension of the
DQMOM approach proposed by Marchisio and Fox [82] based on the above presented
formalism of the joint-fluid particle velocity PDF ffp by Simonin [117]. This extension,
which is presented in this section 4.4, is compared with predictions of droplet coalescence
from DNS/DPS simulations.
4.4.1 How to account for poly-dispersion?
In order to correctly describe inter-phase transfers it is necessary to account locally and
dynamically for poly-dispersion. In order to do so a given particle diameter (or particle
mass) distribution needs to be discretized. This can be done for example by introducing a
particle diameter PDF discretization, which foresees the possible development of the initial
particle diameter PDF. This means that in case of pure coalescence all future coalesced
particles need to fall into one of the pre-allocated classes, which might be zero initially. If
droplet break-up or creation of satellite droplets is additionally taken into account, the same
needs to be done for all possible smaller droplets. This leads to a large number of particle
classes, for which interactions need to be considered. Another possibility is to use the
Gauss-Quadrature rule in the frame of moment method approach. The Gauss-Quadrature
is a mathematical method to approximate the definite integral of a function as the sum of
weighted function values at specific points. The here presented DQMOM approach uses
the Gauss-Quadrature rule for the discretization of the diameter PDF.
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4.4.2 General DQMOM formalism
Marchisio and Fox [82] propose the DQMOM approach, where the particle distribution fp
is written as a summation of N weighted Dirac functions
fp (cp, µp;x, t) =
N∑
α=1
ωα (x, t) δ (µp −mp,α (x, t)) δ (cp − vp,α (x, t)) , (4.113)
with mp,α (x, t) the particle mass and vp,α (x, t) the particle velocity of a class α. This
way Marchisio and Fox [82] associate one single mean velocity with each mass. However,
using this definition, it is not possible to derive a particle kinetic-energy balance equation
within the moment method approach, since only a particle mean velocity exists. Moreover,
collisional effects appear therefore only in the number and mass balance equations using
the formalism of Marchisio and Fox [40], [82].
Belt and Simonin [11] developed the DQMOM approach of Marchisio and Fox [82] for
the above presented formalism of the joint-fluid particle velocity PDF ffp. The relevant
transport equation for ffp is given in (4.23). The joint-fluid particle velocity PDF ffp
introduced by Simonin [117] is explained above. It can be written using a velocity PDF
conditioned on the particle mass multiplied by a particle mass PDF as
ffp (cf , cp, µp;x, t) = np (x, t)hfp (cf , cp|µp;x, t) g (µp;x, t) , (4.114)
where hfp (cf , cp|µp;x, t) is the joint fluid-particle velocity PDF at time t, conditioned on
the mass mp to be equal to µp, with the center of mass located in the volume [x,x + dx]
and a translation velocity vp in [cp, cp + dcp], seeing a locally undisturbed fluid velocity
uf in [cf , cf + dcf ]. g (x, µp; t) is the particle mass PDF at time t with the center of mass
located in the volume [x,x + dx] and a mass mp in [µp, µp + dµp]. The PDFs hfp and g
verify ∫
hfp (cf , cp|µp;x, t) dcpdcf = 1 ∀ µp (4.115)∫
g (µp;x, t) dµp = 1 . (4.116)
A similar description as in (4.114) is found for the case of laminar flows in [69] and [45].
Belt and Simonin [11] write the particle mass PDF g, similar to the approach of Marchisio
and Fox [82] in (4.113), as a summation of N weighted Dirac functions with the sum of the
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weights ωα over all classes equal to 1
g (µp;x, t) =
N∑
α=1
ωα (x, t) δ (µp −mp,α (x, t)) . (4.117)
The weights ωα and the abscissas mp,α in (4.117) are unknown, thus 2N unknowns for ωα
and mp,α must be determined. This is achieved by application of the Gauss-Quadrature
approximation for the moments of g
∫
µkpg (µp;x, t) dµp =
N∑
α=1
mkp,α (x, t) ωα (x, t) . (4.118)
Following the DQMOM approach 2N transport equations on the low-order mass moments







The single source terms, which appear in the above given equations, are directly derived
from the formulations given by Simonin [117] and which are reported in section 4.1.2. The
exact terms in the frame of DQMOM are given in Belt and Simonin [11].
4.4.3 Number and mass balance equations in DQMOM
The integration of the PDF transport equation (4.23) multiplied by µkp gives, after some
manipulation, the number and mass balance equation in the form of the following system,






























(Vp,jn mp)α − nα〈Γ〉α
]
. (4.120)
For the sake of readability expressions given in the form (xy)α stand for (xαyα). Thus, for
example (n)α means (nα) or (Vp,jn mp)α stands for (Vp,j,αnαmp,α).
The mean number of particles per unit volume nα with massmp,α is defined as nα = ωαn.
The physical meaning of the weight ωα appears, in this approach, as the ratio of the number
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of droplets per class α to the total number of droplets at xp and t. (4.120) gives the values
for the N abscissas mp,α and N weights nα, from which the droplet diameter distribution
is reconstructed, in such a way that it shows the correct moments up to the order 2N − 1.
The term nα〈Γ〉α in (4.120) represents the evaporation rate of the droplets, which is 0
throughout this work.
For N = 1 (4.120) is identical to the number (k = 0) and mass (k = 1) transport
equations for mono-disperse droplets given in section 4.3.2 and derived by Simonin [117].
(4.120) is also equivalent to the system obtained by Marchisio and Fox [82], if it is written
in terms of particle diameter dp.
(4.120) can be summarized as



















dcfdcpdµp is the collision source term in (4.120), and a
(1)
α














(Vp,jn mp)α − nα〈Γ〉α = b(1)α . (4.123)
4.4.4 Momentum balance equation in DQMOM
The integration of the PDF transport equation (4.23) multiplied by µkpcp,i gives, after some
manipulation, the momentum balance equation in the form of the following system with k
ranging from 0 to 2N − 1











where a(2)α is the source term of the transport equation for the velocity, and b
(2)
α is the source














〉α = a(2)α (4.125)













− nα〈Vp,iΓ〉α − nαmp,α〈 Fi
mp
〉α = b(2)α . (4.126)
(4.126) is equal to the momentum transport equation in the mono-disperse case in the
equation framework of Simonin [117].
4.4.5 Droplet kinetic stress balance equation in DQMOM
The integration of the PDF transport equation (4.23) multiplied by µkpcp,icp,j gives, after
some manipulation, the momentum balance equation in the form of the following system





















where a(3)α and b
(3)
α are the source terms of the following transport equations for particles

































































− nα〈Γv′p,iv′p,j〉α = b(3)α . (4.129)
(4.128) is equal to the particle kinetic stress transport equation in the mono-disperse case in
the equation framework of Simonin [117]. In (4.127) an additional term E appears, which is
due, following Belt and Simonin [11], to conditional averages on the mass in the integration
of the PDF transport equation (4.23) multiplied by µkpcp,icp,j . In a homogeneous isotropic






































4.4.6 Fluid-particle covariance balance equation in DQMOM
The integration of the PDF transport equation (4.23) multiplied by µkpcf,icp,j gives, af-
ter some manipulation, the fluid-particle covariance balance equation in the form of the




















where a(4)α and b
(4)
α are the source terms of the following transport equations for particles

























〉α − nα〈v′p,jAβ〉α = a(4)α (4.132)


























− nα〈Γu′f,iv′p,j〉α = b(4)α . (4.133)
(4.132) is equal to the fluid-particle covariance transport equation in the mono-disperse
case in the equation framework of Simonin [117]. The term E′ in (4.131) equals also 0 in a
homogeneous isotropic turbulence.
4.4.7 Collision source terms in DQMOM for coalescence
The collisional source terms needed in the DQMOM approach are the same as the ones
given in section 4.3.3 for the case of k = 0 and k = 1. The collision source terms for k > 1
are given in this section and the integrals are solved, and the final form of the collision
source term is given. In the case of the collision source term in the particle number and
mass balance equation the integrals over the mass and velocity can be solved separately as
the joint fluid-particle velocity PDF is split (see (4.114)) into the product of a fluid-particle
velocity PDF conditioned on the particle mass and the particle mass PDF, on which the
Gauss-Quadrature is applied. The collision source terms are written as
C (ψ) = B (ψ)−D (ψ) (4.134)
The ”death” and ”birth” terms are given by




σ2pqwpq.k [ψ (cf@p, cp, µp) +ψ (cf@q, cq, µq)]
×f (2)fp (x, cf@p, cp, µp,x+ σpqk, cf@q, cq, µq, t)
×dkdcf@pdcpdµpdcf@qdcqdµq (4.135)














×f (2)fp (x, cf@p, cp, µp,x+ σpqk, cf@q, cq, µq, t)
×dkdcf@pdcpdµpdcf@qdcqdµq . (4.136)
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The joint fluid-particle velocity PDF ffp can be written, for colliding droplets respecting
the definition of ffp and (4.114), as
f
(2)
fp (x, cf@p, cp, µp,x+ σpqk, cf@q, cq, µq, t) =
×np (x, t) hp (cp | cf@p, µp;x, t) gp (µp;x, t)
×nq (x, t) hq (cq | cf@q, µq;x, t) gq (µq;x, t)
×ff@p (cf@p;x, t) δ (cf@q − cf@p) . (4.137)
Within this work the collision source term in the particle number and mass balance
equation is mainly considered. The collision source term in the particle kinetic energy
balance equation is often neglected. It will be shown that this assumption is often justified,
but that such a term also plays a not insignificant role in dry granular flows or high particle
inertia two-phase flows (see chapter 6). The collision source term in the momentum balance
equation is given for the sake of completeness, but is not used in this work, since the flow
configuration used here is a homogeneous isotropic turbulence.
Collision source term for particle number and mass
The collision source terms are given first applying, the molecular-chaos assumption in the
collision terms (uncorrelated particle velocity model), and second accounting for the corre-
lation of the particle velocities by the fluid turbulence (correlated particle velocity model)
following [100]. The ”death” and ”birth” terms can thus be written with ψpq = µkp as
D (ψ) = 1
2
σ2pqnp (x, t)nq (x, t)pi
∫
wpq .k<0
wpq.k [ψpq]Wr (µp, µq;x, t)
×gp (µp;x, t) gq (µq;x, t) dµpdµq (4.138)
B (ψ) = 1
2







Wr (µp, µq;x, t)
×gp (µp;x, t) gq (µq;x, t) dµpdµq , (4.139)
where Wr is the mean relative velocity of colliding droplets. It is written applying the
uncorrelated particle velocity model as
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and accounting for the correlation of the particle velocities by the fluid turbulence by means
of the correlated particle velocity model as














with the fluid-particle correlation coefficients ξfp and ξfq given as defined in (4.65).
4.4.8 Resolution of the equation system
The equation systems in (4.121), (4.124), (4.127) and (4.131) have the same structure and
thus the resolution can be done alike. The resolution of the equation systems is described
in detail by Belt and Simonin [11] and is the same Marchisio and Fox [82] applied. The
systems can be solved in two steps. First, the particle number nα (tn) and particle mass
µp,α (tn) per particle class at time tn are computed based on the source terms a
(i)
α (tn−1)
and b(i)α (tn−1) at time tn−1. Second, the particle number nα (tn) and particle mass µp,α (tn)
per particle class at time tn are used to determine the source terms a
(i)
α (tn) and b
(i)
α (tn) at
time tn respecting the collisional source terms C (ψ).



























(4.142) can be written as Ms = c, where M is a matrix formed by two 2N ×N matrices
M1 and M2. The vector s is composed of the source terms and vector c contains the
collisional source terms of the 0 to 2N − 1 order mass moments. The exact expressions
for the matrices are given in Belt and Simonin [11]. Matrix M is very ill conditioned as
it contains the mass of the particle class to the power of k. The values of µkp,α may vary
dramatically even for a maximum-minimum diameter ratio of 4. The corresponding mass
ratio equals 64 with a constant particle density. The mass of a particle class appears until
the power of 2N − 1, which gives for 4 Dirac functions already a ratio of 242. Belt and
Simonin [11] write therefore the systems in (4.121), (4.124), (4.127) and (4.131) in function
of the diameter in the case of a constant particle density ρp, which is the case in this work.
A system on the particle diameter is thus obtained, which is identical for particle number
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and mass to the equations of Marchisio and Fox [82]. Belt and Simonin [11] show the
equivalence of solving the system either on particle mass or on particle diameter. Using
a pre-conditioning of the matrix M and normalization of the equation systems with the
particle diameter of class α allows to invert the matrix in an efficient manner.
Another difficulty in the DQMOM approach is pointed out by Fan et al. [40]. If two
abscissas µp,α are to close to each other, matrixM becomes singular. To avoid problems in
this case, the diameters of the resolved system are forced to be different by a small number,
which is sufficiently large to keep the matrix invertible.
A last point is noted in regard to the invertibility of matrix M . Within this work,
simulations are conducted with an initial monodisperse particulate phase, which is a prob-
lem in DQMOM as the initial abscissas of the chosen Dirac functions can not be equal
to another. In this case, the DQMOM simulations are simply started after three different





In order to evaluate the influence of fluid turbulence on the coalescence rate of inertial
droplets, direct numerical simulations of the three different turbulent fluid flow fields are
computed coupled with five different initially monodisperse droplet phases in a first step.
The flow configuration is a homogeneous isotropic turbulence and the droplet phase is in
an equilibrium state with the fluid turbulence. In the following the initialization of the
fluid-droplet flow fields is detailed and the characteristics of the three different fluid flow
fields and five different initially monodisperse droplet phases are given. The fluid flow field
with the intermediate turbulent Reynolds number is considered as the reference simulation.
Results are given for this fluid flow field only, if it is not necessary to account for the
influence of the turbulence intensity, for the cause presented.
5.1 Initialization of fluid-droplet flow
The initialization of the turbulent fluid-droplet flow field is done in several steps. These steps
are illustrated in fig. 5.1. In the first step, the fluid turbulent flow field is initialized. The
forcing parameters (see section 3.1.2) are chosen such that the target turbulent Reynolds
number is achieved, verifying the demanded properties of the fluid flow. In this work a
high resolution of the small turbulence scales was aimed for. Three different turbulent flow
fields are computed on grids with 803, 1283 and 2563 cells. The goal was to double the
turbulent Reynolds numbers passing from one grid to another, by maintaining a resolution
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Figure 5.1: Sketch of the initialization of the turbulent fluid-droplet flow fields. The contin-
uous line — represents the fluid velocity covariance and the dashed line −−− the droplet
velocity covariance. The dotted line · · · stands for the droplet velocity covariance after
coalescence is started from an equilibrium state. The relation between the Stokes numbers
is St2 > St1.
of κmax ·ηK = 2, which means that the smallest scale of turbulence, the Kolmogorov length
scale ηK , well resolved.
In the second step of the fluid-droplet flow field initialization, relevant statistics are
measured on the flow field, in order to decide whether the flow field has reached already the
state of a homogeneous isotropic turbulence, with properties in the range aimed for. If this
is the case, the droplet phases are added to the flow field. The droplet phase is randomly
distributed in space and initialized either with a droplet velocity equal to 0 (as shown in
fig. 5.1) or a droplet velocity equal to the one of the fluid flow. The droplets may encounter
particle-particle collisions in this phase, but do not coalesce and will find an equilibrium
state with the fluid phase. In a last step on the initialization process, the statistics of the
droplet phase are verified and if an equilibrium state is established, coalescence is activated.
Following this initialization procedure, it is guaranteed that the fluid-droplet flow field is
at an equilibrium state.
The properties of the different flow fields are presented in the next section, first for the
fluid flow field (section 5.1.1) and second for the dispersed phases (section 5.1.2).
5.1.1 Fluid flow fields
All the fluid flow simulations of homogeneous isotropic turbulence performed within this
work are realized in a cubical domain with either 803, 1283 or 2563 grid points for a physical
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Table 5.1: Simulation parameters for Direct Numerical Simulation of the turbulent fluid
flow fields, based on grids with 803, 1283 and 2563 cells.
Quantity Symbol Unit 803 1283 2563
Box length Lb m 0.128 0.128 0.128
Grid points Ngrid 1 803 1283 2563
Min. resolved wave number κ0 1/m 49.1 49.1 49.1
Max. resolved wave number κmax 1/m 1914.4 3092.5 6234.0
Forcing range [2κ0, 6κ0] [2κ0, 6κ0] [2κ0, 6κ0]
Forcing amplitude σF 0.0055 0.02 0.18
Forcing time TF 0.4 0.2 0.04
Fluid density ρf kg/m3 1.17 1.17 1.17
Kinematic viscosity νf m2/s 1.47 · 10−5 1.47 · 10−5 1.47 · 10−5
length of the cube of Lb = 0.128m and with periodical boundary conditions. Table 5.1 shows
the simulation parameters. The fluid is in all cases air, with a fluid density ρf = 1.17 kg/m3
and kinematic viscosity νf = 1.47 · 10−5 m2/s.
The statistics measured for the turbulent fluid flow fields are given in table 5.2. The
turbulent Reynolds numbers based on the integral Lagrangian length scale are 26.4 on
the 803 point grid, 61.2 on the 1283 point grid and 144.3 on the 2563 point grid. Thus,
a doubling of the fluid turbulence Reynolds numbers is achieved, allowing to assess the
influence of the fluid turbulence on the coalescence rate. A high resolution of the small
scales of turbulence is achieved as can be read from the values of κmax · ηK in table 5.2.
The three-dimensional energy spectrum normalized by the Kolmogorov length scale ηK for
the simulation case with turbulent Reynolds number on the Taylor scale of Reλ = 60.5
is given in fig. 5.2. The solid line represents the energy spectrum measured in the DNS
in comparison with experimental results of Comte-Bellot and Corrsin [23] for a Reynolds
number on the Taylor scale Reλ = 60.7. The gradient κ−
5
3 is given by the dashed line,
indicating the inertial range, in which energy is transferred in the so-called energy cascade
and dissipation due to molecular viscosity is negligible. A good agreement can be found for
the measured spectrum in comparison with the experimental results of Comte-Bellot and
Corrsin [23]. Figure 5.3 shows the energy and dissipation spectra for the simulation case
with turbulent Reynolds number on the Taylor scale of Reλ = 60.5. The shifting of the two
spectra indicates the inertial range. The reader may notice, that the smallest dissipative
scales (for very large wave numbers) are well resolved, which is due to the resolution of the
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Table 5.2: Turbulent fluid flow statistics of the three simulation grids 803, 1283 and 2563
computed.
Quantity Symbol Unit 803 1283 2563
Box length Lb m 0.128 0.128 0.128
Reynolds number integr. scale ReL − 26.4 61.2 144.3
Integral longit. length scale Lf/Lb − 0.0980 0.1056 0.0852
Integral transv. length scale Lg/Lb − 0.0511 0.0491 0.0426
Integral scale ratio 0.5Lf/Lg − 0.96 1.07 1.00
Reynolds number Taylor scale Reλ − 18.1 32.9 60.5
Taylor longit. length scale λf/Lb − 0.0941 0.0805 0.0507
Taylor transv. length scale λg/Lb − 0.0674 0.0568 0.0357
Taylor scale ratio 1/
√
2λf/λg − 0.99 1.00 1.00
Kolmogorov length scale ηK/Lb − 0.0081 0.0051 0.0023
Kolmogorov time scale τK s 0.0729 0.0285 0.0061
Kolmogorov velocity scale uη m/s 0.0142 0.0227 0.0492
κmax · ηK − 1.98 2.00 1.86
Lagrangian integ. time scale τ tf/Te − 0.837 0.704 0.643
Eddy turn over time Te s 0.405 0.203 0.056
Eulerian time scale TE/Te − 1.047 0.946 1.036
Ratio Te/TE Te/TE − 1.047 1.055 0.972
Fluid kinetic energy q2f m
2/s2 0.0015 0.0067 0.0567
Energy dissipation f m2/s3 0.0028 0.0181 0.3995
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Figure 5.2: Three-dimensional energy spectrum normalized by the Kolmogorov length scale
ηK for simulation case with Reλ = 60.5 (solid line —). The dashed line − − − repre-
sents the gradient κ−
5
3 . The symbols represent experimental values from Comte-Bellot and
Corrsin [23] for Reλ = 60.7.
turbulent fluid flow field with κmax · ηK = 1.86.
The three-dimensional energy spectrum normalized by the Kolmogorov length scale ηK
for the simulation case with turbulent Reynolds number on the Taylor scale of Reλ = 32.9 is
given in fig. 5.4 and the three-dimensional energy spectrum normalized by the Kolmogorov
length scale ηK for the simulation case with turbulent Reynolds number on the Taylor
scale of Reλ = 18.1 is given in fig. 5.6 respectively. Comparing the three-dimensional
energy spectra for a Reynolds number on the Taylor scale of Reλ = 32.9 in fig. 5.4 and for
Reynolds number on the Taylor scale of Reλ = 18.1 in fig. 5.6 with the energy spectrum
in fig. 5.2 for a Reynolds number on the Taylor scale of Reλ = 60.5, it can be noticed that
all spectra coincide very well with the experimental results for the higher wave numbers.
The inertial range lessens with a decreasing Reynolds number, as clearly seen in fig. 5.2,
fig. 5.4 and fig. 5.6. By comparison of the energy and dissipation spectra in fig. 5.3, fig. 5.5
and fig. 5.7, it is seen that the shift of the energy and dissipation spectra decreases with
decreasing Reynolds number, likewise indicating a more narrow inertial range. As it is seen
in fig. 5.3, also fig. 5.5 and fig. 5.7 show that the smallest dissipative scales are well resolved,
which corresponds to resolutions of κmax · ηK = 1.98 for Reλ = 32.9 and κmax · ηK = 2.00
for Reλ = 18.1.
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Figure 5.3: Energy spectrum κE(κ)
q2f




−−− ) for simulation case with Reλ = 60.5.
Figure 5.4: Three-dimensional energy spectrum normalized by the Kolmogorov length scale
ηK for simulation case with Reλ = 32.9 (solid line —). The dashed line − − − repre-
sents the gradient κ−
5
3 . The symbols represent experimental values from Comte-Bellot and
Corrsin [23] for Reλ = 60.7.
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Figure 5.5: Energy spectrum κE(κ)
q2f




−−− ) for simulation case with Reλ = 32.9.
Figure 5.6: Three-dimensional energy spectrum normalized by the Kolmogorov length scale
ηK for simulation case Reλ = 18.1 (solid line —). The dashed line −−− represents the gra-
dient κ−
5
3 . The symbols represent experimental values from Comte-Bellot and Corrsin [23]
for Reλ = 60.7.
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Figure 5.7: Energy spectrum κE(κ)
q2f




−−− ) for simulation case 803 with Reλ = 18.1.
The Eulerian auto-correlation functions in longitudinal  and transversal 4 direction
of the fluid velocity are introduced in chapter 3. The shape of the the auto-correlation
functions tends to an exponential form with an increasing turbulent Reynolds number.
The exponential form of the longitudinal auto-correlation function f (r) is given as [56]






With the relation of von Karman and Howarth [131], the auto-correlation function in
transversal direction g (r) in homogeneous isotropic turbulence can be obtained as






In low-Reynolds number flows, the exponential shape of the auto-correlation function is not
entirely adapted. Most remarkably, the exponential shape of the auto-correlation function
does not respect the zero gradient for r → 0. Lavie´ville [73] proposes a model based on the
auto-correlation function introduced by Sawford [112]. The longitudinal auto-correlation
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Figure 5.8: Eulerian auto-correlation functions in longitudinal  and transversal 4 direc-
tion of the fluid velocity measured in simulation case with Reλ = 60.5. The dashed line
− − − corresponds to the exponential form of the auto-correlation function and the solid
line — to the model for the auto-correlation function proposed by Lavie´ville [73] based on
the work of Sawford [112].










2λg − Lf . (5.3)
This form of the auto-correlation function is based on the Taylor micro-scales, which de-




















Figure 5.8 compares the Eulerian auto-correlation functions in longitudinal  and
transversal 4 direction of the fluid velocity measured in simulations with Reλ = 60.5
with the predictions of the exponential model in (5.1) and the model based on the Taylor
micro-scales in (5.3). Figure 5.8 shows that the form based on the Taylor micro-scales
represents the auto-correlation functions f (r) and g (r) better than the exponential model.
Figure 5.9 and fig. 5.10 show the Eulerian auto-correlation functions in longitudinal 
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Figure 5.9: Eulerian auto-correlation functions in longitudinal  and transversal 4 direc-
tion of the fluid velocity measured in simulation case with Reλ = 32.9. The dashed line
− − − corresponds to the exponential form of the auto-correlation function and the solid
line — to the model for the auto-correlation function proposed by Lavie´ville [73] based on
the work of Sawford [112].
Figure 5.10: Eulerian auto-correlation functions in longitudinal  and transversal 4 direc-
tion of the fluid velocity measured in simulation case with Reλ = 18.1. The dashed line
− − − corresponds to the exponential form of the auto-correlation function and the solid
line — to the model for the auto-correlation function proposed by Lavie´ville [73] based on
the work of Sawford [112].
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Table 5.3: Properties of initially monodisperse fluid-droplet flow fields. Fluid turbulence
field Reλ = 60.5.
Symbol Case 1 Case 2 Case 3 Case 4 Case 5
Np 100000 100000 100000 100000 100000
αp 8.311 10−5 8.311 10−5 8.311 10−5 8.311 10−5 8.311 10−5
dp,ini 1.493 10−4 1.493 10−4 1.493 10−4 1.493 10−4 1.493 10−4
ρp 68 272 680 1360 2040
q2p/q
2
f 1.010 0.770 0.560 0.380 0.298
0.5 qfp/q2p 1.00 1.00 1.00 1.01 1.00
q2f@p/q
2
f 1.05 0.98 1.00 0.98 0.99
τFfp 4.465 10
−3 1.659 10−2 3.956 10−2 7.730 10−2 1.146 10−1
Rep 0.55 1.37 2.03 2.40 2.59
τ tf@p 5.200 10








0.73 2.72 6.49 12.67 18.79
and transversal 4 direction of the fluid velocity measured in simulation with Reλ = 32.9,
Reλ = 18.1 respectively. The model based on the Taylor micro-scales in (5.3) performs
better in both cases than the exponential model in (5.1). However, the best fit is found for
the highest Reynolds number in the simulations on the 2563 point grid.
5.1.2 Initially monodisperse fluid-droplet flow fields before coalescence
After the fluid flow reached the state of a homogeneous isotropic turbulence, the droplet
phase is added to the system. In the the third step of the fluid-droplet flow field initial-
ization, the droplets may collide, but do not coalesce. Five different droplet classes are
defined, such that the Stokes number St =
τFfp
τ tf@p
for each droplet case is the same in the
three above introduced flow fields. The droplet fields are parameterized by changing the
droplet density ρp only. Thus, it is possible to keep parameters such as the droplet number
Np, initial droplet diameter dp,ini, droplet volume fraction αp constant and at the same
time vary the Stokes number St constant. Tables 5.3 to 5.5 show the statistics of the all
the initially monodisperse droplet phases realized.
Tables 5.3 to 5.5 show, in particular, how the droplet inertia, expressed by means of the
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Table 5.4: Properties of initially monodisperse fluid-droplet flow fields. Fluid turbulence
field Reλ = 32.9.
Symbol Case 1 Case 2 Case 3 Case 4 Case 5
Np 100000 100000 100000 100000 100000
αp 8.311 10−5 8.311 10−5 8.311 10−5 8.311 10−5 8.311 10−5
dp,ini 1.493 10−4 1.493 10−4 1.493 10−4 1.493 10−4 1.493 10−4
ρp 226.3 905 2263 4526 6790
q2p/q
2
f 1.006 0.764 0.535 0.402 0.310
0.5 qfp/q2p 1.00 1.00 1.01 1.01 1.02
q2f@p/q
2
f 1.036 0.961 0.962 1.054 1.065
τFfp 1.563 10
−2 6.022 10−2 1.469 10−1 2.889 10−1 4.305 10−1
Rep 0.168 0.438 0.657 0.825 0.892
τ tf@p 1.639 10








0.55 2.11 5.15 10.13 15.09
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Table 5.5: Properties of initially monodisperse fluid-droplet flow fields. Fluid turbulence
field Reλ = 18.1.
Symbol Case 1 Case 2 Case 3 Case 4 Case 5
Np 100000 100000 100000 100000 100000
αp 8.311 10−5 8.311 10−5 8.311 10−5 8.311 10−5 8.311 10−5
dp,ini 1.493 10−4 1.493 10−4 1.493 10−4 1.493 10−4 1.493 10−4
ρp 500 2000 5000 10000 15000
q2p/q
2
f 0.999 0.757 0.529 0.361 0.277
0.5 qfp/q2p 1.00 1.00 1.00 1.01 1.02
q2f@p/q
2
f 1.031 0.960 0.965 0.980 0.987
τFfp 3.506 10
−2 1.369 10−1 3.370 10−1 6.681 10−1 9.984 10−1
Rep 0.086 0.223 0.331 0.380 0.427
τ tf@p 3.738 10








0.48 1.88 4.62 9.17 13.70
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plotted over the inverse of the Stokes number on a logarithmic
abscissa. High-inertia droplets are found on the left and low-inertia droplets on the right
side of the figure. The symbols stand for the three different fluid flows ( for Reλ = 18.1,
N for Reλ = 32.9, © for Reλ = 60.5). The solid line — represents the relation based on
the exponential auto-correlation function in (5.5). The dashed line − − − represents the
relation based on the form for the auto-correlation function proposed by Sawford [112] and
the work of Deutsch [28] and given in (5.11).
Stokes number St, is controlled by the dispersed phase density ρp. An increasing dispersed
phase density ρp leads to a higher St. It is seen, that the Stokes numbers are in good
accordance for the five different droplet flow cases over the three different fluid flow fields
with its respective value. Case 4 and Case 5 on the 803 fluid flow only in tab. 5.5, show
a slightly higher deviation from the corresponding values on the 1283 and 2563 fluid flows.
The ratio qfp
2q2p
in tables 5.3 to 5.5 is based on the theory of Tchen and Hinze [129] [56]
and indicates an equilibrium between the fluid and droplet phase. Deutsch [28] derives the
following relations for the droplet- and fluid-droplet covariances in the case of a homoge-
neous isotropic turbulence, based on the analysis of Tchen and Hinze, by making use of the
exponential form for the auto-correlation function of the fluid ”seen” by the droplet, which
can be written in terms of energy as
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The relation in (5.5) is plotted in fig. 5.11 (solid line —). The symbols in fig. 5.11 stand
for the three different fluid flows ( for Reλ = 18.1, N for Reλ = 32.9, © for Reλ = 60.5).
The inverse of the Stokes number is plotted on the logarithmic abscissa, thus high-inertia
droplets are found on the left and low-inertia droplets on the right side of the fig. 5.11.
The deviations in the Stokes numbers in Case 4 and Case 5 on the 803 fluid flow are also
represented in fig. 5.11. Nevertheless, the values seem to be reasonable. It is clearly seen
that the measured values do not coincide with the predictions of the relation of Tchen and
Hinze (solid line —) for smaller droplet inertia. This is explained by the exponential form of
the auto-correlation function, used for the relation in (5.5). The deviation is due to coarse
sensitivity of the exponential form of the auto-correlation function to the scales low-inertia
droplets are controlled by. Sawford [112] introduces an auto-correlation function, which















where τ∞f corresponds to the integral Lagrangian time scale of the fluid. With a Lagrangian


















with a0 = 0.13 Re0.64λ . (5.8)

















Using a similar approach as Sawford [112], Boivin [17] defines a relation for the energies,
making use of the work of Deutsch [28], as
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Figure 5.12: (Left) Droplet velocities for Case 1. (Right) Droplet velocities for Case 2. The
symbols represent the droplet velocities in x-direction (Case 1 , Case 2 4), y-direction
(Case 1 , Case 2 N) and z-direction (Case 1 , Case 2 N) measured in DNS/DPS. The
solid lines — are Gaussian distributions with mean µ = 0 and variance σ = 0.055 for Case
1 and mean µ = 0 and variance σ = 0.06 for Case 2.









The relation in (5.11) is plotted in fig. 5.11 (dashed line −−−). It is clearly seen that this
form for the auto-correlation function interprets the measured values better, for low droplet
inertia, than the relation based on the exponential form of the auto-correlation function
(solid line —).
Droplet velocity distribution
The droplet velocity distribution takes a Gaussian shape, if the droplets are in the state of
local equilibrium, for droplets suspended in homogeneous isotropic turbulence. The more
inertial the droplets are, the lower is the variance of the velocity distribution. Figures 5.12
to fig. 5.14 show the velocity distribution of the five different droplet classes suspended in
homogeneous isotropic turbulence (flow field with Reλ = 32.9). It is verified in fig. 5.12 to
fig. 5.14 that this is the case. The same can be shown for the fluid-droplet simulations with
Reλ = 18.1 and Reλ = 60.5, but the figures are spared here.
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Figure 5.13: (Left) Droplet velocities for Case 3. (Right) Droplet velocities for Case 4. The
symbols represent the droplet velocities in x-direction (Case 3 ∇, Case 4 ♦), y-direction
(Case 3 H, Case 4 ) and z-direction (Case 3 H, Case 4 ) measured in DNS/DPS. The
solid lines — are Gaussian distributions with mean µ = 0 and variance σ = 0.048 for Case
3 and mean µ = 0 and variance σ = 0.042 for Case 4.
Figure 5.14: Droplet velocities for Case 5. The symbols represent the droplet velocities
in x-direction (Case 5 ©), y-direction (Case 5 •) and z-direction (Case 5 •) measured in
DNS/DPS. The solid lines — are Gaussian distributions with mean µ = 0 and variance
σ = 0.037 for Case 5.
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Figure 5.15: Norm of the droplet relative velocity at collision |wpq| measured in fluid flow
with Reλ = 32.9, for droplet Case 1 with St = 0.11 (left) represented by  and collision
angle θ (right). The dashed line −−− represents the distribution given in (3.53) based on
the kinetic theory of rarefied gases. The solid line — represents the model given in (5.12)
(left). (Right) The solid line — represents the distribution given in (3.52) based on the
kinetic theory of rarefied gases.
Relative velocity at collision and collision angle
The norm of the droplet relative velocity at collision |wpq| and the collision angle θ are used
in section 3.4.4 for the validation of the collision angle in dry granular flows and section 3.4.4
for the validation of models in bi-dispersed granular flows. In turbulent two-phase flows
the fluid turbulence influences the dispersed phase and by plotting these properties, the
norm of the droplet relative velocity at collision |wpq| and the collision angle θ, in turbulent
two-phase flows, a measure for the influence of the fluid turbulence on the dispersed phase
and on the droplet collisions is obtained.
Figure 5.15 (right) shows that the collision angle distribution given in (3.52) (solid line
—) is not well represented for the smallest droplet Stokes number investigated within this
work of St = 0.11. Already for a Stokes number St = 0.42 the collision angle distribution is
well represented, as seen in fig. 5.16. Especially, lower collision angles are underestimated
by the model in (3.52), based on the the kinetic theory of rarefied gases. These lower
collision angles stand for grazing collisions. Figure 5.15 (left) exhibits very low relative
velocities () of the droplets at the moment of collision. Combining these two measures,
it can be concluded that the influence of the fluid turbulence on these low-inertia droplets
(St = 0.11) is rather strong, such that the velocities of colliding droplets are similar in
magnitude and direction. A similar velocity magnitude of the colliding droplets explains
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Figure 5.16: Norm of the droplet relative velocity at collision |wpq| measured in fluid flow
with Reλ = 32.9, for droplet Case 2 with St = 0.42 (left) represented by  and collision
angle θ (right). The dashed line −−− represents the distribution given in (3.53) based on
the kinetic theory of rarefied gases. The solid line — represents the model given in (5.12)
(left). (Right) The solid line — represents the distribution given in (3.52) based on the
kinetic theory of rarefied gases.
Figure 5.17: Norm of the droplet relative velocity at collision |wpq| measured in fluid flow
with Reλ = 32.9, for droplet Case 3 with St = 1.03 (left) represented by  and collision
angle θ (right). The dashed line −−− represents the distribution given in (3.53) based on
the kinetic theory of rarefied gases. The solid line — represents the model given in (5.12)
(left). (Right) The solid line — represents the distribution given in (3.52) based on the
kinetic theory of rarefied gases.
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Figure 5.18: Norm of the droplet relative velocity at collision |wpq| measured in fluid flow
with Reλ = 32.9, for droplet Case 4 with St = 1.83 (left) represented by  and collision
angle θ (right). The dashed line −−− represents the distribution given in (3.53) based on
the kinetic theory of rarefied gases. The solid line — represents the model given in (5.12)
(left). (Right) The solid line — represents the distribution given in (3.52) based on the
kinetic theory of rarefied gases.
Figure 5.19: Norm of the droplet relative velocity at collision |wpq| measured in fluid flow
with Reλ = 32.9, for droplet Case 5 with St = 2.72 (left) represented by  and collision
angle θ (right). The dashed line −−− represents the distribution given in (3.53) based on
the kinetic theory of rarefied gases. The solid line — represents the model given in (5.12)
(left). (Right) The solid line — represents the distribution given in (3.52) based on the
kinetic theory of rarefied gases.
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the low relative velocities at collision and a similar direction leads to a higher number of
grazing collision compared to the case of molecular chaos. Figure 5.15 (left) shows besides
the measures in DNS/DPS () also two lines. The dashed line − − − corresponds to the
distribution given in (3.53), based on the kinetic theory of rarefied gases. In order to account
for the correlation of the droplet velocities by the fluid turbulence, the droplet agitation
in (3.53) can be written, similar to the mean relative velocity in the collision source terms
(see (4.141)), as


























The distribution that corresponds to (5.12) is shown in fig. 5.15 (left) by the solid line
—. The measured values (symbol ) do not really coincide with the distribution given in
(5.12), but this model still performs much better than the model for the relative velocity
based on the kinetic theory of rarefied gases not accounting for correlations (dashed line
−−−).
Comparing fig. 5.15 to fig. 5.19 for the respective droplet inertia, it can be seen that
collision angle θ is well represented by the model from (3.52), with exception of the case of
St = 0.11. The norm of the droplet relative velocity at collision is always better interpreted
by the model from (5.12), accounting for the correlation of the droplet velocities by the
fluid turbulence. It is seen in fig. 5.15 to fig. 5.19 that the two models (dashed line −−−
for the model based on the molecular-chaos assumption and solid line — for the model
accounting for the correlation of droplet velocities) approach each other with increasing
droplet inertia, which is logical, since the correlation coefficient tends to 0 for increasing
droplet inertia (increasing Stokes number) in the model accounting for the correlation of
droplet velocities and thus (3.53) and (5.12) are identical.
Figure 5.20 shows the influence of fluid turbulence on the collision angle for the least
inertial droplets investigated at St ≈ 0.1. Figure 5.20 (top left) exhibits the collision angle
θ measured in the fluid flow with Reλ = 18.1. It is seen that grazing collisions (for low
values of collision angle) are overestimated in comparison to predictions based on the kinetic
theory of rarefied gases. The same behavior is shown in fig. 5.20 (top right) for the fluid
flow with Reλ = 32.9, but to a lesser extent. For the fluid flow with the highest degree of
turbulence with Reλ = 60.5, the overestimation of grazing collisions almost vanishes. As the
droplet Stokes number is comparable for the three investigated fluid turbulence fields, this
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Figure 5.20: The solid line — represents the collision angle distribution given in (3.52)
based on the kinetic theory of rarefied gases. Droplet Case 1 with St = 0.11 represented
by  with fluid flow with Reλ = 18.1 (top left), Reλ = 32.9 (top right) and Reλ = 60.5
(bottom).
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Table 5.6: Properties of initially log-normal distributed droplet phase in fluid turbulence
field Reλ = 32.9.
Symbol Case LN-1 Case LN-2 Case LN-3
Np 100000 100000 100000
αp 4.388 10−4 4.388 10−4 4.388 10−4
dp,mean,ini 2.600 10−4 2.600 10−4 2.600 10−4
σ 0.12 0.12 0.12
ρp 226.3 905.3 2263.3
q2p/q
2
f 0.890 0.529 0.314
0.5 qfp/q2p 1.00 1.01 1.01
q2f@p/q
2
f 1.057 1.044 1.069
τp 4.282 10−2 1.625 10−1 3.968 10−1
Rep 0.670 1.250 1.551
τ tf@p 1.922 10








behavior is due to the influence of fluid turbulence. The higher the Reynolds number the
smaller are the characteristic length and time scales that control the droplet behavior and
consequently the absolute degree of correlation of the droplet velocities decreases, showing
a collision angle distribution closer to the theoretic predictions.
5.1.3 Log-normal distributed droplet phase
In order to evaluate the influence of the droplet initial distribution on the coalescence
rate, simulations are conducted with an initially log-normal distributed droplet phases.
An overview of the properties is given in table 5.6. Three different droplet densities are
used in order to achieve three droplet phases with different droplet inertia. Another strong
interest of simulations with initially log-normal distributed droplets is the comparison to the
DQMOM approach, as it allows to discretize the diameter distribution using the Gauss-
Quadrature approximation. A comparison to a continuous distribution is thus possible,
while using an initially monodisperse droplet phase the Dirac functions in DQMOM are
compared to a Dirac distribution from DNS/DPS.
Figure 5.21 shows the log-normal distribution used. The symbols represent the measured
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Figure 5.21: Initial mutual log-normal droplet diameter distribution for all three cases
LN − 1, LN − 2 and LN − 3 given in table 5.6. The solid line — represents the log-normal
distribution with d10 = 2.6 10−4 and σ = 0.12.
Figure 5.22: Droplet kinetic energy q2p for all three cases LN−1 , LN−24 and LN−3©
given in table 5.6. The solid line represents the initial log-normal distribution from fig. 5.21.
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diameter distribution function and the solid line — represents the log-normal distribution
with d10 = 2.6 10−4 and σ = 0.12. It is shown in section 3.4.4 that droplets with different
masses exhibit different values for the droplet kinetic energy in the equilibrium state. Fig-
ure 5.22 shows the distribution of droplet kinetic energy over the droplet diameter for all
three cases from table 5.6. Cases LN −1 , LN −2 4 and LN −3© all show a decreasing
droplet kinetic energy with increasing droplet diameter. The symbols are to be read on
the right axis of fig. 5.22. The statistics of the droplet kinetic energy are not very clean
on the left and right extremity of the log-normal droplet diameter distribution as seen in
fig. 5.22. It will be seen in chapter 6 that this situation creates some difficulties in some of
the simulations performed comparing DQMOM to DNS/DPS. The solid line — in fig. 5.22
represents the initial log-normal distribution from fig. 5.21.
5.2 Results from DNS/DPS
Once the fluid-droplet flow reached a local equilibrium after initialization, as shown in
fig. 5.1, coalescence is activated and all droplet collisions lead, in a first step, to permanent
coalescence. From this point on, it is not possible anymore to average over time, since the
droplet phase keeps constantly changing its properties. The results shown in the following
are mean values over all droplets in function of time or instantaneous distributions, like
the droplet diameter distribution at a given time. In the simulations performed within
this work, the influence of the fluid turbulence and the influence of the droplet inertia are
assessed. In order to investigate the influence of the fluid turbulence, time is normalized
by the Eulerian integral time scale of the fluid, whereas time is normalized by the initial
droplet response time in order to account for the influence of the droplet inertia.
5.2.1 Initially mono-disperse distributed droplet phase
Droplet number
The first and most evident quantity, which changes accounting for coalescence of collid-
ing droplets, is the number of droplets in the flow. The maximal droplet number Np,ini
is given at the start of the coalescence phase in the simulations performed here and no
continuous injection of additional droplets exists. Droplet break-up is neither considered.
Figure 5.23 (top) shows the number of droplets normalized by initial droplet number Np,ini
over time normalized by the integral Eulerian time scale of the fluid for the fluid flow with
Reλ = 18.1. Figure 5.23 (bottom) shows the number of droplets normalized by initial
droplet number Np,ini over time normalized by the droplet response time τp of the corre-
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sponding droplet class. Figures 5.24 and 5.25 show the same statistics as fig. 5.23, but
for fluid flow fields with Reλ = 32.9 (fig. 5.24) and with Reλ = 60.5 (fig. 5.25) respectively.
Basically two mechanisms can be identified in gas-solid flows, which are contributing to
the collision rates of inertial droplets [141]. First, the correlation or de-correlation of the
droplet relative velocity of neighboring droplets due to the fluid turbulence, and second,
an accumulation of droplets in regions of low vorticity as a consequence of the centrifugal
force. This accumulation effect is also referred to as preferential concentration and can lead
to an increase of the collision frequency in homogenous turbulence [106], [133]. For both
low-inertia droplets and high-inertia droplets two distinct solutions are well known. The
solution of Saffman and Turner [110] for zero-inertia droplets with finite volume and the
works of Abrahamson [1] for high-inertia droplets, which is based on the kinetic theory of
rarefied gases. If the droplet response time τp is smaller than the Kolmogorov time scale τK ,
and consequently the Stokes number based on the Kolmogorov time scale StK is smaller
than 1, the solution of Saffman and Turner [110] is applicable and the collision frequency is
small in gas-solid flows. Accounting for coalescence, a low coalescence rate should therefore
be expected if the droplet Stokes number on the Kolmogorov time scale is smaller than 1,
with an initially monodisperse diameter distribution of the dispersed phase.
The initial monodisperse droplet class with the lowest droplet inertia is denoted by 
for all fluid flows in fig. 5.23 to 5.25. The droplet Stokes number on the Lagrangian time
scale is St = 0.11, while the droplet Stokes number on the Kolmogorov time scale is equal
to StK = 0.55 for the fluid turbulence with Reλ = 32.9. These droplets are thus strongly
following the fluid flow and are entrained by the small vortical structures of fluid turbulence,
which are responsible for the dissipation of fluid energy. Figures 5.23 to 5.25 show clearly
that these low-inertia droplets exhibit the lowest coalescence rate of all computed droplet
classes. With a droplet Stokes numbers based on the Kolmogorov time scale smaller than
1, this first class of droplets lies in the regime of Saffman and Turner [110]. Figures 5.24
to 5.25 (bottom) show the normalized number of droplets over time, which is normalized
by the corresponding droplet response time. It is seen that a given reduction in droplet
number is achieved the faster, in terms of time/τp, the higher the droplet inertia is. The
limiting case for the highest droplet inertia corresponds to the molecular-chaos assumption
and thus to a complete de-correlation of the droplet velocities before collision.
A major difficulty lies in a correct prediction of collision terms in the intermediate
Stokes regime. The DNS/DPS simulations performed here constitute a reference for a pure
coalescing regime. Figures 5.23 (top) to fig. 5.25 (top) demonstrate that the droplet class
with the highest inertia, denoted by ©, does not show the most important coalescence
rate over time/TE , where time is normalized in fig. 5.23 (top) to fig. 5.25 (top) with the
5.2. RESULTS FROM DNS/DPS 129
Figure 5.23: (Top) Fluid flow field Reλ = 18.1. Number of droplets normalized by initial
droplet number Np,ini over time normalized by the integral Eulerian time scale of the fluid
(top) and time normalized by the droplet response time of the corresponding droplet class
(bottom). The symbols stand for the following initial droplet Stokes numbers: St = 0.11 ,
St = 0.44 4, St = 1.09 ∇, St = 2.15 ♦, St = 3.22 ©.
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Figure 5.24: (Top) Fluid flow field Reλ = 32.9. Number of droplets normalized by initial
droplet number Np,ini over time normalized by the integral Eulerian time scale of the fluid
(top) and time normalized by the droplet response time of the corresponding droplet class
(bottom). The symbols stand for the following initial droplet Stokes numbers: St = 0.11 ,
St = 0.42 4, St = 1.03 ∇, St = 1.83 ♦, St = 2.72 ©.
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Figure 5.25: (Top) Fluid flow field Reλ = 60.5. Number of droplets normalized by initial
droplet number Np,ini over time normalized by the integral Eulerian time scale of the fluid
(top) and time normalized by the droplet response time of the corresponding droplet class
(bottom). The symbols stand for the following initial droplet Stokes numbers: St = 0.12 ,
St = 0.46 4, St = 1.10 ∇, St = 1.78 ♦, St = 2.63 ©.
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f@p at collision in non-coalescing
regime over droplet Stokes number on the integral Lagrangian time scale (top) and over
droplet Stokes number on Kolmogorov time scale (bottom) for, fluid flow with Reλ = 18.1
(clear symbols) , Reλ = 32.9 (black symbols) and Reλ = 60.5 (grey symbols).
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collision in non-coalescing regime over droplet Stokes number on the integral Lagrangian
time scale (top) and over droplet Stokes number on Kolmogorov time scale (bottom) for,
fluid flow with Reλ = 18.1 , Reλ = 32.9 4 and Reλ = 60.5 ♦.
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integral Eulerian time scale of the fluid TE . The most important statistical quantity, for
the modeling of the coalescence rate, is the droplet relative velocity at the moment of
collision, for an approach based on the kinetic theory of rarefied gases. Figure 5.26 shows
the mean of the norm of relative velocity 〈|wpq|〉 at the moment of collision over the droplet
Stokes number based on the integral Lagrangian time scale in the top of fig. 5.26, and
based on the Kolmogorov time scale in the bottom of fig. 5.26. Whereas fig. 5.27 shows the
average norm of relative velocity normalized by 2q2p, 〈|wpq|〉 /2q2p over the droplet Stokes
number based on the integral Lagrangian time scale (top) and the droplet Stokes number
based on the Kolmogorov time scale (bottom). These values are measured in a pure collision
regime, after a local equilibrium state is reached and where coalescence is not accounted for.
While fig. 5.27 exhibits a maximum for the highest droplet Stokes numbers and indicates a
asymptotic behavior for the largest Stokes numbers, fig. 5.26 shows, for all three turbulent
flow fields, on the top that a maximum value for the norm of the relative velocity is obtained
for a droplet Stokes number based on the integral Lagrangian time scale of about St = 1.
Figure 5.26 (top) shows a maximum in the relative velocity at the moment of collision for
the droplet class denoted by ∇. As mentioned before, these values are measured in a pure
collision regime without coalescence, but just before coalescence is started. Figure 5.23
(top) and fig. 5.25 (top) show that the highest coalescence rate is obtained for these droplet
classes, which possess the highest relative velocity at the moment of collision, just before
coalescence is started. Figure 5.26 (black symbols) shows a maximum for the relative
velocity at the moment of collision for the droplet class denoted by ♦, but not the most
important coalescence rate as seen in fig. 5.24 (top). This indicates that the relative velocity
at the moment of collision is not the only determining parameter for the coalescence rate
of droplets with an intermediate Stokes number. This is in coherence with findings from
gas-solid flows [141], where preferential concentration plays an important role. Fessler et
al. [44], Fe´vrier [47] or Wang and Squires [134] show that a maximum of accumulation of
droplets is reached in homogeneous isotropic turbulence of gas-solid flows for droplet Stokes
numbers based on the integral Lagrangian time scale in the order of [0.1, 1.0].
Several authors [47], [124] attribute the effects of preferential concentration to large
structures, which create centrifugal forces on the droplets, leading to zones of droplet accu-
mulation. Fede [41] reproduces findings of Fe´vrier [47], in which the intensity of accumula-
tions diminishes with an increasing turbulent Reynolds number, which is explained by an
increasing number of small structures disturbing the effects of accumulation. It should be
mentioned here, that a second interpretation of droplet accumulation exists, which refers
the droplet concentration to a regime in which the droplet response time is of the same
order as the Kolmogorov time scale (see works of Wang and Maxey [132], Wang et al. [133])
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and thus controlled by the dissipative scales of turbulence.
The droplet classes exhibiting the highest coalescence rates (see fig. 5.23 (top) to fig. 5.25
(top)) possess initial droplet Stokes numbers based on the integral Lagrangian time scale
in the range in the order of [0.1, 1.0] for which accumulation reaches a maximum, as shown
by Fede [41]. This might indicate that, besides the droplet relative velocity at the moment
of collision, the accumulation effect has an augmenting influence on the coalescence rate for
droplets in this regime.
Figures 5.23 to fig. 5.25 compare different droplet Stokes numbers for the same turbulent
Reynolds number. For the coalescence rates shown in fig. 5.28 to fig. 5.30 the droplet Stokes
number is kept constant and the turbulent Reynolds number is altered. These results are
shown for droplet inertia from Case 1 , Case 3 ∇ and Case 5 © only. The empty
symbols ,∇,© stand for the for fluid flows with Reλ = 18.1, the black symbols ,H, •
stand for the for fluid flows with Reλ = 32.9 and the gray symbols ,H, • stand for the
for fluid flows with Reλ = 60.5. Figures 5.28 to fig. 5.30 show that the coalescence rate
increases with an increasing turbulent Reynolds number. Here, it is not of importance,
whether the time is normalized by the Eulerian integral time scales of the fluid as seen in
fig. 5.28 (top) or by the droplet response time as given in fig. 5.28 (bottom), the coalescence
rate increases for the lowest droplet Stokes number investigated with an increasing Reynolds
number. Figure 5.26 shows the relative velocity of droplets at the moment of collision as
discussed above. The lowest turbulent Reynolds number investigated Reλ = 18.1 is given
in fig 5.26 (top) and the highest turbulent Reynolds number investigated Reλ = 60.5 is
given in fig 5.26 (bottom). Comparing these to figures, an increase in magnitude of relative
velocity can be read on the ordinates from Reλ = 18.1 in fig 5.26 (top) to Reλ = 60.5 in
fig 5.26 (bottom). As a consequence, a higher coalescence rate is to be expected for a higher
turbulent Reynolds number with the same time interval for the lowest-inertia droplets.
The degree of correlation of the droplet velocities by the fluid turbulence is expressed
in terms of the droplet Stokes number. Throughout fig. 5.28 to fig. 5.30 the degree of
correlation is therefore similar for the different investigated turbulent Reynolds numbers
and can be regarded as a constant parameter, evaluating the coalescence rate. For Case
1 in fig. 5.28 the droplet inertia is very low, and with a droplet Stokes number based on
the Kolmogorov time scale smaller than 1, this class of droplets is partially controlled by
the dissipative scales of fluid turbulence, as explained above. Figure 5.29 and fig. 5.30,
for droplet Case 3 and Case 5 respectively, show an important difference in comparison
with droplet Case 1 for the lowest-inertia droplets in fig. 5.28. The coalescence rate does
not increase with the turbulent Reynolds number for droplet Stokes numbers based on the
integral Lagrangian time scales of the order or larger than 1, but it decreases. The degree
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Figure 5.28: Number of droplets normalized by initial droplet number Np,ini over time
normalized by the integral Eulerian time scale of the fluid (top) and over time normalized
by the droplet response time of the corresponding droplet class (bottom). The symbols
stand for droplet Case 1 for all three turbulent flow fields Reλ = 18.1 , Reλ = 32.9 
and Reλ = 60.5 .
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Figure 5.29: Number of droplets normalized by initial droplet number Np,ini over time
normalized by the integral Eulerian time scale of the fluid (top) and over time normalized
by the droplet response time of the corresponding droplet class (bottom). The symbols
stand for droplet Case 3 for all three turbulent flow fields Reλ = 18.1 ∇, Reλ = 32.9 H
and Reλ = 60.5 H.
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Figure 5.30: Number of droplets normalized by initial droplet number Np,ini over time
normalized by the integral Eulerian time scale of the fluid (top) and over time normalized
by the droplet response time of the corresponding droplet class (bottom). The symbols
stand for droplet Case 5 for all three turbulent flow fields Reλ = 18.1 ©, Reλ = 32.9 •
and Reλ = 60.5 •.
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of correlation of the droplet velocities by the fluid turbulence is the same for all three
turbulent flow fields investigated. As explained above these droplets with droplet Stokes
numbers based on the integral Lagrangian time scales of the order or larger than 1 do not
fall into the regime of Saffman and Turner [110] and are thus not entirely controlled by the
fluid turbulence. Two mechanisms contributing to the collision rate in gas-solid flows were
identified [133], [135], [67]. The turbulent transport effect, based on the relative velocity of
neighboring droplets and the accumulation effect, as already mentioned above. As fig. 5.26
shows an increase in the relative velocity of droplets with an increasing turbulent Reynolds
number, but the DNS/DPS simulations performed here exhibit a decrease of the coalescence
rate with increasing turbulent Reynolds number, this decrease in coalescence rate cannot be
explained by the turbulent transport effect for droplet Stokes number of the order or larger
than 1. The accumulation effect, however, can explain the measured behavior. Fede [41]
shows that the degree of accumulation decreases with an increasing turbulent Reynolds
number. This behavior is already discussed above. The degree of correlation of the droplet
velocities is the same for the three investigated flow fields, and with a decreasing degree
of accumulation for an increasing turbulent Reynolds number, the coalescence rate has to
decrease, since a higher accumulation increases locally the droplet volume fraction, which
has as a consequence an increase in collision frequency in gas-solid flow or coalescence rate.
Mean diameter and diameter distributions
Coalescence leads to the creation of larger droplets. Even an initially monodisperse droplet
diameter distribution becomes very fast poly-disperse in diameter. If, as it is done in
this work, droplet break-up is neglected and each collision leads to permanent coalescence,
the droplet size distribution becomes wider continuously. If droplet break-up is accounted
for, an even wider range of droplet diameters exists. These droplets with very different
diameters (and thus different mass) exhibit a strongly inhomogeneous inertial behavior, as
it is shown above for coalescence rates of droplet classes with different droplet inertia. The
dispersion of droplets is therefore strongly influenced by the diameter distributions. The
size of droplets is equally of great importance, if droplet evaporation is accounted for, since
larger droplets take more time to evaporate than smaller ones.
In fig. 5.31 to fig. 5.33 (top) the Sauter mean diameter d32 normalized by initial Sauter
diameter d32,ini over time normalized by the integral Eulerian time scale of the fluid is
shown, and in fig. 5.31 to fig. 5.33 (bottom) the Sauter mean diameter d32 normalized by
initial Sauter diameter d32,ini over time normalized by the droplet response time of the
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Figure 5.31: Fluid flow field Reλ = 18.1. Sauter mean diameter d32 normalized by initial
Sauter mean diameter d32,ini over time normalized by the integral Eulerian time scale of
the fluid (top) and over time normalized by the droplet response time of the corresponding
droplet class (bottom). The symbols stand for the following initial droplet Stokes numbers:
St = 0.11 , St = 0.44 4, St = 1.09 ∇, St = 2.15 ♦, St = 3.22 ©.
5.2. RESULTS FROM DNS/DPS 141
Figure 5.32: Fluid flow field Reλ = 32.9. Sauter mean diameter d32 normalized by initial
Sauter mean diameter d32,ini over time normalized by the integral Eulerian time scale of
the fluid (top) and over time normalized by the droplet response time of the corresponding
droplet class (bottom). The symbols stand for the following initial droplet Stokes numbers:
St = 0.11 , St = 0.42 4, St = 1.03 ∇, St = 1.83 ♦, St = 2.72 ©.
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Figure 5.33: Fluid flow field Reλ = 60.5. Sauter mean diameter d32 normalized by initial
Sauter mean diameter d32,ini over time normalized by the integral Eulerian time scale of
the fluid (top) and over time normalized by the droplet response time of the corresponding
droplet class (bottom). The symbols stand for the following initial droplet Stokes numbers:
St = 0.12 , St = 0.46 4, St = 1.10 ∇, St = 1.78 ♦, St = 2.63 ©.
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Figure 5.34: Fluid flow field with Reλ = 32.9. Instantaneous diameter distribution for
droplet Case 1 with St = 0.11 at times tTE = 0 ,
t
TE
= 10  and tTE = 20 .







Figures 5.31 to fig. 5.33 for the Sauter mean diameter over time show the inverse behavior of
fig. 5.23 to fig. 5.25 for the droplet number over time. The higher the coalescence rate, the
higher the resulting mean diameter of the droplet mixture, since more coalescence leads,
in a pure coalescing regime, to larger droplets. The argumentation for the influence of
the droplet inertia on the coalescence rate holds also for the Sauter mean diameter, as
coalescence rate and mean diameter are directly linked.
Besides the mean diameter, also the diameter distribution is of great interest, especially
because droplets of different diameter (and thus different mass) exhibit very different inertial
behavior, as it is shown above. Figures 5.34 to fig. 5.36 show the diameter distribution
of initially monodisperse droplet diameters for three different droplet inertia St = 0.11 (in
fig 5.34), St = 1.03 (in fig 5.35) and St = 2.72 (in fig 5.36) for the fluid turbulence case
with turbulent Reynolds number Reλ = 32.9. The droplet diameter distribution is shown
for this fluid turbulence case only. The white bar  in fig. 5.34 to fig. 5.36 shows the
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Figure 5.35: Fluid flow field with Reλ = 32.9. Instantaneous diameter distribution for
droplet Case 3 with St = 1.03 at times tTE = 0 ,
t
TE
= 10  and tTE = 20 .
Figure 5.36: Fluid flow field with Reλ = 32.9. Instantaneous diameter distribution for
droplet Case 5 with St = 2.72 at times tTE = 0 ,
t
TE
= 10  and tTE = 20 .
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initial monodisperse diameter distribution at time/TE = 0, the gray bars  the diameter
distribution at time/TE = 10 and finally the black bars  at time/TE = 20. The largest
diameters are reached at time/TE = 20 for the droplet Case 3 in fig. 5.35 with about
3.2 10−4, which is not surprising since this intermediate droplet class in terms of inertia
shows the highest coalescence rate among the cases presented here. It is seen, comparing
fig. 5.34 to fig. 5.36, that the more larger diameters exist, the higher the coalescence rate is,
which seems to be logic. The newly originating droplet diameters from coalescence shown
in fig. 5.34 to fig. 5.36 are all the same, independently of the droplet inertia, as they are
directly related to the initial diameter which is the same for all droplet cases.
Droplet kinetic energy
In chapter 2 the mechanisms of coalescence are detailed. The deformation of the droplets at
collision dissipates droplet kinetic energy. In the simulations performed within this work,
this aspect is neglected as explained in chapter 3. (3.81) shows the mass-and momentum
conservation equations for droplet coalescence. In a homogeneous isotropic turbulence this
leads to a decrease in droplet kinetic energy each time two droplets coalesce. The droplet
kinetic energy should therefore diminish the stronger, the higher the coalescence rate is.
Figure 5.37 to fig. 5.39 show the droplet kinetic energy q2p over time normalized by the
integral Eulerian time scale of the fluid flow with turbulent Reynolds number Reλ = 32.9.
The droplet kinetic energy in fig. 5.37 to fig. 5.39 is fluctuating with the kinetic energy of
the fluid flow, the stronger the smaller the droplet inertia. The droplet inertia is the second
influencing parameter next to the coalescence rate. The higher inertia a droplet possesses,
the slower it responses to the flow and the clearer is the effect of coalescence in the decrease
of the droplet kinetic energy in fig. 5.37 to fig. 5.39. The highest decrease in droplet kinetic
energy is observed for the highest coalescence rate.
5.2.2 Initially lognormal distributed droplet phase
The results from simulations with initial lognormal distributed diameters are presented in
the following. First, the evolution of the droplet number in a pure coalescing regime is
shown, second the evolution of the Sauter mean diameter is shown. Third, the droplet
diameter distribution in function of the droplet inertia is shown and finally, the evolution
of the lognormal diameter distribution is presented. As presented in section 5.1.3, three
different cases are computed (see table 5.6) with initial lognormal distributed diameters.
For computational reasons, the minimum diameter of the initial lognormal distribution
is the same as the initial diameter in the case of initially monodisperse diameters. The
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Figure 5.37: Fluid flow field Reλ = 32.9. Droplet kinetic energy q2p over time normalized
by the integral Eulerian time scale of the fluid. The symbols  stand for the initial droplet
Stokes number St = 0.11 (top) and the symbols 4 stand for the initial droplet Stokes
number St = 0.42 (bottom).
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Figure 5.38: Fluid flow field Reλ = 32.9. Droplet kinetic energy q2p over time normalized
by the integral Eulerian time scale of the fluid. The symbols ∇ stand for the initial droplet
Stokes number St = 1.03 (top) and the symbols  stand for the initial droplet Stokes
number St = 1.83 (bottom).
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Figure 5.39: Fluid flow field Reλ = 32.9. Droplet kinetic energy q2p over time normalized
by the integral Eulerian time scale of the fluid. The symbols© stand for the initial droplet
Stokes number St = 2.72 .
simulations performed with a lognormal distribution show consequently much larger diam-
eters. Therefore, it is difficult to compare these simulations to the ones done with an initial
monodisperse diameter distribution. Figure 5.40 (top) shows the number of droplets nor-
malized by the initial droplet number Np,ini over time normalized by the integral Eulerian
time scale of the fluid for fluid flow case 1283. It is seen that the decrease in droplet number
follows an exponential law and is not linear, as it might be supposed for the simulations
with an initial monodisperse distribution, because of its lesser reduction in droplet number
of up to 20% only, compared with up to 60% for the results presented in fig. 5.40 (top).
Figure 5.40 (bottom) shows the number of droplets normalized by initial droplet number
Np,ini over time normalized by the droplet response time of the corresponding droplet class.
Again, over an abscissa time/τp, the droplet class with the highest inertia exhibits the most
important coalescence rate, as it is already seen for the case of an initial monodisperse
diameter distributions. The Sauter mean diameter d32, shown in fig. 5.41, develops with re-
spect to the corresponding coalescence rates. The droplet class with the highest coalescence
rate, denoted by , shows the highest Sauter mean diameter evolution.
Besides the mean diameter, the evolution of the diameter distribution is of impor-
tance, since one single diameter might not be sufficient to represent correctly a distribution
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Figure 5.40: (Top) Number of droplets normalized by initial droplet numberNp,ini over time
normalized by the integral Eulerian time scale of the fluid (top) and over time normalized
by the droplet response time of the corresponding droplet class (bottom). The symbols
stand for droplet Case LN-1 , Case LN-2 4 and Case LN-3 ♦ for turbulent flow field
with Reλ = 32.9.
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Figure 5.41: Sauter mean diameter d32 over time normalized by the integral Eulerian time
scale of the fluid. The symbols stand for droplet Case LN-1 , Case LN-2 4 and Case
LN-3 ♦ for turbulent flow field with 1283 grid points and Reλ = 32.9.
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Figure 5.42: (Top left) Droplet diameter distribution at time timeTE = 20 for initially lognor-
mal droplet diameter distributionCase LN-1. (Top right) Droplet diameter distribution at
time timeTE = 20 for initially lognormal droplet diameter distribution Case LN-2. (Bottom)
Droplet diameter distribution at time timeTE = 20 for initially lognormal droplet diameter
distribution Case LN-3.
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and thus its inertial behavior. Both the study of the fundamental physics of turbulence-
coalescence interaction and the comparison with statistical model predictions are subject of
this work. To know the diameter distribution is of importance as reference for the validation
of certain statistical models, as seen in chapter 6. Likewise, it serves a correct interpre-
tation of the underlying physics. Figure 5.42 shows the droplet diameter distributions at
time timeTE = 20 for initially lognormal droplet diameter distributions. Figure 5.42 (top left)
corresponds to the case with the highest coalescence rate. Whereas it is difficult to inter-
pret the different evolution for larger diameters in comparison of the three distributions in
fig. 5.42, it is seen that fig. 5.42 (top left) shows the highest reduction in droplet number
for droplets around the initial mean diameter, which corresponds to the highest coalescence
rate as mentioned. The distributions in fig. 5.42 will serve especially in chapter 6 for the
comparison with predictions from DQMOM.
Figure 5.43 shows the time evolution of the initially lognormal distributed droplet di-
ameters. As expected, the droplet number decreases, while new larger droplet diameters
emerge from coalescence. From fig. 5.43 (middle left) on in time, it is seen that the tail of
the distribution for large droplet diameters does not follow a pure exponential form, as it
might have been expected. Authors often report on an exponential tail of the diameter dis-
tributions for either raindrop formation [58] or for fuel sprays [84]. This might be explained
by the fact that, in the simulations performed here, the maximum number of droplets is
given at the beginning and decreases constantly by coalescence at the same time as break-
up or creation of satellite droplet are absent. In sprays new droplets are constantly created,
which respect the initial diameter distribution characteristic to the injector. In other words,
in the reported works a source for smaller diameters exists, while in this work no source
exists. The only mechanism that acts on the droplet diameter distribution is permanent
coalescence.
5.2.3 Different droplet collision outcomes
In a last study the influence of different droplet collision outcomes (permanent coalescence,
stretching separation and reflexive separation) is investigated. The boundaries used in
order to do so are introduced in chapter 2 and the droplet collision handling is described
in section 3.4.5.
The strong dependence of the coalescence rate using different droplet collision outcomes,
as it is seen in fig. 5.44 (top) must be underlined. While the lowest inertia droplets with a
droplet Stokes number of St = 0.11  do not show any sensitivity, and in fact they show
exact the same result, droplets with higher inertia are very sensitive to the different droplet
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Figure 5.43: Droplet diameter evolution in time for Case LN-1: (Top left) timeTE = 0, (Top
right) timeTE = 3.5, (Middle left)
time
TE
= 7.4, (Middle right) timeTE = 11.3, (Bottom left)
time
TE
= 15.2, (Bottom right) timeTE = 19.1.
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Figure 5.44: Number of droplets normalized by initial droplet number (top) and Sauter
mean diameter normalized by initial Sauter diameter (bottom) over time normalized by
the integral Eulerian time scale of the fluid for fluid turbulence with Reλ = 32.9. The
clear symbols stand for the results obtained in a pure coalescing regime and are the same
as presented in fig. 5.24. The black symbols stand for the results obtained with different
droplet collision outcomes. The droplet Stokes numbers for clear and black symbols are:
St = 0.11 , St = 1.03 ∇, St = 2.72 ©.
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collision outcomes. This behavior is explainable by the physics of coalescence as presented in
chapter 2. Figure 2.2 (left) shows the partitioning of the permanent coalescence, stretching
and reflexive separation regimes. It is seen, that in the case of low Weber numbers the
permanent coalescence regime is predominant, even for very high impact parameters. The
Weber number depends on the relative velocity of the droplets at collision and as it is shown
in fig. 5.26 and fig. 5.27, the droplets with the lowest inertia, exhibit the weakest relative
velocity at the moment of collision and therefore, the Weber numbers are small. Looking
at a plot of the transition limits from permanent coalescence to stretching separation used,
as shown in fig. 3.17, it is seen that for low Weber numbers, always permanent coalescence
occurs, even for an impact parameter of 1. With increasing droplet Stokes numbers, the
Weber number increases and thus other collision outcomes as permanent coalescence are
possible. It is clearly seen in fig. 5.44 (top) that a pure permanent coalescence regime, does
not predict the same coalescence rate for medium or high inertia droplets. Thus it seems
necessary to include these effects into modeling approaches in order achieve a more realistic
representation of droplet coalescence phenomena. Figure 5.44 (bottom) show the Sauter
mean diameter evolution for the corresponding droplet Stokes numbers. The evolution of
the Sauter mean diameter follows the droplet number evolution; the highest coalescence
rate leads to the highest Sauter mean diameter and the dependence on the droplet Stokes
of the Sauter mean diameter evolution is equally strong. No difference is seen for the lowest
droplet inertia investigated in both a pure coalescence regime and accounting for different
droplet collision outcomes, whereas the influence is not negligible for the medium and high
droplet Stokes numbers investigated.




DNS/DPS simulations, as performed within this work, are feasible only in academic studies,
due to the high computational effort they demand. For a more complex flow configuration
other simulation strategies need to be followed. The results obtained in DNS/DPS sim-
ulations, and presented in chapter 5, are used in order to validate two different modeling
approaches, which are considering the correlation of droplet velocities by the fluid turbu-
lence and take coalescence phenomena into account. First, DNS/DPS results are compared
to Euler-Lagrange Monte-Carlo predictions. The second approach is the Direct Quadrature
Method of Moments presented in section 4.4.
6.1 Comparison with Lagrangian stochastic simulations
It is possible, as outlined in section 4.2, to solve directly the PDF transport equation (4.14)
or (4.23). This is the so-called Direct Simulation Monte-Carlo (DSMC). Again in this ap-
proach, it is interesting to model the correlation of droplet velocities by the fluid turbulence,
as a collision model based on the molecular-chaos assumption does not predict in a satis-
fying manner the coalescence rate of inertial droplets suspended in a turbulent flow. The
results presented within this section correspond to simulations with an initially monodis-
perse droplet diameter distribution suspended in the turbulent flow field with turbulent
Reynolds number Reλ = 32.9 (see table 5.2 and table 5.4). The collision models are ex-
plained in section 4.2.2 and comparisons of predictions using the Euler-Lagrange stochastic
approach to DNS/DPS results are presented in fig. 6.1 to 6.3, for both, molecular-chaos
assumption and accounting for correlation of the droplet velocities. Figure 6.1 shows the
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Figure 6.1: Number of droplets normalized by initial droplet number Np,ini (top) and
droplet kinetic energy (bottom) over time normalized by the integral Eulerian time scale of
the fluid, for fluid flow with Reλ = 32.9. The symbols stand for the initial droplet Stokes
numbers St = 0.11  measured in DNS/DPS. Monte-Carlo predictions based on the theory
of molecular chaos (dashed line − − −) and accounting for the correlation in the droplet
velocities by the fluid turbulence (solid line —) are shown.
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Figure 6.2: Number of droplets normalized by initial droplet number Np,ini (top) and
droplet kinetic energy (bottom) over time normalized by the integral Eulerian time scale of
the fluid, for fluid flow with Reλ = 32.9. The symbols stand for the initial droplet Stokes
numbers St = 1.03 ∇ measured in DNS/DPS. Monte-Carlo predictions based on the theory
of molecular chaos (dashed line − − −) and accounting for the correlation in the droplet
velocities by the fluid turbulence (solid line —) are shown.
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Figure 6.3: Number of droplets normalized by initial droplet number Np,ini (top) and
droplet kinetic energy (bottom) over time normalized by the integral Eulerian time scale of
the fluid, for fluid flow with Reλ = 32.9. The symbols stand for the initial droplet Stokes
numbers St = 2.72© measured in DNS/DPS. Monte-Carlo predictions based on the theory
of molecular chaos (dashed line − − −) and accounting for the correlation in the droplet
velocities by the fluid turbulence (solid line —) are shown.
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number of droplets normalized by initial droplet number Np,ini (top) and the droplet ki-
netic energy (bottom) over time normalized by the integral Eulerian time scale of the fluid,
for fluid flow with Reλ = 32.9. The symbols stand for the initial droplet Stokes numbers
St = 0.11  measured in DNS/DPS. The Monte-Carlo predictions based on the molecular-
chaos assumption (dashed line − − −) and accounting for the correlation in the droplet
velocities by the fluid turbulence (solid line —) are also shown. It is seen very clear, that
the collision model based on the molecular-chaos assumption does not at all predict a cor-
rect value for the droplet number in a coalescing regime in comparison with measurements
in DNS/DPS. On the other hand, the collision model accounting for the correlation of
droplet velocities by the fluid turbulence predicts the correct coalescence rate very well. In
the algorithm used, and as already explained in section 4.2.2, the droplets are sorted by
their fluid velocity ”seen” and it is assured that only droplets with a similar fluid velocity
”seen” collide. Thus, this model imitates the correlation of spatially nearby droplets. Fig-
ure 6.1 (bottom) shows the droplet kinetic energy. It is seen that the model accounting for
the correlation of droplet velocities is closer to the measured values in DNS/DPS, which
is directly linked to the coalescence rate. The fluctuations in time measured in DNS/DPS
are, however, larger in amplitude than those predicted by the Euler-Lagrange stochastic
approach. Figure 6.2 and fig. 6.3 show the the number of droplets normalized by initial
droplet number Np,ini (top) and the droplet kinetic energy (bottom) over time normalized
by the integral Eulerian time scale of the fluid, for fluid flow with Reλ = 32.9. The symbols
stand for the initial droplet Stokes numbers St = 1.03  (fig. 6.2) and St = 2.72© (fig. 6.3)
measured in DNS/DPS respectively. The Monte-Carlo predictions based on the molecular-
chaos assumption (dashed line − − −) and accounting for the correlation in the droplet
velocities by the fluid turbulence (solid line —) are shown in both figures. Figure 6.2 and
fig. 6.3 both show, that the collision model accounting for the correlation of droplet ve-
locities performs better than the collision model based on the molecular-chaos assumption.
The difference between the two collision models diminishes with increasing droplet Stokes
number, which is a behavior absolutely expected. The droplet kinetic energy is also better
predicted for both droplet Stokes numbers St = 1.03 and St = 2.72 as shown in fig. 6.2 and
fig. 6.3 (bottom) respectively.
Figure 6.4 and fig. 6.5 show the Sauter mean diameter d32 over time normalized by
the integral Eulerian time scale of the fluid, for fluid flow with Reλ = 32.9. The symbols
stand for the initial droplet Stokes numbers St = 0.11  6.4, St = 1.03  6.5 (top) and
St = 2.72  (fig. 6.5 (bottom)) measured in DNS/DPS. Monte-Carlo predictions based on
the theory of molecular-chaos (dashed line −−−) and accounting for the correlation in the
droplet velocities by the fluid turbulence (solid line —) are shown. The performance of the
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Figure 6.4: Normalized Sauter mean diameter d32/d32,ini over time normalized by the
integral Eulerian time scale of the fluid, for fluid flow with Reλ = 32.9. The symbols stand
for the initial droplet Stokes numbers St = 0.11  measured in DNS/DPS. Monte-Carlo
predictions based on the theory of molecular-chaos (dashed line −−−) and accounting for
the correlation in the droplet velocities by the fluid turbulence (solid line —) are shown.
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Figure 6.5: Normalized Sauter mean diameter d32/d32,ini over time normalized by the
integral Eulerian time scale of the fluid, for fluid flow with Reλ = 32.9. The symbols
stand for the initial droplet Stokes numbers St = 0.95 ∇ (top) and St = 2.43 © (bottom)
measured in DNS/DPS. Monte-Carlo predictions based on the theory of molecular-chaos
(dashed line −−−) and accounting for the correlation in the droplet velocities by the fluid
turbulence (solid line —) are shown.
164 CHAPTER 6. STATISTICAL MODELING APPROACHES
two collision models investigated is in analogy to the performance predicting the coalescence
rate. The collision model accounting for the correlation of droplet velocities predicts better
than the model based on the molecular-chaos assumption for all droplet Stokes numbers
investigated. The higher the droplet Stokes number the closer the predictions of the models.
6.2 Comparison DNS/DPS with DQMOM
Within the section dealing with the comparison of DNS/DPS simulations with DQMOM
predictions, three different configurations are treated. First, an initially monodisperse
droplet phase applying the molecular-chaos assumption in the collision terms, and such
not accounting for the correlation of the droplet velocities by the fluid turbulence. Sec-
ond, an initially monodisperse dispersed phase applying a closure of the collision terms,
accounting for the correlation of the droplet velocities by the fluid turbulence. And third,
a lognormal diameter distribution applying both collision models, the molecular-chaos as-
sumption and the model accounting for the correlation of the colliding droplet velocities by
the fluid turbulence.
The DQMOM simulations performed are 0-dimensional, as the statistics of the DNS/DPS
simulations of the homogeneous isotropic turbulence are obtained over the entire compu-
tation domain. The DQMOM equations given in section 4.4.2 simplify significantly in
a homogeneous isotropic turbulence. Thus, all variations of the droplet quantities with
respect to xj are equal to 0.
6.2.1 Initial monodisperse particulate phase
A first study, with an initially monodisperse droplet phase applying the molecular-chaos
assumption in the collision terms, aims at the evaluation and validation of the DQMOM
approach, under the form proposed by Belt and Simonin [11]. Five different test cases are
regarded here, as given below.
Case i) The droplet number and mass balance equations with a collision term based
on the molecular-chaos assumption C (mkp) are solved only. For the collision term, the
droplet kinetic energy is needed. These values are extracted for the corresponding
diameters from the DNS/DPS simulations.
Case ii) The second test case solves the same equations as Case i), but additionally
the droplet kinetic-energy equation. Now, the mean droplet response time and the
fluid droplet covariance are needed. The mean droplet response time is obtained from
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the DNS/DPS simulations, while the fluid droplet covariance is modeled following the
theory of Tchen and Hinze [129].
Case iii) In the third test case the same equations as in Case ii) are solved, while
the fluid-droplet covariance is now obtained from an additional transport equation.
Case iv) In this test case the same equations as in Case iii) are solved, but a collision









Case v) The last test case is performed in a dry granular flow, this means that no
fluid turbulence is present. The goal of the test case is to evaluate the influence of the
collision source term in the droplet kinetic stress equation, without the ’disturbing’
influence of fluid turbulence.
It is important to give a brief explanation on the initialization of the 0-dimensional
DQMOM simulations. A given number of Dirac functions (droplet classes) is used in
the DQMOM simulations. In this work typically 3, unless otherwise stated. The initial
droplet diameter distribution is monodisperse. The choice of an initially monodisperse
diameter distribution is not optimal with regard to DQMOM simulations. It is not possible
to initialize three droplet classes in DQMOM with a monodisperse distribution. All three
classes would be at the same abscissa, which would turn the matricesM1 andM2 in (4.142)
singular, and thus the system (4.142) can not be solved. A similar problem is reported by
Fan et al. [40], where the matrices M1 and M2 become nearly singular, if two abscissas
are too close to each other, leading to large round-off errors, while the matrices remain
invertible. As a consequence the DQMOM simulations performed here are initialized after
the droplet phase has been coalescing already for a while and two new droplet diameters have
been formed in DNS/DPS simulations, the DQMOM simulations being thus initialiable.
The figures which are presented in the following therefore do not exhibit a droplet number
to initial droplet number ratio of 1 at the beginning of the simulations (see for example
fig. 6.6 to fig. 6.8).
The equations solved and the terms used in the corresponding test cases are given below,
followed by a discussion of the results.
Case i): Droplet number and mass balance equations with C (mkp)
If the droplet number and mass balance equations are solved only and, in order to account
for coalescence, a collision source term in these equations is considered, (4.125) and (4.126)
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Table 6.1: Ratio of DNS/DPS results to DQMOM predictions for the 0th to 5th order mass
moment. The droplet inertias are St = 0.11, St = 1.03 and St = 2.72 at Reλ = 32.9 for
simulation Case i) at time/TE = 20. Molecular chaos assumption for collision source term
C (µkp).
moment (order) St = 0.11 St = 1.03 St = 2.72
Np (0) 2.004 1.238 1.102
mp (1) 0.9994 1.0000 0.9995
dp (13) 1.669 1.168 1.073
d2p (
2
3) 1.323 1.087 1.039
(2) 0.353 0.750 0.877
(3) 0.138 0.620 0.920
(4) 0.113 0.789 2.191
(5) 0.212 1.857 11.114
simplify, in the case of a homogeneous isotropic turbulence, to
∂
∂t
(nα) = a(1)α (6.1)
∂
∂t
(nαmp,α) = b(1)α , (6.2)
with aα and bα the source terms per droplet class. The system which is solved writes then,
















where C (mkp) represents the collision source term as defined in (4.134), using (4.138) and
(4.139).
Table 6.1 shows the ratio of DNS/DPS results to DQMOM predictions for the 0th to 5th
order mass moment, for droplet inertia St = 0.11, St = 1.03 and St = 2.72 at time/TE = 20.
The molecular-chaos assumption is used for the collision source term C (µkp). It is seen that
the droplet mass mp is conserved, the deviations from 1 which appear in table 6.1 being
due to the initialization of the DQMOM simulations as described above. Further it is seen
that the droplet number is the better predicted, the higher the droplet Stokes number is.
The same is true for the mean droplet diameter.
It is stated above that 3 Dirac functions are used in DQMOM. This choice is, on the
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Table 6.2: Ratio of DNS/DPS results to DQMOM predictions for the 0th to 5th order
mass moment. The droplet inertia is St = 2.72 at Reλ = 32.9 for simulation Case i) at





of with 3 and 4 Dirac functions in DQMOM.
moment (order) St = 2.4 St = 2.4
3 Dirac 4 Dirac
Np (0) 1.102 1.101
mp (1) 0.9995 0.9994








one hand, driven by the issue of initialization for DQMOM in comparison with an initial
monodisperse diameter distribution in DNS/DPS, on the other hand, the choice of 3 Dirac
functions is sufficient. Table 6.2 shows the moments for the case of 3 and 4 Dirac functions.
It is clearly seen in table 6.2, that the results for 3 or for 4 Dirac functions are practically
identical and the choice of 3 Dirac functions is therefore justified. Marchisio and Fox [82]
report that the choice of 3 or for 4 Dirac functions is sufficient using their approach.
Case ii): Droplet number and mass balance equations with additionally droplet
kinetic-energy equation solved
The droplet kinetic stress equation (4.128) can be simplified in homogeneous isotropic
turbulence as given in (6.4). As the droplet number and mass are known from (6.3), (6.4)
contains the same information as (6.5), since it is only weighted by a different factor. The

















)− nαmp,α〈v′p,j Fr,im 〉α − nαmp,α〈v′p,iFr,jm 〉α = b(3)α . (6.5)
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Table 6.3: Ratio of DNS/DPS results to DQMOM predictions for the 0th to 5th order
mass moment. The droplet inertia are St = 0.11, St = 1.03 and St = 2.72 at Reλ = 32.9
for simulation Case ii) at time/TE = 20. Molecular chaos assumption for collision source
term C (mkp).
moment (order) St = 0.11 St = 1.03 St = 2.72
Np (0) 1.876 1.220 1.121
mp (1) 0.9994 1.0004 0.9995
dp (13) 1.589 1.155 1.086
d2p (
2
3) 1.289 1.081 1.045
(2) 0.388 0.770 0.862
(3) 0.166 0.655 0.897
(4) 0.147 0.857 2.136
(5) 0.297 2.071 10.868
The droplet kinetic stress equation (4.128) can then be written as shown in (6.6), if the
influence of coalescence is not accounted for in the droplet kinetic stress equation and the



















= 0 . (6.6)
The system which needs to be solved in Case ii) consists of (6.3) and (6.6). The assumption
of no influence of coalescence on the droplet kinetic energy is valid only if the effect of
collisions on droplet kinetic stress is less important than the interaction with the fluid. If
the collision source term is neglected, the source terms cα and dα equal 0.
The interaction with fluid turbulent motion is expressed by the force terms Fr,i and







〉α ≈ −nαmp,α 2
τFfp,α
[〈v′p,iv′p,j〉α −Rfp,ij] , (6.7)
where the fluid-droplet covariance tensor Rfp,ij is modeled using qfp =
2qf
1+St . The mean
droplet response time τFfp,α is extracted from the DNS/DPS simulations.
Table 6.3 shows basically the same behavior as seen in Case i), the ratio of DNS/DPS
results to DQMOM predictions is closer to 1 for higher Stokes numbers for the droplet
number Np and the mean diameter dp. The ratio of DNS/DPS results to DQMOM pre-
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dictions for the droplet number or diameter is closer to 1 for the two lower droplet Stokes
numbers investigated and larger in the case of the highest droplet Stokes number. No final
conclusion can be drawn on a comparison of the performance of Case i) to Case ii).
Case iii): Droplet number and mass balance equations, droplet kinetic-energy
equation solved additionally fluid-droplet covariance equation solved
The fluid-droplet covariance equation is given in the case of a homogeneous isotropic tur-










)− nαmp,α〈u′f,j Fr,imp 〉α − nαmp,α〈v′p,iAj〉α = b(4)α (6.9)











The fluid-droplet covariance equation (6.9) can then be written as shown in (6.11), if
the influence of coalescence is not accounted for in the fluid-droplet covariance equation



















= 0 . (6.11)
The results shown in table 6.4 show similar results as the simulations in Case i) and
Case ii), which is positive, since more and more quantities are transported or modeled and
not taken from DNS/DPS simulations.
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Table 6.4: Ratio of DNS/DPS results to DQMOM predictions for the 0th to 5th order mass
moment. The droplet inertia are St = 0.11, St = 1.03 and St = 2.72 at Reλ = 32.9 for
simulation Case iii) at time/TE = 20. Molecular chaos assumption for collision source
term C (mkp).
moment (order) St = 0.11 St = 1.03 St = 2.72
Np (0) 2.150 1.294 1.136
mp (1) 0.9994 1.0004 0.9995
dp (13) 1.683 1.186 1.089
d2p (
2
3) 1.300 1.086 1.043
(2) 0.489 0.862 0.927
(3) 0.345 0.965 1.162
(4) 0.552 1.760 3.595
(5) 1.990 5.925 24.306
Case iv): Droplet number and mass balance equations, droplet kinetic-energy
equation solved additionally fluid-droplet covariance equation solved with col-



















droplet kinetic stress equation (6.6). In a homogeneous isotropic turbulence, the coalescence
term can be written making use of the mass and moment conservation at the moment of
collision (see (3.81)) in a first approximation as given in (6.13) with Λ = 1. The quantity
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Table 6.5: Ratio of DNS/DPS results to DQMOM predictions for the 0th to 5th order mass
moment. The droplet inertia are St = 0.11, St = 1.03 and St = 2.72 at Reλ = 32.9 for
simulation Case iv) at time/TE = 20. Molecular chaos assumption for collision source
term C (mkp) and C (mkpq2p).
moment (order) St = 0.11 St = 1.03 St = 2.72
Np (0) 2.173 1.310 1.148
mp (1) 0.9994 1.0004 0.9995
dp (13) 1.700 1.202 1.103
d2p (
2
3) 1.308 1.098 1.054
(2) 0.471 0.794 0.843
(3) 0.312 0.763 0.855
(4) 0.462 1.151 1.974
(5) 1.534 3.184 9.668
Table 6.5 shows again similar results as seen in table 6.1 to table 6.4. Only looking at
table 6.4 and table 6.5 it is difficult to evaluate the influence of the collision source term
in the droplet kinetic stress equation. Figures 6.6 to fig. 6.8 show the number of droplets
normalized by initial droplet number Np,ini over time normalized by the integral Eulerian
time scale of the fluid, for fluid flow with Reλ = 32.9. The symbols stand for results
measured in DNS/DPS for initial droplet Stokes numbers St = 0.11 , St = 1.03 ∇ and
St = 2.72 ©. The dashed line − − − stands for a collision source term in the droplet
number and mass balance equations C (mkp) only. The dotted line · · · stands for collision
source terms in the droplet number and mass balance equations C (mkp) as well as in the
droplet kinetic stress equation C (mkpq2p). Figures 6.6 to fig. 6.8 show that the collision
models based on the molecular-chaos assumption predict the number of droplets the better,
the higher the droplet Stokes number is. However, it has to be stated that, in both cases,
a collision source term in the droplet number and mass balance equations only, and in the
droplet number and mass balance equations and additionally in the droplet kinetic stress
equation, the DQMOM predictions of the droplet number in the system is not satisfying.
The higher the droplet Stokes, the better the DQMOM predictions using a collision source
term based on the molecular-chaos assumption. Which is consequent, as higher-inertia
droplets correspond more closely to the regime valid in the kinetic theory of rarefied gases.
Further it has to be stated, comparing fig. 6.6 to fig. 6.8, that the influence of the
collision source in the droplet kinetic stress equation is negligible on the prediction of the
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Figure 6.6: Number of droplets normalized by initial droplet number Np,ini over time
normalized by the integral Eulerian time scale of the fluid, for fluid flow with Reλ =
32.9. The symbols stand for the initial droplet Stokes numbers St = 0.11  measured in
DNS/DPS. The dashed line −−− stands for a collision source term in the droplet number
and mass balance equation C (mkp) only. The dotted line · · · stands for collision source
terms in the droplet number and mass balance equations C (mkp) as well as in the droplet
kinetic stress equation C (mkpq2p).
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Figure 6.7: Number of droplets normalized by initial droplet number Np,ini over time
normalized by the integral Eulerian time scale of the fluid, for fluid flow with Reλ =
32.9. The symbols stand for the initial droplet Stokes numbers St = 1.03 ∇ measured in
DNS/DPS. The dashed line −−− stands for a collision source term in the droplet number
and mass balance equation C (mkp) only. The dotted line · · · stands for collision source
terms in the droplet number and mass balance equations C (mkp) as well as in the droplet
kinetic stress equation C (mkpq2p).
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Figure 6.8: Number of droplets normalized by initial droplet number Np,ini over time
normalized by the integral Eulerian time scale of the fluid, for fluid flow with Reλ =
32.9. The symbols stand for the initial droplet Stokes numbers St = 2.72 © measured in
DNS/DPS. The dashed line −−− stands for a collision source term in the droplet number
and mass balance equation C (mkp) only. The dotted line · · · stands for collision source
terms in the droplet number and mass balance equations C (mkp) as well as in the droplet
kinetic stress equation C (mkpq2p).
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Figure 6.9: Zoom on DQMOM predictions for droplet Stokes number St = 2.72. The
dashed line − − − stands for a collision source term in the droplet number and mass
balance equation C (mkp) only. The dotted line · · · stands for collision source terms in the
droplet number and mass balance equations C (mkp) as well as in the droplet kinetic stress
equation C (mkpq2p).
droplet number in the system. The dotted line · · ·, which represents the collision source
term in the droplet kinetic-energy equation, is virtually identical to the dashed line −−−,
which stands for a collision source term in the droplet number and mass balance equations
only. If the results given in table 6.4 and table 6.5 are compared for the droplet number,
it is seen that the values are not exactly the same. On the other hand, fig. 6.6 to fig. 6.8
seem to show exactly the same characteristics, which appears contradictory. Figure 6.9
emphasizes that the results are consistent and that it is only a problem of scale using the
example of a droplet Stokes number of St = 2.72.
Case v): Dry granular case
The last test case is a configuration with a dry granular flow, which means that no fluid
phase is present. The goal of this test case is to evaluate the influence of the collision
source term in the droplet kinetic stress equation, without the ’disturbing’ influence of the
fluid turbulence. Where almost no influence of the collision source term in the droplet
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Table 6.6: Ratio of DNS/DPS results to DQMOM predictions for the 0th to 5th order mass
moment, for the dry granular Case v). Comparison of different collision source terms.
moment (order) C(µkp,α) C(µkp,α) C(µkp,α)
q2p DNS C(cp,βcp,γµkp,α)
Np (0) 1.050 1.063 1.042
mp (1) 1.0004 1.007 1.007
dp (13) 1.035 1.043 1.014
d2p (
2
3) 1.019 1.023 1.013
(2) 0.947 1.001 0.955
(3) 0.972 1.036 0.867
(4) 1.475 1.144 0.806
(5) 4.320 1.396 0.824
Figure 6.10: Number of droplets normalized by initial droplet number Np,ini over time for
dry granular flow. The symbols stand for values measured in DPS. The dashed line −−−
stands for a collision source term in the droplet number and mass balance equations C (mkp)
only. The dotted line · · · stands for collision source terms in the droplet number and mass
balance equations C (mkp) as well as in the droplet kinetic stress equation C (mkpq2p).
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kinetic stress equation is found in turbulent two-phase flows, as shown above, the collision
source term in droplet kinetic stress equation has a small influence on the droplet number
predictions in dry granular flows. Table 6.6 and fig. 6.10 summarize the results. Table 6.6
compares dry granular simulation results for three different simulations. First, resolving
only the number and mass balance equations, while obtaining the droplet kinetic energy
from DNS/DPS simulations. Second, two simulations solving the droplet kinetic stress
equation with and without collision term, respectively. The only force terms in the droplet
kinetic stress equation, in dry granular flows, result from droplet coalescence and thus allow
to evaluate the influence of the collision source term.
6.2.2 Droplet velocity correlation closure
It is shown in section 6.2.1 that the predictions from DQMOM simulations agree rather
poorly to measurements in DNS/DPS simulations of turbulent two-phase flows, if the
molecular-chaos assumption is applied in the collision source terms. It seems crucial, to
the predictions of the moments of the dispersed phase, that the correlations in the droplet
velocities induced by the fluid turbulence are accounted for. How to account for these cor-
relations is shown in section 4.1.3. If the mean droplet velocity is used as defined in (4.141),
it is possible to account for the correlations in the droplet velocities by the fluid turbulence.
Figure 6.11 (top) shows a prominent improvement of the DQMOM predictions in com-
parison to DNS/DPS results accounting for the correlation of droplet velocities by the
fluid turbulence. Figure 6.11 (bottom) and fig. 6.12 show equally satisfying results, if the
correlation is accounted for. Droplet preferential concentration does not enter into the
model accounting for droplet velocity correlations shown in fig. 6.11 (bottom) to fig. 6.12.
However, as detailed in chapter 5, droplet preferential concentration has an influence on
the collision frequency for intermediate droplet Stokes numbers. The results of the model
accounting for droplet velocity correlations are nevertheless satisfying.
Figures 6.13 to fig. 6.14 show the droplet diameter distributions for droplets with initial
Stokes number St = 0.11, St = 1.03 and St = 2.72 respectively, at time time/TE = 20.
As the initial distribution in DNS/DPS is chosen to be monodisperse, all future emerging
droplet diameters are pre-defined and the distribution remains discrete. Therefore, the
three Dirac functions from DQMOM are compared to a Dirac distribution. Figures 6.13 to
fig. 6.14 show that the DQMOM Dirac distribution, which represents the model accounting
for the correlations, is much closer to the real distribution than the DQMOM Dirac distri-
bution, which is based on the molecular-chaos assumption. For increasing droplet Stokes
numbers the two DQMOM Dirac distributions become more similar, which is explainable
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Figure 6.11: Number of droplets normalized by initial droplet number Np,ini over time
normalized by the integral Eulerian time scale of the fluid, for fluid flow with Reλ = 32.9.
The symbols stand for the initial droplet Stokes numbers St = 0.11  (top) and St = 1.03∇
(bottom) measured in DNS/DPS. The collision source term in the droplet number and mass
balance equation based on the theory of molecular-chaos (dashed line −−−) and accounting
for the correlation in the droplet velocities by the fluid turbulence (solid line —) are shown.
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Figure 6.12: Number of droplets normalized by initial droplet number Np,ini over time nor-
malized by the integral Eulerian time scale of the fluid, for fluid flow with Reλ = 32.9. The
symbols stand for the initial droplet Stokes numbers St = 2.72 © measured in DNS/DPS.
The collision source term in the droplet number and mass balance equation based on the
theory of molecular-chaos (dashed line − − −) and accounting for the correlation in the
droplet velocities by the fluid turbulence (solid line —) are shown.
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Figure 6.13: Droplet diameter distribution for droplet with Stokes number St = 0.11 (top)
and St = 1.03 (bottom) at time time/TE = 20. The white bars  represent the measured
values from DNS/DPS, the gray bars  stand for the three DQMOM Dirac functions
using the collision model accounting for the correlation of droplet velocities by the fluid
turbulence and the black bars  stand for the three DQMOM Dirac functions applying the
molecular-chaos assumption.
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Figure 6.14: Droplet diameter distribution for droplet with Stokes number St = 2.72 at time
time/TE = 20. The white bars  represent the measured values from DNS/DPS, the gray
bars  stand for the three DQMOM Dirac functions using the collision model accounting
for the correlation of droplet velocities by the fluid turbulence and the black bars  stand
for the three DQMOM Dirac functions applying the molecular-chaos assumption.
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by the fact, as already stated above, that droplets approach conditions that correspond to
the kinetic theory of rarefied gases with increasing inertia.
6.2.3 Initial log-normal particulate phase
In order to test the DQMOM approach with a continuous diameter distribution, simula-
tions are performed with a lognormal droplet diameter distribution, as presented in chap-
ter 5. The initialization is done using the Gauss-Quadrature on the distribution given
by DNS/DPS. The evolution of the lognormal droplet diameter distribution is shown in
chapter 5. Figure 6.15 shows the initial and final droplet diameter distribution measured
in DNS/DPS simulations (top) and from the DQMOM simulations (bottom). The dot-
ted line · · · in fig. 6.15 (top) shows the initial droplet diameter distribution. Application
of the Gauss-Quadrature approximation, if 3 Dirac functions are chosen, results in the
Dirac distribution represented by the white bars  in fig. 6.15 (bottom). The solid line
— in fig. 6.15 (top) shows the final distribution measured from DNS/DPS simulations.
The Gauss-Quadrature approximation is applied on this final distribution and the resulting
Dirac distribution is given by the gray bars  in fig. 6.15 (bottom). The sum of the weights
of these three Dirac functions sums to 1 as it does by application of the Gauss-Quadrature
approximation on the initial distribution. The number of droplets represented, however,
has diminished and is not the same as at the beginning of the simulations due to droplet
coalescence.
The droplet diameter distribution that is determined by DQMOM can always be com-
pared to the final droplet diameter distribution measured from DNS/DPS simulations,
accounting for different collision models. But, it is also possible to compare the Dirac
distribution from the Gauss-Quadrature approximation applied on the final DNS/DPS di-
ameter distribution as explained above and shown in fig. 6.15. As mentioned above, the
sum of the weights of the Dirac functions sums to 1, the sum of the weights obtained at
the end of the simulations from DQMOM also sums to 1, but the number of droplets has
diminished due to coalescence. If the Gauss-Quadrature approximation is applied on the
final DNS/DPS distribution, the results from DQMOM can be compared not only to this
DNS/DPS final distribution, but also to the corresponding Dirac distribution. Figure 6.16
shows a comparison of the Dirac distribution obtained from the final DNS/DPS diameter
distribution by the described procedure (gray bars ) to the results obtained by DQMOM
at time/TE = 20 using two different collision models. First, the final distribution ob-
tained applying the molecular-chaos assumption (black bars ), and second, the collision
model accounting for the correlation of the droplet velocities by the fluid turbulence (white
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Figure 6.15: Initial and final droplet diameter distribution in DNS/DPS simulations (top)
and DQMOM (bottom). The dotted line · · · and the white bars  stand for the initial
distribution, the solid line — and the gray bars  for the final distribution.
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Figure 6.16: Comparison of final distributions. Droplet number per class normalized by ini-
tial total droplet number over droplet diameter. DQMOM using collision model accounting
for correlation of droplet velocities  and molecular-chaos assumption . The gray bars 
stand for the Gauss-Quadrature on the final DNS/DPS distribution.
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Figure 6.17: Number of droplets normalized by initial droplet number Np,ini over time
normalized by the integral Eulerian time scale of the fluid, for fluid flow with Reλ = 32.9.
The symbols stand for the results measured in DNS/DPS. The collision source term in
the droplet number and mass balance equation based on the theory of molecular-chaos
(dashed line −−−) and accounting for the correlation in the droplet velocities by the fluid
turbulence (solid line —) are shown.
bars ). It is clearly seen, that the collision model accounting for the correlation of the
droplet velocities predicts better both, the abscissas and the weights of the Dirac functions,
in comparison with the Dirac distribution obtained from the final DNS/DPS distribution.
Figure 6.17, which shows the number of droplets normalized by initial droplet number Np,ini
over time normalized by the integral Eulerian time scale of the fluid. Figure 6.17 shows
clearly that the collision model accounting for the correlation of droplet velocities performs
better than the collision model based on the molecular-chaos assumption. It should be
noted that the coalescence rate is much higher in the simulations performed with an initial
lognormal diameter distribution, compared to the initial monodisperse diameter distribu-
tion, even for the highest droplet Stokes numbers. The mean droplet diameter using a
lognormal distribution is much higher than in the monodisperse diameter case, and thus
the collision frequency of the droplets is increased.
186 CHAPTER 6. STATISTICAL MODELING APPROACHES
Chapter 7
Conclusion
How can statistical models be validated, which account correctly for the influence of fluid
turbulence on droplet coalescence? How can the development of these models be supported?
What is the influence of fluid turbulence on droplet coalescence? This work focuses on the
answers to these questions. A first element, to the challenges described by the preceding
questions, is the creation of a reference solution, to which model predictions can be com-
pared and which serves to understand the fundamental physics of turbulence-coalescence
interaction. Direct Numerical Simulations of the fluid turbulence, solving all scales of tur-
bulence and coupled with a deterministic particle/droplet tracking are performed, in order
to create this reference solution, which can be regarded as exact.
The first element of this work consists in the development of a collision detection algo-
rithm, which can account for poly-dispersion of the droplet diameters. If droplet coalescence
is accounted for, even an initially monodisperse droplet diameter distribution turns poly-
disperse very quickly. The collision detection algorithm and all parts of the code, treating
the dispersed phase implemented in the DNS solver used, cannot account for poly-dispersion
in the version at the beginning of this work. Therefore, the development of a collision de-
tection algorithm constitutes a first step within this work. This new collision detection
algorithm is validated in dry granular flows of solid colliding particles, as dry granular flows
allow to focus on the particle collision without the ”disturbing” influence of a fluid phase. A
solution, for many statistics gained in dry granular flows, is known from the kinetic theory
of rarefied gases. The measured values can thus be compared to analytical solutions. The
validation for binary collisions of mono- and bidisperse particle phases as well as of dry
granular coalescence is shown in chapter 3. It is shown, that the algorithm correctly repro-
duces various statistics such as the particle collision angle, the particle relative velocity at
the moment of collision and the collision frequency. It is also shown that the particle sys-
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tem returns to an isotropic state, if turned anisotropic before, and coincides very well with
model predictions. In order to handle the collision of poly-disperse particles or droplets,
a second particle collision detection criterion is introduced next to the standard overlap
criterion. This additional criterion compares the sign of the scalar product of particle rel-
ative velocity and droplet center connecting vector at two consecutive time steps. If the
sign changes the droplets changed their relative position with each other and it is possible
that the droplets collided, but are not detected by an overlap. It is shown that this second
detection criterion increases the precision of the algorithm for grazing collision at the same
time as it is possible to increase the time step by a factor of 10. Knowing that the time
step criterion on the dispersed phase is more stringent than the stability criterion on the
fluid phase in DNS, this improvement in time step represents a significant advantage. The
reader may also refer to Wunsch et al. [138]. The code finally needed to be adapted to the
vectorial structure of the super-computer used and revalidated, which is also shown for dry
granular coalescence.
In a second part of this work, direct numerical simulations of the fluid turbulence coupled
with a deterministic simulation of droplet trajectories are performed. These simulations
assess the influence of droplet inertia and fluid turbulence on the coalescence rate of inertial
droplets. Five different droplet inertias are investigated, suspended in three different tur-
bulent flow fields. The turbulent fluid flow field configuration is a homogeneous isotropic
turbulence and the droplets are in a local equilibrium before coalescence is studied. An
initially monodisperse droplet diameter distribution and a lognormal droplet diameter dis-
tribution are investigated in order to study the influence of fluid turbulence on droplet
coalescence. These simulations allow to obtain the time evolution of the coalescence rate,
mean diameters, droplet kinetic energy and others as well as the droplet diameter distri-
butions over time (see chapter 5). These simulations serve, besides their interest for the
fundamental understanding of turbulence-coalescence interaction, as reference data base
for statistical model predictions. For example the influence of fluid turbulence on the co-
alescence rate of different inertia droplets is studied and it is shown that the coalescence
rate increases with fluid turbulence for low-inertia droplets but decreases for high-inertia
droplets. It is shown that droplets with a Stokes number on the integral scale of the fluid
of about 1, exhibit the highest coalescence rate for a given turbulent flow field. These
simulations are performed in a pure coalescing regime, which means that each collision of
droplets leads to permanent coalescence. A last study performed gives a series of collision
outcomes and not only pure coalescence. The physical fundamentals therefore are shown
in chapter 2. The collision treatment in the deterministic algorithm is modified in such a
way, that it accounts for pure coalescence, stretching and reflexive separation. The droplet
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phase properties need to be adjusted in this case, in order to create Weber numbers that
cover the entire spectrum of potential collision outcomes. The reflexive separation regime
is treated as a collision of droplets. The case of stretching separation is handle by ignoring
the collision. In a first step it seems justifiable to ignore the collision of two droplets in
the stretching separation regime, as the two droplets continue after such a collision almost
on their initial trajectories as detailed in chapter 2. The creation of satellite droplets is
neglected, likewise the induced rotation of the droplets. Accounting for the creation of
satellite droplets is computationally demanding in DNS/DPS, as the time step criterion
needs to be applied to the smallest of the droplets, in order to ensure a correct collision
treatment. The satellite droplets are typically much smaller than the original droplets. The
droplet diameter distribution would, however, be significantly modified if the creation of
satellite droplets is considered. Some authors also report on a bouncing regime for certain
liquids. The bouncing regime is not treated in this work. The coalescence regime shows a
strong dependency on the droplet Stokes number in the performed simulations.
As many industrial applications are not accessible by direct numerical simulations today,
and will not be in the near future, different strategies exist to access these flow configura-
tions. Two different approaches are compared to results from DNS/DPS simulations in this
work, which are based on the joint fluid-particle velocity PDF approach [117]. A first ap-
proach, Euler-Lagrange stochastic simulations [60], which resolve the PDF transport equa-
tion directly; and a second one, a moment method approach accounting for poly-dispersion
and droplet coalescence, which is an extension of the DQMOM approach by Marchisio and
Fox [82] to the equations of Simonin [117] for a monodisperse dispersed phase [11]. The
equations found in this extension are the same as the equations of Simonin [117], if one sin-
gle Dirac function is chosen. The different droplet classes conditioned on a droplet mass are
coupled by coalescence source terms. The fundamentals of these two approaches, Euler-
Lagrange stochastic and DQMOM, are given and the collision handling or the collision
source terms respectively are given for the case of a pure coalescence regime. The standard
approach accounting for droplet coalescence is based on the assumption of molecular chaos
originating from the kinetic theory of rarefied gases. It is shown, in comparison with re-
sults obtained from DNS/DPS simulations, that in both cases, Euler-Lagrange stochastic
and DQMOM, the models based on the assumption of molecular chaos do not predict the
coalescence rate in a satisfying manner. Especially for low droplet inertia the deviations of
model predictions to measured results from DNS/DPS are significant. These models based
on the molecular chaos assumption perform the better, the higher the droplet inertia is.
Within the droplet inertia investigated within this work, however, these predictions do not
reach a satisfying performance. On the other hand, it is shown that collision models, which
190 CHAPTER 7. CONCLUSION
account for the correlation of droplet velocities by the fluid turbulence, perform very well
in comparison with results obtained from DNS/DPS simulations. These models exhibit
a significant improvement for all droplet inertia investigated and the most prominent for
the lowest droplet inertia studied. The coalescence rate, droplet mean diameter or droplet
kinetic energy are well reproduced. The reader may also refer to Wunsch et al. [137] and
Wunsch et al. [139]. The work done, using the DQMOM approach, allowed in addition to
validate the influence of different collisional source terms. It is shown that, in the flow con-
figuration of a homogeneous isotropic turbulence, the collision source term in the droplet
number and mass balance equation is predominant and that the influence of a collision
source term in the droplet kinetic energy equation can be neglected.
A future study using DNS/DPS could focus on the influence of a mean velocity of
the droplets, created by gravity for example: a configuration which is relevant for the
formation of rain droplets in clouds. Equally, it is of interest to investigate the influence of
a fluid velocity gradient on the coalescence rates. Statistical model predictions could then
be validated against these results, testing their performance in a more complicated flow
configuration.
It is of interest to investigate the droplet break-up or the formation of satellite droplets.
These are all configurations that can be investigated with the existing codes. Simulations
with different droplet collision outcomes (coalescence, stretching separation, reflexive sepa-
ration and bouncing) can be investigated in more details. These results may give relevant
information for the development of statistical modeling approaches, which account not only
for permanent coalescence, but also for break-up, satellite droplets or droplet bouncing, as
first results obtained within this work indicate, that the droplet diameter distribution is
strongly influenced for high droplet inertia, but not for low inertia. Also the agglomeration
of solid particles or the break-up of these agglomerates could be investigated, accounting
for the evolution of the form of agglomerates.
A sound description of droplet coalescence collisional source terms in DQMOM for
droplet momentum or fluid-droplet variance is of interest, in order to account for these ef-
fects in configurations, like the before mentioned. These can be validated against DNS/DPS
results by means of the here used solvers. A next step is then the implementation of this
DQMOM approach and its source terms into a multi-fluid code and its validation against
a more complex test case [121].
Finally, it is possible to use the results here obtained for the development of coalescence
models in the frame of the Eulerian mesoscopic approach and for validation of Euler-Euler
or Euler-Lagrange LES simulations accounting for coalescence.
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Appendix A
Collision model for particle kinetic
stress
The collision model for particle kinetic stress is given in details in Fede [41] and in Fede
and Simonin [42]. The equations used in this work, are given here.
The simulations are performed in dry granular flows, with no particle mean velocity.
The particle velocity fluctuating components are altered to anisotropy at the beginning
of the simulation in order to account for the transfer of anisotropy between the velocity
components of the different particle classes. Under these conditions the particle kinetic
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ABSTRACT Discrete Particle Simulation (DPS) can be used in order to understand 
the physical mechanisms fluid turbulence exerts on particle dispersion or on particle-particle 
collisions and at the same time to provide a reliable reference data base for the development 
of statistical modelling approaches. A correct prediction of these deterministic simulations is 
therefore fundamental for the understanding and modelling of these complex phenomena. In 
this work a validation procedure for DPS is proposed focusing on both the correct prediction 
of fluid properties at the particle position and a correct prediction of collision handling. The 
strategy to validate the collision algorithm is based on dry granular flows, which allow testing 
the algorithm performance without the disturbing influence of the fluid phase. Finally it is 





Particle laden turbulent flows are found in many industrial and practical applications like 
pneumatic conveying, circulating fluidized bed, liquid-fuel injection in internal combustion 
engines or rain drop formation. These flows involve a variety of complex phenomena, such as 
turbulent dispersion, particle-particle collisions, droplet coalescence, particle-wall 
interactions, turbulence modulation by the particles or heat and mass transfer. 
The numerical simulation of turbulent two-phase flows has been extensively improved 
for the last decades. Nowadays the development of numerical methods and the parallel 
computing allow performing a Direct Numerical Simulation (DNS) of the interstitial fluid 
between moving particles [Prosperetti & Oguz 2001]. This approach is the most physical as it 
requires a minimum of closure models. However, even for the simulation of low-scale 
particle-liquid fluidized beds [Corre et al. 2009], the computational cost restricts this method 
to a quite low number of particles (roughly 5000 particles). Hence, this method is usually 
employed to investigate the momentum or heat transfer at the particle diameter scale [Massol 
2004], but it is impossible to investigate collective phenomena taking place, such as particle 
accumulation. 
An alternative approach considers each particle as a material point and the trajectory 
of each individual particle is computed in a Lagrangian frame. This approach, called Discrete 
Particle Simulation (DPS), can be applied for several millions of particles and can be coupled 
either with DNS or Large Eddy Simulation (LES) of the carrier phase. The DPS needs models 
for the momentum or heat transfer from the fluid to the particles. The turbulence modulation 
by the particles (the so-called two-way coupling) is questionable especially when the DPS is 
coupled with a LES.  
The DPS can be used in order to understand the physical mechanisms fluid turbulence 
exerts on particle dispersion or on particle-particle collisions and at the same time to provide a 
reliable reference data base for the development of statistical modelling approaches. A correct 
prediction of these deterministic simulations is therefore fundamental for the understanding 
and modelling of these complex phenomena. 
In this paper we propose a step-by-step validation procedure for DPS of inertial droplets 
suspended in turbulent flows and undergoing droplet coalescence. This work proposes a 
methodology that ensures an accurate treatment of particle dispersion (section 3) and particle-
particle collisions or droplet coalescence handling (section 4). As particles transported by a 
turbulent flow a considered, section 2 briefly introduces the numerical predictions of turbulent 
flows, while focusing on the problems related to the coupling of DPS with the numerical 
simulation of single-phase turbulent flows. 
 
 
2. PARTICLE PATH COMPUTATION AND VALIDATION 
 
2.1. Particle trajectory 
A dispersed phase of Np spherical particles with diameter dp and density ρp is 
considered in this work. Turbulence modulation by the dispersed phase (two-way coupling) is 
neglected, as the solid mass loading is small. Assuming that the particle to fluid density ratio 
(ρp >> ρf) is large, the forces acting on a single particle are reduced to the drag force and 
gravity only. Thus, the governing equations of a single particle is written as [Maxey & Riley 
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where xp and vp are the position and velocity vector of the p-particles. The particle response 















τ  .       (3) 
According to [Schiller & Naumann 1935], for particle Reynolds number smaller than 1000 






DC +=  ,       (4) 
with Re=dp|vp-uf@p|/νf  and νf the kinematic viscosity of the fluid. 
 
 
2.2. Fluid flow prediction 
 
The computation of particle paths in a turbulent flow needs the knowledge of the exact 
instantaneous fluid velocity. From a theoretical point of view, Direct Numerical Simulation 
(DNS) of the Navier-Stokes equations is the most accurate approach. It is well known that the 
DNS is restricted by the Reynolds number and the consequently required grid. However, the 
development of the parallel computing permits to perform DNS of quite large Reynolds 
number by using with a huge number of grid points [Kaneda 1996]. 
The Large Eddy Simulation (LES) consists in solving the large scales of turbulence 
and in modelling the small scales (subgrid scales). The coupling of DPS with a LES is 
questionable, as in order to compute the particle trajectory the instantaneous fluid velocity is 
required, but LES gives the instantaneous filtered fluid velocity only. In the literature many 
papers are found analyzing the effects of the subgrid fluid velocity [Armenio et al. 1996, 
Yamamoto et al. 2001, Kuerten 2006, Fede & Simonin 2006] and proposing stochastic or 
deconvolution models [Fede et al. 2006, Pozorski & Apte 2009, Mashayek & Randya 2003]. 
For a very large number of particles, more than 10 millions, the coupling of DPS with 
an evolving DNS becomes unrealizable due to the computational cost. However, it is possible 
to couple the DPS with a frozen turbulent velocity field extracted from an evolving DNS 
[Wang et al. 2000]. In such a numerical simulation some spurious effect may appear leading 
to unphysical phenomena. Figure 1 shows the particle kinetic energy with respect to the 
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Figure 1 shows that the particle kinetic energy measured in DPS coupled with evolving DNS 
is the same as the one in DPS coupled with a frozen flow for a wide range of Stokes numbers. 
 
 
Figure 1: Particle kinetic energy normalized by 
the fluid kinetic energy measured at the particle 
position with respect to the inverse of Stokes 
number measured along inertial particle 
suspended in Homogeneous Isotropic Turbulent 
flows. The black filled symbols are the evolving 
DNS, the empty symbols the frozen flow and the 
solid line the relations based on the theory of 











In contrast, fig. 2 shows that the Lagrangian fluid integral time scale seen by the particle 
measured in a frozen flow deviates from the one in evolving DNS for large Stokes number. 
The particles with a large Stokes number experience the turbulent field as a motionless 
observer. Then the time scale seen by the particles goes to the Eulerian time scale which is 
nearly identical to the eddy-life time that is infinite in frozen flows. This effect is clearly 
shown in fig. 2 and it is seen that frozen flow simulation (empty symbols) clearly 
overestimates the Lagrangian fluid integral time scale seen by large Stokes number particles. 
 
 Figure 2: Lagrangian fluid integral time scale 
seen by the particle with respect to the inverse of 
Stokes number measured along the path of 
inertial particles suspended in Homogeneous 
Isotropic Turbulent flows. The black filled 
symbols are the evolving DNS and the empty 









Therefore, frozen flows can be coupled with DPS, if particle dispersion is investigated. 
However, care should be taken for particles with larger Stokes numbers, as the particle 
distribution could be modified and consequently have an effect on the collision kernels or 
coalescence rates.  
 
 
2.3. Validation of particle trajectory computation 
 
The key element for solving system (1) is the computation of the undisturbed fluid velocity at 
the particle position uf@p. As two-way coupling is neglected the fluid velocity at the position 
of the particle is computed by interpolating the turbulent fluid flow predictions obtained by 
means of DNS [Balachandar & Maxey 1989]. As an interpolation scheme is a filter, an 
inaccurate interpolation scheme may change the physics of the two-phase flow. The validation 
of the interpolation scheme is done using a staggered grid. Therefore, the fluid flow is 
predicted by DNS (or LES) on a given uniform grid with N3 grid points. Then the 
interpolation scheme is used to compute the velocity field on a second uniform grid staggered 
from the first one. For illustration, three interpolation schemes are used here: linear, Shape 
Function Method (SFM) and cubic splines.  
Two turbulent velocity fields are considered: first, a flow field predicted by means of DNS on 
a grid with 1283 grid points and a turbulent Reynolds number Re=60. Second, a flow field 
predicted by LES with 963 grid points and turbulent Reynolds number Re=819. The first-
order evaluation of the interpolation scheme consists of comparing the moments of the fluid 
velocity computed for both grids, the original and staggered one. The error of the 
interpolation scheme is quantified by 
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The error produced by the linear scheme is much more important than the error given using 
by the SFM or cubic spline scheme, as expected and seen in Tab. 1. Following the results 
given in tab. 1, the question about the real value of a cubic spline scheme instead of SFM 
might arise, as SFM already gives an error of the order of 0.05% and is much more 
computational cost efficient compared to the cubic spline scheme. To answer this question, 
fig. 3 compares the energy spectrum computed on the DNS grid and on the staggered grid. It 
is observed that all interpolation schemes modify the turbulent spectrum as a filter. However 
the cubic spline gives a better representation of the small scales of turbulence. Fig. 4 shows 
the difference between the spectra normalized by the integral of the DNS spectrum given as 
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Figure 4 clearly shows that the cubic splines interpolation scheme predicts better for the small 
scales of fluid turbulence. This is a very important point. If only particle dispersion is studied, 
the SFM interpolation scheme is probably sufficiently accurate. However, if particle-particle 
collisions in homogeneous isotropic turbulence are studied, the collision frequency in the limit 
case of zero inertia but finite volume particles is controlled by the local fluid velocity 
gradients (see Saffman & Turner). In this case an inaccurate interpolation scheme may lead to 
erroneous collision rates. 
 
Tab 1: Error of the interpolation scheme on turbulent kinetic energy. 
  Linear SFM Cubic splines 




Figure 3: Turbulent spectrum computed on staggered grid. Left: DNS with Re=60 (1283 grid points) and 
right: LES with Re = 819 (963 grid points). Solid lines are the spectrum computed on fluid grid, •: linear 
scheme, ×: SFM and +: cubic splines. 
 
 Figure 4: Error evaluation of the interpolation scheme. Left: DNS with Re=60 (1283 grid points) and 
right: LES with Re = 819 (963 grid points). Solid lines are the spectrum computed on fluid grid, •: linear 
scheme, ×: SFM and +: cubic splines. 
 
2.4. Particle dispersion with mean slip (as for example induced by gravity) 
 
The settling of particles in a turbulent field is an important complex phenomenon in 
multiphase flows. DPS is a powerful tool to bring some answers about the physical 
mechanisms acting in particle-turbulence interaction [Fessler et al. 1994, Février et al. 2005] 
or preferential concentration [Squires & Eaton 1991]. However, [Fede et al. 2007] show that 
the periodical boundary conditions may cause a statistical bias in DPS of inertial particles 
falling in a homogeneous turbulence. Indeed, in such a numerical simulation a particle that 
crosses an edge of the computational domain is re-injected at the opposite side. 
[Fede et al. 2007] show that when the particle residence time in the box is smaller than the 
turbulent eddy-life time the particles may interact with nearly the same fluid velocity field. 
Consequently the fluid velocities seen by the particles are correlated with themselves inducing 
a statistical bias. To illustrate this phenomenon fig. 5 shows the Lagrangian fluid velocity 
correlation function measured along the solid particle path. 
 
 
Figure 5: Fluid velocity correlation seen by settling 
particles for τinbox/τE = 0.91 (solid line) and τinbox/τE 
= 4.34 (dashed line). The fluid integral time scale 











Figure 5 shows the fluid velocity correlation function measured for two kinds of 
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where Lb is the computational box length and Vset is the settling velocity Vset=τpg. As seen in 
fig. 5 peaks appear in the Lagrangian correlation function for a small value of τinbox/τE. It 
corresponds to a re-correlation effect due to periodical boundary conditions. Fede et al. 
proposed the limiting value of τinbox/τE<4 to ensure that this statistical bias does not change the 
particles behaviour. 
 
3. COLLISION/COALESCENCE VALIDATION 
 
If collisions or coalescence are taken into account in DPS validation needs to be 
performed at two levels: first for the collision or coalescence model (in terms of momentum 
transfer) and second for the detection algorithm as both are independent. 
The collision algorithm is validated performing dry granular flow simulations of 
mono- and bi-disperse particle mixtures. The results on a bi-disperse mixture, which are 
comparing the statistics obtained in dry granular flows with predictions originating from the 
kinetic theory of rarefied gases, can equally be considered as a validation of the collision 
detection algorithm in a poly-disperse particle mixture. As usually only binary collisions are 
treated, a bi-disperse simulation validates the case of a poly-disperse mixture. The validation 
is conducted in dry granular flows as the statistical properties that should represent the 
particulate system are known from the theory of rarefied gases. It is therefore possible to 
conduct simulation without the 'disturbing influence' of a fluid phase. All changes in the 
particle trajectories are exclusively related to particle-particle collisions. This configuration of 
dry granular flows offers therefore ideal conditions for the validation of the collision detection 
algorithm. 
In this section we first introduce a detection algorithm and a collision model. Second 
we present criteria in order to validate the collision model and third the detection algorithm. 
The last part is dedicated to the validation of coalescence. It is emphasized that the validation 
criteria do not dependent on the collision model or detection algorithm. 
 
3.1. Particle detection and collision model 
Several algorithms for the treatment of the dispersed phase are found in literature 
[Hopkins & Louge 1990, Sigurgeirsson et al. 2001, Sundaram & Collins 1997]. The simplest, 
but also an extremely inefficient way to detect particle-particle collisions is checking for 
collision between all possible particle pairs in the computation domain. This way the cost of 
checking for collision is Np(Np-1)/2 and hence in the order of O(Np2). The computation cost 
can be reduced by using a detection grid. In [Wunsch et al. 2008] a collision detection 
algorithm for a polydisperse particulate phase is proposed. This algorithm has two collision 
detection criteria, the first is the standard overlap criterion, i.e. a collision between two 
particles is found by overlap of the particles at a given time step. This kind of algorithm 
demands a small time step in order to accurately predict the collision frequency. [Wunsch et 
al. 2008] show that the introduction of a second criterion that compares the relative position 
of the colliding particles in two consecutive time steps increases the time step significantly. 
The detection algorithm provides a list of colliding particles for which a collision, or 
coalescence, model has to be applied. Assuming an instantaneous pure slip collision of 
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where w is the particle-particle relative velocity, k the normalized unit vector connecting both 
particle centres and mp the p-particle mass. The particle restitution coefficient ec represents the 
loss of particle energy during the collision. 
 
3.2. Collision model validation 
The validation of the collision model is handled by performing DPS of homogeneous 
granular flows. The particles are initially randomly distributed and the particle velocity 
distribution becomes Gaussian due to the redistribution effects of collisions as seen in fig. 6. 
In case of monodisperse elastic particles (ec=1) the particle kinetic energy is perfectly 




Figure 6: Particle velocity distribution. Gaussian 
distribution with mean µ=0 and σ=0.284 (Solid 












One of the main differences with a system of a mono-disperse mixture is the fact that in a bi-
disperse particle mixture the energy levels for each particle class are not the same in the 
thermal equilibrium state. Heavier particles do not show the same particle agitation in the 
equilibrium state as lighter particles. This equilibrium state of the particle agitation can be 
expressed by the following relation 
 
22
qqpp qmqm =  .        (11) 
If the particle collisions are elastic, the particle agitation of the bi-disperse mixture 2mq  can be 
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The relations (11) and (12) allow writing the particle agitation for each class in function of the 
particle agitation of the mixture 
















=     (13) 
Now, it is possible to find an expression for the ratio of qp2/qm2 and qq2/qm2, which only 
depends on the mass of the particle classes mp and mq as well as on their number densities nq 
and nq. The same values can be measured in the DPS simulations. A comparison of the 
measured values to the predictions of the equilibrium theory is given in fig.7. Figure 7 shows 
that the particle kinetic energies converge around their respective theoretical values. This is 




Figure 7: Comparison of particle kinetic energy 
ratios measured in DPS to predictions from the 











Note that the proposed validation of the collision model is independent of the collision 
detection algorithm. Indeed the detection algorithm gives the number of collision, in other 
word the collision frequency. Then even if the collision frequency is wrong the relation (13) is 
remains correct. The difference is the time needed to reach the equilibrium (11). 
 
3.3. Collision detection algorithm 
 
The validation of the detection algorithm is mainly related to the collision frequency 
and consequently with the time step of the simulation. To evaluate the collision detection 
algorithm the relevant parameter is the mean particle displacement during a time step δl. For a 
mean displacement larger than the particle diameter collision missing is expected. In the 
frame of the kinetic theory of rarefied gases applied to granular media, the mean particle 














 .        (10) 
Distributions of collision angle Nθ and relative velocity at the moment of collision
pq
N w are 
used to quantify the efficiency of the collision algorithm. The kinetic theory provides the 
following theoretical relations 
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The accuracy of the predictions with respect to the time step criterion δl/dp is shown in fig.8 




 Figure 8: Collision angle PDF in dependence on 
ratio dl/dp using a pure overlap detection 
algorithm. Thy symbols stand for □:0.13, ∆:1.3, 

















Figure 9: Impact relative velocity PDF 
dependence on ratio dl/dp using a pure overlap 
detection algorithm. Thy symbols stand for 
□:0.13, ∆:1.3, ○:1.9 and the solid line the 











As clearly seen in fig.8 and fig.9 a sufficient algorithm performance is achieved when the 
particle propagation is limited to about 13% of a particle diameter, thus for a ratio δl/dp=0.13. 
Similar results are obtained by [Sakiz 1999]. For ratios δl/dp larger than this value the 
simulation results deviate from the prediction based on the kinetic theory of rarefied gases and 
especially grazing collision are missed. In dependence of the flow configuration in DNS/DPS 
simulations of turbulent two-phase flows the criterion δl/dp can be more stringent than the 
CFL number of the DNS, which is disadvantageous as the DNS of the continuous phase then 
needs to be solved applying a time step which is not optimal. In fig.9 it is seen that with an 
increasing ratio of δl/dp more and more particle-particle collisions are missed between 
particles with a high relative velocity. This appears logic as faster particles cover a larger 
distance during a fixed time step than slower ones. Consequently fig.8 shows that the grazing 
collisions are more sensitive to a higher ratio of δl/dp. To remedy this restriction in the time 
step criterion a second particle pair detection criterion is introduced in the algorithm 
developed in [Wunsch et al. 2008]. In practice, this criterion is a significant advantage as the 
time step criterion on the dispersed phase is still more stringent than the one on the fluid phase 
and therefore corresponds to a net increase of the time step by a factor of ten. 
Representing correctly the relative velocity and collision angle distributions is not 
sufficient for the validation of the detection algorithm. If for example a systematic error in the 
detection algorithm persists that affects random particles, the distribution PDF's exhibit a 
correct behaviour, but the collision frequency is not correctly represented. A correct 
prediction of the collision frequency is crucial. It is the most important statistic of the 
dispersed phase. The influence of collisions on any quantity is written as the change in the 
quantity by the collision multiplied with the collision frequency. Therefore, the collision 
frequency measured is compared to the predictions of the theoretical collision frequency. For 
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where g0 is radial distribution function introduced to take into account the increase of 
collision frequency due to particle packing. In diluted granular flows the radial distribution 
function is nearly equal to 1 but for dense flows g0 depends on the particle volume fraction 




Figure 10: Comparison of radial distribution 
function 0g  measured in DPS to theoretical 
predictions with respect to the particle volume 











As can be seen in fig.10 the DPS results correspond very well with the theoretical predictions 
for the collision frequency corrected by the model for the radial distribution function of 
[Carnahan & Starling 1969]. Thus, it is verified that the collision frequency is correctly 
predicted.   
 
3.3. Coalescence 
The droplet pair detection in case of other collision outcomes than rebounds, such as 
permanent coalescence, reflexive or stretching separation of remains the same in the case of 
gas-liquid flows. The droplet collision handling is altered only. The collision outcome for 
colliding droplets is basically described by two dimensionless quantities, the Weber number 
We and the impact parameter X.  
Coalescence phenomena are modelled representing a pure coalescence regime only for 
the sake of distinctness. This means that each collision leads to permanent coalescence and no 
other collision outcomes exist. Permanent coalescence is modelled applying mass and 
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with mp and mq the mass of the particles before coalescence and m* after. Analogous for the 
particle velocities vp, vq and v*. The corresponding particle diameter is directly deductible 
from the mass conservation equations as the particle density is constant and the particles are 









=  ,        (15) 
with x*the position of the new particle and dp, dq and d* the particle diameters. 
 
The outcome of droplet collisions can be expressed in terms of the Weber number (We) and 
the impact parameter X. It is possible to determine a theoretical probability density function 
(PDF) for both the Weber number and the impact parameter. For the purposes of this article, 
only the PDF of the impact parameter is regarded. A distribution function is derived for the 
impact parameter X [Wunsch 2009], which is a purely geometrical quantity and can be 
calculated as a function of the collision angle PDF given in (11). It can be written as 
 ( ) ( ) θθθ dNdXXN =          (16) 
This leads to 
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With some manipulations, respecting the relation between the collision angle and impact 










, which is the interval of collision angles as it is defined here. It writes then 
 ( ) ( )θθ sin2=XN ,         (20) 
which, expressed in terms of the impact parameter and applying ( )Xarcsin−= piθ , gives the 
final form for the PDF of the impact parameter as 
 ( ) XN X 2=θ .          (21) 
The PDF of the impact parameter therefore describes a straight line through the origin. A 
comparison with measurements from DPS on a dry permanent coalescence flow is given in 
fig.11. The statistics verify this theoretical prediction of the impact parameter, although the 
statistics are moderate, which is due to the lack of events that can be taken into consideration.  
The number of particles finds its maximum at the beginning of the simulation and decreases 
then with each single collision in the simulations performed here. Therefore, collisions are 








 Figure 11: Comparison of measured impact 














Measures of the coalescence rate in DPS simulations of dry coalescence, where 
permanent coalescence is the only possible collision outcome, are compared to predictions of 
Monte-Carlo simulations. These simulations are considered to be exact in dry granular flows 
and a correct measure of the coalescence rate and particle kinetic energy in the system is 
qualified by agreement with the Monte-Carlo predictions. First, the coalescence rate is 
presented and second, these comparisons to predictions of Monte-Carlo simulations are used 
to validate the algorithm on different platforms.  
 
The initialization of the Monte-Carlo simulations is done with an underlying fluid flow 
field which brings the particulate phase into a stationary state. At the moment coalescence is 
started the fluid flow is turned off and thus the configuration of dry granular flows is 
produced. Figure 12 shows that the particle number (and therefore the coalescence rate) is 




Figure 12: Particle number measured in DPS in 










The collision detection algorithm and 
collision treatment is integrated into the 
DNS solver and adapted to its structure. Then, the algorithm is vectorized due to the vectorial 
structure of the NEC-SX-8 on which the DNS/DPS simulations were performed. Obviously a 
re-validation is necessary in order to assure not to introduce errors by these modifications. 
Besides the validations presented above, while validating the collision algorithm, also the 
coalescence rate and particle kinetic energy on different platforms are compared. The results 
are presented in fig.13. It is seen that the particle number as well as the particle kinetic energy 




Figure 13: Droplet number Np measured in DPS in 
comparison with predictions from Monte-Carlo 
simulations comparing vectorized and non-













Several validation procedures for Discrete Particle Simulation of turbulent two-phase flows 
with droplet coalescence are proposed. First, restrictions of the coupling of DPS with DNS or 
LES are discussed, showing first limits for turbulent Reynolds number, in respect of 
computational cost for DNS and in terms of accuracy for LES and second for the high number 
of droplets for which a frozen DNS needs to be applied. Then a validation procedure for 
particle-particle collisions or droplet coalescence is presented. First discussing the correct 
prediction of fluid properties at the particle position and then validating the collision handling. 
The collision handling consists of first, validating the collision model and second the collision 
detection algorithm. The particle energies and PDFs of collision statistics are used to verify a 
correct collision handling. Finally, the modelling of droplet coalescence is validated in 
comparison with Monte-Carlo type simulations which are considered as accurate in dry 
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To analyze in detail the coalescence mechanisms and vali-
date modeling approaches, deterministic Lagrangian simulations
of droplet trajectories (DPS) coupled with Direct Numerical Sim-
ulations (DNS) of a Homogeneous Isotropic Turbulence (HIT)
are performed. The influence of the colliding particle velocity
correlations induced by the fluid turbulence on the rate of droplet
coalescence is investigated for different particle inertia. The re-
sults are compared to predictions using the Direct Quadrature
Method of Moments (DQMOM) accounting for coalescence.
The particle diameter distribution is written as a summation of
Dirac functions. This allows to derive Eulerian transport equa-
tions for the dispersed phase statistics, which account for co-
alescence and conserve the low-order moments of the particle
size distribution. The collision terms are modeled applying the
molecular chaos assumption in order to account for coalescence.
Particle size distributions and moments obtained from DQMOM
are compared to those of the DNS/DPS simulations in function
of particle inertia.
INTRODUCTION
The study of collisions between particles in turbulent dis-
persed multiphase flows is of interest for many engineering ap-
plications. Examples of flows where droplet coalescence is likely
to play an important role include many topics such as solid-
fuel rocket propulsion, internal combustion engines and electric
∗Address all correspondence to this author.
power generation by liquid fuel turbines. The droplet size gener-
ally has a major influence on the global performance of the sys-
tem and must be accurately taken into account in numerical sim-
ulations. As the carrier flow is often turbulent, droplets located
in the vicinity of the same point may have different velocities,
collide and perhaps coalesce leading to a strong modification of
the droplet size distribution.
The statistical representation of the coalescence rates is
gained based on a Lagrangian tracking of the dispersed phase,
here referred to as Discrete Particle Simulation (DPS), in a phys-
ical study of coalescence in Homogeneous Isotropic Turbulence.
This approach is coupled with Direct Numerical Simulations
(DNS) in order to account for the influence of the turbulent mo-
tion of a fluid on the particle distribution. Coalescence is ac-
counted for using an algorithm allowing to detect collision in
a broad droplet size distribution. This algorithm was validated
for dry granular test cases [1]. The results are compared to pre-
dictions using the Direct Quadrature Method of Moments (DQ-
MOM) accounting for coalescence. The here applied DQMOM
approach [2] is a recently developed extension of the approach
by Marchisio and Fox [3] based on the formalism of the joint
fluid-particle PDF approach by Simonin [4].
Coalescence phenomena are various and each collision be-
tween two droplets leads to the creation of one to several new
droplets, depending on the relative properties of the colliding
droplets. Several studies concerned with coalescence phenom-
ena have been performed, pointing out the diversity of the colli-
sion outcome [5–7]. In this study, in order to better understand
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the physical mechanisms of turbulence-coalescence interaction,
only the permanent coalescence regime is considered. Each col-
lision leads to permanent coalescence.
The article is structured as follows. First, the DNS/DPS ap-
proach is explained. Second, the DQMOM approach is detailed
by explaining the general formalism, the closure of the collision
operator and then outlining the equations solved in the frame of
this work. Then the fluid flow is described and finally results are
presented for the comparison of DQMOM with DNS/DPS.
DNS/DPS APPROACH
Direct Numerical Simulations (DNS) coupled with a La-
grangian tracking of the particle phase (DPS) are performed here
and have been extensively used to investigate gas-particle flows
[8–11]. The flow configuration is a Homogeneous Isotropic Tur-
bulence (HIT) forced by a scheme initially proposed by Eswaran
and Pope [12], which assures a statistical steadiness. The parti-
cles are considered as rigid spheres with diameters smaller than
the Kolmogorov turbulence length scale ηK . The turbulence
modulation by the dispersed phase (two-way coupling) is not
considered, as the particle mass fraction is small. Assuming that
the particle fluid density ratio (ρp ≫ ρ f ) is large, the forces act-
ing on the particle are reduced to the drag force only. Thus, the
governing equations of the Np particle system in interaction with
the surrounding flow field and undergoing particle-particle colli-













where xp,up are the position and velocity vectors of the parti-
cle p and mp is the particle mass. u f @p is the undisturbed fluid
velocity at the position of the particle and Fp,i j represents the im-
pulsive force resulting from particle-particle collisions. As two-
way coupling is neglected, u f @p is computed with an accurate
interpolation scheme [13]. The particle response time τp is given



















with dp the particle diameter and ν f the kinematic viscosity of
the fluid. Coalescence is modeled assuming that each collision
leads to permanent coalescence. Other collision outcomes as
identified by several authors [5–7] are not regarded for the sake
distinctness. The mass and momentum conservation equations
of two particles undergoing coalescence are written as
m∗ = mp + mq
m∗v∗ = mpvp + mqvq (3)
with mp and mq the mass of the particles before coalescence
and m∗ after. Analogous for the particle velocities vp,vq and
v∗. The corresponding particle diameter is directly deductible
from the mass conservation equations as the particle density is
constant and the particles are modeled as rigid spheres, as men-
tioned above. The position of the new particle that arises from





with x∗ the position of the new particle and dp, dq and d∗ the par-
ticle diameters. Coalescence is detected using a recently devel-
oped algorithm allowing detecting collisions in a poly-dispersed
particle mixture [1].
DQMOM APPROACH
The here used DQMOM approach is an extension of the ap-
proach proposed by Marchisio and Fox [3] based on the formal-
ism of the joint fluid-particle PDF approach by Simonin [4] re-
cently developed by Belt and Simonin [2].
To account for droplet coalescence (particle aggregation) or
poly-dispersion in the frame of the Euler-Euler modeling ap-
proach is challenging. Marchisio and Fox [3] proposed the DQ-
MOM approach to tackle these difficulties. However, as the ve-
locity distribution for a given diameter is represented by a Dirac,
coalescence effects appear only in the mass balance equations.
Consequently, as outlined by Belt and Simonin [2], particle mo-
mentum and particle kinetic stress transport equations cannot be
written accounting for coalescence effects. Instead, in the ap-
proach of Marchisio and Fox [3], an ad-hoc formulation of the
multi-class Eulerian approach without collision modeling is ap-
plied. In the novel approach, these equations can be derived ac-
counting for particle coalescence. This new approach is briefly
summarized in the following. The reader may refer to [2] for a
more complete description of the formalism.
General DQMOM formalism
The dispersed phase statistics can be described in turbulent
two-phase flows in terms of the joint fluid-particle probability
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density function (pdf) f f p(x,t,c f ,µp,cp), which is defined such
that f f p(x,t,c f ,µp,cp)dc f dµpdcpdx is the probable number of
droplets at time t with the center of mass located in the volume
[x,x + dx], a translation velocity up in [cp,cp + dcp] and a mass
mp in [µp,µp + dµp], seeing a locally undisturbed fluid velocity
u f @p in [c f ,c f + dc f ]. The evolution equation can be written as
a Boltzmann-type equation [4]:












∂c f , j
(
〈
du f @p, j








dt |µp,cp,c f 〉 f f p
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where 〈.〉 represents an ensemble averaging operator and ddt the
rate of change along the particle path of any particle property.
The notation 〈.|µp,cp,c f 〉 is written for the conditional expecta-
tion 〈.|mp = µp,up = cp,u f @p = c f 〉. Exact expressions for the




will be detailed below.
Marchisio and Fox [3] wrote the particle pdf fp as a summa-





ωα(x,t)δ(µp− µ˜p,α(x,t))δ(cp− c˜p,α(x,t)) (6)
where µp,α(x,t) and cp,α(x,t) are the mass and velocity of class
α, respectively. As seen in (6), one single mean velocity is asso-
ciated with each mass and as a consequence transport equations
for the particle agitation cannot be derived. Belt and Simonin [2]
define for each class one mass associated with a velocity distri-
bution, which is written as:
f f p(x,t,µp,cp,c f ) = np(x,t)h∗f p(x,t,cp,c f |µp)g∗(x,t,µp) (7)
with np(x,t) the number of particles per unit volume at x and
t. h∗f p(x,t,cp,c f |µp) is the joint fluid-particle velocity probabil-
ity density function at time t, conditioned by the mass mp equal
to µp, with the center of mass located in the volume [x,x + dx]
and a translation velocity up in [cp,cp + dcp], seeing a locally
undisturbed fluid velocity u f @p in [c f ,c f + dc f ]. g∗(x,t,µp) is
the mass probability density function at time t with the cen-
ter of mass located in the volume [x,x + dx] and a mass mp in
[µp,µp + dµp]. The pdfs h∗f p and g∗ verify:
Z
h∗f p(x,t,cp,c f |µp)dcpdc f = 1 ∀ µp (8)Z
g∗(x,t,µp)dµp = 1 (9)
Belt and Simonin [2] write the pdf g∗, similar to [3], as a sum-
mation of Dirac functions with the sum of the weights ωα over






This presumed pdf g∗ is equivalent to make the Gauss quadrature








The weights ωα and the abscissas µ˜p,α in (10) are unknown,
thus 2N unknowns must be determined. With the help of the
Gauss quadrature approximation, the moments of g∗ can be com-
puted. Following the DQMOM approach 2N transport equations
on the low-order mass-moments are derived by integration of the
Boltzmann-type equation (5) multiplied with µkp. After some ma-
































For the sake of clarity, the quantity dependencies with respect to
x and t are not written out in (12). The mean number of particles
per unit volume nα with mass µ˜p,α is defined as nα = ωαn. The
physical meaning of the weight ωα appears in this approach, as
the ratio of number of droplets per class α to the total number
of droplets at x and t. System (12) gives the values for the N
abscissas µ˜p,α and N weights nα, from which the droplet diame-
ter distribution is reconstructed. This reconstructed distribution
should show the correct moments up to the order 2N − 1. The
operator 〈φ〉α represents the conditional average on a mass mp
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equal to µ˜p,α: 〈φ〉α = R φh∗f p(x,t,cp,c f |µ˜p,α)dcpdc f . The term
nα〈Γ〉α represents the evaporation rate of droplets, which is zero
throughout this work.
For N = 1 the equation (12) is identical to the number
(k = 0) and mass (k = 1) transport equations for monodisperse
droplets derived by Simonin [4]. Also, (12) is equivalent to the
system obtained by Marchisio and Fox [3] if written in terms of
diameter. However, system (12) is not closed since it contains the
velocity 〈cp〉α conditioned by the mass of class α. Following a
similar way as Simonin [4] to derive transport equations for mo-
mentum, particle kinetic stress and fluid-particle covariance, the
velocity 〈cp〉α can be obtained in the framework of the DQMOM
approach. Those equations are in agreement with Simonin’s [4]
transport equations for a monodisperse droplet cloud. For more
details, the reader may refer to [2] and [4], readers interested in
the resolution of the equation system to [2] and [3].
In a Homogeneous Isotropic Turbulence, as in this study, all
variations with respect to ∂∂x j are zero and thus equation (12) sim-
plifies significantly. In particular the momentum balance equa-
tion does not need to be solved, since the mean velocity is equal
to zero. As detailed below, the particle kinetic energy is required
for the closure of the collision term. In a first step, within this
work, the corresponding values of q2p are directly obtained from
the performed DNS/DPS simulations. In a second step, the par-
ticle kinetic stress tensor equation is solved in the DQMOM ap-
proach. In order to account for the interaction of the particle
phase with the fluid turbulent motion, the mean particle response
time τFf p = 〈τp〉α and the fluid-particle symmetrical velocity co-




p,β〉α + 〈c′p,γu′f @p,β〉α
)
are
then needed. The value for τFf p is taken from the DNS/DPS
simulations. A transport equation for R f p can be derived in
the DQMOM framework (14). The equilibrium state from the
theory of Tchen and Hinze [15] is used to determine the fluid-
particle covariance, which is given using the relation of Tchen
[15] q f p = 2q f1+St where the Stokes number is defined as St =
τFf p
TL ,
when the particle kinetic stress equation is solved only. The par-


















































































































The only term of equation (13) that remains in the equation for a
Homogeneous Isotropic Turbulence are detailed below.
Finally, the fluid-particle covariance equation (14) is solved.
τFf p is taken again from the DNS/DPS simulations and the fluid
energy q2f is also known. The fluid-particle covariance equation
writes as:































































−nα〈Γc′f ,βc′p,γ〉α = fα (16)
The remaining terms in the equation are explained below when
detailed for Homogeneous Isotropic Turbulence. The reader may
note that the term E and E ′ on the left hand side of equations (13)
and (14) is equal to zero in a Homogeneous Isotropic Turbulence.
For its definition as well as an exhaustive explanation of the terms
in (13) and (14) the reader may refer to [2].
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Closure of collision operator
The coalescence operator C (ψ) is the integral of the change
in a quantity ψ (for a distinct collision) multiplied with its prob-
able collision frequency over all binary collisions. If ψ∗ is the
quantity after collision and ψ before collision, the change in ψ
can be written as ∆ψ = ψ∗−ψ and thus the coalescence operator
C (ψ) for two particles P and Q as:






f (2)f p (c f @p,µp,cp,x,c f @q,µq,cq,x + dpqk,t)
dkdµpdµqdc f @pdcpdc f @qdcq (17)
where dpq = (dp + dq)/2 is the collision diameter, w = cq − cp
is the relative velocity between the two colliding droplets, k is
the unit center connecting vector pointing from particle P to Q.
f (2)f p (c f @p,µp,cp,xp,c f @q,cq,µq,xq,t) is the joint fluid-particle-
fluid-particle pair distribution function. The particle pair distri-
bution function f (2)p is per definition obtained by integration over
the particle velocities as given in equation (18).
f (2)p (cp,µp,x,µq,cq,x + dpqk,t)
=
Z Z
f (2)f p (c f @p,µp,cp,x,c f @q,µq,cq,x + dpqk,t)
dc f @pdc f @q (18)
According to the “molecular chaos” assumption the particle pair
distribution function f (2)p can be written as a product of to single
one-particle distribution functions:
f (2)p (cp,µp,x,µq,cq,x + dpqk,t)
≈ fp(cp,µp,x,t) fp(cq,µq,x + dpqk,t), (19)
It needs to be mentioned that according to [9] the “molecular
chaos” assumption is valid only, if the particle response time is
much larger than the fluid Lagrangian time scale. If the parti-
cle response time is of the same order or smaller than the fluid
Lagrangian time scale, the particle velocities become correlated
through the interaction with the fluid. This can be accounted for
by a specific closure of f (2)f p proposed by [9]. Nevertheless, the
“molecular chaos” assumption is the simplest approach and is
used here.
The coalescence operator is here written, similar to [3] as
outlined in [2], as a function of the “birth” rate B and “death”
rate D for a quantity ψ = µkp:
C (Ψ) = B (Ψ)−D (Ψ) (20)









with β(µp,µq) the radial relative velocity. It can be written as:












DQMOM in Homogeneous Isotropic Turbulence (HIT)
The DQMOM approach is here compared with a homoge-
neous isotropic turbulence coupled with a dispersed phase of
spherical particles undergoing coalescence. As mentioned above,
all variations with respect to ∂∂x j are zero and equation (12) and
(13) simplify significantly. Five different cases are regarded here.
In the first case i) only the number and mass balance equation
are solved. The particle kinetic energy is extracted from the
DNS/DPS simulations. Second, the particle kinetic stress equa-
tion is in case ii) solved making use of from DNS/DPS values for
the mean particle response time, while the fluid particle covari-
ance is modeled following the theory of Tchen and Hinze [15].
In case iii) additionally the fluid particle covariance equation is
solved, with the fluid energy from the DNS/DPS simulations. In
case iv) a collision term in the particle kinetic stress equation
is added. And last in case v) dry granular simulations are per-
formed in order to evaluate the influence of the collision term in
the particle kinetic stress equation. The equations to solve are
the following. For the number and mass balance equation (12)
the source terms can be written per class α:
i) Number and mass balance equation HIT
∂
∂t (nα) = aα (24)
∂
∂t (nαµ˜p,α) = bα (25)










µ˜k−1p,α bα = C (µkp) (26)
where C (µkp) represents the collision term as defined in (20).
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ii) Particle kinetic stress equation (HIT) The parti-
cle kinetic stress equation can be written as seen in (28). It can
also be obtained from (27). As the particle number and mass are
known from (26), (27) contains the same information as (28) as
it is only weighted by a different factor. The source terms are


































〉α = dα (28)
(13) can be written as shown in (29), if the influence of coales-
cence is not accounted for in the particle kinetic stress equation.
In the case ii) the system to solve consists thus of (26) and (29).
This assumption is valid only, if the effect of collisions on par-
ticle kinetic stress is less important than the interaction with the
















The interaction with the fluid turbulent motion is expressed by















p,β〉α −R f p,γβ
]
(30)
Where the fluid-particle covariance tensor R f p,γβ is modeled us-
ing q f p =
2q f
1+St . The mean particle response time τ
Ff p,α is ex-
tracted from the DNS/DPS simulations.
iii) Fluid particle covariance equation (HIT) The
fluid particle covariance equation is given in the case of a Ho-









〉α −nαµ˜p,α〈c′p,γAβ〉α = fα (31)



















iv) Collision term in particle kinetic stress equa-
tion In general it is difficult to write the collision termR
q2pµkp




dcpdc f dµp in (13). In the here presented case, a
Homogeneous Isotropic Turbulence, the particle mean velocity is
zero, as already mentioned. This allows to write the coalescence
term making use of (3) and applying (20) and with ψ = µkpq2p,
if fp is assumed Gaussian, as it is justified in this isotropic flow
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The term E in (13) equals zero in a Homogeneous Isotropic Tur-
bulence, as mentioned above. For further information, the reader
may refer to [2].
v) Influence of Collision terms in dry granular flows
In this last case the influence of the collision term in the particle
kinetic stress equation is evaluated. Dry granular simulations are
therefore compared with DQMOM predictions for three different
dry granular cases. In the first one, the number and mass balance
equation only are solved and the particle kinetic energy is up-
dated using results from DNS/DPS simulations. In the second
dry granular case, the particle kinetic stress equation is solved,
while the collision term is neglected and finally this collision
term is taken into consideration in the last dry granular case. The
collision term is shown under iv).



















DNS 803 @ ReL = 26
DNS 1283 @ ReL = 61
Figure 1. Simulated cases in comparison with the theory of Tchen &
Hinze [15], [16] as well as its extension by Deutsch [17], [18]
Table 1. Characteristics of fluid turbulence for turbulent Reynolds num-
ber ReL = 61.2
Cube length Lb 0.128
Grid points N 1283
Turbulent energy q2f 6.6616 10−3
Integral longitudinal length scale L f /Lb 0.1056
Integral transversal length scale Lg/L f 0.4673
Reynolds number ReL 61.2
Kolmogorov length scale ηk/Lb 0.0506
kmaxη 2.00
Description of fluid-particle flow field
The fluid flow field is a homogeneous isotropic turbulence.
Once the fluid flow field reaches a steady state the particulate
phase is initiated and converges around an equilibrium with the
fluid turbulence, as seen in figure 1. The particle Stokes numbers
are chosen to be identical for different Reynolds numbers. The
initial particle diameter dp is the same in all simulations, only the
particle density ρp is modified for different particle inertia. Table
1 summarizes the fluid field values for the turbulent Reynolds
number ReL = 61.
RESULTS
The results obtained from DNS/DPS simulations are com-
pared with the DQMOM simulations described above under i) to
Diameter
N p










Figure 2. Particle number - diameter pdf for St = 2.4 at ReL = 61
Table 2. DNS/DPS to DQMOM ratio of 0th to 5th order moment for
particle inertia of St = 0.1, St = 0.95 and St = 2.4 at ReL = 61 for
simulation case i
moment (order) St = 0.1 St = 0.95 St = 2.4
Np (0) 2.004 1.238 1.102
mp (1) 0.9994 1.0000 0.9995
dp ( 13 ) 1.669 1.168 1.073
d2p ( 23 ) 1.323 1.087 1.039
(2) 0.353 0.750 0.877
(3) 0.138 0.620 0.920
(4) 0.113 0.789 2.191
(5) 0.212 1.857 11.114
v) in this section.
Case i)
DQMOM simulations are conducted for five different parti-
cle classes, as they are presented in figure 1. However, results are
here only presented for the lowest, highest and the intermediate
Stokes number. They are characterized by different particle in-
ertia. As the DQMOM approach assumes ’molecular chaos’ and
thus independence of the coalescing particle velocities, it is sup-
posed to perform best for high inertia particles, as this case is the
closest to the ’molecular chaos’ assumption. The DNS/DPS sim-
ulations are initialized with a monodisperse particle phase (all
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particles have the same initial diameter), thus the particle size
pdf is represented by one single Dirac function. As three Dirac
functions are used in DQMOM to represent the particle diame-
ter distribution, numerical problems could be caused by the ini-
tial monodisperse distribution. In order to avoid these problems,
the DQMOM simulations are initialized with DNS/DPS data, in
which three different particle sizes have occurred since the start
of the coalescence simulation. As the DQMOM approach is writ-
ten to conserve the first 2N−1 moments of the particle diameter
distribution, these moments are calculated for results obtained
with the DNS/DPS as well as for results of the DQMOM (11).
The ratio of the same moments of the corresponding distribu-
tions is used to evaluate the accuracy of the DQMOM in the here
used configuration. Results are shown in table 2. Figure 2 com-
pares distributions of inertial particles. The empty bars represent
the Dirac distribution obtained from DNS/DPS simulations. As
the initial distribution is monodisperse, all emerging droplet di-
ameters are determined by the initial diameter. The black bars
represent the Diracs from DQMOM.
Throughout this work, three Diracs are used in the DQMOM
approach for two reasons. First, it appears the most feasible
choice for comparison with the DNS/DPS data and second, the
low-order moments give the same results for three or four Diracs
as seen in table 3. Only the 4th-order and higher moments exhibit
a significant change in magnitude. The choice of three Diracs
seems to be justified. Naturally, if higher than 5th-order mo-
ments are of interest, an adequate number of Diracs needs to be
chosen.
Under the impression of an increasing accuracy of the mo-
ments ratio DNS/DPS to DQMOM with increasing particle iner-
tia, a dry granular test case was performed. Dry granular flows
are performed for example in [1]. No fluid phase exists. The col-
lision operator in DQMOM is based, as mentioned above, on the
molecular chaos assumption. In dry granular flows this assump-
tion leads to correct collisions frequencies, if the particles size
distribution is correctly represented. If only binary collisions are
treated and if the particle agitation per particle class is known
and if one class exists for every different particle mass as well as
for every emerging new particle mass, this approach should lead
to correct collision frequencies for dry granular flows. In DQ-
MOM, however, the number of particle classes (Diracs) is given
and limited and thus compromises the results. Table 3 shows the
moment ratios for this dry granular test case. In comparison with
results for simulations with particle inertia of St = 2.4, the mo-
ment ratios of the dry granular test case exhibit an improvement
of up to 50% error. Under the in case i) given conditions, the
dry granular case can be considered as the most accurate result
possible.
Table 3. DNS/DPS to DQMOM ratio of 0th to 5th order moment for
particle inertia of St = 2.4 at ReL = 61 with 3 respectively 4 Diracs and
for the dry granular test case
moment (order) dry granular St = 2.4 St = 2.4
q2p DNS 3 Diracs 4 Diracs
Np (0) 1.050 1.102 1.101
mp (1) 1.0004 0.9995 0.9994
dp ( 13 ) 1.035 1.073 1.072
d2p ( 23 ) 1.019 1.039 1.038
(2) 0.947 0.877 0.878
(3) 0.972 0.920 0.917
(4) 1.475 2.191 2.101
(5) 4.320 11.114 9.515
Table 4. DNS/DPS to DQMOM ratio of 0th to 5th order moment for
particle inertia of St = 0.1, St = 0.95 and St = 2.4 at ReL = 61 for
simulation case ii
moment (order) St = 0.1 St = 0.95 St = 2.4
Np (0) 1.876 1.220 1.121
mp (1) 0.9994 1.0004 0.9995
dp ( 13 ) 1.589 1.155 1.086
d2p ( 23 ) 1.289 1.081 1.045
(2) 0.388 0.770 0.862
(3) 0.166 0.655 0.897
(4) 0.147 0.857 2.136
(5) 0.297 2.071 10.868
Case ii)
Results from additionally solving the particle kinetic stress
equation using the theory of Tchen and Hinze [15] for the fluid
particle covariance are presented in table 4. Results are similar
for all particle inertia to those obtained under conditions given in
i). Resolving the set of equations in ii) is applicable to less aca-
demic simulations as the here presented, in contrast to conditions
under i).
Case iii)
Solving the fluid particle covariance equation in addition
leads to results, presented in table 5, which show slightly worse
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Table 5. DNS/DPS to DQMOM ratio of 0th to 5th order moment for
particle inertia of St = 0.1, St = 0.95 and St = 2.4 at ReL = 61 for
simulation case iii
moment (order) St = 0.1 St = 0.95 St = 2.4
Np (0) 2.150 1.294 1.136
mp (1) 0.9994 1.0004 0.9995
dp ( 13 ) 1.683 1.186 1.089
d2p ( 23 ) 1.300 1.086 1.043
(2) 0.489 0.862 0.927
(3) 0.345 0.965 1.162
(4) 0.552 1.760 3.595
(5) 1.990 5.925 24.306
Table 6. DNS/DPS to DQMOM ratio of 0th to 5th order moment for
particle inertia of St = 0.1, St = 0.95 and St = 2.4 at ReL = 61 for
simulation case iv
moment (order) St = 0.1 St = 0.95 St = 2.4
Np (0) 2.173 1.310 1.148
mp (1) 0.9994 1.0004 0.9995
dp ( 13 ) 1.700 1.202 1.103
d2p ( 23 ) 1.308 1.098 1.054
(2) 0.471 0.794 0.843
(3) 0.312 0.763 0.855
(4) 0.462 1.151 1.974
(5) 1.534 3.184 9.668
results as in the previous cases. Especially for the most interest-
ing lowest order moments.
Case iv)
In this case, the collision term in the particle kinetic stress
equation is added to the source terms. Results are shown in table
6. Comparison of results from case iii) and iv) shows a very
similar performance. Only for the highest order moments results
are better applying the collision term in the particle kinetic stress
equation.
Case v)
Finally, in order to evaluate the influence of the collision
term in the particle kinetic stress equation, simulations are done
Table 7. DNS/DPS to DQMOM ratio of 0th to 5th order moment for dry
granular flows comparing results with different collision terms case v
moment (order) C (µkp,α) C (µkp,α) C (µkp,α)
q2p DNS C (cp,βcp,γµkp,α)
Np (0) 1.050 1.063 1.009
mp (1) 1.0004 1.005 1.005
dp ( 13 ) 1.035 1.043 1.014
d2p ( 23 ) 1.019 1.023 1.013
(2) 0.947 0.981 0.915
(3) 0.972 1.086 0.816
(4) 1.475 1.866 1.058
(5) 4.320 6.605 2.825
with and without this collision term in dry granular flows. The
advantage of dry granular flows is the independence of the fluid
properties and thus allows to evaluate the influence of this colli-
sion term in an isolated manner. It is the only remaining source
term in the particle kinetic stress equation. Table 7 compares
dry granular simulation results for three different simulations.
First, resolving only the number and mass balance equation,
while obtaining the particle kinetic energy in regular intervals
from DNS/DPS simulations. Second, for two simulations solv-
ing the particle kinetic stress equation with and without collision
term, respectively. In the first case, where the particle kinetic en-
ergy is obtained from the DNS/DPS data, an error of 5% remains
for example for the particle number. This flow configuration is
entirely controlled by the coalescence rate and thus the collision
frequency, which requires a correct value for the particle kinetic
energy per Dirac. As the update is done at fixed intervals, the
collision frequency is calculated with not exact values for the
particle kinetic energy.
Introducing the particle kinetic stress equation provides an
up-to-date value of the particle kinetic energy at each time incre-
ment. As can be seen in table 7 in the second column, results,
however, did not improve. They exhibit even a slightly worse
performance. Considering finally, as seen in the third column of
table 7, a collision term in the particle kinetic stress equation,
leads to a significant improvement of the results. For example,
the particle number deviates less than 1% from the value obtained
in dry DPS simulations. All other moments are in a good agree-
ment either.
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CONCLUSION
A recently developed extension of the DQMOM approach
[2] based on the formalism of the joint fluid-particle PDF ap-
proach by Simonin [4] is evaluated. The great advantage of this
extension is the possibility to write the particle momentum and
particle kinetic stress transport equation accounting for coales-
cence effects. In particular a collision term in the particle kinetic
stress transport equation can be written for the here presented
case of Homogeneous Isotropic Turbulence. Several different
cases, considering different sets of transports equations and col-
lision terms (assuming molecular chaos) are compared to results
obtained from DNS/DPS simulations. Their influence is evalu-
ated and the overall performance of DQMOM is estimated. In
dry granular flows an accuracy of less than 1% error in the par-
ticle number is obtained for DQMOM taking into account the
collision term in the particle kinetic stress transport equation. As
a correct prediction of the particle kinetic energy seems to be
crucial to a good performance, other collision models will be
tested in the future that take into account the fluid-particle in-
teraction. In the here presented results the collision frequency
in DQMOM is overestimated, thus the introduction of collision
models that diminish the collision frequency like the correlated
collision model in [9] could lead to an improved performance.
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Numerical Simulation and Statistical Modeling
of Inertial Droplet Coalescence in Homogeneous
Isotropic Turbulence
Dirk Wunsch, Pascal Fede, Olivier Simonin and Philippe Villedieu
Abstract A comparative parameter study is performed in order to analyze the influ-
ence of turbulence on the rate of droplet coalescence. Therefore, Direct Numerical
Simulations (DNS) of the fluid turbulence are coupled with a Lagrangian tracking
of the particle phase (DPS) accounting for collisions leading to coalescence and to a
broad droplet size distribution. In addition the accuracy of stochastic collision mod-
els is evaluated by comparison of Monte-Carlo predictions with the obtained results
from the DNS/DPS simulations and statistical collision models are evaluated.
1 Introduction
The study of collisions between particles in turbulent dispersed multiphase flows is
of interest in many engineering applications. In particular, flows in which droplet
coalescence is likely to play an important role include many topics such as solid-
fuel rocket propulsion, internal combustion engines and electric generation by a
liquid fuel turbine. The droplet size generally has a major influence on the global
performance of the system and must be accurately taken into account in numerical
simulations. As the carrier flow is often turbulent, droplets located in the vicinity
of the same point may have different velocities, collide and perhaps coalesce lead-
ing to a strong modification of the initial droplet size distribution. Several numerical
approaches can be used to investigate the effect of the fluid turbulence on the coales-
cence rate in a cloud of inertial droplets (with a particle relaxation time appreciably
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larger than the Kolmogorov time scale). One possibility is the stochastic approach
based on the Monte-Carlo method in order to solve the kinetic equation govern-
ing the probability density function of the droplet cloud. Villedieu and Simonin
[15] proposed a kinetic approach for the calculation of the collision probability that
takes into account the correlations between neighboring particles due to the interac-
tion with the fluid turbulence [13]. Model evaluations for simplified test cases have
shown that the correlation effect may modify appreciably the droplet growth rate
prediction in comparison with results obtained assuming standard molecular chaos
assumption. In order to analyze the influence of the colliding particle velocity cor-
relations induced by the fluid turbulence on the rate of droplet coalescence, reveal
coalescence mechanisms and to validate this new statistical modeling approach, de-
terministic Lagrangian simulations of inertial particles (DPS) coupled with Direct
Numerical Simulations (DNS) of the fluid turbulence have been carried out.
2 DNS/DPS approach
Direct Numerical Simulations (DNS) coupled with a Lagrangian tracking of the
particle phase (DPS) are performed here and have been extensively used to investi-
gate gas-particle flows [6], [9]. The flow configuration is a Homogeneous Isotropic
Turbulence (HIT) forced by a scheme initially proposed by Eswaran and Pope [5],
which assures a statistical steadiness. The particles are considered as rigid spheres
with diameters smaller than the Kolmogorov turbulence length scale ηK . The tur-
bulence modulation by the dispersed phase (two-way coupling) is not considered,
as the particle mass fraction is small. Assuming that the particle fluid density ratio
(ρp ≫ ρ f ) is large, the forces acting on the particle are reduced to the drag force
only. Thus, the governing equations of the Np particle system in interaction with the















where xp,vp are the position and velocity vectors of the particle p and mp is the
particle mass. u f @p is the fluid velocity at the position of the particle and Fp,i j rep-
resents the impulsive force resulting from particle-particle collisions. As two-way
coupling is neglected, u f @p is computed with an accurate interpolation scheme [3].





















with dp the particle diameter and ν f the kinematic viscosity of the fluid. Coalescence
is modeled assuming that each collision leads to permanent coalescence. Other col-
lision outcomes as identified by several authors [1],[4],[10] are not regarded for the
sake distinctness. The mass and momentum conservation equations for two particles
undergoing coalescence are written as
m∗ = mp + mq
m∗v∗ = mpvp + mqvq (3)
with mp and mq the mass of the particles before coalescence and m∗ after. Analo-
gous for the particle velocities vp,vq and v∗. The corresponding particle diameter
is directly deductible from the mass conservation equations as the particle density
is constant and the particles are modeled as rigid spheres, as mentioned above. The





with x∗ the position of the new particle and dp, dq and d∗ the particle diameters.
Coalescence is detected using a recently developed algorithm allowing detecting
collisions in a poly-dispersed particle mixture [16].
3 Monte-Carlo Approach
The Monte-Carlo method represents a stochastic approach to solve the kinetic equa-
tion governing the probability density function of the droplet cloud. The particle
PDF transport equation is written by Simonin in [12] introducing the fluid-particle
joint PDF. Villedieu and Simonin [15] proposed a new kinetic approach in order to
account for correlations between neighboring particles in the collision probability
due to their interaction with the fluid. The here applied method is of the Babovsky
type [2] and described shortly in the following. The particles are sorted by their fluid
velocity and grouped into pairs, the collision probability for each pair is then calcu-
lated. A rejection method is used to decide whether the collision takes place or not.
This procedure is applied for all pairs of particles, then the system advances to the
next time step. In order to account for the correlation of the particle velocities by the
fluid, the particles fluid velocity is discretized into several classes. The Babovsky
algorithm is applied within each of these classes. Therefore, only particles collide
that show a similar fluid velocity.
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4 Fluid-Particle flow fields
The fluid flow field is a Homogeneous Isotropic Turbulence. Three turbulent flow
fields are compared in this study, in order to investigate the influence of the turbu-
lent Reynolds number on particle statistics. Once the fluid flow field reaches a steady
state the particulate phase is initiated and reaches an equilibrium defined by Tchen
and Hinze [14] with the fluid turbulence. From this equilibrium state on the coa-
lescence effect is started and collisions between particles lead now to coalescence.
The particle Stokes numbers are chosen to be identical for different Reynolds num-
bers. The initial particle diameter dp is the same in all simulations, only the particle
density ρp is modified for different particle inertia.
5 Coalescence in DNS/DPS and model comparison
5.1 Influence of particle inertia
time [s]
N p




























Fig. 1 Number of particles (left panel) and Sauter diameter (right panel) in coalescence with re-
spect to Stokes number. Numerical simulation with ReL = 61
Figure 1 (left) shows the reduction of particle number due to coalescence in a tur-
bulent fluid flow at Reynolds number ReL = 61 for different particle inertia. Figure




. The lowest coales-
cence rate is found for particles with a small Stokes number and increases with an
increasing Stokes number. This means that higher particle inertia lead to more col-
lisions, which is consequential. The highest coalescence rate, however, is not found
for St = 2.4, which represents the highest particle inertia investigated here, but for
intermediate Stokes numbers. This seems to be surprising but may be explained by
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preferential particle concentration. Simonin et al. [13] showed in turbulent gas-solid
flows that particles with a particle response time in the order of the Lagrangian time
scale tend to accumulate in regions of low vorticity due to the interaction with fluid
turbulence. This effect increases the particle volume fraction locally and may lead
to a higher coalescence rate and consequently explain an elevated coalescence rate
for these particle inertia. The behavior of the Sauter diameter, in figure 1 (right),
corresponds to the coalescence rates and the effect of the Stokes number accords.
The initial particle size distribution is a monodisperse Dirac function. Figures 2
show the time development of the initial particle distribution for the smallest and
largest Stokes number investigated here.
diameter [m]
N p







t = 0 s
t = 1.9 s
t = 4.0 s
diameter [m]
N p







t = 0 s
t = 1.6 s
t = 4.0 s
Fig. 2 Time-evolution of the particle diameter distribution measured from DPS / DNS for St = 0.03
(left) and St = 2.4 (right)
5.2 Comparison with Monte-Carlo predictions
The coalescence rates in figure 3 (left panels) and the particle kinetic energy in fig-
ure 3 (right panels) obtained from the DNS/DPS simulations are compared to pre-
dictions from Monte-Carlo simulations. First, applying the standard uncorrelated
collision model based the ’molecular chaos’ assumption (dashed lines) and second,
applying a correlated model (solid lines), which takes fluid-particle correlations into
consideration. This is done by applying the same collision algorithm as in the uncor-
related case to subsections of the particle vector, which is sorted by means of fluid
velocity. This has a consequence that particles will collide with particles, which see
a similar fluid velocity. In these simulations 10 sections are used.
It can be seen that the correlated collision model predicts a considerably better
coalescence rate than the uncorrelated model for either small and large particle in-
ertia, as seen in figure 3 (left). Also the particle kinetic energy is better predicted
using the correlated model (figure 3 (right)).
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St = 2.4 MC correlated
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DNS/DPS
Fig. 3 Comparison of particle number (left panel) and of particle kinetic energy (right panel) in
the coalescence regime for DNS/DPS and Monte-Carlo simulations with respect to Stokes number.
White symbols represent the uncorrelated collision model and black symbols a correlated collision
model. For St = 0.03 (top), St = 0.8 (middle) and Stokes St = 2.4 (bottom)
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A time driven Lagrangian particle detection algorithm for a 
poly-dispersed mixture of particles is developed and validated. 
The advantage of this algorithm is the possibility to treat a 
distribution of particle diameters. We are especially interested 
in the collision treatment of poly-dispersed particle mixtures 
and coalescence. Particle pairs are found by applying the 
overlap criteria and additionally another second criterion, 
which allows a substantial increase of the time step without 
limiting the algorithm’s accuracy. The algorithm, which is 
developed here, is validated with test cases by comparison with 
predictions of the kinetic theory of rarefied gases. They are 
applied to dry granular flows. The algorithm accuracy is 
determined with respect to time step criteria, for both dilute and 
dense systems. 
 
Keywords: particle detection algorithm, poly-dispersed 
particle mixture, binary collisions, granular flow  
 
INTRODUCTION 
Multiphase flows occur in many industrial applications, 
such as injection and combustion in engines, sprays or 
meteorology. These flows show a set of physical phenomena 
such as interaction between fluid and particles, particle 
segregation, loss of energy due to collisions or coalescence. 
Among others we are especially interested in the coalescence 
rate and the influence of turbulence on coalescence 
phenomena. 
There are various coalescence phenomena and each 
collision between two droplets leads to the creation of one to 
several new droplets, depending on the relative properties of 
the colliding droplets. It is easily foreseeable that even a binary 
mixture of droplets fast leads to a wide distribution of particle 
diameters, even if the creation of satellite droplets in the 
regimes of separation is neglected. Several studies dealing with 
coalescence phenomena have been performed, pointing out the 
diversity of the collision outcome [1] - [3]. The collision and 
coalescence rates are determined based on a Lagrangian 
tracking of the dispersed phase; here referred to as Discrete 
Particle Simulation (DPS). This approach can be coupled with 
Direct Numerical Simulations (DNS) in order to account for the 
influence of the fluid turbulent motion on the particle 
distribution. The outcome of this numerical simulation (DNS + 
DPS) can then be compared to predictions of Euler – Lagrange 
stochastic or Euler – Euler models in order to develop and 
validate those models. 
Several algorithms for the treatment of the dispersed 
phase exist. The simplest, but also an extremely inefficient way 
to detect particle-particle collisions is checking for collision 
between all possible particle pairs in the computation domain. 
With Np particles in the system the cost of checking for 
collision is Np(Np-1)/2 and hence in the order of O(Np2). To 
reduce computation cost Hopkins & Louge [5] proposed an 
algorithm based on a detection grid. This algorithm [5] 
however is limited to one particle diameter and thus not 
suitable to simulate a dispersed system with a particle diameter 
distribution. Therefore, in order to be able to adequately 
represent the particle diameter distribution, a particle detection 
algorithm is developed, which suits the demands. This 
algorithm, which is intended to be used in numerical 
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simulations including a turbulent flow field (DNS + DPS) is 
developed and validated in this paper. The validation is done 
by comparison with theoretical predictions of the kinetic theory 
of rarefied gases for mono- and bi-dispersed particle systems, 




bp,ii Normalized anisotropy tensor  
dp Particle diameter 
DNS  Direct Numerical Simulation 
DPS  Direct Particle Simulation  
ED Event Driven 
f(1) One particle distribution function 
f(2)  Two particle distribution function 
ijpF ,
r
 Force vector of particle-particle collisions 
g0 Radial distribution function 
mp Particle mass 
Np Number of particles 
np Particle density 
PDF Probability Density Function 
2
pq  Particle kinetic energy 
rp Radius of particle i 
T Granular particle agitation 
t Time 
fu
r  Fluid velocity 
pv
r  Particle velocity 
pqw
r  Relative velocity of particles 
px
r  Particle position 
TD Time Driven 
 
Greek symbols 
αp Particle volume fraction 
μf Dynamic fluid viscosity 
ρp Particle density 
τc Mean particle collision time 
τp Particle response time 




The governing equations to simulate a system of Np 
particles moving along straight lines during one time step, 
interacting with the surrounding flow field and by collision 
with one another can be written as 
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where px
r , pv
r  and mp are the position, velocity and particle 
mass. ( )pf xu rr  is the velocity of the fluid, τp is the particle 










ρτ                (2) 
 with ρp the particle density, dp the particle diameter, μf the 
dynamic viscosity of the fluid and Rep the particle Reynolds 
number.  The last term Fp,ij represents the impulsive force 
resulting from particle-particle collisions. Within this work 
numerical simulations are carried out for dry granular flows, 
not including any continuous phase. No interaction of fluid and 
particle phase exists and the particle velocities are only altered 
by particle-particle collisions. Hence, this configuration is 
suitable to validate the detection algorithm, as well as to check 
models of quantities altered by collision only, by comparison 
with the direct simulations conducted with the new algorithm.    
Two basically different approaches to simulate a system 
like (1) exist. First, an event-driven (ED) approach in which the 
system is advancing event by event. Those events might be 
collisions or depending on the kind of detection used a transfer 
from detection cell to detection cell, as described by 
Sigurgeirsson et al. [4]. The ED approach leads to an 
asynchronous system in which the particles are not at the same 
point in time. Event-driven algorithms and the related event 
scheduling problem were investigated by [4],[8]-[9]. As soon as 
the particle phase is coupled with direct simulations of a 
continuous phase a time step is introduced, which forces a 
synchronization of the particle phase at the end of each time 
step. This makes the ED approach not feasible and its 
advantage in granular flows disappears. The second existing 
approach is the time-driven (TD) approach where the system is 
discretized in time and advanced by a time step.  This approach 
is followed here. Possible collisions are detected at the end of 
each time step and appropriately processed. The TD approach 
keeps the system synchronous. Time-driven algorithms were 
developed and applied for example by [5]-[6],[10]. Both 
approaches hold advantages and drawbacks. The ED approach 
guarantees not to miss any collision as the system advances 
event by event. Such kind of algorithm may perform very 
efficiently and with the correct choice of parameters optimally 
as shown in [4]. Furthermore, a second detection criterion was 
introduced in this work, which allows a substantial increase of 
the time step compared to a TD algorithm which detects 
particle-particle collisions by overlap only.    
It must be noticed that each particle in the system may 
collide only once per time step. Multiple collisions of the same 
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particle can create inaccurate collision frequencies. It is 
assumed that each collision between more than two particles 
can be expressed as consecutive collisions each between two 
particles. A schematic of the algorithm is given in Fig.1. 
 
Detection of particle pairs 
As mentioned above the simplest but also most inefficient 
algorithm compares all possible particle pairs in the 
computation domain. As the probability of collision between 
two sufficiently distant particles during one time step is very 
small if not zero, it is not necessary to check for a particle of 
reference with all other particles in the domain. It is sufficient 
to search for possible collision partners in adequately large 
vicinity around this reference particle. To search in the vicinity 
of a particle, the computation domain is subdivided into cells, 
which contain one or more particles. If the number of particles 
per cell is sufficiently low the cost of checking for collisions 
can be reduced to the order of O(N), as for each particle only a 
constant number of particle pairs need to be checked. 
Therefore, the computation domain is subdivided into cells in 
such a way that the least particles possible are found in one 
cell. A higher number of lagrangian particles per detection cell 
will increase the computation time. On the other hand the 
detection cell edge length must be superior to the largest 
particle diameter in order to ensure a correct detection of all 
colliding particle pairs. The vicinity to be searched for potential 
colliding pairs is composed of 27 cells. However, checking half 
of this neighborhood is sufficient, as it is searched for particle 
pairs. Searching in the entire neighborhood would lead to 
double check every particle pair. Hence, only 14 cells need to 
be checked per particle and computation time can be reduced 
by half for checking particle pairs.  
Each particle pair within the vicinity is then checked by 
two criteria for collision. The first criterion is the so-called 
overlap criterion. This is the standard approach which has been 
implemented many times. Two particles are tested for an 
overlap at the end of each time step by comparing the distance 
of the two particle centers to the sum of their radii. The 
particles overlap if the distance is smaller than the sum of their 
radii and then their collision is handled as described below.  
Checking for overlap only, introduces a time step criterion, 
which is intended for avoiding particles passing through one 
another during one time step and for consequently not 
overlapping at the end of the time step. Especially grazing 
collisions are subject to being missed if the time step is too 
large. In order to increase the time step and assure that grazing 
particle-particle collisions are reliably detected a second 
detection criterion is introduced. If a particle pair is found not 
to overlap at the end of a time step, the scalar product between 
the relative velocity of the particles pqpq vvw
rrr −=  and the 
normalized connecting vector of their centers, which points 
from P to Q, is determined at the beginning and the end of the 
time step. If the sign of this scalar product changes during the 
time step the particle centers changed their relative position one 
to another. 
 
Fig.1: Schematic of algorithm 
 
0|.and0|. 1 ><− npqpqnpqpq kwkw
rrrr                    (3) 
Even if they changed sides, they did not necessarily collide 
as it is possible that they passed each other in a distance greater 
than the sum of their radii. To decide whether the particles 
collided or not the following equation in time is solved for the 
exact time of collision based on the particle position and 
velocity of the previous time step 
 
( ) ( ) qpcpcq rrtxtx +=− rr                               (4) 
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As can be seen from (3) particle positions and velocities 
are needed for two consecutive time steps. Thus, this particle 
information is stored in the particle vector. Squaring both sides 
























         (6) 
Only if this quadratic equation has two solutions the not 
overlapping particles at tn-1 collide during the time step. The 
smaller solution is the moment of collision. If this solution is 




Once particle-particle collisions are detected either by the 
overlap criterion or the second criterion they are handled 
equally as described below. The Hard Sphere Model is applied, 
which implies that the particles are perfectly spherical and not 
deformable. In our simulations either friction between the 
particles and particle rotation are disregarded. It is assumed that 
only binary collisions take place. 
All detected particle pairs are found at their current state tn. 
To determine the time of collision and handle it accurately, 
equation (6) is solved for all detected particle pairs at time step 
tn-1. If (6) has only complex solutions – which is only possible 
if the particle pair was found by the second detection criterion 
– the particles did not collide during the time step but passed 
one another in a distance superior to the sum of their radii. If 
(6) has two real positive solutions, the smaller value is the time 
of collision tc. In case (6) has only one real solution the 
particles touch but do not collide as the scalar product in (7) 
equals zero and the velocity components are not altered. If any 
negative real solution of (6) exists the particles are overlapping 
at tn-1. Some thoughts are given to this case at the end of this 
section. Once the time of collision tc is found the particles are 
moved forward in time until (tn-1 + tc). The particles touch now 
and the collision can be handled by 
( ) ( )
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where the dot denotes the values after the collision and ec 
is the coefficient of restitution. Now the particles are moved 
forward until the end of the time step following their trajectory 
determined by (7). The remaining time until the end of the time 
step is calculated as (tn – (tn-1 + tc)). The particles are marked in 
order to prevent that a second collision during the same time 
step is handled.  
Displacing particles after the collisions could indeed lead 
to a new problem if by doing so an overlap with a third particle 
is created. This new overlapping particle pair could then be 
treated as another collision during the same time step if not 
inhibited. This collision might be one that takes place during 
the time step respecting the previous collision of the first 
particle. In this case the collision is missed. But it might also be 
a collision that never occurs as the third particle collided before 
with another particle, a collision which has not been treated yet 
or it might be a collision that occurs outside the current time 
step. The difficulties involved with allowing another collision 
are much more important than the disadvantage of missing a 
single collision. Note that one of the fundamental assumptions 
is that only binary collisions occur, which is justified if the time 
step is not too large. A time step criterion will be shown that 
guarantees an appropriate error control in the statistics 
measured as function of the mean particle collision time. Due 
to the particle displacement after collision or the initial 
distribution of particles especially in dense systems, an overlap 
of particles at tn-1 is possible. To be able to simulate rather 
dense systems, collisions are treated differently if the particles 
overlap at tn-1 and tn while approaching one another at tn. Here, 
only the velocity components are altered following equations 
(7), particles are not displaced to tc. Keep in mind that the goal 
of this study is mainly coalescence and thus volume fractions 
superior to 10% will not be handled. However, there is an 
interest in an algorithm that performs well for collisions over a 
wide range of volume fractions. One drawback of not 
displacing particles after collisions could be some alteration of 
statistical results in non-homogeneous flow configurations. In 
strong shear flows or close to walls small differences in particle 
positions might lead to different results. In homogeneous flow 
configurations such statistical deviations are not expected. 
ALGORITHM VALIDATION 
 
The algorithm is validated performing dry granular flow 
simulations of mono- and bi-dispersed particle mixtures. First, 
a homogeneous system and second, a system where the initial 
particle velocity fluctuations are altered to anisotropy are 
analyzed. Statistics like the probability density functions (PDF) 
of the relative velocity at the moment of collisions or the 
collision angle, the collision frequency or particle energy levels 
are compared with predictions of the kinetic theory of rarefied 
gases, using the radial distribution function. The assumption of 
molecular chaos is made, which means that the particle 
velocities are uncorrelated. The particle pair distribution 
function can therewith be written as the product of one-particle 
distribution functions: 
 ( ) ( ) ( )tvxftvxfgtvvxxf qqppqpqp ;,;,;,,, )1()1(0)2( rrrrrrrr =
                 (8) 
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where g0 is the radial distribution function accounting for 
the increase of the collision frequency when considering 
particle volume fractions initially not covered by the kinetic 
theory of rarified gases. f(2) and f(1) are the two-particle and the 
one-particle distribution functions respectively. Based on the 
particle pair distribution function (8) theoretical predictions for 
statistical quantities can be obtained, like collision angle or 
relative velocity at the time of collision.  
 
Mono-dispersed simulations – homogeneous system 
As mentioned above, a pure overlap detection algorithm 
requires a time step criterion that limits the forward motion of 
the particles during a time step in order not to miss particle-
particle collisions, especially grazing ones. As for grazing 
collisions the penetration length of the two particles is smaller 
than for head on collisions, these are most likely to be missed. 






3                (9) 
with T the granular particle agitation and Δt the time step. 
In a previous work [11] a pure overlap detection algorithm was 
used. Its accuracy in regard to missing grazing collisions was 
expressed by plotting the collision angle and relative velocity 
PDFs with respect to criterion (9) as seen in fig. 2. A ratio of 
one for the criterion (9) means that a particle moves exactly one 
particle diameter forward during one time step. As clearly seen 
in fig. 2 a sufficient algorithm performance is achieved when 
the particle propagation is limited to about 13% of a particle 
diameter. For ratios of (9) larger than this value the simulation 
results deviate from the prediction based on the kinetic theory. 
Depending on the flow configuration in DNS+DPS simulations 
criterion (9) can be more stringent than the CFL number of the 
DNS, which is disadvantageous as the DNS of the continuous 
phase then needs to be solved applying a time step which is not 
optimal. 
In the top image of fig. 2 one can see that with an 
increasing ratio of (9) particle-particle collisions are missed 
between particles with a high relative velocity, which appears 
obvious as faster moving particles cover a more important 
distance during a fixed time step as slower ones. Consequently 
fig. 2 (bottom) shows that the grazing collisions are more 
sensitive to a higher ratio of (9). A correct prediction of the 
collision angle is even harder to achieve as a correct prediction 
of the relative velocity as it can be seen for a ratio of δl/dp=0.13 
in fig. 2, where a slight deviation appears even for this low 
ratio. To remedy this restriction the above described second 
particle pair detection criterion is introduced into our algorithm. 
Figure 3 shows results from comparable simulations to the ones 
from [11]. Also here the relative velocity of colliding particles 
and the collision angle are represented with respect to criterion 
(9). However, only the limit case from [11] δl/dp=0.13 as well 
as the worst case scenario with δl/dp=1.3 are shown. It is 
obvious that both the relative velocity and the collision angle 
are very well represented even with a ratio of (9) as large as 
δl/dp=1.3. This corresponds to an increase of the time step by a 
factor of ten. 
 
 
Fig. 2: Relative velocity (top) and collision angle (bottom) 
 at time of collision in dependence of criterion 
 δl/dp, using a pure overlap algorithm. Source [11] 
 
A comparison of fig. 2 (bottom) and fig. 3 (bottom) shows 
that grazing collisions are better represented when the new 
criterion is applied even for the smallest ratio of (9). Another 
criterion of validation is a correct prediction of the collision 
frequency. A correct prediction of the collision frequency is 
crucial. Using equation (8) a prediction of the collision 
frequency can be deduced, which is expressed as 




κ           (10) 
where np and nq are the particle number densities and 






0 is expressed using the model of Carnahan and 
Starling [12], shown in (11). Furthermore, the simulation 
results are compared to another model by Lun and Savage [13] 
shown in (12). 
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⎛ −= ppg             (12) 
with αp obeying npmp=ρpαp and αmax=0.64, which 
corresponds to the maximum packing of uniform random 
distributed spheres. 












δl / dp = 1.3












δl / dp = 1.3
δl / dp = 0.13
 
Fig.3: Relative velocity (top) and collision angle (bottom) 
 at time of collision in dependence of criterion 
 δl/dp. Using overlap and the second here introduced 
 detection criterion. 
 
If the computed collision frequency is divided by the 
theoretical value from (10) without respecting g0, the radial 
distribution function g0 can be measured. The simulation results 
are compared in fig. 4 to the model predictions for particle 
volume fractions αp varying from 0.001 to 0.5. The simulation 
results coincide very well with the theoretical predictions 
corrected by the model of Carnahan and Starling [12]. Finally, 
the mono-dispersed simulations pointed out another 
characteristic, which is intrinsic to the statistical nature of the 
mean particle collision time τc=np/fpq and lead to a second time 
step criterion which needs to be respected for high particle 















Fig. 4: Comparison of radial distribution function  
 measured to theoretical predictions with respect to the 






















Fig. 5: Ratio of theoretical to measured collision frequency 
 over time step criterion τc/Δt. 
 
With an increasing particle volume fraction αp the collision 
frequency increases and thus the mean particle collision time 
decreases. First calculations were conducted only respecting 
δl/dp≈1 as time step criterion, which led to significant 
deviations from the theoretical predictions for the collision 
frequency for particle volume fractions larger than αp=0.2 
while agreeing very well for smaller particle volume fractions. 
As shown in fig. 5 the ratio between the mean particle collision 
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time and the time step must respect a certain value in order to 
predict correctly the collision frequency. 
The continuous line in fig. 5 represents the ratio between 
the theoretical predictions of the collision frequency - applying 
the model of Carnahan & Starling (10) - and the measured 
collision frequency. The closer the symbols to the continuous 
line the lesser the error. Calculations were performed over a 
range of time steps and for several particle volume fractions αp. 
It is clearly shown in fig. 5 that numerical predictions are 
getting better with a diminishing time step Δt (increasing ratio 
τc /Δt). This might on first sight contradict the validity of the 
increase of the time step gained by introducing the second 
detection criterion (3) and challenge its validity. But as 
mentioned before, this behavior is explainable by the nature of 
the mean particle collision time, which is a statistical mean 
value of a Poisson-like distribution. This means that if the time 
step is in the order of the mean particle collision time, hence, 
the ratio τc /Δt=1, too many particles exist in the system with a 
collision time much smaller than the mean value and thus have 
a high probability to collide more than once per time step. Keep 
in mind that only one single collision per particle is allowed by 
the fundamental work hypothesis. As a consequence collisions 
that physically occur are suppressed by the algorithm and thus 
the collision frequency is underestimated. The ratio of τc /Δt for 
which a certain deviation from the theoretical predictions is 
achieved varies with respect to the particle volume fractions αp. 
It can be seen that the lesser αp, the higher the necessary ratio of 
τc /Δt. This becomes explainable if ones looks at the possible 
propagation of the particles during the time that corresponds to 
the mean particle collision time τc. The denser a system the 
lesser a particle moves forward relative to its particle diameter, 
as the mean particle collision time decreases.  
Thus, two time step criteria exist now, the first δl/dp which 
could be amplified by a factor of ten and a second criterion, 
which becomes necessary when calculating with the first 
extended criterion. Those two criteria lead always to a larger 
time step as in the case of pure overlap algorithm or for very 
dense systems to the same time step obtaining the same 
accuracy.  
BI-DISPERSE PARTICLE MIXTURE SIMULATIONS 
 
Homogeneous system 
Simulations of bi-dispersed particle mixtures are crucial on 
the way towards poly-dispersed mixture simulations as the bi-
dispersed case offers a manageable amount of validation data 
and gives the chance to test models for different particle 
diameters. One of the main differences to the mono-dispersed 
case is that in a bi-dispersed mixture of particles the energy 
levels for each particle class are not the same in the thermal 
equilibrium. This equilibrium state is expressed by 
22
qqpp qmqm =                (13) 






























Fig. 6: Time evolution of particle kinetic energy in a binary 
 mixture. The lines are the asymptotic values predicted 
 by (13) and the symbols are numerical simulations 














Fig. 7: Relative velocity of the colliding particles for a bi-
 disperse mixture of particles 
 
Equations (13) and (14) allow us to test whether the 
particle system reaches an equilibrium state or not. Figure 6 
shows that bi-disperse particle mixtures well converge around 
their theoretical predictions and thus reach a state of 
equilibrium. Statistics obtained for the mono-dispersed case can 
also be determined from the same theoretical formulations for 
bi-dispersed particle mixtures. However, in a bi-disperse 
mixture more than one distribution will be obtained, as 
collisions occur between particles of classes P-P, Q-Q but as 
well P-Q. Hence, three curves must be plotted for the relative 
velocity at the time of collision in a bi-dispersed particle 
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mixture. As seen in fig. 7, the simulation results coincide very 
well with the theoretical predictions. 
A correct prediction of the collision frequency remains 
important also in the case of a bi-dispersed particle mixture. In 
this case, however, another model for the radial distribution 
function g0 is necessary. Also three different values of g0 will 
be obtained. The model used in this work, is the one from 
Mansoori et al. [14]. The radial distribution functions are given 
by 














































































Fig. 8: Comparison of radial distribution function 
 measured to theoretical predictions in bi-dispersed 
 case 
 
Figure 8 shows the comparison of the measured values of 
g0 over a range of mixture particle volume fractions. The model 
of Mansoori et al. [14] is found to coincide very well with the 
results from the numerical simulations. One of the 
inconveniences of this model from Mansoori et al. is that it 
does not tend towards infinity for a particle volume fraction 
tending towards the maximum particle volume fraction. A 
model suggested by Patino & Simonin [16] that remedies the 
extreme value problem by delivering good agreement for very 
high particle volume fractions is also compared to the 
simulations. However it appears to be more suitable for rather 




The velocity components of a converged bi-dispersed 
homogenous particle mixture are altered to anisotropy at the 
beginning of the simulation in order to account for the transfer 
of anisotropy in the velocity components between the different 
particle classes. Additionally, it is possible to disturb the 
thermal equilibrium and wait for a return to the equilibrium 
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where αi and βi  obey the following relations in order to 






















ααα ++=            (19) 
If the thermal equilibrium is disturbed the relations (18) do 
not equal three anymore and the system will converge around a 
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A collision model for particle kinetic stresses [15] is 
validated with the direct simulations performed here for a bi-
dispersed mixture of particles. Configuration (20) is chosen 
with one class altered to anisotropy and the second class 
remains homogenous. Configuration (21) is intended to show 
the return to isotropy by collisions within the classes P or Q. 
For (20) and (21) the thermal equilibrium is conserved. Finally, 
configuration (22) represents a case, where the thermal 
equilibrium is disturbed. The model details can be found in 
[15]. The following specifications are used in the simulations: 
particle diameter ratio 2dd qp = , particle volume fraction ratio 
1αα qp =  and a total particle mixture volume fraction 

















            (23) 
Figure 9 shows that the model [15] is in good agreement with 
the numerical simulation. While the altered velocity 
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components in class P return to isotropy as expected and 
predicted by [15], the initially un-altered component remains 
zero. However, the second particle class Q, which was not 
altered either exhibits a creation of anisotropy in those velocity 
fluctuation components that were turned to anisotropy for the 
other class. This can mainly be explained by a transfer of 















Fig. 9: Simulations with configuration (20). The solid (P) 
 and dashed lines (Q) correspond to the model 
 prediction for the transfer of anisotropy of the two 
















Fig. 10: Simulations with configuration (21). The solid (P) 
 and dashed lines (Q) correspond to the model 
 prediction for the transfer of anisotropy of the two 
 particle classes with different diameters 
 
Figure 10 shows the effect of redistribution of anisotropy 
within the same particle class. Both particle classes are altered 
to anisotropy following configuration (21). The return to 















Fig. 11: Simulations with configuration (22). The solid (P) 
 and dashed lines (Q) correspond to the model 
 prediction for the transfer of anisotropy of the two 

















Fig. 13: Simulations with configuration (22). The solid 
 (P) and dashed lines (Q) correspond to the model 
 prediction for the transfer of anisotropy of the two 
 particle classes with different diameters. Particle 
 kinetic stresses   >=< ' ,' ,, iqipijp vvR
 
Finally, the thermal equilibrium is disturbed by not 
respecting relations (18) and calculating with configuration 
(22). Figure 11 shows that the model predicts the correct return 
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to isotropy. It is interesting to see that the crossing courses for 
the components of class Q are well represented.  
[2] Qian, J. and Law, C.K., 1997, Regimes of coalescence 
 and separation in droplet collision,  
In order to amplify the effect of finding a new 
equilibrium state fig. 13 shows the simulations and model 
predictions for a case with the specifications (22). Figure 13 
shows that the system converges around its new equilibrium 
state. However, the particle diameter ratio is 0.5dd qp = and 
the particle volume fraction ratio is 0.125αα qp = . The model 
predictions are found to coincide well with the direct 
simulation results.  
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An algorithm for the treatment of particle-particle 
collisions in poly-dispersed particle mixtures is developed and 
validated in several different test cases for mono- and bi-
disperse configurations. Besides the ability to treat particles 
with different diameters, several improvements are achieved. 
First, the time step criterion that limits the particle propagation 
during a time step in overlap detection algorithms could 
significantly be increased by introduction of a second detection 
criterion comparing the relative quantities of the colliding 
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the collision angle are correctly represented and that the 
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conducting bi-disperse simulations. The expected transfer of 
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