This paper aims to develop an agile, adaptive and energy-efficient method for HVAC control via Markov decision process (MDP). Our main contributions are outlined First, we formulate the problem as a MDP, which incorporates i) the multiple uncertainties resulting from the weather and occupancy, ii) the elaborate Predicted Mean Vote (PMV) thermal comfort model. Second, to cope with the computational challenges, we propose a gradient-based policy iteration (GBPI) method to learn the policies based on the performance gradients. Thrid, we theoretically prove that the method can converge to an optimal policy of the formulated MDP. The advantages of the proposed method are that: i) it uses off-line computation to learn control policies thus reducing on-line computation burden, and ii) it handles the non-convex and nonlinear system dynamics efficiently and can accommodate the non-analytical thermal comfort models (e.g., PMV) in the literature. The favorable performance of the policies yield by the GBPI is demonstrated through comparisons with the optimal solution obtained by assuming all the information is available before the planning in several case studies. Index Terms-Healting, ventilation and air-conditioning (HVAC) systems, Markov decision process (MDP), off-line, uncertainties, Predicted Mean Vote (PMV).
A. Literature
In the literature, there exist various works on investigating HVAC controllers (see [2] [3] [4] and the references therein). The available results can generally be categorized by i) modeling aspects and ii) control methods. The recent decades have seen the progress of softwares and models for HVAC systems including (i) physics-based models or softwares (e.g., Dest [5] , EnergyPlus [6] ), (ii) data-driven or black-box models based on machine learning or artifical neutral network (ANN) [7, 8] , and (iii) gray-box models based on some simplified physical principles, such as energy conservation equations [9, 10] and resistance-capacitance (RC) network [11, 12] , etc. Generally, the last two types are mainly used for control purpose. The typical control methods include sequential quadratic progamming (SQP) [13] , mixed-integer linear programming (MILP) [11, 14] , fuzzy logic or genetic algorithms [7, [15] [16] [17] [18] , and rule-based strategies [19] [20] [21] . However, the complex system behaviors (non-linear and non-convex) still represent a computational challenges for studying HVAC control. Most of the existing optimization-based control methods depend on some approximations or linearization techniques to tackle the nonlinear system dynamics (see [13] and the references above), which are not efficient and may not be adaptable. Moreover, the introduction of elaborate thermal comfort models, such as Predicted Mean Vote (PMV) [22] will further contribute to the computational challenges as they are shown to be nonlinear and non-analytical in nature (see [11, 23, 24] ). Another remaining challenge that has not been well studied is the various uncertainties, such as the outdoor weather conditions and the indoor occupancy. To address this problem, most of the existing control methods were designed using a MPC framework, i.e., at each time instance, the current control inputs are computed by solving a multi-time step optimization problem based on the current measures and predictions for the predefined planning horizon. The procedure is repeated for the next time instance until the end of optimization horizon is reached. However, MPCs have the following limitations: i) the computational burden depends on the modeling complexity and some linearization, approximation and convexity techniques are usually required to make the problem tractable or computable [11, 25] ; ii) the performance of these methods are usually affected by the available prediction accuracy and prediction periods [26] [27] [28] ; (iii) they are usually conservative as they compute a deterministic control sequence based on the predicted (average) information, which has to cope with all possible disturbance caused by the uncertainties [28] ; (iv) they are usually computationally inefficient as they requires repeated on-line computation over the stages. For the second issue, some MPC variations, i.e., stochastic model model predictive control (SMPC) [29, 30] and explicit MPC [31, 32] have been exploited to deal with the uncertainties. For SMPC, the performance and conservatism of the control can be balanced by introducing chance constraints, which state the tolerable probability of constraint violations [29] . However, those chance constraints contribute to the computational challenges of the problems. Some of the existing solution methods for SMPCs are restrictive in application due to the Gaussian distribution assumptions imposed on disturbances, which does not hold for the weather and occupancy [33, 34] . Most of the successful implementations of SMPCs [29] or their variations, such as Randomized MPC (RMPC) [35] , are scenario-based approximations for the chance constraints. Though demonstrated with satisfactory performance in numeric studies, they generally rely on a large number of the on-line scenarios and require high computation cost. In contrast to the SMPCs, the explicit MPCs attempt to reduce on-line computation by adopting an off-line parametric programming beforehand. However, such kind of methods are usually not applicable due to model complexity and the various uncertainties.
Except for MPCs and their variations, another general framework for sequential decision-making under uncertainties is Markov decision process (MDP) [36] . As MDP has created a general framework to tackle uncertainties and doesn't depend on the problem structures, it has been exxplored for HVAC control in the literature [10, [37] [38] [39] . In particular, Sun et. al. [10, 37] studied the energy-efficient management of building energy system through the integrated control of HVAC system, lights and natural ventilation based on MDP. However, as clarified in those above works, the applications of such framework to HVAC control still face computational challenges as the computation burden of the existing traditional methods for MDPs generally exponentially increase with the state and action space.
B. Our Contributions
Complementary to the literature, this paper is aimed to develop an agile, adaptive and energy-efficient control method for HVAC systems via MDP. Our main contribution are outlined. First, we formulate the problem as a MDP, which incorporates the multiple uncertainties (i.e, weather and occupancy) and the well-known PMV index to describe thermal comfort. Second, to tackle the challenging computation issue, we propose a gradient-based policy iteration (GBPI) method based on performance gradients. Third, we theoretically prove that the proposed method can approach an optimal policy of the MDP. The main advantages of the proposed method against the literature are that i) it uses off-line computations to learn/obtain the control policies, thus reducing on-line computation burden in implementation; and ii) it handles the non-linear and non-convex system dynamics efficiently and can accommodate the non-analytical thermal comfort model, such as PMV index. The performance of the policies yield by GBPI is demonstrated through comparisons with the optimal solution attained by assuming all the information is available before the planning.
The remainder is arranged as follows. In Section II, the problem is investigated and formulated as a MDP. In Section III, the GBPI method is proposed. In Section VI, the performance of the proposed method is studied in several case studies. In Section V, we briefly conclude this paper. 
II. THE PROBLEM
This section studies the problem formulation for a general HVAC system.
A. HVAC System
Following [10, [37] [38] [39] , this paper studies a typical HVAC system as depicted in Fig. 1 . The HVAC system is mainly composed of air handling units, i.e., fresh air unit (FAU), fan coil unit (FCU) and chiller. The air handling units are responsible for cooling/heating the air to the set-point temperature and forcing the supply air to the duct network through the fans. The air handling units are responsible for cooling/heating the air to the set-point temperature and forcing the supply air to the duct network through the fans. Besides, the air can be dehumidified while circulating the air handling units if necessary. Generally, the recirculated air of the room and the outdoor fresh air are handled by the FCU and FAU, respectively. The chiller provides chilled water to the cooling coils within the air handling units. Without loss of generality, this paper investigates the cooling mode of the HVAC system. We refer the readers to [10] for more details. This paper uses such type of system to develop a general framework, and the following problem formulation framework and solution method can be extended to other cases, such as the HVAC system discussed in [40] .
As shown in Fig. 1 , we focus on the control of HVAC system for a general room embraced by four sides , i.e., left (wall), right (wall), front (glass window) and back (door). We assume there only exists heat gain from solar radiation on the right (wall). The indoor thermal condition (i.e., temperature, humidity) depends on the operation of the HVAC system (i.e., FAU and FCU) and the interplay of indoor and outdoor environment. To improve energy efficiency, this paper discusses the control of the supply air flow rates and the set-point temperature of FAU and FCU with the objective to minimize the total energy cost while guaranteeing the desired thermal comfort indicated by the PMV metric.
To simplify discussions, the problem is discussed and formulated in a discrete framework with i) the optimization cycle (one day) equally divided into T = 48 stages with a decision interval ∆t = 30 mins; and ii) the state variables, i.e., the range of outdoor temperature, outdoor relative humidity and indoor occupancy, are equally discretized into L T , L H and L A levels.
B. MDP 1) System State: As the cooling demand of the room depends on the current indoor thermal condition, the dynamics of outdoor weather conditions and the internal thermal loads, we define the system state as
2) Decision Variables: Following [10, 37] , the supply air flow rates and the set-point temperature of FAU and FCU are selected as the decision variables at time t:
3) System Dynamics: The operation of the HVAC system is subject to the dynamics of indoor thermal condition, the outdoor weather condition, and the occupancy. The gray-box models in [9, 10] based on energy and mass conservation are introduced to describe the system dynamics.
Indoor temperature: the indoor temperature is affected by various factors, i.e., the operation of the HVAC system, the internal heat generation caused by the occupants, and the heat conduction between the indoor and outdoor through the walls and the window. Thus we have
As the internal heating generation closely relates to the occupancy, we use P dev t = N a t Q dev t to estimate the internal heat generation caused by the electrical devices at time t. In (2), the first two terms capture the internal heat generation from the occupants and the devices, the third and fourth term calculate the heat transfer through the glass window and the wall, and the last two terms denote the cooling load supplied by the HVAC system. Wherein the temperature of the interior left and right wall can be estimated by
Indoor relative humidity: the dynamics of indoor humidity can be described as
where the humidity of the supply air by the FAU H FAU t can be estimated by
with H FAU,Sat denoting the saturation humidity of FAU.
Indoor occupancy: Based on the results of [41, 42] , a Markov chain is used to capture the dynamic patterns of occupancy, i.e.,
where p ij t denotes the transition probability of the occupancy from level i to level j at time t.
Similarly, as the outdoor weather (i.e., temperature and humidity) dynamically changes over the time, two Markov chains are introduced to capture their stochastic patterns, i.e.,
where p ij t denotes the transition probability of the temperature or relative humidity from level i to level j at time t. The transition probabilities of the Markov chains for weather are determined based on the historical weather data of Singapore, which will be illustrated in Section IV of this paper.
4) Objective Function:
To improve energy efficiency, the expected total HVAC cost is selected as the objective, i.e.,
As indicated in (8), the power consumption of the HVAC system is mainly composed of i) the cooling power C FCU t , C FAU t , and ii) the fan power P FCU, fan t , P FAU, fan t . Wherein each part can be estimated by [10] 
5) PMV Metric: For providing building energy service, it's required that the indoor thermal comfort be guaranteed. This paper selects the well-known PMV metric [22] to indicate the average thermal comfort of occupants, which is determined by a particular combination of various parameters, i.e.,
where P M V (·) indicates the PMV model consisting of a group of nonlinear equations. We refer the readers to [11] for the details. The PMV model is non-analytical and its calculation relies on an iterative numerical process. The relevant parameters for calculating the PMV metric are shown in the right-hand-side of (10), which contains: (1) metabolic rate M (W/m 2 ), (2) the rate of mechanic work W (W/m 2 ), (3) air temperature T a t ( • C), (4) relative humidity H a t (%), (5) mean radiation temperature t r t ( • C), (6) indoor air velocity v a (m 2 ), and (7) clothing insulation I cl (m 2 K/W). The PMV model establish a mapping of the indoor thermal condition to the comfort range [−3, 3], with −3, 0, 3 indicating too cold, ideal, and too hot, respectively.
6) Constraints:
The operation of the HVAC system should comply with its operation limits in practice, i.e., (i) the (lower and upper) bounds of the supply air flow rates imposed by the dampers within the FAU and FCU (11a) and (11b); (ii) the set-point temperature ranges of FAU and FCU determined by chiller capacity (11c) and (11d).
Besides, we use pmv and pmv to capture the thermal comfort requirements indicated by the PMV metric, i.e.,
7) Optimization Problem: In conclusion, the optimal operation of the HVAC system under the uncertainties can be depicted as the following constrained MDP:
System dynamics: (2) − (7), Operation limits: (11), Thermal comfort:
where we use π = (π 0 , π 1 , · · · , π T −1 ) to denote the policy of HVAC system over the optimization horizon. S 0 is the initial system state. At each time t, the control rule π t : S t → A t establishes a mapping from the sate space S t to the action space A t . E π denotes the expectation under the policy π. It's nontrivial to search for an optimal policy for problem (13) concerning that:
(i) the multiple uncertainties make it difficult to analytically evaluate the policies under expectation. (ii) the various nonlinear constraints imposed by the system dynamics and PMV metric make it difficult to figure out the feasible policies. (iii) the multi-stage decision problem tends to suffer from curse of dimensionality due to the large state and the action space. As a consequence, the existing traditional methods for finitestage MDPs, such as dynamic programming (DP) [43] , are not viable as they require to traverse Q-factors for the large state and action spaces.
III. GRADIENT-BASED POLICY ITERATION
To cope with the computational challenges, this section proposes a gradient-based policy iteration (GBPI) method based on performance gradients for problem (13) . Generally, the main idea is to iteratively update the policy based on the performance gradients until the stopping criterion is reached. The remainder of this section introduces the main notations involved and the establishment of the method.
Notations: we use the lower cases s t and a t (b t , c t ) to represent a state and action instance at time t. We use the integer spaces s t ∈ {1, 2, · · · , |S t |} and a t , b t , c t ∈ {1, 2, · · · , |A t |} to represent the state and action spaces at time t. For a (random) policy θ = (θ 0 , θ 1 , · · · , θ T −1 ) T , θ t ∈ R |St|×|At| establishes a mapping from the state space {1, 2, · · · , |S t |} to the action space {1, 2, · · · , |A t |}, and we have θ t (s t , a t ) ∈ [0, 1] denoting the probability to take action a t at the state s t under the policy θ. Without specification, the lower cases p t (s t+1 |s t , a t ) and p θ t (s t+1 |s t ) indicate the transition probability from state s t to state s t+1 under the action a t or the policy θ, and we have P θ t = [p θ t (s t+1 |s t )] |St|×|St+1| indicate the transition probability matrix under the policy θ at time t. The superscript k ∈ N of θ k denotes the iteration.
For problem (13) , we can describe the stage-cost as
For any two policies σ and µ, we have the following performance difference equation [44] :
where we use
) T denote the one-step cost, transition probability matrices, and the performance potentials under a given policy θ (θ ∈ {σ, µ}), and we have
We note that (14) quantifies the performance gap for the two policies (µ and σ). Based on the theory of Perturbation Analysis (PA), we view σ and µ as the base and perturbed policy. One may note that the performance of the perturbed policy µ can be calculated only if the performance potentials (V σ t+1 ) under the base policy σ and the state distribution (π µ ) under the perturbed policy µ can be figured out (not know as a a priori). Thus, it's impractical to update the policy based on the performance difference equation (14) . However, we can imply some information from it to achieve policy improvement. To achieve such goal, we suppose a random policy δ, which adopts policy σ with probability δ and adopts policy µ with probability 1−δ. We can figure out the state transition probability matrices P δ t = P σ t +δ∆P t with ∆P t = P µ t −P σ t , and the stage-cost vectors r δ t = r σ t + δ∆r t with ∆r t = r µ t − r σ t for policy δ. Thus, the performance difference equation (14) is equivalent to
By letting δ → 0 in (16), we have the performance differential equation, i.e.,
From (17), we further have
As
where
, we have
(19) can be interpreted as the gradients of the performance at policy σ. Thus, an improved policy σ i+1 can be obtained from a base policy σ k according to
where we have ∇ σ k J(σ k ; S 0 ) = ∂J(σ k ;S0) ∂σ k t (st,at) |St|×|At| . γ k = [γ k (s t , a t )] |St|×|At| denotes the step-size at iteration k.
Observe (21), we note that the remaining problems include (i) computing the performance gradients ∇ σ k J(σ k ; S 0 ); (ii) determining the step-size γ k . As there exists a variety of randomness, it is very difficult to analytically estimate the performance gradients of policies under expectation in practice. To overcome this difficulty, the Monte Carlo (MC) method [45] is adopted. Specifically, the performance gradients of a given policy are estimated by averaging (19) under a number of randomly generated sample paths (scenarios). The main procedures to estimate the performance gradients are shown in Algorithm 1, and the complete framework to perform GBPI is in Algorithm 2. The step-size γ k determines the converge of the method, and we have the main results in Theorem 1. We define the stopping criterion of Algorithm 2 as
where denotes a positive threshold.
One may note that one advantage of the proposed method is that it can be implemented off-line based on the historical data, thus greatly reducing the on-line computations in implementation. More specifically, as the control policies have been learned off-line, the main computation for the on-line implementation is to look up the policy table and figure out the right action based on the measured system state (i.e., indoor/outdoor temperature, humidity and occupancy). 
Algorithm 1 Performance Gradients Estimation Based on MC
3: For t = 0, 1, · · · , T do 4:
Record the state s ω t , the actions a t and the sample path indexes according to Ωt(St) = {s ω t |ω ∈ {1, 2, · · · , S}}. Ωt(At|st) = {a ω t |St = st, ω ∈ {1, 2, · · · , S}} ∀st ∈ Ωt(St). I(st) = {ω|ω ∈ {1, 2, · · · , S}, s ω t = st}, ∀st ∈ {1, 2, · · · , |St|}. I(st, at) = {ω|ω ∈ {1, 2, · · · , S}, s ω t = st, a ω t = at}, ∀st ∈ Ωt(St), at ∈ Ωt(At|st).
5:
For s t ∈ Ω t do 6:
For a t ∈ Ω t (A t |s t ) do 7: According to (19) and (20), estimate ∂J(σ;S0) ∂σt(st,at) by
r ω τ 8:
EndFor 9:
EndFor 10: EndFor Algorithm 2 Gradient-based Policy Iteration (GBPI) 1: Initialization: k → 0, σ 0 . 2: Iteration: 3: Estimate the gradients ∇ σ k J(σ k ; S 0 ) at policy σ k according to Algorithm (1). 4: Policy Update:
5: Stop if the stopping criterion is reached, otherwise go to
Step 3.
Theorem 1. For any given feasible initial policy σ 0 , Algorithm 2 can converge to an optimal policy of problem (13) 1 While generating the sample paths, we repeatedly check the thermal comfort constraints (12) . If the thermal comfort is not satisfied at state st while taking action at, we set σt(st, at) = 0 and regenerate a new action based on the updated policy until the thermal comfort is satisfied.
with the selected step-size γ k (s t , a t ) = σ k t (st,at)
|A t | c t =1 σ k t (st,ct) (∀s t ∈ {1, 2, · · · , |S t |}, a t ∈ {1, 2, · · · , |A t |}) and the performance gradients ∇ σ k J(σ k ; S 0 ) estimated accurately enough.
The detailed proof can refer to Appendix A .
Remark 1. As illustrated in Theorem 1, the convergence of the method relies on the estimation accuracy of the performance gradients for the state-action pairs. Generally, an quite accurate estimation can be obtained by increasing the number of sample paths that used. However, it's not required to guarantee performance in practice. Instead, it will be sufficient if the (performance) order of the (action) candidates can be distinguished from the estimations. Give a simple example, we only require the estimationJ(a) ≤J(b) if J(a) ≤ J(b) for any two actions a and b, where J(·) andJ(·) denote the real and predicted value for the actions.
IV. CASE STUDIES
The section illustrates the performance of GBPI on HVAC control through comparison with the optimal onces obtained under a MPC approach. This section is mainly composed of the following part. First, the stochastic characteristics of weather in Singapore is analyzed based on historical data, and two Markov chains are used to capture the stochastic patterns of outdoor temperature and humidity, respectively. Second, two strategies that can be used to reduce computation are discussed based on the data analysis. Third, three case studies under different discretization step-size for the states and decision variables and the different configurations for HVAC systems are studied.
A. Data Analysis
In order to perform the GBPI method, this part illustrates the establishment of the Markov chains to capture the weather patterns based on the real weather data in Singapore (from 2019/09/01 to 2019/10/13, 43 days). According to the data, the temperature and humidity curve for a typical day (2019/09/24) are plotted in Fig. 2 . The figures imply some characteristics for the weather patterns of the county. Most visibly, one may observe that the peak temperature and valley humidity are most likely to appear between 12:00 and 16:00 in Singapore (see Fig. 2 (a)-(b) ). However, for the early morning and late night, the outdoor temperature tends to drop but the humidity keeps at a relative high level during those periods.
To build the Markov chains, we first equally discretize the temperature and humidity with a resolution of 1 • C and 5 %, respectively. After that the transition probability of the two Markov chains are estimated by
∀i, j ∈ {1, 2, · · · , LT }, t ∈ {1, · · · , T − 1}.
Relative humidity:
where I(·) is the indicator function. ω denotes the index of the day, and we have Day = 43. To preliminarily validate the Markov chains, we randomly generate some sample paths accordingly. We can figure out a typical temperature and relatively humidity curve (shown in Fig. 3 ) that correspond well to the realizations in Fig. 2 . This implies the desirability of the Markov chains in capturing the weather patterns of the country, and we may use them to generate sample paths while performing Algorithm 1, 2 to learn the control policies for the HVAC system. 
B. Computation Reduction
The section discusses the following two strategies that can be used to reduce computation in practice.
Strategy I: Generally, though the weather (temperature and humidity) during a whole day spread over wide ranges (see Fig. 2 , temperaure: [22, 34] • C, relative humidity [40, 100]%), the weather are mostly concentrated in a relative narrow area at each time period of the day, which can be observed in Fig. 4 . For example, at 6:00 a.m., the outdoor temperature and relative humidity mainly assemble with [25, 27] • C and [80, 90]%, respectively. This phenomenon reveals that we may focus our computation on the scenarios that appear with high probability to exclude the rare cases while estimating the performance gradients.
Strategy II: the main computation of the GBPI is to estimate the performance gradients for the state-action pairs that appear. As the target of HVAC control is to guarantee indoor thermal comfort (to avoid the occurrence of uncomfortable states), we may initialize σ t (s t , a t ) = 0 for all the state-action pairs that result in indoor temperature or relatively humidity out of the range [23, 28] • C or [40, 70] % (uncomfortable ranges). This can quickly reduce the occurrence of discomfort states and suppose to accelerate the converge rate of the method.
We note that the two strategies discussed above are some heuristic rules, which are easy to be implemented without any contributions to the computation burden of GBPI. Moreover, the convergence of the proposed method doesn't depen on such two strategies.
C. Case Studies
This part investigates the HVAC control for a general room with size: 6m×5m×4m (height×length×width) as shown in Fig. 1 . The maximum number of occupants is 5. Intuitively, we discretize the occupany into L A = 5 levels. The other settings for the room and the occupants are gathered in TABLE I, which refer to [10] . We set the comfortable PMV range as [−0.5, 0.5] and the static inputs for the PMV model as typical numbers (TABLE II ) according to the ANSI/ASHRAE Standard [46] . The main HVAC parameters are presented in TABLE II. In the case studies, the mean radiant temperature t r t is estimated by 2 • C higher than the instantaneous indoor air temperature according to the standard [46] . The time-of-use (TOU) price refers to [11] . We investigate the GBPI through comparison with the optimal solutions, which can be obtained by sequentially solving problem (24) with assumed accurate information for the weather and the occupancy over each planning horizon H.
+P FCU, fan t +P FAU, fan t ∆t subjec to System dynamics : (2) − (5),
Operation limits: (11), Thermal comfort: (12), ∀t ∈ {t k , t k + 1, · · · , t k +H −1}. (24) Except for the time index (t ∈ {t k , t k +1, · · · , t k +H −1}), the other notations of problem (24) keep in accordance with the previous section. We note that problem (24) is non-linear, non-convex, and non-analytical due to the system dynamics and the introduction of PMV model, which makes it generally intractable. Following [11, 14] , the linearization techniques are utilized to approximate the problem as a mixed-integer linear programming (MILP), which can be tackled efficiently by many existing toolboxes. The main ideas of the linearizations are to divide the range of state variables into several segments and introduce some redundant indicator (binary) variables. We refer the readers to [14] and [11] for the details of the linearizations for the system dynamics and PMV model.
We investigate the two methods through the following three case studies, in which the state and decision variables are discretized with different step-sizes.
Case I: The discretization intervals for temperature and relative humidity are 2 • C and 10%, respectively. The set-point temperature range of FAU and FCU are {12, 14, 16} • C, and their supply air flow rates are equally divided into 3 levels.
Case II: The discretization intervals for temperature and relative humidity keep in accordance with Case I. However, the set-point temperature of FAU and FCU are fixed as 15 • C, and their supply air flow rates are equally divided into 5 levels.
Case III: The discretization intervals for temperature and the relative humidity are 1 • C and 5%, respectively. The settings for FAU and FCU keep consistent with Case II.
While performing the GBPI method, 1000 (Case I), 2000 (Case II) and 5000 (Case III) sample paths are generated to estimate the performance gradients at each iteration. As there exist randomness, the distribution of the HVAC cost yield by the two methods are compared under 100 randomly generated scenarios as shown in Fig. 5 (Case I), Fig. 6 (Case II) and Fig.  7 (Case III). The results imply that the average performance (HVAC cost) gaps are about 11.7% (Case I), 12.9 % (Case II) and 6.5 % (Case III), respectively. The performance gaps are attributed to: i) the discretization of state variables while learning the policies by the proposed method (no discretization in the MPC method); ii) the relatively small number of sample paths used in our proposed method, which are related to the estimation accuracy of performance gradients and the stateaction pairs that can be sampled. Generally, the performance gap can be reduced by decreasing the discretization stepsize and increasing the number of sample paths. This can be illustrated by inspecting the results of Case II and Case III. Specifically, a reduction of the average HVAC cost under the finer discretization of the state variables can be observed in Case III. However, this case generally requires higher computation cost due to the larger space space and the increasing number of sample paths used. Besides, through Case I and Case II, we imply that the proposed method can be applied to the cases with fixed or controllable set-point temperature for FAU and FCU. We further investigate the two methods by inspecting the results of Case II. First, we evaluate the indoor thermal condition under the two methods through a randomly selected scenario. As shown in Fig. 8 , the indoor temperature and relative humidity are both maintained in the typical comfortable ranges [24, 27] • C and [40, 70] %. The indoor thermal comfort under the two methods are also confirmed by inspecting the PMV metrics in Fig. 9 . For this scenario, the control of FAU and FCU under the two methods are contrasted in Fig. 10 and Fig 11. We observe that the operation curves of FAU and FCU correspond well under the two methods. That further demonstrates the preferable performance of the proposed method in the paper. Besides, one may observe some interesting phenomenon from the results. First, compared with the FCUs, the FAUs are mostly operated in quite lower level (low fresh air flow rate). The phenomenon is rational as the temperature for the outdoor fresh air is generally higher than that of the recirculated air. Therefore, the HVAC system tends to regulate the FCUs to satisfy the thermal demand while saving energy. This can be further illustrated by comparing the operation patterns of FCU and FAU under each of the two methods. We observe that at the early morning (0:00-10:00), the FAUs are usually operated at a relatively higher level, however, the peak operation time period for the FCUs are 12:00-18::00. Analogously, these phenomena result from the typical weather patterns (i.e., the outdoor temperature is usually relative low at the early morning and late night but tends to arrive at the peak during noon to the afternoon) and the occupancy patterns (i.e., there tends to appear high occupancy during the working hours). Besides, we investigate the convergence rate and the structures of policies yield by GBPI in Case II. First, we inspect the convergence rate of the GBPI in learning the policies. Take the average HVAC cost under the 100 scenarios as an indicator, the convergence rate of the GBPI is exhibited in Fig. 12 . We can imply the quite favorable convergence rate of the proposed method as the sub-optimal control policy is approached within about 10 iterations. Besides, as an example, we investigate the random policy (mapping from the state space to the action space) at 9:00 a.m. in Fig. 13 (here only shows the policies for the states that appear in the sample paths). We find that for most of those states, the corresponding probability distributions for their actions are concentrated around some small groups of actions. Exceptionally, we only observe a small group of states, i.e., {171, 296, 297, 321, 322, 696, 697, · · · , } whose probability distributions for their actions are relatively scattered. This phenomenon is mainly attributed to the low occurrence for those states appearing in the sample paths, which results in fewer updates for those state-action pairs while performing the GBPI to learn the policy (at the beginning, we initialize the policy as uniform distribution). This can be confirmed by investigating the occurrence of those states in the 2000 sample paths as shown in Fig. 14. However, as those states are supposed to occur rarely in practice (otherwise they will appear with high probability in the sample paths), the policies of the GBPI can still guarantee a favorable performance.
V. CONCLUSION
This paper studied the agile, adaptive and energy-efficient control the HVAC system to manage the uncertain thermal load caused by the weather and dynamic occupancy via Markov decision process (MDP). To cope with the computational challenges, a gradient-based policy iteration (GBPI) method based on performance gradients is proposed, and the convergence of the method was investigated. The main advantages of the proposed method against the literature are that i) it can be implemented off-line while circumventing the computational State   161  162  166  167  171  172  186  187  191  192  197  286  287  291  292  296  297  311  312  316  317  321  322  437  661  662  666  686  687  691  692  696  697  786  787  791  792  796 intensity of most existing on-line methods; ii) it's convenient and efficient in tacking the intrinsic non-linear and nonconvex system dynamics and the non-analytical elaborate thermal comfort model, such as PMV. The performance of the proposed method was illustrated though comparison with the optimal solutions obtained with assumed accurate information.
The results implied the favorable performance of the proposed method in optimizing the HVAC cost while maintaining the thermal comfort indicated by the PMV metric. This paper mainly investigated the properformance of the proposed method on HVAC control for single-room case. The extensions to multi-rooms which share a central HVAC system is trivial and the proposed methd can be implemented in distributed manner. However, for multi-zone cases where there exist thermal couplings due to heat transfer, there still exist challenging issues to be investigated.
APPENDIX A PROOF OF THE CONVERGENCE OF GBPI
Proof. According to (14) , we have the following performance difference equation for the policies over two successive iterations:
The above illustrates the non-increasing characteristics of the performance function J(σ k ; S0) w.r.t. iteration k. As problem (13) is bounded (e.g., the feasible action space is bounded), we imply that the GBPI (Algorithm 2) will converge to a local optimaσ with k → ∞. The remainder illustrates that the method will converge to the global optima if existed.
We assume at least one feasible policy exist for problem (13) and denoted by σ * . It is straightforward that we have J(σ * ; S0) ≤ J(σ; S0).
We assume the random parameterized policy σ δ = (1−δ)σ+δσ * (δ ∈ [0, 1]) is adopted. Based on (28) (Σ k = 1, ∀k ∈ N), we have δ · (σ * (st, at) −σt(st, at))Aσ t (st, at)
As σ is a local optima, we have J(σ r ; S 0 ) − J(σ; S 0 ) ≥ 0
On the other hand, as σ * is the global optima, we have J(σ * ; S0) − J(σ; S0)
(σ * t (st, at) −σt(st, at))Aσ t (st, at) ≤ 0
Thus, we haveσ = σ * , otherwise (34) and (36) contradict with each other. This implies that the GBPI method can converge to the global optima of problem (13) .
