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Abstract— In this article, we share our experience in the scope of
controlled-environment agriculture automation in the Antarctic sta-
tion greenhouse facility called EDEN ISS. For remote plant monitor-
ing, control, and maintenance, we solve the problem of plant clas-
sification. Due to the inherent communication limitations between
Antarctica and Europe, we first propose the image compression
mechanism for the data collection. We show that we can compress
the images, on average, 7.2 times for efficient transmission over
the weak channel. Moreover, we prove that decompressed images
can be further used for computer vision applications. Upon decom-
pressing images, we apply machine learning for the classification
task. We achieve 92.6% accuracy on an 18-classes unbalanced
dataset. The proposed approach is promising for a number of
agriculture related applications, including the plant classification,
identification of plant diseases, and deviation of plant phenology.
Index Terms— Classification, computer vision, controlled-
environment agriculture, image compression, machine learning
I. INTRODUCTION
CONTROLLED-environment Agriculture (CEA) is an ap-proach based on the state-of-the-art technologies in-
volved in food production. Indeed, recent evolving of the
Internet of Things (IoT), Artificial Intelligence (AI), and
Robotics [1] [2] foster development of CEA and conse-
quent appearance of vertical farms, greenhouses, and hoop-
houses [3]. IoT and Robotics serve to automate the data
collection and actuation proceses [4] [5], while AI enriches
them with intelligent capabilities [6]. It should be noted that
CEA is applied for food production in space for providing
the aeronauts with fresh food [7]. At the same time, CEA is
vital for the same reason on Earth: food production in remote
areas, e.g., Antarctic, could address the problem of regular
food provisioning.
Although there are myriad research papers reporting on the
progress of the technologies mentioned earlier, just a small
portion is targeted for the Agriculture domain. Moreover,
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there is a lack of research reporting on the pilot studies and
deployments in real settings, which could shed the light on
how to address a number of practical problems in CEA. To
make the research practically feasible, some of the developed
methods were tested in lab conditions [8].
In this article, we share our experience in CEA on the EDEN
ISS experimental facility located at the Neumayer Station III
site in the Antarctic. EDEN ISS is aimed at advanced life
support research in the remote area. This facility includes the
Mobile Test Greenhouse, which is devoted to autonomous
cultivation for more than thirty higher plant species. The
motivation for this Mobile Test Greenhouse has its roots in
the plan for future human exploration missions. The driving
objective for the EDEN ISS project is a successful autonomous
operation where crops must be grown to maturity level. For ef-
fectuating the remote control of plant growth, we need to send
the images from the South Pole to Europe continuously. This
activity is constrained by the limitation of the communication
system allowing for the transmission of just a few images
per day. That is why, before beginning the data analysis,
we have to address the problem of dataset collection. For
this reason, we first propose an image compression method
followed by solving the problem of plant classification using
machine learning applied to the collected dataset.
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The novelty of this work is twofold: (i) we address the
problem of image compression and further plant classification
in a real agriculture scenario characterized by the system
limitations, (ii) we performed the image compression using
HiFiC model [9] with a 7.2 compression ratio.
This article is organized as follows: we introduce the reader
to the state-of-the-art in image compression and image analysis
in Section II. Next, we discuss the research scenario and
challenges in Section III. Methods used in this work are
described in Section IV. We then present the data analysis
in Section V. We address the problem of plant classification
using the images collected and decompressed and applying
machine learning. Finally, we provide concluding remarks in
Section VI.
II. RELATED WORKS
A. Image Analysis for Plant Phenotyping
Many methods of plant phenotype measuring require to up-
root or cut a plant. These techniques either claim very specific
cultivation conditions [10] or kill plants and make it impossible
to track plants’ phenotype change in time. Therefore it is vital
to have non-destructive methods for automated plant phenotyp-
ing [11]. Popular non-invasive plant phenotyping methods are
Magnetic Resonance Imaging (MRI) [12], Computer Tomog-
raphy (CT), Position Emission Tomography (PET) [13] and
and multispectral imaging [14]. It is also difficult to widely
implement the tools that imply costly equipment. Another
promising approach is to use a 3D camera to make volumetric
reconstruction on a plant. Such a technique is accurate and
provides useful insights. However, they are difficult to use in
practice. In the Antarctic station or further space missions,
it becomes almost impossible to use such complex and huge
machinery.
On the contrary, computer vision algorithms need relatively
cheap 2D cameras to collect images of a plantation. They are
easy to use and leave plants untouched [15]. Consequently, in
our work, we focus on the algorithms that work with images.
Images can be collected using regular cameras that are easy
to install. It makes our solution easy to scale and very robust.
In recent years we see an increase of the research activity in
the field of noninvasive PP [16] [17]. To conduct successful
PP research, we usually have to collect much data [18]. To
automate the data collection process, we usually use various
Internet of Things (IoT) systems. They not only speed up the
overall process but also allows us to collect data more often
and in a more homogeneous way. Furthermore, it reduces the
number of routine tasks that qualified agronomist or biologist
has to perform, freeing up time for more advanced doings [19].
B. Image Compression
A considerable amount of images is produced every day for
various applications, and for the plant phenomics in particular.
Image data contains a large amount of useful information,
spatial characteristics of the investigated object that cannot be
described in any other way. However, this type of data requires
much space [20]. To store and transmit them efficiently we
need robust image compression techniques. That makes it a
popular research area for decades.
All image compression algorithms can be split into two
categories: lossless compression and lossy compression. Loss-
less compression algorithms do not lose any information
and recover every bit of the original image [21]. Lossy
compression algorithms eliminate redundant information that
cannot be recovered back [22] [23] [24]. The goal of lossy
compression is to reduce the size of the input image dealing
with non-crucial perceptual changes to it. Usually, we can
vary the level of acceptable changes that will also affect
the size of the reduced image. Lossy compression decreases
the image size better. Moreover, some techniques for lossless
compression, such as entropy coding, can be used with lossy
compression [25].
In this work, we apply the lossy compression since our data
is not too sensitive for minor changes, and it is crucial to
get higher compression level limitations in the transmission
channel. The most widely used lossy compression codec
today is JPEG [22]. Other algorithms that gain popularity
are JPEG200 [23] and WebP [24]. Another fundamentally
different type of compression algorithms is based on neu-
ral networks. Convolutional networks learn representations
and patterns from data, which allows us to use learned
information about real objects to achieve higher compres-
sion [20] [26] [27] [28]. The cost of such performance is long
compression and decompression time. Ten seconds for single
image compression [9] is not suitable for Web applications;
however, it is acceptable for transmitting data from the remote
systems.
Currently, the models that are good in compres-
sion high-resolution images are based on Variational
Autoencoders (VAEs) [26] [29], Recurrent Neural Net-
works (RNNs) [30] and Generative Adversarial Net-
works (GANs) [31]. VAEs learn partly invertible mappings
from image pixels to a latent representation [32]. RNNs are
designed to iteratively reduce the residual between the original
image and the model’s result at the previous iteration [33].
GANs consist of two networks that compete against each other
during training [34]. The first generates an image, and the
second tries to distinguish whether it is real or fake. This type
of model is particularly good with high-resolution images.
III. SCENARIO AND CHALLENGES
In this work, we address the problem of image compression
and further plant classification in a real agriculture scenario
characterized by system limitations and perspective to future
human expansion to Mars. For this reason, a number of various
plants are grown in the EDEN ISS facility located in Antarctic.
Since it is a mainly unmanned facility, our primary goal is
to ensure automatic maintenance for the plants. At the same
time, to fully control the growing process and solve the plant
classification task for the research reasons, we need to receive
the images from the remote area to Europe continuously.
Given the EDEN ISS facility is constrained in terms of data
transmission from Antarctic to Europe and is able to send
over a wireless channel just one image per day, we have
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proposed an image compression approach. Upon receiving the
images, we decompress them and run the ML-based image
classification.
Fig. 1: EDEN ISS Mobile Test Facility.
The core of the EDEN ISS facility is Command, and Data
Handling System (CDHS) performs several vital actions asso-
ciated with data: in situ data acquisition, control, management,
and storage within the Mobile Test Facility (MTF). Also,
CDHS provides the remote access/control of the MTF from
the Neumayer Station III (NM-III) and from User Home Bases
(UHBs). CDHS is composed of two units:
• subsystem control and monitoring system,
• camera control system.
The EDEN ISS MTF is based on the commercial Argus
platform. It guarantees the monitoring of the status of the MTF
subsystems via telemetry as well as the interaction with them.
Configuration of video cameras is done using HIKVISION
software. The cameras are controlled via the PC which is able
to process the images from the cameras.
IV. METHODS
A. Hardware: Imaging System
Image collection in the greenhouse is an essential task for
guaranteeing the plants growth and health monitoring. The
collected images provided the extensive datasets for further
analysis and defining the following metrics: leaf size and
color, morphology and development of plants, as well as leaf
reflectivity values for improving the plant health assessments.
This image collection system consists of two camera systems
coordinated via a central network image processing server. The
first camera system is the HD color image system, a set of
remote-controlled, 4-megapixel, Red-Green-Blue (RGB) We-
bcams that monitor the entire greenhouse. The second camera
system is two-wave spectral imagers, modified GoPro cameras
taking images with the 12 MP resolution. The objective of
the second camera system is to study the applicability of
difference-wavelength imaging for plant health monitoring.
The imaging system contains set of fixed high resolution
cameras, organized in the following way (see Fig. 2 and
Fig. 3). Seventeen digital cameras are located on the overlays
and have top-down view and able to capture images of two
trays. Seven digital cameras on the overlays of the L4 and
have top-down view, each of these cameras is located above
one tray, only the upper camera is aimed for taking images of
all the level (see Fig. 2). Eight digital cameras are located in
front of each rack on the opposite side and have the side view
Fig. 2: Digital cameras location in the EDEN ISS. Black
outline represents the plant growth racks (four) on each side
of the growth module. R-right side, L-left side. Each rack
contains four growth levels. Each growth level has two trays
for plant cultivation. The yellow circles and squares represent
the side and top view cameras, respectively.
Fig. 3: Camera layout scheme example. Blue - top-view
cameras; yellow - lateral cameras.
on the rack (see Fig. 3). All these cameras are connected to the
local network run at the EDEN ISS. The entire hardware part
is controlled by the software enabling the image collection,
storage and transmission. The model of the high resolution
cameras that was used is HIKVISION DS-2CD2542FWD-
I 4MP with the image resolution 2688 x 1520 pixels. The
characteristics of cameras are the following: the focal length
of the lens is 2.8 mm, the view angle is 106°. Ethernet
switches were used for connection of the MTF local network
and connection was managed to the computer located in the
module, where the special software HIKVISION for cameras
management was installed. The camera system is organized in
the way to have opportunity for remote control. The EDEN
ISS operator has the options for making continuous streaming
of images, video recording, and taking snapshots. The normal
operation mode was defined as follows: taking one image from
each camera per day. Images were saved in jpeg format and
have maximum size 400 kB. This procedure was performed by
custom software, developed in Python language. The reason
for using the jpeg format for initial compression is the ability
to send all the taken images to the mission control center
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located in Bremen. The connection is realized at low data
rate 100 kbps. The developed software also allows for the
convenient visualization of the obtained dataset, making it easy
to monitor the current state of the plants in the EDEN ISS.
Fig. 4: Overall network layout between Antarctic station and
continent. Black lines represent the local wired connections;
solid blue lines are the fiber optic cable connection, dashed
blue lines are radio connections. FEG is the greenhouse; SES
is the service section; NM-III is Neumayer Station.
B. Data Pre-processing
Fig. 5: Image samples from EDEN-ISS Antarctic dataset.
Our dataset consists of 6358 RGB top-view images of the
plants in cultivation slots. The imaging rate is one frame
per day with the imaging time at 12 p.m. The size of each
image is 2688x1520 pixels. As we can see in Fig. 5, a single
image can contain one or two different plant classes. In total,
we have 17 plant classes and one special class for empty
spots. The distribution of the data in classes is presented in
Fig. 6. The classes are sorted in descending order for simpler
visual comparison. It can be noticed that this is an imbalanced
dataset, which in turn leads to the use of the most advanced
ML and CV algorithms for processing such data to get an
accurate result, for example, while solving a classification
problem.
Fig. 6: Distribution of the classes in the dataset.
The first data pre-processing step is to filter out images that
are not useful for neural networks. These are images with
any obstacles that overlap plants, affecting the overall training
process by adding false features to data. We also delete many
images without plants at all because we do not need so many
of them for training, thus making the dataset more balanced.
Non-empty images contain at least eight plants each. Usu-
ally, they have two plant varieties, on the left and right halves
of the picture. To get unique plant classes on each image,
we crop images on two halves. The resulting images are
1000x1000 pixels in size. Note that original images contain
lines of text in the corners. It is essential to crop such auxiliary
information because we do not want neural networks to ”see”
them. This ensures that models will not learn the features of
the text instead of the features of plants.
After all the pre-processing steps, we have formed a dataset
with 3184 images of 18 classes. The dataset is very unbal-
anced. To handle it, we use a balanced data loader. It operates
by aligning the probability of getting a sample from each
class. Our dataloader upsamples data to have an approximately
equal number of samples of each class, which helps to avoid
overfitting on the classes with the majority of images. Due
to image augmentation, we also do not overfit on repeated
images.
To make sure that the resulting model is not overfitted on
the classes with the majority of samples, we add precision and
recall metrics for the classification task.
After that, the dataset was divided into train, validation, and
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holdout subsets. The division is random and independent for
each class. The proportion of the subsets is as follows: 60%
for training, 20% for validating, and 20% for the holdout.
The training subset is used to learn model parameters. The
validation subset is used to check accuracy improvement after
each learning iteration. The hold out subset is used after all
the training to check final results. Such splitting reduces the
number of samples available for training; however, it excludes
overfitting on the training images and makes results much
more reliable.
C. Image Compression
In this section, we show an approach for lossy image
compression with neural networks. The general idea is to split
a CNN into two independent parts. The first one (encoder) will
perform calculations on the EDEN ISS station making tiny
embeddings out of input images. The second part (decoder)
will work on the continent and decompresses images back.
The quality of an image will be slightly lower, but it will be
enough for remote visual control of plant status and solving
some plant phenotyping tasks in an automatic manner. The
central trade-off in such a system is between the compression
rate and the reconstructed image quality.
In our work, we apply the HiFiC [9] model for image
compression. This model merges the ideas of Generative
Adversarial Networks (GANs) and learned compression. The
model consists of four networks: encoder E, hyper-prior [27]
model P, generator G and discriminator D. This model is
trained on high-resolution images collected by its authors
from the Internet and shows good results on CLIC2020 [35],
Kodak [36], and DIV2K [37] datasets.
The authors of the original paper train several models
of various target bpp rates. In our work, we choose the
model with the highest compression rate. To compress an
image, we pass it through an encoder, hyper-prior, and non-
parametric entropy coder. Note that it enables embeddings to
have different sizes. This feature makes it beneficial to use
the described method compare to others. To reconstruct the
image, we pass embeddings through the decoder of the entropy
model and the generator network. The discriminator is used
during the training to help the model obtain realistic outputs.
The critical point is that the generator is trying to get realistic
images close to the distribution of the original input, but it is
not trained to get the exact reconstruction. but it’s not trained
to get the exact reconstruction.
Fig. 7 shows an example of image reconstruction. As we
can see, the image loses quality near sharp edges. That makes
it unsuitable for working with images of text, but good enough
for the general purpose.
The average size of a cropped image in our dataset is
141 Kb. After compression, the average size of embedding is
22 Kb with 0.24bpp (bits per pixel), which gives us 6.4 times
benefit in file size. The bpp of every image varies depending
on its complexity, but in the current model, it cannot be lower
than 0.14bpp.
We measure the quality of image reconstruction with PSNR
and SSIM [38] metrics. The average PSNR on our data is 33.8.
The average SSIM is 0.96.
The approximate time for compression 1000x1000 pixels
image is 3.5s on GPU. The decompression time is around 9s
on GPU. As we can see, the model is asymmetric in terms
of encoder-decoder computations. In the case of the Antarctic
station, it is a huge benefit because the remote system has to
spend fewer resources for compression.
V. DATA ANALYSIS
Upon collecting the images and preparing the dataset we
perform the plant classification task. In this section, we show
an approach that allows classifying the plant varieties. In
further work, it can be extended for classifying the plant
diseases, determination of the ripening stage, and finding
anomalies.
Our solution is to apply the convolutional Variational Au-
toEncoders (VAE) [29]. The scheme is shown in Fig. 8. We
encode initial data to get the latent representation and then
feed it to the classifier. Note that in the VAE model, we can
fix the length of an embedding, which makes it easier to use
for auxiliary tasks.
We reflect the VAE classification results in Table I. All of
the tested VAEs are based on ResNet34 [39] model. The choice
is based on an intuition about required for this task model
complexity. Embedding size is the size of image representation
in latent space. It is the output of a VAE model and the input
of a classifier. In other words, it is the size of the squeezed
representation of the input image. A classifier is an algorithm
that is used after the VAE. We use two types of classification
algorithms for this task.
Support Vector Machine (SVM) is a linear model for the
classification problem. It is known to work well for many
practical problems. The idea of the SVM algorithm is to create
a line or a hyperplane which separates the data into classes.
To do so, SVM finds the points that are the closest to the
border of a class (we call these points as support vectors) and
searches the line that is as far as possible from the points.
XGBoost is a popular and effective implementation of a
boosting algorithm. It works by aggregating the outputs of
multiple weak tree-based models.
While model training, we augment images to increase the
number of samples artificially. It allows feeding a model with
various examples each epoch, thus avoiding overfitting. More
precisely, we:
1) Normalize values of pixels separately for each channel.
2) Apply the colour jitter.
3) Apply random rotation for the angle from -30 to 30
degrees.
4) Apply the image horizontal flip in 50% on cases.
5) Apply 25% dropout.
Normalization is performed by applying equation (1) for
each image channel.
C = (C −meanC)/stdC , (1)
where C is one of the RGB channels. The mean values
are (0.485, 0.456, 0.406) for red, green, and blue channels
accordingly. The standard deviation values are (0.229, 0.224,
0.225) for red, green, and blue channels accordingly. The
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Fig. 7: Image compresion examples. Original images (on the left) and reconstructed images (on the right).
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Fig. 8: The pipeline for classification with an autoencoder.
mean and standard deviation values for each channel are
conventional for the general computer vision field and are
obtained on large datasets.
Color jitter randomly changes the contrast and saturation of
an image.
Random rotations increase the dataset semantic coverage. It
works well because with convolutional networks an object and
its rotated copy will result in slightly different feature maps.
Dropout sets some random values to zero. It adds noise and
makes the model more robust.
All these steps allow for having more various samples for
the training with the same amount of initial data.
The training setting for VAEs are:
• Total training epochs: 60.
• L2 regularization factor: 0.05.
• Initial learning rate: 0.001.
• Exponential learning rate decay factor: 0.9.
• Optimizer: Adam.
L2 is the regularization which adds an additional
penalty (see equation (2)) to the initial loss function to avoid
the overfitting.




where Lfinal is the final loss function, L is the initial loss
function, λ is the weight decay factor, ωi is the single weight
value.
lre = lre−1 ∗ β, (3)
where lre is the learning rate at the eth epoch, β is the
exponential learning rate decay factor.
Adam is a popular adaptive optimization algorithm in deep
learning [40]. It fuses the ideas of RMSprop and SGD with
momentum algorithms. More precisely, it uses the squared
gradients to scale the learning rate, and it uses the moving
average of the gradient. We use this optimizer as it usually
converges fast on many computer vision tasks.
As we can see, the best performance shows a pipeline with
64 values sized embedding vector and SVM as a classifier.
Fig. 9 demonstrates that the 2-dimensional representation
of images is encoded to the latent space with 64 values
embedding size. It shows how separable are our images before
applying the classifier. We use the t-SNE algorithm to reduce a
64-dimensional vector to two dimensions. This transformation
loses much information, that is why we use it only to visualize
TABLE I: Results of plants classification with VAE.
Model Accuracy Precision Recall Embedding Classifiersize
ResNet34
0.8 0.81 0.8 20 XGBoost
0.84 0.83 0.83 64 XGBoost
0.82 0.82 0.83 128 XGBoost
0.9 0.91 0.91 20 SVM
0.926 0.93 0.927 64 SVM
0.918 0.92 0.919 128 SVM
the latent space. From this plot, we can learn which classes
are harder to distinguish and estimate the overall performance
of the encoder.
Fig. 9: 2D scatter plot of the embedding vector points using
t-SNE. Dots with the same color contribute to the same class
species.
VI. CONCLUSIONS
In this article, we have demonstrated how machine learn-
ing methods are applied for solving real-world problems in
Controlled-Environment Agriculture (CEA) domain. Our ulti-
mate goal was to ensure the automation of a greenhouse and,
in particular, to solve the plant’s classification problem. We
used images collected from the EDEN ISS facility located in
Antarctic. Due to the communication limitations, we proposed
an image compression method that helps compress the images
with the ratio 7.2 and, therefore, receive more images per day.
We achieved 92.6% accuracy on the 18-classes unbalanced
dataset on the decompressed images.
The proposed approach based on the image compression
and their transmission from Antarctic to Europe helps to solve
a number of critical problems agriculture-related problems,
including the CEA, e.g., classification, identification of plants
diseases, deviation of plants phenology.
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