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L’objectiu principal d’aquest estudi és crear una metodologia de dimensionat 
de xarxes que permetrà dimensionar la capacitat requerida pels enllaços d’una 
xarxa. Aquesta metodologia s’aplica sobre una eina de dimensionat de xarxes, 
la qual permet realitzar una comparativa entre tecnologies, o torres de 
protocols, en quant a capacitat requerida per enllaç. A més a més de comparar 
les tecnologies entre elles, l’eina també permet comparar els resultats per una 
mateixa tecnologia en base a diferents models de tràfic, és a dir, en base a 
dimensionar la xarxa amb diferents paràmetres de qualitat de servei. 
 
En aquest treball s’estudien diferents tecnologies (AAL2 sobre ATM, MPLS 
sobre Ethernet, IP/UDP sobre PPPmux-HDLC) que es fan servir sobre xarxes 
de transport, per poder realitzar una comparativa entre elles en quant a 
capacitat requerida per enllaç, entenent xarxa de transport com la xarxa 
d’interconnexió entre els diferents elements de la infraestructura d’una xarxa 
d’accés de comunicacions mòbils. La capacitat necessària per cada tecnologia 
es calcula en base a diferents models de tràfic, els quals fan servir diferents 
paràmetres de qualitat de servei (retard mig, percentil, probabilitat de 
desbordar) per a realitzar el càlcul. La base teòrica d’aquests models de tràfic 
també s’estudia al treball. 
 
El treball està ordenat de manera que primer s’exposa la part teòrica sobre les 
tecnologies i sobre els models de tràfic, a continuació es descriu la 
metodologia del dimensionat, desglossada en la descripció dels paràmetres 
d’entrada, el càlcul del throughput dels nodes B, el càlcul del tràfic mig, 
l’assignació dels paràmetres de qualitat de servei i el càlcul de la capacitat 
requerida. També es descriu l’eina de dimensionat, hi ha una aplicació 
d’aquesta eina sobre una xarxa en concret i una descripció del codi de l’eina i 










Title: Backhaul network dimensioning of an UMTS network with ATM and 
IP/MPLS technologies. 
 
Author:  Ferran Alarcón Heras 
Director: Ramon Ferrús Ferré 







The main goal of this study is to create a network dimensioning methodology 
that will allow the user to measure the network links required capacity. This 
methodology is applied to a network dimensioning tool, which allows doing a 
comparison between technologies, or protocol stacks, in terms of required 
capacity per link. In addition, the network dimensioning tool also allow the user 
to compare the results for each technology using different traffic models, 
therefore, considering different Quality-Of-Service parameters. 
 
This document contains an study about different technologies (AAL2 over 
ATM, MPLS over Ethernet, IP/UDP over PPPmux-HDLC) that are used over 
transport networks, to be able to compare them in terms of required capacity 
per link, considering a transport network as a interconnection network between 
the mobile communication access network infrastructure elements The 
required capacity for each technology is calculated based on different traffic 
models that use different Quality-Of-Service parameters (average delay, 
quantile, overflow probability) to do this calculation. The theoretical base of 
these traffic models is also studied in this document. 
 
In this document, the first that is exposed is the theoretical part about the 
technologies and the traffic models. Then, there is the description of the 
dimensioning methodology, divided in input parameters description, node B 
throughput calculation, average traffic calculation, Quality-Of-Service 
parameters assignment and required capacity calculation. Then, there is a 
description of the dimensioning tool, an application of this tool considering a 
specific access network and a description of the tool’s code and possible future 












INTRODUCCIÓ .................................................................................................. 1 
REFERÈNCIES BIBLIOGRÀFIQUES ............................................................... 3 
ACRÒNIMS I ABREVIACIONS ......................................................................... 5 
CAPÍTOL 1. Xarxes d’accés ràdio ................................................................... 7 
1.1 Arquitectura ............................................................................................... 8 
1.2 Xarxa de transport ..................................................................................... 8 
1.3 Torre de protocols de la interfície Iub ...................................................... 10 
1.4 Tecnologies utilitzades a la capa de xarxa de transport .......................... 11 
1.4.1 ATM .................................................................................................. 11 
1.4.1.1 Capçalera ATM ........................................................................... 12 
1.4.1.2 Encaminament ATM ................................................................... 13 
1.4.1.3 AAL2 / ATM ................................................................................ 13 
1.4.2 IP/MPLS ............................................................................................ 15 
1.4.2.1 Capçalera MPLS ........................................................................ 16 
1.4.2.2 Encaminament MPLS ................................................................. 17 
1.4.2.3 AAL2 / MPLS / ATM .................................................................... 18 
1.4.2.4 IP / MPLS / Ethernet ................................................................... 18 
1.4.3 PPPmux-HDLC ................................................................................. 21 
1.4.3.1 Capçalera PPPmux-HDLC ......................................................... 21 
1.4.3.2 Encaminament IP/UDP ............................................................... 22 
1.4.3.3 cUDP / PPPmux-HDLC .............................................................. 23 
CAPÍTOL 2. Metodologia de dimensionat .................................................... 24 
2.1 Definició de la metodologia ..................................................................... 24 
2.2 Caracterització dels paràmetres d’entrada .............................................. 25 
2.2.1 Topologia de connexió i encaminament............................................ 25 
2.2.2 Tràfic entre els elements de la xarxa (matriu de tràfic) ..................... 27 
2.2.3 Classes de servei i els seus requisits de QoS .................................. 28 
2.2.4 Mecanismes de QoS ......................................................................... 28 
2.2.5 Torre de protocols ............................................................................. 29 
2.3 Càlcul del throughput dels nodes B ......................................................... 30 
2.4 Càlcul del volum de tràfic per a cada enllaç ............................................ 32 
2.5 Càlcul dels requisits de QoS que s’aplicaran a cada enllaç .................... 32 
2.5.1 Retard ............................................................................................... 32 
2.5.1.1 Retard mig .................................................................................. 34 
2.5.1.2 Percentil retard ........................................................................... 35 
2.5.2 Probabilitat de desbordar .................................................................. 37 
2.6 Determinació dels recursos necessaris per a cada enllaç de la xarxa de 
transport ........................................................................................................ 37 
2.6.1 Càlcul de capacitat en base a una ocupació objectiu de l’enllaç ...... 38 
2.6.2 Càlcul de capacitat en base a determinació de la taxa de pic .......... 38 
2.6.3 Càlcul de capacitat mitjançant la formulació Erlang-C ...................... 40 
2.6.4 Càlcul de capacitat mitjançant una aproximació binomial ................. 42 
2.6.5 Enllaços amb múltiples classes de servei ......................................... 44 
 CAPÍTOL 3. Desenvolupament d’una eina de dimensionat ........................ 45 
3.1 Desglossament de l’eina per fulls ............................................................ 46 
3.1.1 Full de càlcul “MENÚ PRINCIPAL” ................................................... 46 
3.1.2 Full de càlcul “Configuracions” .......................................................... 49 
3.1.3 Full de càlcul “Nodes B” .................................................................... 51 
3.1.4 Full de càlcul “Interconnexions” ........................................................ 53 
3.1.5 Full de càlcul “Encaminament” .......................................................... 54 
3.1.6 Full de càlcul “Costos” ...................................................................... 56 
3.1.7 Full de càlcul “Overheads” ................................................................ 56 
3.1.8 Full de càlcul “Capacitats RT/NRT/TOTAL” ...................................... 57 
3.1.9 Full de càlcul “Retards mitjos RT/NRT” ............................................. 58 
3.1.10 Full de càlcul “Probabilitat de desbordar RT/NRT”.......................... 59 
3.1.11 Full de càlcul “Retard percentil RT/NRT” ........................................ 60 
3.1.12 Full de càlcul “Retard mig percentil RT/NRT” ................................. 61 
CONCLUSIÓ .................................................................................................... 62 
ANNEX 1. Aplicació de l’eina de dimensionat sobre una topologia .......... 64 
1.1 Introducció dels paràmetres d’entrada .................................................... 64 
1.1.1 Configuració del tràfic per node B ..................................................... 64 
1.1.1.1 Tràfic sensible al retard (“Real Time”) ........................................ 64 
1.1.1.2 Tràfic no sensible al retard (“Non Real Time”) ............................ 65 
1.1.2 Configuració dels paràmetres de QoS per node B ........................... 65 
1.1.3 Elecció de la tecnologia de la xarxa de transport .............................. 65 
1.1.4 Assignació de configuracions ........................................................... 66 
1.1.5 Topologia de connexió ...................................................................... 67 
1.1.5.1 Interconnexions físiques ............................................................. 68 
1.1.6 Encaminament .................................................................................. 68 
1.1.7 Cost dels enllaços físics .................................................................... 69 
1.1.8 Overheads ........................................................................................ 70 
1.2 Obtenció del tràfic mig suportat a cada enllaç ........................................ 71 
1.3 Determinació de la capacitat necessària per a cada enllaç .................... 72 
1.3.1 Taxa de pic ....................................................................................... 73 
1.3.2 Erlang-C ............................................................................................ 74 
1.3.2.1 Retard mig .................................................................................. 75 
1.3.2.2 Percentil ...................................................................................... 76 
1.3.3 Aproximació Binomial ....................................................................... 77 
1.4 Comparativa entre els resultats dels diferents models ............................ 79 
ANNEX 2. Estructura i possible ampliació del codi VBA de l’eina ............. 81 
2.1 Estructura del codi .................................................................................. 81 
2.2 Diagrames de blocs ................................................................................ 82 
2.3 Possibles ampliacions de codi ................................................................ 84 
2.3.1 Afegir nous models de tràfic ............................................................. 84 
2.3.2 Substituir paràmetres de QoS ........................................................... 87 
2.3.3 Substituir torres de protocols ............................................................ 88 
 
 ÍNDEX DE FIGURES 
 
Figura 1.1 Arquitectura a nivell de dominis UMTS. ............................................ 7 
Figura 1.2 Exemple d’arquitectura d’UTRAN...................................................... 8 
Figura 1.3 Arquitectura de protocols en les interfícies Iu, Iur i Iub ...................... 9 
Figura 1.4. Torre de protocols al pla d’usuari de la interfície Iub ...................... 10 
Figura 1.5 Estructura de la capçalera ATM ...................................................... 12 
Figura 1.6 Esquema d’encaminament per VCI/VPI .......................................... 13 
Figura 1.7 Protocol d’Adaptació de capa ATM tipus 2 (AAL2).......................... 14 
Figura 1.8 Torre de protocols al transport sobre ATM ...................................... 14 
Figura 1.9 Estructura de la capçalera MPLS .................................................... 16 
Figura 1.10 Exemple de xarxa MPLS ............................................................... 17 
Figura 1.11 Torre de protocols al transport de MPLS sobre ATM .................... 18 
Figura 1.12 Torre de protocols pel transport de MPLS sobre Ethernet ............ 19 
Figura 1.13 Estructura d’un paquet Ethernet .................................................... 19 
Figura 1.14 Format d’una trama PPPmux-HDLC ............................................. 22 
Figura 1.15 Torre de protocols pel transport de paquets IP/UDP sobre PPPmux-
HDLC ............................................................................................................... 23 
 
Figura 2.1 Metodologia de dimensionat de la xarxa de transport ..................... 25 
Figura 2.2 Exemple de topologia d’interconnexió i encaminament ................... 26 
Figura 2.3. Torre de protocols al pla d’usuari de la interfície Iub ...................... 29 
Figura 2.4 Agregació del tràfic dels diferents serveis, extreta de [3] ................ 31 
Figura 2.5 Dimensionat de la capacitat d’un enllaç entre dos nodes connectats
 ......................................................................................................................... 37 
 
Figura A2.1 Mòduls del projecte VBA Eina de dimensionat ............................. 81 
Figura A2.2 Diagrama de blocs per “Actualitzar interconnexions” .................... 82 
Figura A2.3 Diagrama de blocs per “Actualitzar columnes de nombre de salts”
 ......................................................................................................................... 83 
Figura A2.4 Diagrama de blocs per realitzar el dimensionat dels enllaços de la 
xarxa de transport ............................................................................................ 83 
Figura A2.5 Exemple de botó nou per al model nou ........................................ 85 
Figura A2.6 Assignació d’una macro a un botó ................................................ 86 
Figura A2.7 Exemple de botons després d’afegir un model nou i de treure els 
inservibles ........................................................................................................ 87 
Figura A2.8 Validació de dades d’una casella .................................................. 89 
 
 ÍNDEX DE TAULES 
 
Taula 2.1 Retards de propagació típics en diferents medis de propagació ...... 33 
Taula 2.2 Taula paràmetre αN (P) ..................................................................... 36 
 
Taula 3.1 Full de càlcul “MENÚ PRINCIPAL” ................................................... 46 
Taula 3.2 Full de càlcul “Configuracions” ......................................................... 51 
Taula 3.3 Paràmetres d’entrada del full de càlcul “Nodes B”............................ 52 
Taula 3.4 Caselles de verificació dels serveis del full de càlcul “Nodes B” ...... 52 
Taula 3.5 Tràfic i paràmetres de QoS pel full de càlcul “Nodes B” ................... 53 
Taula 3.6 Full de càlcul “Interconnexions” ........................................................ 54 
Taula 3.7 Full de càlcul “Encaminament”: Fragment de la taula 
d’encaminament. .............................................................................................. 55 
Taula 3.8 Full de càlcul “Encaminament”: Encaminament específic. ............... 55 
Taula 3.9 Full de càlcul “Costos” ...................................................................... 56 
Taula 3.10 Full de càlcul “Overheads” .............................................................. 57 
Taula 3.11 Full de càlcul “Capacitats RT/NRT/TOTAL”. Fragment de la taula de 
capacitats entre concentradors ........................................................................ 58 
Taula 3.12 Full de càlcul “Capacitats RT/NRT/TOTAL”. Fragment de la taula de 
capacitats entre RNCs i concentradors i nodes B i concentradors ................... 58 
Taula 3.13 Full de càlcul “Taula retards mitjos”. Fragment de la taula de retards 
mitjos ................................................................................................................ 59 
Taula 3.14 Full de càlcul “Probabilitat de desbordar”. Fragment de la taula de 
probabilitats de desbordar. ............................................................................... 60 
Taula 3.15 Full de càlcul “Retard percentil”. Fragment de la taula de retards 
màxims. ............................................................................................................ 61 
Taula 3.16 Full de càlcul “Retard mig percentil”. Fragment de la taula de retards 
mitjos pel percentil. ........................................................................................... 61 
 
Taula A1.1 Configuracions de tràfic per node B per serveis RT ....................... 65 
Taula A1.2 Configuracions de tràfic per node B per serveis NRT .................... 65 
Taula A1.3 Configuracions de qualitat de servei per node B ............................ 65 
Taula A1.4 Tecnologies (o torres de protocols) possibles per a la xarxa de .... 66 
Taula A1.5 Paràmetres que cal definir per cada node B .................................. 66 
Taula A1.6 Matriu d’interconnexió de la topologia del gràfic A.1 ...................... 68 
Taula A1.7 Taula d’encaminament ................................................................... 69 
Taula A1.8 Taula d’encaminament específic .................................................... 69 
Taula A1.9 Taula de costos per a la taula A.5 .................................................. 70 
Taula A1.10 Torres de protocols amb els seus overheads corresponents ....... 71 
Taula A.11 Tràfic afegit pels protocols NBAP i Q.2630 .................................... 71 
Taula A1.12 Tràfic mig suportat a cada enllaç entre concentradors en Mbps .. 72 
Taula A1.13 Tràfic mig suportat a cada enllaç entre concentradors i RNC i entre 
concentradors i nodes B en Mbps .................................................................... 72 
 Taula A1.14 Fragment del full de càlcul “Nodes B” després d’aplicar el model 
Taxa de pic ....................................................................................................... 73 
Taula A1.15 Capacitats totals requerides per cada enllaç entre concentradors 
en Mbps per al model Taxa de pic ................................................................... 74 
Taula A1.16 Capacitats totals requerides pels enllaços entre concentradors i 
RNCs i entre concentradors i nodes B en Mbps pel model Taxa de pic ........... 74 
Taula A1.17 Fragment del full de càlcul “Nodes B” després d’aplicar el model 
Erlang-C Retard mig ......................................................................................... 75 
Taula A1.18 Capacitats totals requerides per cada enllaç entre concentradors 
en Mbps pel model Erlang-C Retard mig ......................................................... 75 
Taula A1.19 Capacitats totals requerides pels enllaços entre concentradors i 
RNCs i entre concentradors i nodes B en Mbps pel model Erlang-C Retard mig
 ......................................................................................................................... 76 
Taula A1.20 Fragment del full de càlcul “Nodes B” després d’aplicar el model 
Erlang-C Percentil ............................................................................................ 76 
Taula A1.21 Capacitats totals requerides per cada enllaç entre concentradors 
en Mbps pel model Erlang-C Percentil ............................................................. 77 
Taula A1.22 Capacitats totals requerides pels enllaços entre concentradors i 
RNCs i entre concentradors i nodes B en Mbps pel model Erlang-C Percentil 77 
Taula A1.23 Fragment del full de càlcul “Nodes B” després d’aplicar el model 
Aproximació Gaussiana ................................................................................... 78 
Taula A1.24 Capacitats totals requerides per cada enllaç entre concentradors 
en Mbps pel model Aproximació Gaussiana .................................................... 78 
Taula A1.25 Capacitats totals requerides pels enllaços entre concentradors i 
RNCs i entre concentradors i nodes B en Mbps pel model Aprox. Gaussiana . 79 
Taula A1.26 Capacitats per a diferents enllaços segons els models de tràfic .. 80 
 
Taula A2.1 Exemple dels paràmetres de QoS després de modificar-los ......... 87 
Taula A2.2 Nova torre de protocols .................................................................. 89 
Taula A2.3 Llista de torres de protocols del full de càlcul “Configuracions” ..... 89 
 
 ÍNDEX DE GRÀFICS 
 
Gràfic 2.1 Representació de C/Tm en funció del retard mig i de la probabilitat de 
desbordar, segons el model “Taxa de pic” ....................................................... 40 
Gràfic 2.2 Representació de C/Tm en funció del retard mig, segons el model 
“Erlang-C Retard mig” ...................................................................................... 41 
Gràfic 2.3 Representació de C/Tm en funció del retard màxim i del percentil de 
paquets que el superen, segons el model “Erlang-C Percentil” ....................... 42 
Gràfic 2.4 Representació de C/Tm en funció del nombre de nodes i de la 
probabilitat de desbordar l’enllaç, segons el model “Aproximació binomial” .... 43 
 
Gràfic A1.1 Topologia d’interconnexió de la xarxa de transport ....................... 67 




L’eficiència, en quant a capacitat requerida, d’una xarxa de transport, entenent 
xarxa de transport com la xarxa d’interconnexió entre els diferents elements de 
la infraestructura d’una xarxa de comunicacions mòbils, és molt important pels 
beneficis que comporta. Si es transmet una certa quantitat d’informació sobre 
una xarxa que requereix menys capacitat que una altra, la primera serà més 
econòmica, ja que caldrà desplegar menys capacitat per la mateixa informació 
a transmetre i, en el cas que s’incrementés aquest volum d’informació, 
l’augment de capacitat que es requerirà serà menor com més eficient sigui la 
xarxa. Desplegar menys capacitat vol dir requerir menys infraestructures, és a 
dir, estalviar espectre pel cas de radioenllaços, estalviar obres pel cas de fibres 
òptiques, cable Ethernet o coaxial, i tot el manteniment que aquest 
desplegament addicional comporta. 
 
Cada cop s’estan creant més tipus de serveis nous i s’està millorant la qualitat 
dels existents, cosa que fa que augmenti el volum d’informació que circula per 
les xarxes de transport. Això dóna encara més importància a l’eficiència 
d’aquestes en quant a l’ample de banda, ja que les empreses busquen sempre 
oferir el màxim de serveis possibles, satisfent al màxim nombre de clients 
possibles, és a dir, disposant de capacitat per a tots. 
 
Inicialment, l’objecte d’aquest treball era realitzar la comparativa de dues torres 
de protocols, o tecnologies, diferents per trobar quina de les dues era més 
eficient en quant a ample de banda. Les dues torres de protocols a comparar 
eren AAL2 sobre ATM i MPLS sobre ATM, les quals si es parla estrictament 
d’ample de banda, tenen una eficiència molt semblant. Aquest estudi 
comparatiu em va proposar realitzar-lo un dels responsables del departament 
de transmissió, dins del grup de tecnologia, de l’empresa de comunicacions 
mòbils a la que vaig fer les pràctiques a empresa. 
 
El motiu de l’estudi comparatiu era conèixer en quanta capacitat havien 
d’incrementar els enllaços de la seva xarxa d’accés UMTS, ja que estaven 
implementant MPLS en aquesta. 
 
Com a conseqüència de la finalització de les pràctiques a empresa que estava 
realitzant amb qui em van encarregar l’estudi, no van sorgir objectius nous, 
però si que es va ampliar el principal. Si al principi l’objectiu era comparar 
l’eficiència de dues torres de protocols, finalment ha estat fer la comparativa 
entre tres, deixant oberta la possibilitat de comparar-ne més i, si al principi 
només s’havien de considerar els paràmetres de qualitat de servei requerits per 
l’empresa a l’hora de calcular la capacitat requerida, finalment s’han 
implementat diferents models de tràfic per a realitzar els càlculs de capacitat en 
base a diversos paràmetres de qualitat de servei. 
 
Per realitzar aquestes comparacions entre torres de protocols i, fins i tot, entre 
models de tràfic, s’ha creat una metodologia per dimensionar la capacitat 
requerida als enllaços d’una xarxa de transport. Per aplicar aquesta 
metodologia, s’ha creat una eina de dimensionat de xarxes la qual, introduint 
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tots els paràmetres d’entrada requerits, troba la capacitat necessària per a cada 
enllaç d’una xarxa de transport. Els paràmetres d’entrada que considera la 
metodologia i, per tant, l’eina, són la topologia d’interconnexió, la torre de 
protocols, la configuració de l’encaminament, els objectius de QoS i les 
característiques i el volum del tràfic cursat. Aquesta eina ha estat creada en 
Microsoft Excel i el seu funcionament s’explica al capítol 3, on s’hi descriuen les 
seves parts i utilitats, i a l’annex 1, on hi ha un exemple d’aplicació de l’eina 
sobre una xarxa de transport en concret. 
 
El treball està estructurat de manera que hi ha tres capítols i dos annexes. El 
primer capítol conté la base teòrica sobre la que es sustenta tot el treball, és a 
dir, una descripció general de les xarxes d’accés ràdio i de les tecnologies que 
es faran servir a cada torre de protocols. 
 
Al segon capítol és on s’hi descriu la metodologia que es seguirà per realitzar el 
dimensionat de les xarxes, és a dir, quins paràmetres d’entrada seran 
necessaris, com i per a què s’aplicaran, com es calcularà el tràfic i els 
paràmetres de qualitat de servei a cada enllaç i, finalment, com es realitzarà el 
càlcul de la capacitat segons cada model. 
 
El tercer capítol, com ja s’ha comentat, conté la descripció de l’eina de 
dimensionat de xarxes de transport que s’ha creat per aquest treball. Aquesta 
descripció es realitza per a tots els fulls de càlcul, explicant totes i cadascuna 
de les parts d’aquests. 
 
El primer dels annexes, com també s’ha comentat anteriorment, està dedicat a 
un exemple d’aplicació de l’eina sobre una topologia amb unes característiques 
de tràfic i de qualitat de servei concretes, mentre que el segon està dedicat a la 
descripció del codi de l’eina i a les possibles ampliacions i/o modificacions de 
l’eina que es consideren més útils i, alhora, fàcilment realitzables, per part d’un 
altre usuari. 
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ACRÒNIMS I ABREVIACIONS 
 
AAL  ATM Adaptation Layer 
ACFC  Adress and Control Field Compression 
AF  Activity Factor 
AMR  Adaptative Multi-Rate 
AN  Acces Network 
ATM  Asynchronous Transfer Mode 
BEF  Burst Efficiency 
C  Capacitat de l’enllaç 
CLP   Cell Loss Priority 
CN  Core Network 
CPS   Common Part Sublayer 
CRC   Cyclic Redundancy Check 
CS  Circuit Switched 
cUDP  Compressed User Datagram Protocol (UDP) 
D  Temps d’espera en cua 
DCH  Dedicated Channel 
DiffServ Differentiated Services 
DSCH  Downlink Shared Channel 
e2e   End-to-end 
E-DCH Enhaced Dedicated Channel 
Exp  Bits experimentals 
FACH  Forward Access Channel 
FDD  Frequency Division Multiplexing 
FEC   Forwarding Equivalence Class 
FP  Frame Protocol 
HDLC  High-Level Data Link Control 
HEC   Header Error Check 
HN  Home Network 
GFC   Generic Flow Control 
IP  Internet Protocol 
L  Longitud del paquet 
LCP  Link Control Protocol 
LDP  Label Distribution Protocol 
LER   Label Edge Router 
LSP   Label Switched Path 
LSR   Label Switched Router 
MAC  Medium Access Control 
MPLS  Multilabel Protocol Label Switching 
MSC   Mobile Switching Center) 
MT  Mobile Termination 
N  Nombre d’usuaris 
NBAP  Node-B Application Part 
NRT  Non Real Time 
OSPF  Open Shortest Path First 
Pb  Probabilitat de bloqueig 
PCH  Paging Channel 
PDCP  Packet Data Convergence Protocol 
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PDH  Plesiochronous Digital Hierarchy 
PDU  Packet Data Unit 
PFC  Protocol Field Compression) 
PFF  Protocol Flag Field 
PPP  Point-to-Point Protocol 
PPPmux Multiplexing Point-to-Point Protocol 
PS  Packet Switched 
PTI   Payload Type Indicator 
QoS  Quality of Service 
RACH  Random Access Channel 
RANAP Radio Access Network Protocol 
RETX  Retransmissió 
RLC  Radio Link Control 
RNC  Radio Network Controller 
RNL  Radio Network Layer 
RNS   Radio Network Subsistem 
RNSAP Radio Network Subsystem Application Part 
RT  Real Time 
S  Bit “stack” 
SDH  Synchronous Digital Hierarchy 
SDU  Service Data Unit 
SGSN  Serving GPRS Support Node 
SHO  Soft Handover Overhead 
SN  Serving Network 
SRNC  Serving Radio Network Controller 
SSSAR  Service Specific Segmentation and Reassambly 
STM  Synchronous Transport Module 
TBS  Trasnport Block Set 
TCH  Traffic Channel 
TDD  Time Division Multiplexing 
TE  Terminal Equipment 
TE  Traffic Engineering 
TFCI2  Transport Format Combination Indicator per DSCH 
TN  Transit Network 
TNL  Transport Network Layer 
TOu  Tràfic Ofert per usuari 
TP  Taxa de Pic 
TTL  Time To Live 
UDP  User Datagram Protocol 
UE  User Equipment 
UMTS  Universal Mobile Telecommunications System 
USCH  Uplink Shared Channel 
USIM   User Services Identity Module 
UTRAN  UMTS  Terrestrial Radio Access Network 
VC   Virtual Channel 
VCI   Virtual Channel Identifier 
VP   Virtual Path 
VPI   Virtual Path Identifier 
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CAPÍTOL 1. Xarxes d’accés ràdio 
 
En aquest treball s’aborda el dimensionat de la xarxa de transport, o xarxa 
d’interconnexió entre els diferents elements de la infraestructura d’una xarxa 
d’accés radio UMTS (Universal Mobile Telecommunications System). 




Figura 1.1 Arquitectura a nivell de dominis UMTS. 
 
 
Aquesta arquitectura conté dos dominis considerats principals: el domini 
d’equipament de l’usuari (UE domain) i el domini d’infraestructura, connectats 
mitjançant la interfície ràdio Uu. 
 
Al domini UE no s’hi entra en detall, ja que no és objecte d’aquest treball. En 
quant a la infraestructura, es divideix en el domini de Xarxa d’Accés (AN, Acces 
Network) i el domini de Xarxa Central (CN, Core Network), dominis connectats 
mitjançant la interfície Iu. Això permet que la CN pugui estar connectada a 
diverses ANs amb diferents tecnologies d’accés i que la tecnologia de la CN 
també sigui independent. L’AN específica d’UMTS és la UTRAN (UMTS  
Terrestrial Radio Access Network) i és el domini que permet que els usuaris  
puguin accedir a la CN. La CN es pot dividir en el domini de Xarxa Servidora 
(SN, Serving Network), el domini de Xarxa Base (HN, Home Network) i el 
domini de Xarxa de Trànsit (TN, Transit Network). La SN és la part de la CN 
connectada a la AN i s’encarrega de les funcions sobre el punt d’accés de 
l’usuari. La HN és la responsable de la gestió de la informació de subscripcions 
i dades d’usuaris (relacionada amb el domini USIM). La TN comunica la CN 
amb la part remota. 
 
Dins de l’arquitectura completa de la xarxa UMTS, aquest treball estudia el 
dimensionat de la xarxa de transport utilitzada per interconnectar els equips 
                                            
1
 Un domini es defineix al document 3GPP TS 23.101 com una agrupació d’entitats físiques. Els 
dominis es connecten mitjançant punts de referència o interfícies. 
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que formen part del domini d’accés (AN) o UTRAN. A continuació es descriuen 





L’arquitectura de la UTRAN es descriu a [7]. A la figura 1.2 s’hi poden veure 
dos RNSs (Radio Network Subsystems) connectats entre si per la interfície Iur i 




Figura 1.2 Exemple d’arquitectura d’UTRAN 
 
 
Cada RNS conté un RNC (Radio Network Controller) i un o més Nodes B (cal 
notar que un Node B és la notació amb que es denomina una estació de base 
del sistema UMTS). Cada node B es connecta a un RNC mitjançant la interfície 
Iub, de manera que la topologia d’interconnexió resultant, a nivell lògic, es en 
forma d’estrella on l’element central és el RNC. 
 
El RNC s’encarrega de la major part de les tasques relacionades amb la gestió 
de recursos de la interfície radio i controla de forma remota la utilització dels 
recursos dels nodes B. La connexió entre els RNCs per crear la interfície Iur pot 
ser una connexió física directa o a través d’una xarxa de transport. 
 
 
1.2 Xarxa de transport 
 
En aquest treball, s’anomenarà xarxa de transport a la xarxa de comunicacions 
utilitzada per interconnectar els equips de la UTRAN, és a dir, controladors 
(RNCs), estacions de base (Nodes B) i concentradors de tràfic. Així, a partir de 
la descripció realitzada en l’apartat anterior, les interfícies que es desplegaran 
sobre aquesta xarxa de transport seran la Iub i Iur. 
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Els protocols de la UTRAN en les interfícies Iub i Iur s’estructuren en dues 
capes: la capa de xarxa ràdio (RNL, Radio Network Layer) i la capa de xarxa de 
transport (TNL, Transport Network Layer). Aquesta descomposició té com a 
objectiu aïllar les funcions que són específiques del sistema UMTS, ubicades a 
la RNL, de les que depenen de la tecnologia de transport emprada, que es 
troben a la TNL. 
 
Els protocols utilitzats a la capa de xarxa de transport UMTS no s’han 
desenvolupat al 3GPP, sinó que, el que es fa és reutilitzar torres de protocols 
de diferents xarxes de comunicacions. Per a UMTS Release 99, la TNL 
s’articula entorn a ATM (Asynchronous Transfer Mode), ja que en el moment de 
la decisió, aquesta era la tecnologia més adequada per a xarxes multiservei 
amb diferents requisits de qualitat de servei (QoS). Per la TNL, com es pot 
veure a la figura 1.3, es transporta la informació de la capa ràdio sobre les 
diferents interfícies Iu. Aquesta informació és de dos tipus: 
 
• Informació entre mòbil i xarxa (pla d’usuari): Es tracta d’informació de 
senyalització o tràfic d’usuari suportats per la xarxa. 
 
• Senyalització UTRAN (pla de control): Es tracta d’informació que 
intercanvia el node B amb el seu RNC (protocol NBAP, Node-B Application 
Part, per l’Iub), el RNC i el nucli de la xarxa (protocol RANAP, Radio 
Access Network Protocol, per l’Iu) i entre RNCs (RNSAP, Radio Network 




Figura 1.3 Arquitectura de protocols en les interfícies Iu, Iur i Iub 
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1.3 Torre de protocols de la interfície Iub 
 
A la figura 1.4, realitzada a partir de [4], s’hi pot trobar la torre de protocols, al 




Figura 1.4. Torre de protocols al pla d’usuari de la interfície Iub 
 
 
A la part de la torre corresponent a la TNL existeixen diferents opcions a 
utilitzar per a una xarxa UMTS. Totes les opcions possibles per la TNL d’una 
xarxa UMTS es basen en protocols ja existents. La utilització d’ATM sobre 
AAL2 a UMTS es va estandarditzar el 1999 i, tot i que han anat apareixent 
noves propostes de torres de protocols per la TNL, encara avui es manté. Una 
d’aquestes propostes noves és la Release 5 del 2002, que proposa que sobre 
el protocol de capa d’enllaç de dades, a la capa de xarxa, es faci servir UDP/IP 
en comptes d’AAL2. 
 
Pel que fa a la RNL es van haver de crear nous protocols per les xarxes UMTS, 
descrits a [11] i [12]: 
 
El Frame Protocol (FP) està entre la TNL i el control d’accés al medi (MAC) i 
n’hi ha un per cada canal ràdio o canal de transport (TCH, Transport Channel). 
Hi ha un FP per DCH, RACH, FACH, PCH, DSCH, USCH, TFCI2 i E-DCH. Per 
exemple, el DCH FP té com a funcions principals el transport dels TBS 
(Transport Bloc Set), el transport de la informació de l’outer loop power control 
entre el SRNC i el node B, la sincronització del canal de transport, la 
transferència de paràmetres de la interfície ràdio del SRNC al node B i 
l’enviament de paràmetres de qualitat de recepció del node B al SRNC. Pel E-
DCH FP les funcions són les mateixes, amb la diferència que no es transporten 
TBS, sinó PDU (Packet Data Unit) de MAC-es. 
 
La capa MAC (Medium Access Control) té les funcions principals de transferir 
les SDUs (Service Data Unit) MAC entre cada parella d’entitats MAC, de fer la 
reassignació de recursos ràdio i de paràmetres com ara el canvi d’identitat de 
l’UE, de canviar el tipus de canal de transport, etc. 
 
La capa RLC (Radio Link Control) pot transmetre les PDUs de les capes 
superiors de tres maneres diferents: sense afegir cap mena d’informació de 
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protocol, però si segmentació i re acoblament, afegint correcció d’errors, control 
de duplicació i de reordenació dels paquets, però sense garantir l’entrega de 
tots els paquets o afegint la correcció d’errors, el control de duplicació i de 
reordenació i, a més a més, la retransmissió dels paquets erronis per garantir 
l’entrega de totes les PDUs. Les funcions de la capa RLC són el manteniment 
de la qualitat de servei requerida per les capes superiors i la notificació a les 
capes superiors dels errors que la pròpia capa RLC no pot reparar. 
 
La capa PDCP (Packet Data Convergence Protocol), com es veu a [13], només 
aplica per a serveis en mode paquet i les seves funcions són la compressió i 
descompressió de les capçaleres dels fluxos de dades IP, transferència de 
dades d’usuari i el manteniment de la seqüència de nombres PDCP per les 




1.4 Tecnologies utilitzades a la capa de xarxa de transport 
 
Hi ha diverses alternatives disponibles per desplegar la xarxa de transmissió a 
la UTRAN. En quant als medis físics de transmissió, es poden considerar 
diverses possibilitats com ara utilitzar cable coaxial, fibres òptiques o 
radioenllaços. Els esquemes de transmissió sobre aquests medis físics poden 
ser els habituals PDH (per exemple E1, E3,...) o SDH (per exemple STM-1, 
STM-4,...). A la UTRAN, aquests enllaços acostumen a integrar-se en ATM tot i 
que, cada cop més, ses contempla la utilització de IP/MPLS. 
 
Sobre una xarxa de transport per a comunicacions mòbils s’hi poden utilitzar 
diferents tecnologies, o torres de protocols (ATM, MPLS, etc), com s’ha vist al 
principi d’aquest capítol, ja que la CN ho permet en ser-ne independent. Pel cas 
que s’estudia en aquest treball, es contemplarà una única UTRAN sobre la que 






La tecnologia ATM (Asynchronous Trasnfer Mode) es caracteritza pel fet que 
transmet paquets de mida fixa (53 bytes) anomenats cel·les, dividits en 48 
bytes de càrrega útil i 5 bytes de capçalera i elimina el control d’errors a la 
transmissió. 
 
Quant als protocols de capa física, sense entrar en detall ja que no és objecte 
del treball, ATM s’acostuma a transmetre sobre enllaços PDH (Plesiochronous 
Digital Hierarchy) i SDH (Synchronous Digital Hierarchy). PDH va ser la primera 
jerarquia basada en la multiplexació per divisió temporal (TDM) estandarditzada 
i, normalment es fa servir per a taxes de transmissió baixes, de fins a 140 
Mbps. Els senyals que es transmeten sobre els enllaços PDH no estan 
sincronitzats amb un mateix rellotge, i aquesta és una de les principals 
diferències que té PDH amb SDH. Amb SDH si que van sincronitzats tots 
aquests senyals i s’utilitza per a taxes de transmissió a partir de 155 Mbps i fins 
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a diversos Gbps. Aquest increment de velocitat de transmissió, entre d’altres, té 
el cost de requerir un sincronisme rigorós i imprescindible. El fet de disposar 
d’aquestes velocitats i de cel·les petites fa que el retard de transmissió i les 
variacions de retard siguin suficientment petits com per possibilitar l’ús de 
serveis en temps real (RT, Real Time), com ara veu o vídeo. 
 
 
1.4.1.1 Capçalera ATM 
 
Els paquets ATM, com s’ha comentat amb anterioritat, tenen una mida fixa de 
53 bytes, dels quals 48 bytes són de càrrega útil i 5 bytes són de capçalera. 
 
A [8] s’hi troba la descripció d’aquesta capçalera, que té diverses funcions i es 




Figura 1.5 Estructura de la capçalera ATM 
 
 
El control genèric del flux GFC (Generic Flow Control) té la funció de regular el 
flux de tràfic de les connexions ATM, per exemple, el control d’accés a un 
enllaç compartit. 
 
Les funcionalitats dels VCI/VPI estan relacionades amb l’encaminament a cada 
salt entre concentradors de tràfic i s’expliquen amb més detall a 1.4.1.2. 
 
L’indicador de tipus de càrrega útil PTI (Payload Type Indicator) és un camp de 
3 bits que identifica el tipus d’informació que transporta la cel·la ATM, com ara 
cel·les amb dades d’usuari, cel·les per O&M o cel·les per a la gestió de 
recursos de la xarxa. 
 
La prioritat de pèrdua de cel·la CLP (Cell Loss Priority) és un camp d’un bit que 
té les funcions d’informar si la cel·la conté informació essencial i d’informar si la 
cel·la no concorda amb el tràfic permès pels recursos establerts. 
 
La verificació de l’error en la capçalera HEC (Header Error Check) és un camp 
que conté el resultat d’una verificació CRC (Cyclic Redundancy Check) de 8 
bits realitzat únicament a la capçalera. Només permet la correcció d’un bit. 
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1.4.1.2 Encaminament ATM 
 
Quant a l’encaminament, ATM ofereix un servei orientat a connexions 
mitjançant canals virtuals (VC, Virtual Channel) sense control de flux ni 
correcció d’errors. ATM garanteix la integritat de la seqüència de cel·les que 
pertanyen al mateix VC. Un conjunt de VCs es pot agrupar en una ruta virtual 
(VP, Virtual Path). 
 
• Canal virtual: es fa servir per descriure el transport unidireccional de cel·les 
ATM associades a un identificador comú únic. Aquest identificador 
s’anomena VCI (Virtual Channel Identifier). 
 
• Ruta virtual: es fa servir per descriure el transport unidireccional de cel·les 
ATM que pertanyen a VCs associats a un identificador comú. Aquest 
identificador s’anomena VPI (Virtual Path Identifier). 
 
Les cel·les de cada connexió es distingeixen pels seus VCI/VPI. A més a més, 
els concentradors ATM poden encaminar el tràfic d’una cel·la per diferents VCs 
sobre el mateix canal, per tal de garantir diferents nivells de qualitat de servei 




Figura 1.6 Esquema d’encaminament per VCI/VPI 
 
 
1.4.1.3 AAL2 / ATM 
 
Hi ha 4 tipus de capes d’adaptació ATM (AAL), diferenciades entre elles per les 
característiques del tràfic que suporten. Aquesta diferenciació es fa tenint en 
compte si el tràfic que suporten té requisits de retard, si està orientat a 
connexió i si la taxa de transmissió és constant. Per al tràfic ATM a la interfície 
Iub es fa servir sempre el tipus AAL2. AAL2 permet la multiplexació eficient de 
diversos fluxos de dades sobre un mateix circuit virtual ATM. El funcionament 
d’AAL2, com es pot veure a la figura 1.7, extreta de [6], omple la cel·la ATM 
amb 48 octets. En primer lloc, cada flux de dades que ve de les capes 
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superiors es converteix en un flux de paquets CPS (Common Part Sublayer), 
amb una capçalera de 3 octets i una càrrega útil que oscil·la entre 1 i 45 (o 64) 
octets. Els fluxos resultants són entrellaçats formant blocs de 47 octets, als 
quals se’ls afegeix un octet que fa de punter, encarregat de facilitar la 




Figura 1.7 Protocol d’Adaptació de capa ATM tipus 2 (AAL2) 
 
 
Com es pot veure a la figura 1.8, creada a partir de [4], la capa AAL és la que 
es troba entre la capa ATM i la capa ràdio i té la funció de multiplexar i 
segmentar en paquets les dades d’usuari i senyalització que arriben de capes 
superiors i han de ser transmeses per la capa física. El Service Specific 
Segmentation and Reassambly (SSSAR) és l’encarregat de la segmentació i 
unificació de les cel·les ATM i el CPS és l’encarregat de la multiplexació de les 
dades de capes superiors. La capa AAL també s’encarrega de comprovar els 




Figura 1.8 Torre de protocols al transport sobre ATM 
 




El Multi-Protocol Label Switching (MPLS) és un protocol de capa 2,5 (situat 
entre les capes 2 i 3 a la torre de protocols) que complementa i millora el 
protocol IP, oferint un nou mètode per retransmetre els paquets IP, compatible 
amb els protocols d’encaminament IP ja existents (e.g. OSPF, BGP). 
 
Desglossant MPLS s’obté, d’una banda Multi-Protocol, ja que, teòricament, es 
pot aplicar entre qualsevol protocol de capa 2 i de capa 3, i d’altra banda Label 
Switching, és a dir, que les decisions de l’encaminament es prenen en funció 
d’etiquetes. Aquestes etiquetes són de 20 bits i estan a la capçalera MPLS. 
 
MPLS, com a tècnica complementaria amb IP, ofereix els següents avantatges 
comentats a [14]: 
 
 Fa que el transport de paquets sigui més eficient en quant a ample de 
banda, ja que, dins de la xarxa MPLS, substitueix la capçalera IP o UDP per 
la capçalera MPLS, que és només de 4 bytes. Això es pot fer gràcies a que 
el protocol MPLS permet, tot i que s’elimini la capçalera IP a l’entrada de la 
xarxa, recuperar-la a la sortida. 
 
 Pot coexistir amb l’encaminament salt a salt IP, ja que els encaminadors 
MPLS són capaços de retransmetre paquets IP. 
 
 El significat de les etiquetes es pot adaptar segons les necessitats de la 
xarxa, és a dir, es poden etiquetar els paquets per especificar QoS, 
multiplexació, micro - mobilitat, etc. 
 
 Es pot crear una pila d’etiquetes a un paquet IP. Els encaminadors MPLS 
poden afegir, intercanviar i retirar etiquetes dels paquets. El fet de poder 
posar més d’una etiqueta permet, per exemple, crear túnels dins de túnels 
de manera eficient. 
 
 Els mecanismes de protecció de MPLS permeten el “Fast rerouting”, és a dir, 
el restabliment de les rutes davant de la caiguda d’un node. Aquestes rutes 
de protecció també es fan servir per repartir la càrrega del tràfic i així no 
sobrecarregar els enllaços de la xarxa. 
 
 MPLS té diferents mecanismes per garantir el tractament de cada paquet 
segons els requisits de QoS que requereix: 
 
• Traffic Engineering (TE): com ja s’ha comentat, MPLS fa servir la pila 
d’etiquetes per encaminar els paquets, independentment de la capçalera 
IP. Les rutes a través de la xarxa es poden dissenyar per tal d’acomplir els 
paràmetres de QoS necessaris per a cada classe de servei que suporta la 
xarxa. Tot el tràfic que entra a la xarxa MPLS es pot dividir i retransmetre, 
segons els paràmetres de QoS d’aquest, en diferents rutes a través 
d’aquesta. Aquesta segregació de tràfic segons les classes de servei i els 
requisits de QoS no és possible en una xarxa IP pura. 
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• Differentiated Services (DiffServ): amb aquest mecanisme es defineix el 
tractament que rebrà cada paquet a una xarxa IP, tot i que no es poden 
garantir cap mena de paràmetres. MPLS suporta DiffServ de dues 
maneres diferents: la primera, com al cas del TE, servirà per decidir per 
quina ruta es retransmetrà cada paquet i la segona servirà per marcar 
cada paquet dins d’una mateixa ruta i així definir quins han de rebre un 
tracte preferent i quins no. Aquesta segona manera només té sentit si 
s’aplica sobre rutes que transporten paquets amb diferents requisits de 
QoS. 
 
• Entrega de paquets en seqüència: com que els paquets que es 
transmeten per la xarxa tenen la ruta definida des del principi, es 
garanteix que els paquets seran entregats en ordre, cosa que en una 
xarxa IP pura no es podia garantir. 
 
 
1.4.2.1 Capçalera MPLS 
 
A la figura 1.9 s’hi descriu la capçalera MPLS. 
 
 
Figura 1.9 Estructura de la capçalera MPLS 
 
 
La capçalera MPLS conté quatre camps i té una mida de 4 bytes. Els camps es 
descriuen a continuació: 
 
L’etiqueta s’utilitza per optimitzar el temps de processat a cada encaminador de 
la xarxa de transport. Conté la informació necessària per a encaminar els 
paquets. Com s’ha comentat, pot haver-hi més d’una etiqueta per paquet i els 
encaminadors poden afegir-ne, canviar-ne i extreure’n. 
 
Els bits experimentals EXP s’utilitzen per assignar la prioritat de qualitat de 
servei al paquet MPLS. Afecten a l’hora de prioritzar i de descartar els paquets. 
 
El bit stack S (apilament) serveix per indicar si l’etiqueta té més etiquetes 
afegides al paquet. Quan S és 0 indica que hi ha més etiquetes afegides al 
paquet i quan S és 1 indica que és l’última etiqueta de la jerarquia d’etiquetes. 
 
El camp TTL (Time To Live) és un comptador de salts. Substitueix al TTL de la 
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1.4.2.2 Encaminament MPLS 
 
Els encaminadors MPLS s’anomenen LSRs (Label Switched Routers) i, entre 
aquests, hi ha els anomenats LERs (Label Edge Routers), que són els 
encaminadors que es troben als extrems de la xarxa MPLS i han d’entendre i 
parlar, entre d’altres protocols, IP, a més a més de MPLS. A la figura 1.10 s’hi 




Figura 1.10 Exemple de xarxa MPLS 
 
 
Al LER d’entrada a la xarxa MPLS, s’analitza exhaustivament la capçalera de 
cada paquet que entra (e.g. capçalera IP) i, en funció dels paràmetres del 
paquet i de la xarxa, se li assigna una FEC (Forward Equivalent Class). Una 
FEC és un grup de paquets que rep el mateix tractament per part de la xarxa i 
que, normalment, es transmeten per la mateixa ruta LSP (Label Switched 
Path). Un cop s’ha decidit la FEC i la ruta LSP per la que es transmetrà el 
paquet, el LER assigna l’etiqueta al paquet fent servir el LDP (Label Distribution 
Protocol). L’última funció del LER d’entrada és crear la capçalera MPLS, 
agafant el camp TTL de la capçalera del paquet que ha entrat (si en té), posant 
el camp S a “0” o “1”, segons si ha creat una etiqueta o més per a aquest 
paquet, definint el camp Exp, i afegint l’etiqueta MPLS. 
 
El procediment a cada LSR intermedi és el mateix: traduir l’etiqueta, reduir el 
camp TTL i actualitzar S, segons si s’afegeix, es manté o es treu alguna 
etiqueta. Cal que tradueixi l’etiqueta, mitjançant una taula amb referències 
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d’entrada i traduccions per a l’etiqueta de sortida, per tal de poder prendre la 
decisió de cap a on encaminar cada paquet. 
 
El LER de sortida és l’encarregat de retornar el paquet a la xarxa de la que 
provenia, retirant la capçalera MPLS i actualitzant el camp TTL, que s’ha anat 
reduint, al paquet original que ha entrat a la xarxa MPLS. 
 
 
1.4.2.3 AAL2 / MPLS / ATM 
 
AAL2 es pot aplicar sobre MPLS, obtenint així els mateixos serveis oferts a 
ATM amb els avantatges que comporta la utilització de MPLS. A la figura 1.11, 
creada a partir de [4], s’hi pot veure la torre de protocols pel transport 




Figura 1.11 Torre de protocols al transport de MPLS sobre ATM 
 
 
Utilitzant MPLS sobre ATM, els paquets s’encaminen en base a les etiquetes 
MPLS de 20 bits, les quals s’incorporen als camps VCI/VPI de la capçalera 
ATM. Pel cas que es requerís una pila d’etiquetes, el paquet en pot dur dues 
com a molt, una al camp VPI i l’altra al VCI. A cada salt dins de la xarxa, 
aquestes etiquetes es reemplacen per les següents, de manera que els 
paquets segueixen les rutes pels camins adequats. 
 
Aquesta és una de les possibles opcions per a utilitzar MPLS, però cal tenir en 
compte que no es guanya eficiència en quant a ample de banda a la xarxa de 
transport respecte de la utilització d’AAL sobre ATM, sense MPLS. Tenint en 
compte això es poden buscar altres torres de protocols que utilitzin MPLS i 
siguin més eficients que la que s’acaba de comentar, com és el cas de fer 
servir MPLS sobre Ethernet. 
 
 
1.4.2.4 IP / MPLS / Ethernet 
 
Si es fa servir IP/UDP com a protocol de capa 3 amb Ethernet a la capa 2 i 
MPLS entremig (figura 1.12) s’obtenen avantatges respecte de les torres de 
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protocols comentades anteriorment, com ara el fet que els paquets Ethernet 
que es transmeten cap a la capa física són de longitud variable, amb una mida 
màxima del bloc de dades útils, o  MTU (Maximum Transfer Unit), de 1500 
bytes. Així s’eviten overheads pel fet de no omplir els paquets de capa 2 de 
dades útils o d’haver de transmetre més d’un paquet de capa 2 per transmetre 
un bloc de dades. Un altre avantatge és el fet que es poden introduir més de 
dues etiquetes per a un mateix paquet, cosa que permet MPLS i que no es pot 
fer quan s’aplica sobre ATM, ja que la capçalera MPLS està limitada per la 
d’ATM. En quant al temps de processat, a MPLS els paquets passen 
transparents als LSRs intermedis, que només han de mirar l’etiqueta de 20 bits, 
cosa que simplifica molt aquests elements de la xarxa i el temps que triguen a 
retransmetre cada paquet. Per contra, si es fa servir ATM com a protocol de 
capa 2, els concentradors intermedis han de buscar els camps VCI/VPI de les 




Figura 1.12 Torre de protocols pel transport de MPLS sobre Ethernet 
 
 
El principal desavantatge és la mida de la capçalera i la cua d’Ethernet, ja que 
si la capçalera ATM és de 5 bytes, entre la capçalera i la cua d’Ethernet sumen 
un total de 38 bytes. 
 




Figura 1.13 Estructura d’un paquet Ethernet 
 
 
El paquet Ethernet pot transportar fins a 1500 bytes de càrrega útil i conté 38 
bytes de capçalera i cua. A continuació es descriu breument cadascun dels 
camps del,paquet: 
 
El preàmbul i el delimitador Start-Of-Frame són, en total, 8 bytes requerits pel 
hardware físic per tal de poder transmetre i rebre cada paquet correctament. El 
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preàmbul el formen set octets en forma de “10101010” i el delimitador Start-Of-
Frame és un octet de valor “10101011”. Després d’aquesta última seqüència 
comença la informació important del paquet. 
 
Els camps MAC destí i MAC origen contenen la informació de la direcció física 
del node destí i del node origen del paquet. 
 
El camp Ethertype / Mida té dues funcions possibles: definir el protocol de capa 
3 que s’utilitza a la càrrega útil o definir la mida de la càrrega útil. Per 
diferenciar si el camp defineix una cosa o una altra cal veure el valor d’aquest, 
ja que si és inferior a 0600 en hexadecimal (1536 en decimal) es tracta de la 
definició de la mida de la càrrega útil, i si el valor és superior a 0800 en 
hexadecimal (2048 en decimal) es tracta de la definició del protocol de capa 3 
de la càrrega útil. Pel cas de MPLS, si el camp Ethertype té com a valor 8847 
en hexadecimal (“1000100001000111” en binari) el protocol de capa 3 de la 
càrrega útil és MPLS unicast i si té com a valor 8848 en hexadecimal 
(“1000100001001000” en binomial) es tracta de MPLS multicast. 
 
El camp CRC-32 és un camp de detecció d’errors de 32 bits que fa servir la 
funció CRC (Cyclic Redundancy Check). Mitjançant aquest camp es detecten 
errors a la transmissió del paquet causats per soroll o alguna altra font. 
 
La separació entre mostres de 12 bytes serveix perquè el receptor es prepari 
per rebre el següent paquet sense problemes. 
 
En quant a les capçaleres IP i UDP, no és necessari, per a aquest treball, veure 
les seves característiques ni tenir en compte l’overhead que provoquen, ja que 
s’eliminen dins de la xarxa MPLS. El LER d’entrada a la xarxa MPLS 
substitueix les capçaleres IP i UDP dels paquets per la capçalera MPLS, ja que 
l’etiqueta MPLS és suficient per encaminar-los. Al LER de sortida de la xarxa, 
els paràmetres de la capçalera MPLS es poden fer servir per restaurar les parts 
estàtiques de les capçaleres IP i UDP. Les parts dinàmiques de les capçaleres 
poden ser calculades pel LER (e.g. checksum de la capçalera), derivades de la 
informació proporcionada per l’etiqueta MPLS (e.g. TTL) o derivades de la 
informació provinent de capa 2 (e.g. longitud del paquet). 
 
A les xarxes IP s’introdueix la multiplexació per tal d’amortitzar l’overhead que 
introdueixen les capçaleres comprimides. Cal notar que el mecanisme de 
multiplexació introdueix protocols i, per tant, overheads associats que 
contraresten els guanys obtinguts amb la compressió de les capçaleres. Com 
s’ha vist, MPLS permet l’eliminació de les capçaleres IP i UDP i les reemplaça 
amb una capçalera de 4 bytes. Aquesta capçalera serveix per encaminar els 
paquets sense necessitar la introducció d’esquemes de multiplexació o túnels 
addicionals, de manera que, a més a més de ser més eficient en quant a ample 









El PPPmux [14] (Point-to-Point Protocol Multiplexing) ofereix la possibilitat de 
reduir els overheads que genera el PPP en transmetre paquets petits (e.g. 
mostres de veu) a través d’enllaços lents. PPPmux envia diversos paquets PPP 
encapsulats en una única trama PPP, obtenint així un overhead per paquet 
inferior. Quan es combina amb un protocol de capa d’enllaç de dades, com ara 
HDLC (High-Level Data Link Control), ofereix un transport eficient per enllaços 
punt a punt. 
 
L’encapsulat PPP afegeix diversos bytes d’overhead, com ara són la bandera 
HDLC (com a mínim un per separar els paquets adjacents), els camps d’adreça 
i de control, el PPP Protocol ID i el camp CRC. No cal transmetre els camps 
d’adreça i control HDLC, per tant no contribueixen a l’overhead, i el PPP 
Protocol ID es pot comprimir, de manera que cada trama PPP encapsulada 
inclou 4 bytes d’overhead. Aquest overhead es pot reduir a un o dos bytes. 
 
La concatenació de diverses trames PPP dins d’una única trama PPPmux és 
possible inserint un camp de longitud abans de cadascuna de les trames PPP. 
Cada trama encapsulada PPP s’anomena subtrama PPP i pot tenir una mida 
màxima de 127 bytes incloent el PPP Protocol ID. Per tal de reduir els 
overheads, es poden eliminar els camps PPP Protocol ID de les subtrames que 
tenen el mateix PPP Protocol ID que l’anterior. 
 
Durant la fase de negociació del LCP (Link Control Protocol) del PPP, un 
receptor pot oferir-se per rebre trames multiplexades utilitzant una opció del 
LCP. Un cop s’ha negociat el LCP, el transmissor pot escollir les trames PPP a 
multiplexar. Les trames, independentment de si arriben com a part d’una trama 
PPP multiplexada o no, no s’han de reordenar per part del transmissor o del 
receptor. 
 
Com ja s’ha comentat, el camp PPP Protocol ID d’una subtrama es pot eliminar 
si aquest és el mateix que el de la subtrama que el precedeix. EL PFF (Protocol 
Field Flag) és un bit que forma part del camp “longitud”, fet que redueix a 7 el 
nombre de bits per definir la longitud de la subtrama. El bit PFF es posa a “1” si 
el PPP Protocol ID s’inclou a la subtrama i, per contra, es posa a “0” quan 
aquest s’elimina. El bit PFF ha de ser “1” a la primera subtrama en una trama 
PPP multiplexada. El transmissor no està obligat a eliminar el PPP Protocol ID 
de cap subtrama. 
 
Per PPPmux, la mida màxima d’una trama està limitada a 300 bytes. Alguns 
paquets que tenen una prioritat més alta que els paquets de veu, com ara altres 
serveis RT o paquets de control de trucada, es retarden com a molt 1,25 ms 
per darrere d’una trama de veu PPPmux. 
 
 
1.4.3.1 Capçalera PPPmux-HDLC 
 
El format d’una trama PPP [14] sencera amb múltiples subtrames es pot veure 
a la figura 1.14. 




Figura 1.14 Format d’una trama PPPmux-HDLC 
 
 
Els camps de la trama PPPmux-HDLC es descriuen a continuació: 
 
La capçalera PPP està formada per la capçalera HDLC i el camp de protocol 
PPP, de valor 0x59 en hexadecimal per a les trames PPPmux. Les opcions de 
compressió de la capçalera PPP (ACFC, Adress and Control Field 
Compression, i PFC, Protocol Field Compression) es poden negociar durant el 
LCP, afectant així al format d’aquesta capçalera. 
 
El PFF és un bit que indica si a continuació del camp de longitud es troba el 
camp PPP Protocol ID de la subtrama o no. Si el PFF = “1”, vol dir que és així i 
si el PFF = “0” vol dir que no. Per a la primera subtrama de cada trama 
PPPmux, el PPP = “1”. Si el PFF = ”0”, el PPP Protocol ID de la subtrama és 
igual que el de l’anterior. 
 
Cada subtrama conté un camp de longitud de la subtrama, en el qual no es 
considera el PFF i el propi camp de longitud però si el PPP Protocol ID. La 
longitud màxima d’una subtrama és de 127 bytes. Els paquets més grans de 
127 bytes s’han d’enviar en una trama PPP per separat, canviant el format 
d’aquesta ja que deixarà de ser PPPmux. Les trames PPP afegeixen 4 bytes 
d’overhead. 
 
El camp de protocol PPP conté el PPP Protocol ID de cada subtrama. Aquest 
camp és opcional. Si el PFF = “1” d’una subtrama, aquesta inclourà el seu 
camp de protocol PPP, sinó aquest es dedueix al receptor. 
 
El camp de la informació conté la capçalera comprimida IP/UDP (cUDP) i la 
càrrega útil. Aquest camp té una longitud màxima de 127 bytes, incloent el 
camp de protocol PPP, si es que és present a la subtrama. 
 
Com s’ha comentat, la capçalera és cUDP. Amb cUDP es poden comprimir les 
capçaleres IP/UDP (de 28 bytes) fins a entre 2 i 5 bytes. Per a l’eina de 
dimensionat es faran servir 3 bytes de capçalera cUDP. L’overhead per trama 
queda, aleshores, de 3 bytes de la capçalera cUDP i 1,5 bytes de la trama 
PPPmux-HDLC, és a dir, de 4,5 bytes per trama. Si els paquets són majors de 
127 bytes s’utilitzaran trames PPP-HDLC i l’overhead d’aquestes és de 4 bytes 
en comptes dels 1,5 de les anteriors. 
 
 
1.4.3.2 Encaminament IP/UDP 
 
El terme encaminament IP engloba una sèrie de protocols que s’encarreguen 
de trobar la millor ruta per transmetre cada paquet d’un punt a un altre, dins 
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d’una xarxa IP. Cada paquet passa per diversos encaminadors, els quals tenen 
les seves pròpies taules d’encaminament per poder retransmetre cada paquet 
que els arriba cap a l’encaminador adequat. Quan un encaminador ha de 
retransmetre un paquet, consulta la seva taula d’encaminament i la direcció IP 
destí dins de la capçalera IP. Tots els encaminadors fan el mateix fins arribar al 
destí, sense necessitat d’afegir cap més capçalera ni informació al paquet que 
la pròpia capçalera IP. 
 
Cap la possibilitat de que el software d’encaminament que es pot trobar a cada 
màquina de la xarxa tingui en compte la mida de les trames o la sobrecàrrega 
de la xarxa, però per al cas que s’estudia en aquest treball, únicament es tindrà 
en compte el trobar el camí més curt entre l’origen de la ruta i el destí. 
 
 
1.4.3.3 cUDP / PPPmux-HDLC 
 
A la figura 1.15 s’hi pot veure la torre de protocols per IP/UDP a capa 3 i 








Utilitzant aquesta torre de protocols s’introdueix molt poc overhead per a la 
TNL, ja que la capçalera cUDP es considerarà de 3 bytes, sense tenir en 
compte que, si es fa servir PPPmux, el byte de camp de protocol PPP pot ser 
eliminat si és igual que el del paquet precedent. El protocol PPPmux-HDLC 
introdueix un overhead de 1,5 bytes, en canvi, si es fa servir PPP-HDLC, per a 
paquets PPP de més de 127 bytes, el protocol afegeix 4 bytes d’overhead. 
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CAPÍTOL 2. Metodologia de dimensionat 
 
2.1 Definició de la metodologia 
 
La metodologia de dimensionat de xarxes de transport que es planteja a 
continuació té com a objectiu determinar la capacitat mínima, en bits/s, que cal 
proporcionar per a la transmissió a cada enllaç. Per a poder realitzar el 
dimensionat caldrà especificar els següents paràmetres d’entrada sobre els 
quals treballar: 
 
 Topologia de connexió dels elements de la xarxa de transport: identificar 
tots els elements de la xarxa i els enllaços que hi ha entre ells. Els 
elements de la xarxa amb els que es treballarà són els concentradors de 
tràfic (concentradors ATM, encaminadors LSR, etc), les estacions base 3G 
(BTS-3G o nodes B) i els punts d’accés a la xarxa troncal (Radio Network 
Controllers, RNCs). Els enllaços de la xarxa cal caracteritzar-los amb un 
cost econòmic per unitat de capacitat. 
 
 Torre de protocols de la capa de la xarxa de transport. 
 
 Encaminament entre els elements de la xarxa de transport. 
 
 Tràfic entre els elements de la xarxa de transport (origen - destí). 
 
 Requisits de qualitat de servei (QoS) extrem a extrem per al tràfic sensible 
al retard i pel tràfic no sensible al retard, entre els elements de la xarxa de 
transport. 
 
 Model de tràfic a aplicar sobre el tràfic de cada enllaç. 
 
Un cop coneguts els paràmetres d’entrada, els passos a seguir per a realitzar el 
dimensionat són els següents: 
 
1) Definició de les totes les rutes entre nodes B i RNCs 
 
2) Càlcul dels requisits de QoS que es s’aplicaran a cada enllaç 
 
3) Càlcul del tràfic per a cada enllaç 
 
4) Determinació de la capacitat necessària per a cada enllaç de la xarxa de 
transport en base al model de tràfic aplicat 
 
Amb aquesta metodologia, es realitza el dimensionat de la xarxa de transport a 
partir de la descomposició d’aquesta en enllaços. Cada enllaç s’estudia 
independentment de la resta de la xarxa, de manera que el dimensionat de la 
xarxa de transport serà el resultat de dimensionar cada enllaç, del qual se’n 
coneixen els paràmetres d’entrada. Finalment, s’agrupen tots els enllaços 
formant novament la xarxa inicial. 
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A la figura 2.1 s’hi defineix, de manera esquemàtica, la metodologia de 




Figura 2.1 Metodologia de dimensionat de la xarxa de transport 
 
 
2.2 Caracterització dels paràmetres d’entrada 
 
2.2.1 Topologia de connexió i encaminament 
 
La topologia de connexió de la xarxa de transport la formen el conjunt de nodes 
(N) i el conjunt d’enllaços (M) que els uneixen. Per a representar la topologia es 
pot fer servir un graf G=(N,M). Per a identificar a un node de la xarxa, es fa 
servir la notació ni on el subíndex i sempre serà major que 0 i mai més gran 
que N. Els enllaços (M) entre elements de la xarxa es representen en forma de 
matriu L = [li,j], en la qual li,j=1 si existeix un enllaç entre els punts i i j de la 












,      (2.1) 
 
Quant a l’encaminament, a l’hora de decidir la ruta adequada s’especificarà el 
node d’entrada a la xarxa i el de sortida i, també, el tràfic que es cursa entre 
aquests. La ruta quedarà determinada sempre mitjançant un esquema salt a 
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salt a partir d’una taula d’encaminament. A la taula hi haurà la informació de 
quin és salt següent a partir del node origen i el node destí. 
 
Cal notar que el fet d’establir una taula amb els salts fixats fa que no es 
consideri, a efectes de dimensionat, la possibilitat de camins alternatius. A 
l’hora d’escollir els salts, sempre es tindrà en compte que el camí escollit 
contingui el menor nombre de salts possible, ja que així es requerirà menys 
temps de processat per a la ruta. Els camins alternatius, no considerats en 
aquest dimensionat com s’ha comentat, es poden donar en xarxes mallades, 
parcialment mallades o d’anell, i les xarxes d’accés acostumen a ser en forma 
d’arbre o estrella. Així doncs, per a dimensionar una xarxa d’accés, es pot 
considerar vàlid un encaminament d’aquest tipus. 
 
Amb tot això, el procés de dimensionat donarà com a resultat la capacitat 
necessària per a cada enllaç de la xarxa per tal d’aconseguir el nombre mínim 
de salts per a cada ruta. Aquest encaminament “simple” no depèn de variables 
com ara la possible variació del tràfic, l’aplicació d’estratègies de balanceig del 
tràfic o la possibilitat d’establir un nou camí per a cada connexió, segons la 
classe de servei, encara que els nodes d’entrada i sortida siguin els mateixos 
(el cas de MPLS). Tots aquests mecanismes de millora en l’encaminament, 
només introduiran beneficis en el cas que el tràfic varií respecte del que es 
consideri durant el dimensionat. Idealment, amb l’aplicació d’un tràfic d’entrada 
igual al planificat, els esquemes d’encaminament avançats no introdueixen 





Figura 2.2 Exemple de topologia d’interconnexió i encaminament 
 
 
Una ruta k, de les K rutes possibles, entre dos nodes, nn i nm, de la xarxa es pot 
representar mitjançant una matriu d’encaminament NxN: [ ]nmijnmk rR = , on 
1=
nm
ijr  si la ruta travessa l’enllaç lij i 0=nmijr  si no és així. 
 
A la metodologia de dimensionat que s’aplica només es té en compte una 
possible ruta entre dos nodes de la xarxa, així doncs, per a cada parella de 
nodes sempre tindrem que K=1, per tant, nmnm RR 1= . 
 
A la figura 2.2 s’hi pot veure un graf amb una possible topologia d’interconnexió 
i amb l’encaminament a seguir des del node 7 fins a l’1. La seva matriu L seria: 
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Coneixent l’encaminament entre els nodes 7 i 1, es pot representar la matriu 

































    (2.3) 
 
 
2.2.2 Tràfic entre els elements de la xarxa (matriu de tràfic) 
 
El tràfic que cursa cada enllaç e2e entre elements origen i destí de la xarxa es 
representa mitjançant la matriu de tràfic. Si existeixen diferents classes de 
serveis a la xarxa, cal diferenciar el tràfic de cadascun d’aquests serveis dins 
del volum total del tràfic de l’enllaç. 
 
Existeix més d’una opció per representar la matriu de tràfic. A aquesta 
metodologia s’hi representa separant en matrius diferents el tràfic de les 
diferents classes de servei. Així doncs, formalment s’expressa de la següent 
manera: 
 [ ]mnc vV ,=  
 
on c és el tipus de tràfic (c pertany a C, essent C el conjunt de classes de 
servei suportades a la xarxa) i vn,m és el volum de tràfic suportat per l’enllaç 
entre els nodes nn i nm (n i m pertanyen a N, essent N el conjunt de nodes de la 
xarxa de transport) durant un cert període de temps T. Hi haurà tantes matrius 
de tràfic com classes de servei C suporti la xarxa.  
 
A l’hora de caracteritzar la demanda per fer el dimensionat, es pot fer amb la 
intenció de que la xarxa pugui suportar moments puntuals de càrregues altes o, 
per contra, sense tenir en compte possibles pics de tràfic i, per tant, de manera 
que aquesta no suportarà ràfegues de volum elevat de tràfic, provocant així que 
28   TFC 
 
es descartin o es retardin excessivament els paquets. La diferència principal 
entre els dos casos és que, al primer les mesures per caracteritzar la demanda 
es faran tenint en compte el promig de tràfic en intervals curts de temps, 
inferiors a cinc minuts, i en el segon els intervals seran més grans. 
 
L’opció més adequada per conèixer el comportament del tràfic a la xarxa i, per 
tant, com dimensionar-la, és caracteritzar-la amb intervals de mesura curts. Així 
és com s’ha d’obtenir el tràfic mig entre els elements de la xarxa per a realitzar 
el dimensionat mitjançant aquesta metodologia. 
 
 
2.2.3 Classes de servei i els seus requisits de QoS 
 
A cada classe de servei se li apliquen els paràmetres de qualitat de servei 
(QoS) que convinguin, segons els requisits d’aquests serveis. Els paràmetres 
de qualitat de servei que s’empren a aquesta metodologia són els següents: 
 
 Retard mig de transmissió: es fixa un retard mig per a tota la ruta i es 
reparteix per a tots els enllaços que la formen. 
 
 Probabilitat de desbordar l’enllaç: es fixa una probabilitat de desbordar 
l’enllaç origen - destí i es reparteix pels enllaços de tota la ruta. 
 
 Percentil de retard: es fixa un percentatge de paquets que no han d’excedir 
un cert valor retard màxim que també cal fixar. El retard màxim es fixa per a 
tota la ruta i es reparteix entre els enllaços que la formen, mentre que el 
percentatge és el mateix per a tots els enllaços de la ruta. 
 
No es considera com a paràmetre restrictiu de qualitat de servei el bloqueig ja 
que, tal i com s’aplica el volum de tràfic a la matriu Vc, es considera que aquest 
tràfic el cursarà la xarxa obligatòriament, sense possibilitat de produir 
bloquejos. 
 
Com s’ha dit, els paràmetres de QoS varien segons la classe de servei, 
d’aquesta manera, per a un servei en temps real sempre serà molt restrictiu el 
retard i la taxa de pèrdues, mentre que en un servei de dades, com ara la 
navegació web o la descàrrega, es poden relaxar el retard i la pèrdua de 
paquets tot i que, normalment, es requerirà més ample de banda a causa de la 
mida major dels paquets. 
 
 
2.2.4 Mecanismes de QoS 
 
Els mecanismes de QoS afecten al dimensionat, de manera que cal tenir-los en 
compte. Es poden definir, de manera global, tres àmbits: 
 
 Mecanismes de control de tràfic (Traffic Control): són els mecanismes que 
s’apliquen a les funcions de transmissió dels elements encaminadors de la 
xarxa de transport. Com a funcions de transmissió s’entenen els algorismes 
de scheduling i de gestió de cues. A l’hora de dimensionar, cal tenir en 
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compte si la capacitat es reparteix en fraccions per a cada classe de servei, 
si es reparteix per a cada flux individualment o si en una fracció o en tota la 
capacitat poden existir diferents classes de servei que seran tractades de 
manera individualitzada. A 1.4.3 s’explica breument el funcionament de 
DiffServ (Differentiated Services), un esquema de control de tràfic. 
 
 Mecanismes de control de recursos (Resource Control): són els 
mecanismes que controlen l’accés als recursos de la xarxa. Tenen com a 
objectius principals el fet que no es degradin les connexions existents amb 
l’assignació de nous recursos i controlar el volum i la forma del tràfic que 
entra a la xarxa perquè s’acompleixin les especificacions de tràfic 
acordades. Al dimensionat no es tenen en compte aquests recursos, ja que 
la xarxa es dimensiona per a tot el tràfic que es considera que hi entra, 
però són imprescindibles en el moment que la demanda de tràfic a la xarxa 
supera els valors considerats a la matriu de tràfic V, base del dimensionat. 
 
 Mecanismes d’enginyeria de tràfic (Traffic Engineering): mecanismes que 
optimitzen la xarxa en estat operatiu, més concretament, optimitzen 




2.2.5 Torre de protocols 
 
Amb la torre de protocols es podrà establir l’overhead com al percentatge 
d’increment de la taxa de transmissió respecte de la taxa de transmissió 
expressada a la matriu de tràfic V. Aquesta taxa addicional la provoca la 
transmissió d’informació no útil, és a dir, per a la xarxa i no per a l’usuari, com 
ara les capçaleres dels diferents protocols utilitzats. 
 
A la figura 2.3, idèntica a la figura 1.4, s’hi poden veure els protocols de la torre 
que introdueixen overhead a la transmissió, els que pertanyen a la capa de la 
xarxa de transport (TNL), i els protocols de capes superiors, que introdueixen el 




Figura 2.3. Torre de protocols al pla d’usuari de la interfície Iub 
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Els protocols de la RNL introdueixen el mateix overhead independentment de la 
TNL, com es pot veure a [13]. El Frame Protocol (FP) pels canals dedicats 
(DCH) introdueix un overhead diferent segons si el servei és en temps real o 
no. El mateix passa amb l’overhead introduït pels protocols MAC, RLC i PDCP. 
En aquest treball, es considera que per al tràfic de veu i videoconferència, el FP 
dels DCH introdueix 8 bytes d’overhead i els protocols MAC, RLC i PDCP no 
introdueixen overhead i pel tràfic de dades, l’overhead del FP dels DCH és de 5 
bytes i el dels protocols MAC, RLC i PDCP és de 2 bytes. 
 
Per calcular, per exemple, l’overhead per al tràfic de veu AAL2/ATM, és a dir, 
utilitzant ATM per a la capa d’enllaç de dades i AAL2 per a la capa de xarxa, 
segons aquesta metodologia, es faria de la següent manera: 
 
El primer que cal saber és la mida del paquet de veu, que és de 30,5 bytes. 
L’overhead introduït pel protocol ATM i pel punter de la capçalera AAL2 (veure 
1.4.1.1) és de 5 bytes de la capçalera ATM i 1 byte del punter AAL2. Aquest 
overhead és independent del paquet de veu i està associat a la cel·la ATM. En 
quant al paquet de veu, cal afegir-hi els 3 bytes per cada CPS que calgui 
transmetre (en aquest cas 1) i els 8 bytes del FP DCH, pertanyent a la RNL. 
Amb això ja es pot calcular l’overhead total per a un paquet de veu en %: 
 






































2.3 Càlcul del throughput dels nodes B 
 
El throughput de cada node B s’obté per aproximació estadística, modelant el 
tràfic de cada servei durant l’hora carregada. 
 
Cada servei es modela de manera diferent, segons la seva naturalesa, ja que, 
per exemple, el servei de veu, on es parla o transmet i es calla, no tindrà el 
mateix comportament quant als períodes “ON”, “OFF” que el servei de 
descàrrega, on l’usuari està rebent fins que acaba la transferència del fitxer. A 
mode d’exemple gràfic, a la figura 2.4 s’hi poden veure diferents serveis amb 
els seus respectius modelatges i l’agregació final de tot el tràfic. 
 




Figura 2.4 Agregació del tràfic dels diferents serveis, extreta de [3] 
 
 
Els paràmetres necessaris per a poder calcular el throughput del node B són el 
factor d’activitat (AF), la taxa de pic (TP), la probabilitat de bloqueig (Pb), 
l’eficiència de la ràfega (BEF), el nombre d’usuaris (N), l’overhead per soft 
handover (SHO), el tràfic ofert per usuari (TOu) i el factor de retransmissió 
(RETX). 
 
Les fórmules per a calcular el tràfic queden de la següent manera: 
 
 Per a tràfic en temps real, o sensible al retard (RT, Real Time), primer cal 
trobar el nombre de canals necessaris (Ncanals) a partir de la fórmula 
d’Erlang-B, tenint en compte el nombre d’usuaris (N), el tràfic ofert per 
usuari (TOu) i la probabilitat de bloqueig desitjada (Pb). Un cop s’obté 
aquest valor, s’aplica la següent equació: 
 
( ) canalsRT NSHO
BEF
AF
TPTaxa ⋅+⋅⋅= 1     (2.4) 
 
 
 Per al tràfic no sensible al retard (NRT, Non-Real Time) entra en joc el 
factor de retransmissió, que no apareixia al càlcul del tràfic RT, ja que pel 
tràfic sensible al retard no hi ha retransmissions. La fórmula resultant és la 
següent: 
 
( ) ( ) NRETXSHO
BEF
AF
TPTaxaNRT ⋅+⋅+⋅⋅= 11               (2.5) 
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Un cop definides les dues equacions, cal considerar que s’han emprat diferents 
maneres de realitzar el càlcul i que, per tant, els resultats, conceptualment, 
seran diferents. Per al tràfic en temps real, s’ha aplicat la fórmula Erlang-B, la 
qual assigna uns certs recursos que es poden considerar els màxims 
necessaris per a aquests valors d’entrada, mentre que per al càlcul del tràfic no 
sensible al retard s’ha realitzat el càlcul del tràfic mig de sortida. 
 
 
2.4 Càlcul del volum de tràfic per a cada enllaç 
 
Es pot establir una matriu Tc = [ ti,j ] per a representar el tràfic que es cursa a 
cada enllaç de la xarxa de transport. Es creen C matrius, una per a cada classe 
de servei c i, l’element ti,j, representa el tràfic que es cursa entre els punts de la 
xarxa i, j. 
 
Cal notar que la matriu Tc no és igual que la matriu Vc, ja que, la matriu de tràfic 
(Vc) representa el tràfic entre dos nodes origen - destí de la xarxa, mentre que 
la matriu de tràfic per a cada enllaç (Tc), considera tot el tràfic que passa per a 
cada enllaç de la xarxa de transport. 
 
Així doncs, es pot extreure que la matriu Tc dependrà de la matriu Vc (tot el 
tràfic entre cada origen i destí) i de les matrius d’encaminaments Rn,m (les rutes 













,,,     (2.6) 
 
 
2.5 Càlcul dels requisits de QoS que s’aplicaran a cada enllaç 
 
S’ha parlat de que els requisits de QoS més rellevants i necessaris de satisfer 
seran el retard i la probabilitat de desbordar l’enllaç, i en aquest apartat 




El retard en les xarxes de transmissió es pot dividir en quatre components: 
 
 Retard de transmissió (τt) o retard de senyalització. Aquest retard és el 
temps mínim que requereix un paquet de dades per ser transmès a través 
d’un enllaç, únicament limitat per la seva pròpia capacitat. Si la longitud del 
paquet s’identifica amb L i la capacitat de l’enllaç amb C, el retard de 
transmissió és la relació directa L/C. Pel cas de cel·les ATM (53 bytes) 
transmeses per una interfície E1, queda τt = 0,21ms, pel cas que la mateixa 
cel·la es transmeti per una interfície STM-1, queda τt = 2,73µs. 
 
 Retard de propagació (τp). És el retard causat per la velocitat de propagació 
física del senyal d’informació pel medi de transmissió i per la resolució 
temporal obtinguda amb la utilització de mecanismes de codificació de canal 
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i d’entrellaçat. A la taula 2.1 s’hi poden veure diferents retards de propagació 




Taula 2.1 Retards de propagació típics en diferents medis de propagació 
 
 
 Temps de servei (D) o temps d’espera en cua. És el temps que ha d’esperar 
un paquet a la cua, o buffer, de sortida de la interfície d’un node de la xarxa 
per a ser transmès. Aquest component del retard és el que acostuma a tenir 
més pes a l’hora de dimensionar la capacitat d’un enllaç. 
 
 Retard de processat als elements d’encaminament (τr). És el temps que 
passa entre que un paquet es rep a la interfície d’entrada d’un node fins que 
aquest és col·locat a la interfície de sortida. Aquest retard acostuma a ser 
d’ordres inferiors a 1 ms. 
 
Amb tot això, el retard extrem a extrem dels paquets de la classe de servei c 
entre els nodes nn i nm es pot formular a partir dels diferents components de 
retard de cada enllaç que composa la ruta Rn,m. Aleshores, l’expressió queda 














cmn Dττττ    (2.7) 
 
 
De les quatre components de retard citades, la que més incideix al retard global 
de la xarxa de transport és el retard corresponent al temps de servei D. 
Aquesta component del retard és molt variable i la resta són més deterministes, 
així doncs, es pot establir, per exemple, una constant Mn,m,c, que no depèn de 
la capacitat dels enllaços entre els nodes n i m, composada per la component 












cjircjipcmnM ττ     (2.8) 
 
 
Així doncs, la restricció de retard extrem a extrem associada únicament al 
temps de transmissió i al temps de servei, que és la que influeix directament 

































   (2.9) 
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Cal recordar, veient l’expressió, que el quocient L/C equival al retard de 
transmissió τt. Lc és la longitud mitja dels paquets associats a la classe de 
servei c. 
 
Les restriccions de retard poden tenir com a objectiu satisfer un determinat 
retard mig o bé fixar una cota de retard (percentil) que ha de satisfer un cert 
percentatge de paquets. A continuació s’analitzen els dos casos amb més 
detall. 
 
2.5.1.1 Retard mig 
 
Un cop definit el retard mig extrem a extrem, per a fer el càlcul de la capacitat 
necessària a cada enllaç, cal dividir el retard mig que es tolerarà a cada enllaç 




























   (2.10) 
 
 
Per a trobar el retard de servei que es pot tolerar a cada enllaç cjiD ,,  s’apliquen 
els dos criteris exposats a continuació: 
 
 A l’equació 2.7, s’ha vist com s’expressa el retard extrem a extrem dels 
paquets de la classe de servei c entre dos nodes nn i nm a partir dels 
diferents components del retard de l’enllaç. Una altra manera de formular 
































,,τ  és el retard a l’enllaç entre els dos nodes i i j que suporta el tràfic de la 
ruta Rn,m. 
 
La repartició del retard mig total entre els diferents enllaços es farà tenint en 
compte el cost econòmic per unitat de capacitat d’aquests. A [10] s’hi descriu 
com realitzar aquesta repartició. Considerant que el cost de cada enllaç és 
Фi,j, es pot repartir la restricció del retard extrem a extrem de cadascun dels 
enllaços que formen la ruta entre el node origen n i el node destí m de la 
següent manera: 























   (2.12) 
 
 
Així doncs, als enllaços amb cost econòmic per unitat de capacitat més alt 
se’ls permetrà un retard mig major, en detriment dels enllaços de cost més 
baix, que hauran de garantir un retard menor. 
 
Pel cas que el cost dels enllaços fos igual per a tota la ruta, el retard es 
distribuiria uniformement entre tots els enllaços que la formen. 
 
 Si per un enllaç conflueix més d’una ruta, cal trobar els diferents valors de 
cjiD ,,  necessaris per a l’enllaç i s’aplicarà sempre el més restrictiu. D’aquesta 
manera s’assegura acomplir sempre al pitjor dels casos i es millora el retard 
extrem a extrem de la resta de rutes que conflueixen per l’enllaç.  
 
 
2.5.1.2 Percentil retard 
 
Una altra manera d’establir un criteri per satisfer un retard mig és a partir de la 
cota de retard que han d’acomplir un cert percentatge de paquets o cel·les. Si a 
aquest percentil que s’ha d’acomplir se’l denomina ρ (per exemple, ρ = 0.99), la 
cota de retard, o retard màxim, Wp formarà part de la següent expressió: 
 
ρτ −≤> 1)WProb( p      (2.13) 
 
 
L’expressió 2.13 és per a tota la ruta entre node B i RNC i cal repartir el retard 
entre els diferents salts, per tal de poder dimensionar cada enllaç. A [15] s’hi 
pot trobar una fórmula (2.14) que relaciona el retard màxim permès e2e Wp 
amb retard mig e2e. Aquesta expressió determina que el retard màxim per a un 
determinat percentil de paquets és la suma del retard mig e2e (µN) i la 
desviació estàndard (σN) d’aquest un cert nombre de cops. 
 
( ) NNNp PW σαµ ⋅+=     (2.14) 
 
 
Respecte a aquesta equació, cal dir que per cues M/M/1 (les que s’estudien en 
aquest treball), la mitja i la desviació estàndard són iguals, és a dir que 
l’expressió queda de la següent forma: 
 
( )( )PW NNp αµ +⋅= 1     (2.15) 
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El valor del paràmetre αN (P) depèn únicament del nombre d’enllaços, o de 
salts, de la ruta i del percentatge de paquets que es permetrà que superin el 
retard màxim. S’escull aquest paràmetre perquè, si el temps d’espera es 
distribueix exponencialment en un node, la fórmula 2.14 és exacta. El 
paràmetre αN (P) es troba de la següent manera: 
 







α      (2.16) 
 
 
On EN (P) és distribució Erlang de grau N, l’estudi de la qual no és objecte 
d’aquest treball. Així, a la taula 2.2 s’hi troben els valors del paràmetre αN (P) 




Taula 2.2 Taula paràmetre αN (P) 
 
 
El retard mig e2e (µN) de l’expressió (2.15) es reparteix entre els enllaços 
segons l’expressió (2.12) de repartiment de costos. 
 
El percentil de paquets es considerarà sempre el mateix per a cada enllaç de 
tota la ruta per simplificar els càlculs i que es pugui aplicar aquesta 
metodologia. 
 
Si per un enllaç conflueix més d’una ruta, cal trobar els diferents valors de 
retard màxim i mig per a aquest i s’aplicaran sempre els més restrictius. 
D’aquesta manera s’assegura acomplir sempre el pitjor dels casos i es millora 
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2.5.2 Probabilitat de desbordar 
 
Si s’estableix una restricció de probabilitat de desbordar l’enllaç extrem a 
extrem entre els nodes n i m, aquesta serà el resultat de la contribució de cada 

















    (2.17) 
 
 
Pi,j és la probabilitat de desbordar l’enllaç entre els nodes i i j. Tot i que no és 
objecte d’aquest treball, cal destacar que la probabilitat de desbordar l’enllaç 
s’ha de tenir en compte a l’hora de calcular la mida de la cua a aquest. 
 
Les probabilitats de desbordar es repartiran equitativament entre els diferents 
enllaços de la xarxa, així doncs, a partir d’aquesta consideració, per a una ruta 






,, )1(1 −−=     (2.18) 
 
 
Si per un enllaç conflueix més d’una ruta, s’ha de calcular la probabilitat de 




2.6 Determinació dels recursos necessaris per a cada enllaç de 
la xarxa de transport 
 
Un cop es coneix el volum de tràfic que es cursa per a un enllaç i els 
paràmetres de QoS necessaris per aquest, ja se’n pot trobar la capacitat de 
transmissió requerida. A la figura 2.5 s’hi pot veure un exemple de la 




Figura 2.5 Dimensionat de la capacitat d’un enllaç entre dos nodes connectats 
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Tot seguit es plantegen diversos mètodes per a trobar la capacitat Ci,j segons 
diferents paràmetres d’entrada o requisits de QoS. 
 
 
2.6.1 Càlcul de capacitat en base a una ocupació objectiu de l’enllaç 
 
Aquest primer mètode de dimensionat proposat consisteix en trobar la capacitat 
en base a assolir un cert grau d’ocupació de l’enllaç. Així doncs, si l’ocupació 
màxima que es vol tenir a l’enllaç ve determinada pel paràmetre ρobj, caldrà 
acomplir que la relació entre el tràfic cursat per l’enllaç més els overheads θ 
d’aquest tràfic i la capacitat de l’enllaç mai superi aquest objectiu. Aleshores, la 














    (2.19) 
 
 
Quan s’aplica aquesta metodologia, s’acostumen a buscar ocupacions entre el 
50% i el 75%, sempre mantenint un marge de guarda per a poder absorbir 
possibles pics. Aquest càlcul és molt simple i no té en compte de cap manera 
l’estadística del tràfic cursat ni els requisits de QoS d’aquest. 
 
 
2.6.2 Càlcul de capacitat en base a determinació de la taxa de pic 
 
A [1] s’hi descriu un mètode de càlcul de la capacitat a partir de la determinació 
analítica de la funció de distribució de les taxes de pic a partir de la taxa mitja 
que ha de suportar l’enllaç. A continuació s’exposa el procediment bàsic. 
 
A partir d’una taxa mitja t es calcula el nombre mig de paquets p que arriben 








     (2.20) 
 
 
Essent L la mida mitja de la càrrega útil dels paquets de dades transmesos i θ 
l’overhead a causa de les capçaleres. El interval de referència d està 
directament relacionat amb la restricció de retard del tràfic considerat.  
 
Un cop es disposa del nombre mig de paquets p i del interval de referència d, 
es suposa que l’estadística d’arribada de paquets es del tipus Poisson amb una 
taxa mitja d’arribada de λ = p / d. Amb tot això, la probabilitat que en un interval 



















  (2.21) 
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A partir de l’estadística d’arribada de paquets, es pot definir una variable que 









    (2.22) 
 
 
On x és la variable aleatòria de Poisson que representa el nombre de paquets 
que poden arriba en aquest interval. 
 
Per acabar, es calcula la capacitat necessària per a l’enllaç de manera que les 
taxes instantànies de pic únicament excedeixen aquesta capacitat en un 
determinat percentatge de desbordament de l’enllaç Po. 
 
oinst PCtP => )(      (2.23) 
 
 






















    (2.24) 
 
 
Una altra manera de trobar la capacitat C és utilitzar l’aproximació d’una funció 











    (2.25) 
 
 
I la probabilitat associada és 1-Po. Aplicant la distribució normal inversa amb 
aquests paràmetres s’obté directament la capacitat necessària. Aquesta 
capacitat es calcula pel volum de tràfic mig t que es fa servir per a definir la 
mitja i la variància. Això vol dir que es pot dimensionar el tràfic de tots els 
serveis assignant-los les mateixes restriccions de retard i de probabilitat de 
desbordament o dimensionar-los en grups o per separat. 
 
Al gràfic 2.1 hi ha el retard mig D a l’eix d’ordenades i la capacitat respecte del 
tràfic mig C/Tm a l’eix d’abscisses. Les dues corbes que s’hi representen són 
per a dos valors diferents de probabilitat de desbordar l’enllaç. Per a realitzar el 
gràfic s’ha considerat un tràfic mig t de 2,048 Mbps, una mida del paquet L de 
53 bytes i un overhead θ igual a 0. 
 




Gràfic 2.1 Representació de C/Tm en funció del retard mig i de la probabilitat de 
desbordar, segons el model “Taxa de pic” 
 
 
Cal notar que quan la taxa de pic instantània en un interval d (igual a la 
restricció de retard admissible per al temps de servei, o temps en cua) supera 
la capacitat de l’enllaç (cosa que succeeix amb probabilitat Po), l’efecte 
resultant serà l’enviament de paquets amb un retard superior al tolerable, o bé, 
la pèrdua de paquets als buffers. 
 
 
2.6.3 Càlcul de capacitat mitjançant la formulació Erlang-C 
 
El model d’Erlang-C (Erlang-Call waiting formula), inicialment pensat per trobar 
el temps d’espera per a obtenir servei a la xarxa telefònica, s’ha adaptat a [2] 
per calcular la capacitat d’un enllaç en una xarxa de commutació de paquets. 
 
Aquest model, relaciona el temps mig d’espera D d’un paquet amb una càrrega 
útil de L bits i un overhead θ a la cua de transmissió d’un enllaç amb capacitat 















    (2.26) 
 
 
On A és el tràfic ofert en Erlangs i es calcula com la utilització mitja de l’enllaç 
durant el interval de referència, o retard mig. Així doncs, si es té un enllaç d’un 
E1 (2Mbps) que cursa 1Mbps de tràfic mig, el valor obtingut seria A=0.5 
Erlangs. Amb aquest valor d’A, s’obté que el retard mig d’espera a la cua per 
paquet és igual al retard mínim de transmissió (L/C). 
 












=     (2.27) 
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Aquest càlcul correspon al temps d’espera dels paquets per a ser enviats. Es 
pot realitzar un càlcul més aproximat a la realitat tenint en compte el retard de 
transmissió, és a dir, aplicant la fórmula següent: 
 
( )
















   (2.28) 
 
 
Si s’aïlla C de l’equació (2.28), queda: 
 







    (2.29) 
 
 
Al gràfic 2.2 s’hi representa la capacitat respecte del tràfic mig C/Tm, a l’eix 
d’abscisses, respecte del retard mig D, a l’eix d’ordenades. Per a realitzar el 
gràfic s’ha considerat un tràfic mig t de 2,048Mbps, una mida del paquet L de 




Gràfic 2.2 Representació de C/Tm en funció del retard mig, segons el model 
“Erlang-C Retard mig” 
 
 
A més a més de la capacitat, amb els retards D de cada enllaç de cada ruta, es 
pot trobar el retard mig real e2e, el qual sempre serà igual o inferior al requerit. 
 
Una altra adaptació del model Erlang-C que es descriu, permet determinar la 
capacitat a partir d’establir el percentatge de paquets que puguin excedir un 
cert valor de retard Wp. 
 
( )( )PW NNp αµ +⋅= 1     (2.30) 
 
 
A partir de l’equació 2.30 i coneixent Wp i P, es pot extreure el valor del retard 
mig e2e µN. Amb µN es poden trobar els diferents retards mitjos per enllaç µ1, 
mitjançant els quals es podrà trobar la capacitat requerida segons l’equació 
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(2.29). A partir dels retards mitjos de cada enllaç de la ruta, a més a més de la 
capacitat, si es sumen es pot trobar, mitjançant la fórmula (2.30), el retard 
màxim real que tindran el percentatge de paquets P. 
 
A més a més, a partir del retard mig per a un enllaç µ1 que s’ha trobat amb Wp i 
P, es pot trobar el retard màxim WP1 permès per a aquest enllaç segons el 
percentil aplicant la fórmula (2.30) amb una α (P) trobada considerant que N=1. 
 
Al gràfic 2.3 hi ha el retard màxim permès pel percentatge de paquets Dmax a 
l’eix d’ordenades i la capacitat respecte del tràfic mig C/Tm a l’eix d’abscisses. 
Les dues corbes que s’hi representen són per a dos valors diferents de 
percentil. Per a realitzar el gràfic s’ha considerat un tràfic mig t de 2,048Mbps, 




Gràfic 2.3 Representació de C/Tm en funció del retard màxim i del percentil de 
paquets que el superen, segons el model “Erlang-C Percentil” 
 
 
2.6.4 Càlcul de capacitat mitjançant una aproximació binomial 
 
Un altre mètode per trobar la capacitat necessària, tenint en compte el guany 
per multiplexació estadística, és el que es descriu a [3]. Aquest mètode 
considera una distribució binomial del tràfic, aproximada per una distribució 
normal, mitjançant la qual es determinarà una certa capacitat pel tràfic 
d’entrada que satisfaci una probabilitat de desbordar l’enllaç seguint els 
següents passos: 
 








On N és el nombre de fonts i ρ el factor d’activitat d’aquestes. El factor 
d’activitat es defineix com ρ = A / P, on A i P són el tràfic mig i el tràfic de 
pic de les font, respectivament. 
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 Trobar el nombre de canals necessaris per a l’enllaç: 
 
( )( ) σεµ ⋅⋅⋅+= − 22 1erfcCg
   (2.31) 
 
 
On ε és la probabilitat de que es desbordi l’enllaç. 
 
 Trobar la capacitat total C requerida per l’enllaç, mitjançant el nombre de 
canals necessaris i el tràfic de pic de les fonts: 
 
)1( θ+⋅⋅= PCgC      (2.32) 
 
 
Aquest model, segons s’ha descrit, aplica per a fonts amb les mateixes 
característiques de tràfic cursat, però es pot adaptar a enllaços que cursin 
tràfic provinent de fonts amb diferents característiques realitzant el càlcul de la 
mitja i la desviació estàndard per a cada tipus de font f  i, finalment, trobar el 























Al gràfic 2.4 hi ha el nombre de nodes que generen un mateix valor de tràfic a 
l’enllaç a l’eix d’ordenades i la capacitat respecte del tràfic mig C/Tm a l’eix 
d’abscisses. Les dues corbes que s’hi representen són per a dos valors 
diferents de probabilitat de desbordar. Per a realitzar el gràfic s’ha considerat 




Gràfic 2.4 Representació de C/Tm en funció del nombre de nodes i de la 
probabilitat de desbordar l’enllaç, segons el model “Aproximació binomial” 
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2.6.5 Enllaços amb múltiples classes de servei 
 
Fins ara, a tots els models de tràfic que s’han explicat, s’ha entès que tot el 
tràfic mig que cursa un enllaç es dimensionarà amb els paràmetres de qualitat 
de servei especificats. Amb això s’obté un resultat optimista en quant a 
capacitat requerida, ja que es multiplexa estadísticament tot el tràfic, però no 
permet diferenciar el tràfic de cada servei, de cara a poder prioritzar-ne algun 
que requereixi, per exemple, un retard més exigent, sobre algun altre que toleri 
retards majors. 
 
Quan es té tràfic de diversos serveis que requereixen paràmetres de qualitat de 
servei diferents entre ells, es plantegen dues opcions molt diferents: 
 
La primera opció és plantejar un model Best Effort, és a dir, assignar a tots els 
serveis els mateixos paràmetres de qualitat de servei, sempre els 
corresponents al servei més restrictiu. Així es multiplexa estadísticament tot el 
tràfic quan es realitza el dimensionat però, a canvi, les capacitats requerides 
pels enllaços poden créixer considerablement, atès que, per exemple, 
s’assigna capacitat per complir la qualitat de servei requerida per la veu al tràfic 
de dades. 
 
La segona opció que es considera a aquesta metodologia és la de diferenciar 
els paràmetres de qualitat de servei segons dues classes de servei, és a dir,  
entre els serveis de tràfic no elàstic, o sensible al retard, i els serveis de tràfic 
elàstic, o no sensible al retard. D’aquesta manera, es fan dos dimensionats 
independents a cada enllaç, un per cada tipus de tràfic o classe de servei, 
obtenint així una capacitat resultant de cadascuna d’aquestes classes. La 
capacitat total s’aproxima de manera pessimista sumant aquestes dues 
capacitats. Aquesta manera de realitzar el dimensionat és pessimista pel fet 
que no es multiplexa estadísticament tot el tràfic, sinó que es fa per grups o 
classes de servei, per tant, no es considera el fet de que quan hi hagi poc tràfic 
d’una classe de servei, el tràfic de l’altra classe pugui aprofitar aquesta 
capacitat lliure. 
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CAPÍTOL 3. Desenvolupament d’una eina de 
dimensionat 
 
Per a aplicar la metodologia de dimensionat més còmodament, s’ha dissenyat 
una eina de dimensionat sobre Microsoft Office Excel. 
 
Aquesta eina, mitjançant uns paràmetres d’entrada, dóna com a resultat els 
paràmetres de qualitat de servei obtinguts i la capacitat requerida per a cada 
enllaç de la xarxa de transport a dimensionar. 
 
Els paràmetres d’entrada a introduir a l’eina són els següents: 
 
 Configuració del tràfic dels nodes B: les característiques per a cada tipus 
de servei (veu, videotrucades, videotrucades d’alta definició o 
videoconferències, SMS, Internet i descàrrega). Aquestes característiques 
són: la taxa de pic, el factor d’activitat, el nombre d’usuaris, l’overhead per 
soft handover, l’eficiència de la ràfega, l’overhead per retransmissió i la 
duració de la ràfega. Es poden introduir fins a 5 configuracions de tràfic 
diferents per a cada servei. 
 
 Configuració de la qualitat de servei per al tràfic de cada node B: és 
necessari fixar un retard mig màxim i una probabilitat de desbordar els 
enllaços per a la ruta que segueix el tràfic de cada node B fins al RNC. 
També cal fixar un percentil, és a dir un retard màxim i un percentatge de 
paquets que es permetrà que no compleixin aquest retard, per a tota la 
ruta. Es poden definir fins a 4 configuracions de QoS diferents. 
 
 Nombre de nodes B que formen part de la xarxa a dimensionar. 
 
 RNC destí de la ruta de cada node B. 
 
 Concentrador connectat a cada node B. 
 
 Matriu d’interconnexions dels elements de la xarxa de transport: a aquesta 
matriu s’hi defineixen els enllaços físics entre els elements de la xarxa 
(enllaços físics entre els concentradors i els nodes B, entre els 
concentradors i els RNCs i entre concentradors). 
 
 Taula d’encaminament: a aquesta taula s’hi troba, per a cada parella de  
concentradors, quin és el següent salt per a arribar d’un a l’altre i el nombre 
de salts necessaris per a realitzar aquesta ruta. 
 
 Taula de costos dels enllaços: aquesta taula permet aplicar un cost 
econòmic per unitat de capacitat a cada enllaç. Això servirà per a 
determinar el repartiment del retard entre els diferents enllaços de la xarxa, 
permetent més retard als enllaços de més cost, sempre acomplint amb el 
requisit de retard estipulat per a tots els nodes B. 
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 Taula d’overheads: a aquesta taula s’hi introdueix l’overhead en % per a 
cada servei a cada torre de protocols. També s’hi introdueix l’overhead del 
tràfic dels protocols de senyalització, per exemple, el protocol de 
senyalització NBAP (Node B Application Part), en kbps. 
 
 
3.1 Desglossament de l’eina per fulls 
 
En aquest punt es fa una descripció més detallada de cadascun dels fulls de 
càlcul que formen l’eina de dimensionat. Per a cada full, es descriuen els 
paràmetres a introduir per l’usuari i els paràmetres que es calculen 
automàticament, per tal de caracteritzar la xarxa de transport. 
 
 
3.1.1 Full de càlcul “MENÚ PRINCIPAL” 
 
Aquest full de càlcul és la pantalla principal de l’eina. A la taula 3.1 es pot veure 





Taula 3.1 Full de càlcul “MENÚ PRINCIPAL” 
 
 
 Configuració dels paràmetres d’entrada: aquest apartat el formen sis botons 
que donen accés als fulls per configurar les rutes del tràfic, les 
característiques d’aquest i els paràmetres de qualitat de servei per a cada 
node B. Els botons i els fulls als que s’accedeix mitjançant aquests són els 
següents: 
 
• Definir configuracions: mitjançant aquest botó s’accedeix al full de càlcul 
“Configuracions”. A aquest full és on es defineixen les diferents 
configuracions de tràfic i de QoS. A més a més, s’hi pot trobar el tràfic mig 
i el tràfic de pic que es cursa per a cada configuració i servei. 
 
• Configurar nodes B: mitjançant aquest botó s’accedeix al full de càlcul 
“Nodes B”. A aquest full s’hi introdueixen el nombre de nodes B que 
s’empraran per a realitzar el dimensionat, la configuració de tràfic i de 
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qualitat de servei per a cada node B, el concentrador al que es connecta 
el node B, el RNC destí del tràfic del node B i els tipus de tràfic que es 
consideren a l’hora de realitzar el dimensionat. 
 
• Configurar interconnexions: mitjançant aquest botó s’accedeix al full de 
càlcul “Interconnexions”. A aquest full és on s’hi han d’introduir les 
interconnexions físiques entre cada parella d’elements de la xarxa de 
transport. Les interconnexions entre els nodes B i els concentradors 
s’omplen automàticament amb la informació prèviament introduïda al full 
de càlcul “Nodes B”. La resta d’interconnexions entre concentradors i 
RNCs les ha d’omplir l’usuari. 
 
• Definir encaminament: mitjançant aquest botó s’accedeix al full de càlcul 
“Encaminament”. A aquest full s’hi defineix, per a cada concentrador, el 
següent salt i el nombre de salts a realitzar per a arribar a cadascun dels 
altres concentradors. També s’hi poden definir rutes específiques per a 
nodes B concrets, que no seguiran l’encaminament definit per la taula. 
 
• Definir la taula de costos: mitjançant aquest botó s’accedeix al full de 
càlcul “Costos”. A aquest full és on s’ha de definir el cost econòmic per 
unitat de capacitat de cada enllaç físic de la xarxa de transport. 
 
• Definir els overheads: mitjançant aquest botó s’accedeix al full de càlcul 
“Overheads”. A aquest full és on s’han d’introduir els diferents overheads 
que afectaran a l’ample de banda requerit per a cada enllaç de la xarxa. 
 
 Calcular capacitat segons el model: aquest apartat té cinc botons, cadascun 
d’ells per a realitzar el càlcul de la capacitat requerida per a cada enllaç de la 
xarxa segons un model de tràfic o un altre. També conté un camp on s’hi 
reflexa l’últim model utilitzat per a realitzar el dimensionat. El dimensionat es 
pot realitzar segons els següents models: 
 
• Tràfic mig: prement aquest botó s’obté el tràfic mig que cursa cada enllaç 
tenint en compte el throughput dels nodes b i els overheads, però sense 
tenir en compte els paràmetres de qualitat de servei, és a dir, sense 
aplicar cap model de tràfic. 
 
• Aproximació binomial: prement aquest botó, s’obté el dimensionat de la 
xarxa aplicant aquest model de tràfic sobre el tràfic mig i els paràmetres 
de QoS de cada enllaç. 
 
• Taxa de pic: prement aquest botó, s’obté el dimensionat de la xarxa 
aplicant aquest model de tràfic sobre el tràfic mig i els paràmetres de QoS 
de cada enllaç. 
 
• Erlang-C, Retard mig: prement aquest botó, s’obté el dimensionat de la 
xarxa aplicant aquest model de tràfic sobre el tràfic mig i els paràmetres 
de QoS de cada enllaç. 
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• Erlang-C, Percentil: prement aquest botó, s’obté el dimensionat de la 
xarxa aplicant aquest model de tràfic sobre el tràfic mig i els paràmetres 
de QoS de cada enllaç. 
 
 Taules de capacitats calculades: aquest apartat únicament serveix per, un 
cop realitzat el càlcul del dimensionat de la xarxa, visualitzar la capacitat 
necessària per enllaç. Hi ha tres taules de capacitats a les que s’accedeix 
des d’aquest apartat: 
 
• Taula de capacitats per tràfic RT: polsant aquest botó, s’accedeix a la 
taula que reflexa la capacitat que es necessita a cada enllaç de la xarxa, 
per tràfic de serveis RT. 
 
• Taula de capacitats per tràfic NRT: polsant aquest botó, s’accedeix a la 
mateixa taula que al punt anterior, però pel tràfic NRT. 
 
• Taula de capacitats pel tràfic TOTAL: polsant aquest botó, s’accedeix a la 
taula que reflexa la capacitat total requerida a cada enllaç de la xarxa, que 
és la suma de les dues taules anteriors. 
 
 Taules amb les característiques de QoS per enllaç: aquest apartat el formen 
els botons que donen accés a les taules següents: 
 
• Taula de retards mitjos RT/NRT: aquestes taules contenen els retards 
mitjos considerats a cada enllaç de la xarxa de transport, utilitzats per a 
realitzar el càlcul de les capacitats amb els models de retard mig i taxa de 
pic. Hi ha una taula amb els valors pel tràfic RT i una altra amb els valors 
pel tràfic NRT. 
 
• Taula de probabilitats de desbordar RT/NRT: aquestes taules contenen 
les probabilitats de desbordar per a cada enllaç de la xarxa de transport, 
utilitzades per a realitzar el càlcul de les capacitats amb els models de 
taxa de pic i d’aproximació gaussiana. Hi ha una taula amb els valors pel 
tràfic RT i una altra amb els valors pel tràfic NRT. 
 
• Taula de retards màxims pel percentil RT/NRT: aquestes taules contenen 
els retards màxims permesos a cada enllaç de la xarxa de transport per a 
un cert percentatge de paquets. Hi ha una taula amb els valors pel tràfic 
RT i una altra amb els valors pel tràfic NRT. 
 
• Taula de retards mitjos pel percentil RT/NRT: aquestes taules contenen 
els retards mitjos per cada enllaç de la xarxa de transport, utilitzats per a 
realitzar el càlcul de les capacitats amb el model del percentil. Hi ha una 
taula amb els valors pel tràfic RT i una altra amb els valors pel tràfic NRT. 
 
 Característiques de QoS per node B: aquest apartat conté el botó que dóna 
accés a la taula amb els paràmetres de QoS que tindrà el tràfic de cada 
node B. 
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 Manual d’instruccions: aquest apartat conté el botó que dóna accés al 
manual d’instruccions de l’eina. 
 
 
3.1.2 Full de càlcul “Configuracions” 
 
És a aquest full de càlcul on es defineixen les diferents configuracions, tant de 
tràfic com de qualitat de servei, que s’apliquen als nodes B. A més a més, 
també s’hi poden trobar els valors de tràfic mig i de tràfic de pic per a cada 
servei i configuració. 
 
Per a cada configuració de tràfic cal introduir els següents paràmetres, que 
caracteritzen els serveis oferts: 
 
• Escenari: Aquest paràmetre serveix per a descriure cada configuració (per 
exemple, el tipus d’escenari on s’ubica el node B) 
 
• Taxa de pic (TP): és la taxa, en kbps, per a donar servei a un canal del 
servei (per exemple, un canal de veu, fent servir el codificador AMR, 
requereix un ample de banda de 12,2 kbps) 
 
• Factor d’activitat (AF): descriu l’ocupació mitja dels canals per a cada servei i 
es defineix com la relació entre el tràfic mig i el tràfic de pic. 
 
• Nombre d’usuaris (N): és el nombre d’usuaris que utilitzen cada servei durant 
l’hora carregada. 
 
• Probabilitat de bloqueig (Pb): és la probabilitat màxima permesa de bloqueig, 
és a dir, de no obtenir els recursos sol·licitats a la xarxa. Només aplica per a 
tràfic sensible al retard, ja que el tràfic no sensible al retard no és tan 
sensible al bloqueig i, en alguns casos, es considera Best Effort. S’expressa 
en %. 
 
• Tràfic ofert per a usuari (TOu): és el tràfic ofert per usuari, expressat en mEr 
durant l’hora carregada. Només aplica, igual que la probabilitat de bloqueig, 
al tràfic en temps real, ja que el càlcul d’aquest, com s’ha comentat a 2.3, és 
per a obtenir el valor màxim de sortida del node B i el càlcul del tràfic no 
sensible al retard és per a obtenir un valor mig. 
 
• Overhead per Soft-Handover (SHO): és la probabilitat que l’usuari estigui 
connectat a dos nodes B diferents i, per tant, que estigui requerint el doble 
de recursos. 
 
• Eficiència de ràfega (BEF): és el percentatge de temps útil respecte al temps 
total que el servei està ocupant un recurs. És inferior a 1 quan el servei 
requereix ocupar un canal durant un període major al temps mínim necessari 
per transmetre. 
 
• Factor de retransmissió (RETX): és la probabilitat d’haver de retransmetre un 
paquet. Aquest paràmetre només aplica per a serveis no sensibles al retard, 
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ja que si el servei és sensible al retard, no té sentit retransmetre el paquet 
instants més tard. 
 
• Mida mitja del paquet (P): és la mida mitja, en bits, dels paquets dels 
diferents serveis. Totes les configuracions tindran la mateixa mida mitja del 
paquet per a un mateix servei. 
 
Per a cada configuració de qualitat de servei cal introduir els següents 
paràmetres, que caracteritzen la QoS oferta per al tràfic RT i l’oferta pel NRT: 
 
• Descripció: aquest camp serveix per a definir el tipus de configuració de QoS 
(per exemple, Best effort per a una configuració on no es distingeix la qualitat 
de servei pel tràfic RT i el NRT. 
 
• Retard mig: és el retard mig que es permetrà entre el node B i el RNC 
expressat en ms. El repartiment d’aquest retard entre tots els enllaços de la 
xarxa es realitzarà segons el cost econòmic per unitat de capacitat de cada 
enllaç. 
 
• Probabilitat de desbordar: és la probabilitat de desbordar l’enllaç, considerant 
aquest com la ruta entre el node B i el RNC. El repartiment de la probabilitat 
de desbordar es realitzarà equitativament per a tots els enllaços de la ruta. 
 
• Retard màxim: és el retard màxim que es permetrà, per a un cert percentil de 
paquets, entre el node B i el RNC expressat en ms. Igual que pel retard mig, 
el repartiment d’aquest retard es realitzarà segons els costos dels enllaços 
 
• Percentil de retard: és el percentatge de paquets que es permetrà que 
excedeixin el retard màxim fixat. Aquest percentil s’aplica per a cada ruta 
entre node B i RNC. 
 
També cal escollir la torre de protocols de la capa de la xarxa de transport entre 
les opcions de la llista desplegable denominada “TECNOLOGIA”.  Les tres 
opcions possibles són: “AAL2/ATM, AAL2/MPLS/ATM”, “MPLS/ETHERNET” i 
“IP/UDP/PPPmux-HDLC”. 
 
A més a més, també cal configurar el factor de tràfic pel sentit uplink respecte 
del downlink. Aquest factor defineix la proporció de tràfic que es genera, per 
servei, al sentit uplink respecte del downlink, és a dir, per serveis en temps real 
simètrics el factor seria 1 (e.g. servei de veu o de videotrucades), mentre que 
pels serveis asimètrics el factor seria major o igual que 0 i menor o igual que 1. 
 
La resta del full s’omple automàticament a partir de les configuracions del tràfic. 
Aquestes caselles contenen el valor del tràfic mig i de pic per a cada servei i 
configuració. A més a més, també s’hi pot trobar una columna amb el valor, per 
a cada servei, de “VERDADERO”/”TRUE” o “FALSO”/”FALSE”, depenent de si 
el servei es considera per a realitzar el dimensionat, o no. 
 
A la taula 3.2 es pot veure l’estructura del full de càlcul “Configuracions”: 
 




Taula 3.2 Full de càlcul “Configuracions” 
 
 
3.1.3 Full de càlcul “Nodes B” 
 
Com es pot veure a la taula 3.3, aquest és el full on es defineix el nombre de 
nodes B que es consideren per a realitzar el dimensionat i, per a cada node B, 
les característiques de tràfic i de QoS. A més a més, també s’hi defineix el 
concentrador connectat al node B i el seu RNC destí. En groc es veuen els 
camps que s’han d’omplir per l’usuari de l’eina i en blau els que s’actualitzen 
segons els paràmetres introduïts. Els camps a omplir per l’usuari són els 
següents: 
 
• Nombre de nodes B: cal definir el nombre de nodes B amb el que es 
treballarà i, per tant, que es tindran en compte a l’hora de fer els càlculs de 
dimensionat. 
 
• Configuració del tràfic dels nodes B: cal assignar una configuració de tràfic, 
de les definides al full de càlcul “Configuracions”, per a cada node B. Aquest 
camp definirà les característiques del tràfic que cursa cada node B. 
 
• Configuració dels paràmetres de qualitat de servei dels nodes B: cal assignar 
una configuració de QoS, de les definides al full de càlcul “Configuracions”, 
per a cada node B. Aquest camp definirà les característiques de la qualitat 
de servei que tindrà el tràfic que cursa cada node B.  
 
• Concentrador: s’ha de definir el concentrador al que es connecta el node B. 
Un cop s’han definit tots els concentradors que es faran servir pel 
dimensionat, cal actualitzar el full d’interconnexions, mitjançant el botó 
“Actualitzar interconnexions”. Polsant aquest botó, s’omplen amb un 1 les 
caselles que relacionen nodes B i concentradors connectats físicament i amb 
un 0 la rest, al full de càlcul “Interconnexions”. Amb l’actualització del full 
d’interconnexions, també es pinten de color groc les caselles del full “Costos” 
que cal omplir amb el cost econòmic per unitat de capacitat de cada enllaç. 
 
• RNC destí: s’ha de definir el RNC que tindrà com a destí el tràfic de cada 
node B. 




Taula 3.3 Paràmetres d’entrada del full de càlcul “Nodes B” 
 
 
• Serveis a considerar: Sobre les columnes de “Throughput Tràfic Real Time” i 
“Throughput Tràfic Non Real Time” s’hi pot veure una casella de verificació 
per a cada servei que té la funció de marcar si el servei serà considerat per a 
fer el càlcul de capacitat per enllaç, o no. A la taula 3.4 s’hi veuen les 




Taula 3.4 Caselles de verificació dels serveis del full de càlcul “Nodes B” 
 
 
La resta de valors d’aquest full de càlcul es calculen automàticament i es 
representen com a la taula 3.5: 
 
• Nombre de salts: El nombre de salts es calcula a partir de la taula 
d’interconnexions, el concentrador al que es connecta el node B i el seu 
RNC destí. L’enllaç entre el node B i el primer concentrador es considera 
com a un únic salt. 
 
• Tràfic mig total RT/NRT: El tràfic mig total es calcula sumant el tràfic mig que 
cursa cada node B de cada servei considerat per a realitzar el càlcul. Es 
distingeix en diferents columnes el tràfic RT i el NRT i es representa en 
Mbps. 
 
• Tràfic de pic total RT/NRT: El tràfic de pic total es calcula igual que el tràfic 
mig, però sumant el tràfic de pic de cada servei. També es distingeix en 
diferents columnes el tràfic RT i el NRT i es representa en Mbps. 
 
• Qualitat de servei obtinguda per RT/NRT: Els paràmetres de qualitat de 
servei obtinguda es divideixen en quatre columnes: retard mig (en ms), 
probabilitat de desbordar, retard màxim (en ms) i percentil de retard. 
Aquestes columnes es calculen directament de les taules de QoS, 
Desenvolupament d’una eina de dimensionat  53 
 
obtingudes a partir dels paràmetres de QoS de tots els nodes B. Cada node 
B obtindrà la qualitat de servei que s’estableix a la configuració que se li 
assigna, o millor, ja que els enllaços són compartits i per a cada enllaç 
s’assigna el paràmetre de QoS més restrictiu. Es distingeix en diferents 




Taula 3.5 Tràfic i paràmetres de QoS pel full de càlcul “Nodes B” 
 
 
3.1.4 Full de càlcul “Interconnexions” 
 
Aquest és el full on es defineix la topologia de la xarxa de transport. Les 
caselles són binàries, és a dir, només poden contenir 0 o 1. Si els elements 
origen (primer element de la fila) i destí (primer element de la columna) estan 
connectats físicament entre sí, la casella que els relaciona ha de contenir un 1, 
i si, en canvi, no ho estan, cal posar-hi un 0. 
 
El nombre de files d’aquesta taula serà la suma del nombre de nodes B 
connectats a algun concentrador, el nombre de RNCs i el nombre de 
concentradors, és a dir, hi haurà tantes files com elements a la xarxa. El 
nombre de columnes serà el nombre de concentradors de la xarxa, formant així 
tres bloc dins de la matriu d’interconnexions: 
 
• Interconnexions físiques entre concentradors: cada concentrador pot estar 
connectat físicament amb més d’un concentrador, deixant en mans de 
l’encaminament l’elecció de quin camí serà el més adequat pel tràfic de 
cada node B. 
 
• Interconnexions físiques entre nodes B i concentradors: cada node B 
només pot estar connectat físicament a un concentrador de la xarxa de 
transport, de manera que aquest serà el seu concentrador d’entrada a la 
xarxa si es parla de l’uplink o de sortida si es parla del downlink. Totes les 
caselles que connecten nodes B amb concentradors s’omplen des del full 
de càlcul “Nodes B”, quan es prem el botó “Actualitzar Interconnexions”. 
 
• Interconnexions físiques entre RNCs i concentradors: cada RNC només pot 
estar connectat a un concentrador, essent aquest el concentrador 
d’entrada/sortida segons el sentit del tràfic que es consideri. 
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A la dreta de la matriu hi ha una columna de verificació que permet veure si els 
elements de la xarxa estan connectats correctament, no estan connectats o 
estan connectats incorrectament. 
 
A la taula 3.6 s’hi pot veure un exemple d’un fragment d’una taula 
d’interconnexions. A aquest fragment s’hi poden veure set concentradors, 




Taula 3.6 Full de càlcul “Interconnexions” 
 
 
3.1.5 Full de càlcul “Encaminament” 
 
Mitjançant aquest full de càlcul s’estableix la ruta que segueix el tràfic de cada 
node B des del concentrador connectat al node B, per on entra a la xarxa de 
transport, fins el concentrador connectat al RNC, per on surt. L’establiment 
d’aquesta ruta es pot realitzar de dues maneres diferents, dins del mateix full 
de càlcul: 
 
 Segons la taula d’encaminament: a la taula 3.7 s’hi pot veure l’exemple d’una 
possible taula d’encaminament d’una xarxa de transport amb 7 
concentradors. A partir de conèixer el concentrador d’entrada (o origen) i el 
concentrador de sortida (o destí) de la xarxa de transport, amb la taula es 
troba el salt següent dins de la xarxa i el nombre de salts que calen per 
arribar al destí. 
 
A la taula d’encaminament, l’usuari ha d’assignar el salt següent de cada 
concentrador origen per arribar a cada destí. Un possible criteri per a 
assignar el salt següent a totes les parelles de concentradors origen - destí 
pot ser buscar el concentrador, connectat al concentrador origen, que farà 
mínim el nombre de salts de la ruta. Així doncs, la taula d’encaminament 
defineix el camí més apropiat entre concentradors per a aplicar-lo a tot el 
tràfic. 
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Un cop assignats el salt següent per a cada parella de concentradors, es 
calcula automàticament el nombre de salts necessaris per a arribar de cada 
concentrador origen a cada destí, mitjançant el botó “Actualitzar columnes de 
nombre de salts”. 
 
La taula d’encaminament tindrà dues columnes (una per el següent salt i 









 Segons l’encaminament específic: al mateix full de càlcul, més avall, s’hi 
troba l’opció d’activar un encaminament específic per als nodes B que es 
desitgi. Com es veu a la taula 3.8, per a definir aquest encaminament 
específic cal posar a la primera columna de l’esquerra el node B amb la 
notació del full de càlcul “Nodes B” i, a continuació, tots els concentradors de 
la xarxa de transport pels que passa. Cal ordenar els concentradors en el 
sentit uplink, és a dir, el primer concentrador serà el que està connectat al 
node B i l’últim el que està connectat al RNC. 
 
A més a més de posar els concentradors, cal activar l’encaminament 
específic col·locant un 1 a la columna d’activació, l’última a la dreta. També 
cal actualitzar el camp “Nodes B amb encaminament específic” quan 
s’afegeixi o s’elimini un encaminament (actiu o inactiu), ja que és el nombre 
de rutes específiques que es tindran en compte. Els encaminaments 
específics es poden definir i deixar-los inactius, per exemple, per a comparar 
el dimensionat de la xarxa “per defecte” i el dimensionat que fa l’eina amb els 




Taula 3.8 Full de càlcul “Encaminament”: Encaminament específic. 
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3.1.6 Full de càlcul “Costos” 
 
Aquest full de càlcul s’ha d’omplir amb el cost econòmic per unitat de capacitat 
de cada enllaç físic de la xarxa de transport, en una escala de l’1 al 10. Només 
s’han d’omplir les posicions de la taula corresponents als enllaços físics que hi 
ha a la xarxa que, com s’ha comentat a l’apartat 3.1.2, estan pintades de color 
groc. Aquests costos, s’utilitzen a l’hora de distribuir el retard mig per cada ruta 
entre node B i RNC. Com més alt sigui el cost d’un enllaç, per exemple un 
radioenllaç més llarg que un altre o que requereix més recursos, més permissiu 
es pot ser a l’hora d’assignar-li un retard. El repartiment del retard mitjançant 
els costos s’explica a 2.5.1.1. 
 
La taula de costos té la mateixa mida que la taula d’interconnexions, és a dir, 
tantes columnes com concentradors i tantes files com concentradors, RNCs i 
nodes B. 
 
A la taula 3.9 s’hi pot veure l’exemple d’una taula de costos per a una xarxa de 




Taula 3.9 Full de càlcul “Costos” 
 
 
3.1.7 Full de càlcul “Overheads” 
 
A aquest full de càlcul s’hi poden trobar els overheads causats per les 
capçaleres dels protocols de transport i ràdio, que s’afegeixen a cada tipus de 
tràfic, i els overheads associats als protocols de senyalització. Com es veu a la 
taula 3.10, els valors d’overhead per a cada servei, deguts a la torre de 
protocols, s’expressen en valors de percentatge de tràfic afegit i els valors 
deguts als protocols de senyalització s’expressen en kbps que es sumen 
directament al tràfic mig de cada node B. 
 




Taula 3.10 Full de càlcul “Overheads” 
 
 
Per trobar l’overhead, o els bytes de més que es transmeten per paquet i 
servei, només cal escollir el servei que es vol consultar dels disponibles a la 
casella en groc que a la taula 3.10 conté el servei de “VEU”. L’última fila 
d’aquesta taula de la dreta correspon a l’overhead en tant per cent i, si es volen 
respectar els càlculs, es copia a la fila en groc, de la taula de l’esquerra, 
corresponent a cada servei, en aquest cas seria la primera. A aquestes 
caselles en groc s’hi pot posar qualsevol valor, sempre superior o igual a 0. 
 
L’overhead per serveis, un cop s’inicia el càlcul del tràfic mig per enllaç de la 
xarxa, s’afegeix a aquest tràfic abans de fer el dimensionat. 
 
Pel que fa a l‘overhead causat pel tràfic de senyalització, es considera el tràfic 
afegit pel protocol NBAP (Comú i dedicat) i pel Q.2630 i s’ofereix la possibilitat 
d’escollir amb quins paràmetres de QoS serà tractat. La casella de “CLASSE 
DE SERVEI” permet assignar al l’overhead de senyalització la qualitat de servei 
del tràfic RT o la del NRT. Aquest tràfic es sumarà al tràfic mig d’una classe de 




3.1.8 Full de càlcul “Capacitats RT/NRT/TOTAL” 
 
Als fulls de càlcul “Capacitats RT”, “Capacitats NRT” i “Capacitats TOTAL” és 
on es troba el resultat del dimensionat de la xarxa, és a dir, les capacitats 
requerides a cada enllaç segons els paràmetres d’entrada. La capacitat que 
s’expressa a cada casella de la taula és la requerida per als serveis que es 
considerin al full de càlcul “Nodes B”, mitjançant les caselles de verificació. Es 
diferencia el càlcul de capacitats en tres fulls perquè s’apreciï millor la 
contribució del tràfic RT i del tràfic NRT sobre la capacitat total requerida. 
 
Aquests fulls es poden dividir en dues parts: d’una banda els enllaços entre 
concentradors i d’altra els enllaços entre nodes B i concentradors i entre RNCs 
un concentradors.  
 
58   TFC 
 
Per a la primera part no té sentit parlar de tràfic en sentit uplink i downlink, ja 
que entre concentradors es suma el tràfic de rutes en ambdós sentits. Per 
exemple, si la ruta d’un node B passa per l’enllaç entre C6 i C7 i el 
concentrador C6 és el més proper al RNC i el C7 el més proper al node B, al 
sentit amb C6 com a origen se li sumarà el tràfic del node B en sentit downlink i 
al sentit amb C7 com a origen se li sumarà el tràfic en sentit uplink del mateix 
node B. A la taula 3.10 s’hi pot veure un fragment d’un exemple de la taula de 




Taula 3.11 Full de càlcul “Capacitats RT/NRT/TOTAL”. Fragment de la taula de 
capacitats entre concentradors 
 
 
Pel cas de la segona part si que cal distingir el tràfic en sentit upnlink i 
downlink. Aquesta distinció es fa en dues taules, de manera que cada enllaç 
entre RNC i concentrador i entre node B i concentrador es representa en 
aquestes dues taules diferents. A la taula 3.12 s’hi pot veure un fragment d’un 
exemple de la taula de capacitats pel tràfic entre RNCs i concentradors i nodes 




Taula 3.12 Full de càlcul “Capacitats RT/NRT/TOTAL”. Fragment de la taula de 
capacitats entre RNCs i concentradors i nodes B i concentradors 
 
 
3.1.9 Full de càlcul “Retards mitjos RT/NRT” 
 
A aquest full de càlcul és on es troba la taula amb els retards mitjos  que es 
permeten a cada enllaç de la xarxa de transport, calculats automàticament per 
a poder fer el seu dimensionat. El càlcul dels retards mitjos es realitza a partir 
del valor de retard mig que s’assigna a cada node B amb la configuració de 
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QoS.  Aquest retard mig per node B, es reparteix per tots els enllaços de cada 
ruta entre node B i RNC. Per a fer aquest repartiment s’utilitza la taula de 
costos, que permet saber el cost econòmic per unitat de capacitat que té cada 
enllaç respecte de la resta i, així, aplicar un retard més restrictiu als enllaços 
amb menys cost. 
 
Per cada enllaç físic de la xarxa de transport poden confluir diverses rutes i, 
com a conseqüència d’això, se li assignaran diferents retards mitjos. Si es dóna 
aquest cas, sempre s’aplicarà a l’enllaç el retard mig més restrictiu. Un cop 
calculats els retards mitjos de tots els enllaços, el retard mig real per a cada 
ruta entre node B i RNC, en molts casos, serà inferior al retard mig assignat 
inicialment. Al pitjor dels casos, el retard mig real serà igual al retard mig 
assignat segons la configuració de QoS. 
 
La mida d’aquesta taula, o matriu, serà igual que la de la taula de capacitats, ja 
que es diferencia entre el retard requerit per a cada enllaç en sentit uplink i en 
sentit downlink. A la taula 3.13, s’hi pot veure un fragment d’aquesta taula de 








3.1.10 Full de càlcul “Probabilitat de desbordar RT/NRT” 
 
Aquest full de càlcul també es calcula automàticament per a poder fer el 
dimensionat de la xarxa de transport i conté la taula de probabilitats de 
desbordar cada enllaç. Aquesta probabilitat es calcula a partir de la probabilitat 
de desbordar de la ruta sencera entre node B i RNC, fixada per la configuració 
de QoS que tingui cada node B. Com al cas anterior, per a cada enllaç acaba 
quedant la probabilitat de desbordar més restrictiva, en cas de que hi 
coincideixin diverses rutes. 
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El repartiment de la probabilitat de desbordar entre els diferents enllaços de la 
ruta es fa de manera equitativa, permetent la mateixa probabilitat de desbordar 
a tots els enllaços de la ruta. Aquest repartiment de la probabilitat de desbordar 
està explicat a 2.5.2. 
 
La taula o matriu de probabilitats de desbordament dels enllaços té la mateixa 
mida que les dues anteriors. A la taula 3.14 s’hi pot veure un fragment 




Taula 3.14 Full de càlcul “Probabilitat de desbordar”. Fragment de la taula de 
probabilitats de desbordar. 
 
 
3.1.11 Full de càlcul “Retard percentil RT/NRT” 
 
A aquest full de càlcul és on es troba la taula de retards que compleixen un cert 
percentil a cada enllaç de la xarxa de transport, calculats automàticament per a 
poder realitzar el dimensionat. Aquests retards s’obtenen de la configuració de 
QoS de cada node B. Així doncs, aplicant a cada enllaç el retard màxim més 
restrictiu s’obté el retard màxim permès. 
 
Aquesta taula té la mateixa mida que la resta de taules de paràmetres de QoS. 
A la taula 3.15 s’hi pot veure un fragment d’aquesta taula, com a exemple. 
 








3.1.12 Full de càlcul “Retard mig percentil RT/NRT” 
 
A aquest full de càlcul hi ha els retards mitjos de cada enllaç de la xarxa de 
transport, obtinguts a partir del percentil i del retard màxim de cadascun 
d’aquests. Aquests retards mitjos són els que s’utilitzen per trobar la capacitat 
amb el model “Erlang-C Percentil” i, com als casos anteriors, a un enllaç on hi 
conflueixen diverses rutes, se li aplicarà el retard mig més restrictiu. 
 
La mida de la matriu, o taula, serà la mateixa que a la resta de les taules 
anteriors de paràmetres de QoS. A la taula 3.16 es pot veure un fragment de la 




Taula 3.16 Full de càlcul “Retard mig percentil”. Fragment de la taula de retards 
mitjos pel percentil.




Com s’ha comentat al principi i durant el treball, l’eficiència en quant a ample de 
banda d’una xarxa de transport és molt important a l’hora d’optimitzar costos i 
de possibilitar ampliacions d’aquesta. 
 
En aquest treball s’ha donat una base teòrica sobre les diferents tecnologies i 
models de tràfic que s’ofereixen per aplicar sobre la xarxa de transport, per 
després aplicar-los a la pràctica. Aquesta pràctica és la metodologia de 
dimensionat que s’ha creat, la qual està explicada a la memòria i implementada 
a l’eina de dimensionat de xarxes de transport dissenyada amb aquest treball. 
 
L’estructura escollida permet veure primer tota la base teòrica, després la 
metodologia pas a pas, des de la introducció dels paràmetres d’entrada fins 
l’elecció del model, a continuació tota l’estructura de l’eina i, finalment, 
l’aplicació de la metodologia de dimensionat sobre una topologia concreta, amb 
uns certs paràmetres de tràfic i de qualitat de servei, i les possibles ampliacions 
de l’eina de dimensionat. 
 
Amb això, es pot concloure que s’han acomplert els objectius del treball, ja que, 
s’ha creat una metodologia útil per a comparar diferents tecnologies utilitzades 
sobre una xarxa de transport la qual, a més a més, permet realitzar el 
dimensionat d’aquesta xarxa en base a diferents models de tràfic, és a dir, a 
diferents paràmetres de qualitat de servei. L’altre objectiu ha estat crear una 
eina mitjançant la qual s’apliqués aquesta metodologia i que fos fàcilment 
intel·ligible i que trobés el resultat el més ràpidament possible. 
 
A nivell personal, aquest treball l’he fet amb una motivació addicional a causa 
de conèixer en primera persona, com a conseqüència de la meva experiència a 
les pràctiques a empresa, la importància real, sobretot econòmica, que té el 
dimensionat eficient d’una xarxa. Ha estat molt satisfactori el fet d’haver adquirit 
nous coneixements, que complementen als que ja tenia, i una nova 
metodologia de treball. També ha estat gratificant el fet d’haver desenvolupat el 
treball des d’un plantejament totalment teòric fins a l’elaboració d’una part 
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ANNEX 1. Aplicació de l’eina de dimensionat sobre una 
topologia 
 
1.1 Introducció dels paràmetres d’entrada 
 
A aquest annex s’hi descriu un escenari de desplegament d’una xarxa d’accés 
ràdio UMTS (UTRAN) i es realitza el càlcul de la capacitat necessària per a 
cada enllaç d’aquesta. Per tal de poder realitzar el dimensionat de la xarxa, cal 
considerar els paràmetres d’entrada ja esmentats a 2.1: 
 
 Topologia de connexió dels elements de la xarxa de transport: identificar 
tots els elements de la xarxa i els enllaços que hi ha entre ells. Els 
elements de la xarxa amb els que es treballarà són els concentradors de 
tràfic (concentradors ATM, encaminadors LSR, etc), les estacions base 3G 
(BTS-3G o nodes B) i els punts d’accés a la xarxa troncal (Radio Network 
Controllers, RNCs). Els enllaços de la xarxa cal caracteritzar-los amb un 
cost econòmic per unitat de capacitat. 
 
 Encaminament entre els elements de la xarxa de transport. 
 
 Tràfic entre els elements de la xarxa de transport (origen - destí). 
 
 Torre de protocols a utilitzar a la capa de la xarxa de transport. 
 
 Requisits de qualitat de servei (QoS) extrem a extrem per al tràfic sensible 
al retard i pel tràfic no sensible al retard, entre els punts de la xarxa de 
transport. 
 
 Model de tràfic aplicats a cada enllaç. 
 
 
1.1.1 Configuració del tràfic per node B 
 
El primer pas que cal seguir és, al full de càlcul “Configuracions”, definir una o 
més configuracions de tràfic cursat per node B, caracteritzant així cada servei. 
 
S’han establert cinc possibles configuracions diferents de tràfic dels nodes B, 
segons l’entorn on estiguin ubicats. Es poden veure a continuació. 
 
 
1.1.1.1 Tràfic sensible al retard (“Real Time”) 
 
Les cinc configuracions del tràfic per node B establertes per als serveis de tràfic 
sensible al retard es poden veure a la taula A1.1. 
 
 




Taula A1.1 Configuracions de tràfic per node B per serveis RT 
 
 
1.1.1.2 Tràfic no sensible al retard (“Non Real Time”) 
 
Les cinc configuracions del tràfic per node B establertes per als serveis de tràfic 




Taula A1.2 Configuracions de tràfic per node B per serveis NRT 
 
 
1.1.2 Configuració dels paràmetres de QoS per node B 
 
El següent pas és definir, també al full de càlcul “Configuracions”, una o més 
configuracions de qualitat de servei per les rutes entre node B i RNC. 
 
S’han establert dues possibles configuracions de qualitat de servei diferents per 
als nodes B, segons si es vol prioritzar el tràfic RT o, en canvi, es vol tractar 
igual tot el tràfic, per exemple, com a un model Best Effort. A la taula A1.3 s’hi 
descriuen les configuracions de QoS per al tràfic sensible al retard i el tràfic no 




Taula A1.3 Configuracions de qualitat de servei per node B 
 
 
1.1.3 Elecció de la tecnologia de la xarxa de transport 
 
Per acabar amb el full de càlcul “Configuracions” únicament queda escollir 
quina torre de protocols s’utilitzarà per a la xarxa de transport a la casella 
“TECNOLOGIA”. Aquesta decisió influirà directament a la capacitat final 
requerida per enllaç, a causa dels overheads afegits per les capçaleres dels 
protocols. Així doncs, es podrà determinar quina torre de protocols és més 
eficient, és a dir, quina introdueix menys taxa addicional per transmetre la 
66  TFC 
 
mateixa informació, comparant els resultats obtinguts amb les mateixes 
característiques, únicament variant la tecnologia. 








1.1.4 Assignació de configuracions 
 
El primer que cal definir, al full de càlcul “Nodes B”, és el nombre de nodes B 
que conté la xarxa, per tal de que es puguin configurar i interconnectar amb els 
concentradors. 
 
Seguint l’ordre d’esquerra a dreta de les caselles a omplir per cada node B a la 
taula A1.5, el primer que cal assignar és la configuració de tràfic i la de QoS 
entre les que s’han definit. Un cop s’han configurat els nodes B, els altres dos 
camps que falten per omplir estan relacionats amb les interconnexions físiques 
i lògiques d’aquests. A la casella de concentrador és on es defineix el 
concentrador al que es connecta el node B físicament i a la casella de RNC és 




Taula A1.5 Paràmetres que cal definir per cada node B 
 
 
Un cop s’han definit els concentradors de cada node B, cal prémer el botó 
“ACTUALITZAR INTERCONNEXIONS” per tal d’introduir les interconnexions 
físiques que s’acaben d’establir al full de càlcul “Interconnexions”. Aquest 
mateix botó del full de càlcul “Nodes B” transporta a l’usuari a aquest full de 
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1.1.5 Topologia de connexió 
 
Un cop s’han establert les possibles configuracions de tràfic i de QoS i s’ha 
decidit quina serà la torre de protocols que s’utilitzarà, és el moment d’introduir 
la topologia de connexió a l’eina. 
 
La xarxa UTRAN a dimensionar té un total de 22 concentradors de tràfic, els 
quals estan connectats entre sí mateixos i amb un nombre X d’estacions base 
3G (BTS-3G o nodes B). Aquests concentradors s’encarreguen tant de 
multiplexar el tràfic que els arriba del diferents nodes B com d’encaminar-lo cap 
el següent punt de la xarxa. Al gràfic A1.1 es pot veure el desplegament dels 




Gràfic A1.1 Topologia d’interconnexió de la xarxa de transport 
 
 
Poden existir diferents topologies físiques d’interconnexió que enllacin els 
nodes B amb els concentradors (per exemple, connexions en anell, en arbre, 
etc). Això és irrellevant per a realitzar el dimensionat ja que es considera que 
aquests elements estan connectats mitjançant enllaços dedicats i, com a 
conseqüència d’això, la topologia d’interconnexió a nivell lògic queda en forma 
d’estrella a cada concentrador. 
 
En quant a la interconnexió entre concentradors considerada, es pot observar 
al gràfic A.1 com part dels concentradors estan connectats en anell, part en 
estrella i part en arbre, sempre tenint en compte, per a les topologies d’estrella i 
d’arbre, que el punt on neixen tots els enllaços és el concentrador connectat als 
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RNCs. Aquesta topologia es pot considerar parcialment mallada, tot i que no 
tots els concentradors disposen de redundància a nivell de circuit lògic. 
 
 
1.1.5.1 Interconnexions físiques 
 
Un cop introduïdes les interconnexions físiques entre concentradors i nodes B a 
1.4, cal introduir la resta d’interconnexions. Coneixent la topologia 
d’interconnexió entre concentradors i entre concentradors i RNCs cal introduir-
la a l’eina mitjançant la matriu d’interconnexions. Com s’ha vist a l’apartat 3.1.4, 
cal omplir les caselles en groc de la taula A.5 amb 0’s i 1’s, segons si la parella 
d’elements que representa cada casella estan connectats o no. 
 
La topologia descrita al gràfic A1.1 es troba expressada a la part groga de la 









Un cop introduïdes les interconnexions físiques entre els concentradors, cal 
definir l’encaminament. Aquest encaminament es pot dissenyar per tal de 
complir certs requeriments i, en aquest cas, s’ha establert de manera que cada 
ruta tingui els menors salts possibles, és a dir, que la xarxa es dimensiona 
optimitzant l’encaminament en quant a nombre de salts entre elements de la 
xarxa. Una altra opció, per exemple, hagués estat evitar, sempre que fos 
possible, els enllaços amb cost més alt. 
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Per introduir l’encaminament a l’eina, com s’ha descrit a 3.1.5, únicament cal 
definir el següent salt des de cada concentrador origen a cada destí, tenint en 
compte la topologia per fer l’encaminament òptim en nombre de salts. Aquest 
nombre de salts es calcula automàticament a l’eina mitjançant el botó 
“Actualitzar columnes  de nombre de salts”, donant com a resultat una taula 




Taula A1.7 Taula d’encaminament 
 
 
Com es descriu, també, a 3.1.5 es poden crear encaminaments específics per 
a nodes B en concret que no es vulgui que segueixin l’encaminament segons la 





Taula A1.8 Taula d’encaminament específic 
 
 
1.1.7 Cost dels enllaços físics 
 
És necessari assignar un cost econòmic per unitat de capacitat als enllaços 
físics de la xarxa, ja que no tots els enllaços tenen les mateixes 
característiques, com s’ha explicat a 3.1.6. D’aquesta manera, un radioenllaç 
tindrà un cost econòmic per unitat de capacitat major que un enllaç de fibra 
òptica, i un radioenllaç llarg també tindrà un cost més elevat que un de curt. 
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A la taula A1.9 s’hi representa una taula de costos per les interconnexions 









Un cop caracteritzats el tràfic i els paràmetres de QoS i introduïda la topologia 
de connexió amb el cost per cada enllaç, només queda definir els overheads a 
considerar per cada tipus de tràfic i ja es podrà realitzar el dimensionat de la 
xarxa de transport. 
 
Com s’ha vist a la secció 3.1.7, els overheads es calculen automàticament en 
funció de les mides dels paquets de cada servei i les seves capçaleres 
corresponents a cada protocol de la torre. Aquests overheads calculats es 
poden copiar directament a les caselles en groc de la taula on hi són totes les 
torres de protocols i serveis, ja que seran aquests valors els que es tindran en 
compte per a realitzar els càlculs pertinents. 
 




Taula A1.10 Torres de protocols amb els seus overheads corresponents 
 
 
Els altres overheads a considerar que són comuns per a tots els nodes B i són 
independents de la torre de protocols utilitzada per a la capa de xarxa de 
transport, són els causats pels protocols de senyalització (NBAP i Q.2630). La 




Taula A.11 Tràfic afegit pels protocols NBAP i Q.2630 
 
 
1.2 Obtenció del tràfic mig suportat a cada enllaç 
 
Un cop s’han introduït tots els paràmetres d’entrada, l’eina ja pot calcular el 
tràfic mig cursat per cada enllaç, és a dir, tot el tràfic (incloent els overheads) 
sense tenir en compte els paràmetres de qualitat de servei. 
 
Quan a l’eina es prem el botó “TRÀFIC MIG” al full de càlcul “Menú principal”, a 
partir de la matriu d’interconnexions, el concentrador connectat a cada node B, 
el RNC destí de cada node B i la taula d’encaminament, s’obtenen totes les 
rutes existents a la xarxa i es creen les matrius de rutes Rn,m, descrites a 2.2.1. 
Un cop es coneix la ruta i el tràfic que cursa cada node B, es pot definir la 
matriu T=[ti,j,c] on l’element ti,j,c representa el tràfic cursat de la classe c entre 
dos nodes de la xarxa de transport i, j. Hi haurà tantes matrius de tràfic com 
classes de servei, al cas d’aquesta eina tres: matriu pel tràfic “Real Time”, 
matriu pel tràfic “Non Real Time” i matriu pel tràfic total. Amb aquestes tres 
matrius s’omplen els fulls de càlcul “Capacitats RT/NRT/TOTAL”. 
 
El tràfic mig té en compte els overheads, és a dir, que la matriu de tràfic mig 
canviarà si s’escull una torre de protocols o una altra, tot i que la resta de 
paràmetres es mantinguin iguals. En aquest punt és on es poden fer 
comparatives entre el tràfic mig que afegeixen les diferents torres de protocols. 
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A la taula A1.12 s’hi pot veure la matriu T del tràfic entre concentradors, és a 





Taula A1.12 Tràfic mig suportat a cada enllaç entre concentradors en Mbps 
 
 
A la taula A1.13 hi ha un fragment la matriu T, pel tràfic en sentit downlink, 




Taula A1.13 Tràfic mig suportat a cada enllaç entre concentradors i RNC i entre 
concentradors i nodes B en Mbps 
 
 
1.3 Determinació de la capacitat necessària per a cada enllaç 
 
El dimensionat de la xarxa de transport o, el que és el mateix, el dimensionat 
del tràfic de cada enllaç, es pot realitzar, com s’ha vist al capítol 2, mitjançant 
diversos models de tràfic, cadascun dels quals té en compte uns paràmetres de 
qualitat de servei o uns altres. 
 
Els paràmetres de QoS és el primer que es calcula a l’eina de manera que, un 
cop s’obtenen aquests i el tràfic mig per a cada enllaç, les caselles de la taula 
Aplicació de l’eina de dimensionat sobre una topologia  73 
 
de capacitats es van omplint una a una aplicant la fórmula corresponent al 
model escollit. 
 
L’elecció del model es duu a terme al full de càlcul “Menú principal”, a l’hora de 
prémer un botó o un altre. 
 
 
1.3.1 Taxa de pic 
 
En prémer el botó de “TAXA DE PIC”, immediatament es calculen els 
paràmetres de QoS necessaris i la capacitat requerida per a cada enllaç, a 
partir d’aquests i del tràfic mig. Concretament es té en compte, a l’hora de 
trobar la capacitat, el retard mig i la probabilitat de desbordar permesos a cada 
enllaç de la xarxa de transport. 
 
A la taula A1.14 es pot veure un fragment del full de càlcul “Nodes B”, on es 




Taula A1.14 Fragment del full de càlcul “Nodes B” després d’aplicar el model 
Taxa de pic 
 
 
La taula A1.15 és la taula de capacitats totals requerides per a aquest model 
considerant 50 nodes B i tots els serveis. 
 
 




Taula A1.15 Capacitats totals requerides per cada enllaç entre concentradors 
en Mbps per al model Taxa de pic 
 
 
A la taula A.16 es pot veure un fragment la taula de capacitats, pel tràfic en 




Taula A1.16 Capacitats totals requerides pels enllaços entre concentradors i 





Com s’ha vist al capítol 2, hi ha dos models de tràfic que es basen en el model 
de cues Erlang-C. El model de retard mig té com a paràmetre de QoS el retard 
mig e2e de cada ruta entre node B i RNC, mentre que el model de percentil té 
com a paràmetres d’entrada el retard màxim que es permetrà per a un cert 
percentatge de paquets e2e. 
 
A continuació s’apliquen els dos models sobre la topologia de l’exemple. 
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1.3.2.1 Retard mig 
 
Un cop s’han calculat els retards mitjos RT i NRT i el tràfic mig que suporta 
cada enllaç, s’aplica el model per a obtenir les capacitats requerides. 
 
A la taula A1.17 es pot veure l’aspecte d’un fragment del full de càlcul “Nodes 




Taula A1.17 Fragment del full de càlcul “Nodes B” després d’aplicar el model 
Erlang-C Retard mig 
 
 
A la taula A1.18 s’hi poden veure les capacitats requerides per a cada enllaç 





Taula A1.18 Capacitats totals requerides per cada enllaç entre concentradors 
en Mbps pel model Erlang-C Retard mig 
 
 
A la taula A1.19 s’hi pot veure un fragment de la taula amb les capacitats 
requerides per a cada enllaç entre concentradors i RNCs i entre concentradors i 
nodes B pel tràfic en sentit downlink. 
 




Taula A1.19 Capacitats totals requerides pels enllaços entre concentradors i 





L’eina calcula el retard suportat a cada enllaç a partir del retard màxim e2e i el 
percentatge de paquets que es permet que el superin. Un cop s’ha calculat 
aquest retard i s’obté el tràfic mig suportat per a cada enllaç es pot dimensionar 
cada enllaç de la xarxa de transport. 
 
A la taula A1.20 s’hi troba un fragment del full de càlcul “Nodes B” un cop s’ha 








A la taula A1.21 s’hi poden veure les capacitats requerides per a cada enllaç 
entre concentradors en una xarxa amb 50 nodes B i considerant tots els serveis 
per al model Erlang-C Percentil. 
 




Taula A1.21 Capacitats totals requerides per cada enllaç entre concentradors 
en Mbps pel model Erlang-C Percentil 
 
 
A la taula A1.22 s’hi poden veure part de les capacitats requerides per a cada 





Taula A1.22 Capacitats totals requerides pels enllaços entre concentradors i 
RNCs i entre concentradors i nodes B en Mbps pel model Erlang-C Percentil 
 
 
1.3.3 Aproximació Binomial 
 
Com als models anteriors, en prémer el botó corresponent a aquest, es 
calculen els paràmetres de QoS necessaris, en aquest cas únicament la 
probabilitat de desbordar, després el tràfic mig i, un cop en aquest punt, ja es 
pot realitzar el dimensionat dels enllaços de la xarxa de transport. 
 
A la taula A1.23 s’hi pot veure el mateix fragment anterior del full de càlcul 
“Nodes B”, un cop s’ha aplicat el model de tràfic Aproximació gaussiana. 
 








A la taula A1.24 s’hi poden veure les capacitats requerides per a cada enllaç 
entre concentradors per a aquest model, sobre el tràfic provinent de 50 nodes B 




Taula A1.24 Capacitats totals requerides per cada enllaç entre concentradors 
en Mbps pel model Aproximació Gaussiana 
 
 
A la taula A1.25 s’hi poden veure les capacitats requerides per a cada enllaç 
entre concentradors i RNCs i les set primeres entre concentradors i nodes B, 
pel tràfic en sentit downlink. 
 




Taula A1.25 Capacitats totals requerides pels enllaços entre concentradors i 
RNCs i entre concentradors i nodes B en Mbps pel model Aprox. Gaussiana 
 
 
1.4 Comparativa entre els resultats dels diferents models 
 
A mode il·lustratiu, per tenir una idea de l’espectre de resultats que es poden 
donar, a la taula A1.26 hi ha un mostreig de les capacitats requerides per a tres 
enllaços de la xarxa de transport, segons els diferents models de tràfic. No es 
pot realitzar una comparativa entre les capacitats requerides d’un mateix enllaç 
per a diferents models, ja que es fan servir paràmetres de QoS diferents. 
 
El primer dels tres enllaços correspon al que uneix els concentradors C4 i C1 i 
el tràfic mig i els paràmetres de QoS corresponen al tràfic NRT, el segon uneix 
el RNC1 i el concentrador C1, considerant els paràmetres del tràfic NRT en 
sentit downlink i el tercer uneix el node B NB_1 i el concentrador C21, 
considerant també els paràmetres del tràfic NRT en sentit downlink. En quant 
als paràmetres de QoS, D correspon al retard mig, Po correspon a la 
probabilitat de desbordar, Dmax correspon al retard màxim permès pel 
percentatge 1-P de paquets. 
 
Una comparativa que si es pot realitzar és entre els enllaços 1 i 2 pel model 
d’aproximació binomial, ja que el paràmetre de QoS és el mateix i, a més a 
més, té el mateix valor. Així, es pot veure com, mentre que pel primer enllaç la 
capacitat requerida és més d’un 40% major que el tràfic mig, pel segon enllaç la 
capacitat requerida és, únicament, un 15% major que el tràfic mig d’aquest. 
Sabent que les característiques del tràfic, concretament el factor d’activitat, són 
iguals als dos casos, es pot concloure que, com més tràfic mig a agregar 
mitjançant el model de tràfic, més guany per multiplexació estadística s’obtindrà 
i, per tant, menys capacitat es requerirà. Aquest concepte aplica, també, per a 
la resta de models. 
 




Taula A1.26 Capacitats per a diferents enllaços segons els models de tràfic
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ANNEX 2. Estructura i possible ampliació del codi VBA 
de l’eina 
 
L’eina de dimensionat que s’ha dissenyat per a aquest treball, com s’ha 
comentat amb anterioritat, ha estat programada en Visual Basic (VBA) en 
l’entorn de Microsoft Office. 
 
Per facilitar la comprensió d’aquest, alhora que la possible millora o ampliació 
per part de terceres persones, en aquest annex s’hi exposa l’estructura i alguna 
possible ampliació que queda fora de l’objectiu d’aquest treball. 
 
 
2.1 Estructura del codi 
 
Per tal d’estructurar una mica el codi, com es pot veure a la figura A2.1, s’ha 





Figura A2.1 Mòduls del projecte VBA Eina de dimensionat 
 
 
Cadascuna de les funcions que hi ha dins de cada mòdul està comentada de 
manera que es pugui entendre millor què es pretén als passos més principals 
dins d’aquestes. 
 
Al mòdul principal només hi ha funcions que es criden des dels fulls de càlcul 
mitjançant els botons. Des d’aquestes funcions se’n criden d’altres que estan a 
la resta de mòduls segons la seva finalitat. Al mòdul QoS hi ha la funció que 
troba els paràmetres de QoS obtinguts a partir dels requerits, a més a més, de 
la funció que posa totes les matrius de paràmetres de QoS i de capacitats a 0. 
Al mòdul de capacitats per models hi ha les funcions que troben el tràfic mig 
que suporta cada enllaç i les que fan el dimensionat de la capacitat requerida 
segons el model seleccionat. Al mòdul de salts hi ha la funció que calcula el 
nombre de salts que té cada ruta entre node B i RNC. El mòdul 
d’interconnexions i rutes conté una funció per agafar el RNC destí de cada 
node B del full de càlcul “Nodes B”, una altra que retorna el concentrador al que 
està connectat un node B i una altra que retorna el concentrador al que està 
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connectat un RNC . El mòdul d’actualització de concentradors conté la funció 
que actualitza les interconnexions entre els concentradors i els nodes B al full 
de càlcul “Interconnexions” a partir de la columna “D” del full de càlcul “Nodes 
B” i la funció que pinta a la taula de costos les caselles que cal omplir de color 
groc. Al mòdul d’actualització de l’encaminament hi ha la funció que verifica que 
el següent salt col·locat per a cada parella de concentradors és correcte i la 
funció que calcula el nombre de salts entre cada parella de concentradors a 
partir del següent salt. A l’últim mòdul, el de conversió, hi ha una funció de 
conversió de números a lletres per a les files i les columnes de concentradors. 
 
Un cop conegut què hi ha a cada mòdul, el següent pas és conèixer l’estructura 
del codi amb els diferents diagrames de blocs de cada procediment. 
 
 
2.2 Diagrames de blocs 
 
Aquests diagrames contenen els passos principals que realitza el programa, 
tant per a realitzar el dimensionat com per configurar els paràmetres d’entrada 
que s’introdueixen. 
 
Per ordre lògic, la primera part de codi que s’executarà és la que s’activa 
prement el botó d’”Actualitzar interconnexions”, al full de càlcul “Nodes B”, 




Figura A2.2 Diagrama de blocs per “Actualitzar interconnexions” 
 
 
Seguint l’ordre d’utilització de l’eina, la següent part de codi que s’executarà és 
la que té a veure amb l’encaminament, que es posa en marxa prement el botó 
“Actualitzar columnes de nombre de salts”, al full de càlcul “Encaminament”. 
Aquesta part del codi realitza les funcions que es desglossen al diagrama de la 
figura A2.3: 
 




Figura A2.3 Diagrama de blocs per “Actualitzar columnes de nombre de salts” 
 
 
Un cop introduïts i revisats els paràmetres d’entrada, ja només queda realitzar 
el dimensionat de tots i cadascun dels enllaços de la xarxa de transport. El 
diagrama de la figura A2.4 és el que s’executa immediatament després de 
prémer un dels botons que seleccionen el model a fer servir per realitzar el 
dimensionat. Cal dir que algun dels passos, com ara el de trobar el nombre de 
salts per a cada ruta o el de paràmetres QoS obtinguts per enllaç, estan 
simplificats en un bloc quan realment són complexes i podrien tenir un 




Figura A2.4 Diagrama de blocs per realitzar el dimensionat dels enllaços de la 
xarxa de transport 
 
 
A més a més de tot el que s’ha vist, també hi ha dues funcions dedicades a 
trobar el throughput dels nodes B a partir dels paràmetres d’entrada de tràfic de 
cadascun d’aquests. Aquestes es troben al mòdul C de Capacitats per models i 
omplen les taules de throughput mig i tràfic màxim del full “Configuracions”. 
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Per acabar de comentar tot el codi que s’ha implementat, al mòdul principal 
(mòdul A), hi ha totes les funcions per als botons del full de càlcul “Menú 
principal” i de la resta, que únicament tenen com a objecte canviar d’un full de 
càlcul a un altre. 
 
 
2.3 Possibles ampliacions de codi 
 
L’eina de dimensionat que s’ha dissenyat en aquest treball permet, sense haver 
de tocar gaire codi, ser ampliada, per exemple, en el sentit d’afegir nous 
models de tràfic a utilitzar per realitzar el dimensionat d’una xarxa de transport. 
 
Tot i això, hi ha altres parts que no són possibles d’ampliar sense haver de 
retocar l’estructura del codi, com ara és la mida màxima de la xarxa de 
transport a dimensionar, que és de 22 concentradors de tràfic, 4 RNCs i 457 
nodes B. Aquesta quantitat d’elements es considera suficientment gran com per 
a no necessitar-ne més en una xarxa, i el fet d’incrementar el nombre de 
qualsevol dels tres tipus d’elements requeriria refer gran part del codi. 
 
Altres paràmetres, fàcilment modificables i difícilment ampliables són els 
paràmetres de QoS. Pel cas que s’afegís un nou model de tràfic i que, per a 
calcular la capacitat segons aquest, fos necessari conèixer algun paràmetre de 
QoS diferent dels presents a l’eina, l’única opció recomanada és la de substituir 
un dels paràmetres de QoS existents pel nou, amb les conseqüències que això 
tindria. Per exemple, si per a un nou model, calgués conèixer la probabilitat de 
pèrdua, es podria eliminar la probabilitat de desbordar, cosa que repercutiria en 
el fet que el model de taxa de pic quedaria inutilitzable. Cal dir també que el fet 
de canviar qualsevol paràmetre de QoS implica haver d’implementar el nou 
codi per a calcular aquest per a cada enllaç de la xarxa de transport (e.g. 
repartir la probabilitat de pèrdua equitativament per a cada enllaç de cada ruta). 
 
Una altra modificació (no ampliació) de l’eina que és viable, és el fet de 
substituir una torre de protocols per una altra. En aquest cas seria suficient amb 
canviar el nom i els bits d’overhead al full de càlcul “Overheads” de la o les 
torres a substituir i fer el mateix amb la casella del desplegable on s’escull la 
torre de protocols al full de càlcul “Configuracions”. 
 
 
2.3.1 Afegir nous models de tràfic 
 
Per a afegir un model de tràfic nou a l’eina, que es pugui aplicar amb els 
paràmetres de QoS existents a aquesta, cal seguir els passos indicats a 
continuació: 
 
1. Crear un botó nou al full de càlcul “Menú principal”: es pot fer copiant 
qualsevol dels botons existents i col·locant-lo al lloc on toqui. Un cop col·locat 
només cal editar el text interior. 
 




Figura A2.5 Exemple de botó nou per al model nou 
 
 
2. Crear una macro i assignar-la al botó nou: per crear la macro, la manera més 
fàcil és copiant la de qualsevol model al mòdul principal i adaptant-la al model 





Els comentaris en vermell serveixen per veure la utilitat de cada part del codi, 
com ara la part en la que es canvia el color de la font de les columnes de QoS 
obtinguda al full de càlcul “Nodes B”, segons els paràmetres de QoS utilitzats 
pel model en concret. 
 
Els passos que segueix la macro són els de pintar les caselles, calcular QoS, 
dimensionar els enllaços segons el model nou i confirmar amb una caixa de 
text que tot s’ha realitzat correctament. 
 
Sub Model_nou() 
    'pintar de verd la casella d'estat del full menú principal i posar-hi "Calculant QoS" 
    Worksheets("MENU PRINCIPAL").Range("L15").Interior.Color = RGB(51, 255, 85) 
    Worksheets("MENU PRINCIPAL").Range("L15").Value = "Calculant QoS" 
 
'eliminar les columnes que no es consideren per al model al full de càlcul Nodes B, posant el color 
‘de la font igual al del fons 
    Worksheets("Nodes B").Range("I4:I460").Font.Color = RGB(0, 0, 0) 
    Worksheets("Nodes B").Range("J4:J460").Font.Color = RGB(204, 255, 255) 
    Worksheets("Nodes B").Range("K4:K460").Font.Color = RGB(204, 255, 255) 
    Worksheets("Nodes B").Range("L4:L460").Font.Color = RGB(204, 255, 255) 
    Worksheets("Nodes B").Range("O4:O460").Font.Color = RGB(0, 0, 0) 
    Worksheets("Nodes B").Range("P4:P460").Font.Color = RGB(204, 255, 255) 
    Worksheets("Nodes B").Range("Q4:Q460").Font.Color = RGB(204, 255, 255) 
    Worksheets("Nodes B").Range("R4:R460").Font.Color = RGB(204, 255, 255) 
 
    'Calcular QoS 
    sortir = 0 
    Call Calcular_QoS(sortir) 
 
    'Si tot ha anat bé, calculem la capacitat segons el model 
    If (sortir = 0) Then 
        'posar a la casella d'estat del full menú principal "Calculant capacitats" 
        Worksheets("MENU PRINCIPAL").Range("L15").Value = "Calculant capacitats" 
        Call Capacitat("MODEL NOU") 
        'treure el color del fons de la casella d'estat del full menú principal i posar-hi "MODEL NOU" 
        Worksheets("MENU PRINCIPAL").Range("L15").Interior.Color = RGB(255, 255, 255) 
        Worksheets("MENU PRINCIPAL").Range("L15").Value = "MODEL NOU" 
MsgBox ("Càlcul finalitzat. Als fulls de capacitats RT, NRT i TOTAL, s'hi pot trobar la capacitat 
requerida per a cada enllaç.") 
    End If 
End Sub 
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Un cop s’ha creat la macro cal assignar-la-hi al botó del model nou que s’ha 
creat al full de càlcul “Menú principal” prement el botó dret sobre el botó, 
seleccionant l’opció “Assignar macro...” i escollint la macro que s’ha creat, com 
es pot veure a la figura A2.6. 
 
    
 
Figura A2.6 Assignació d’una macro a un botó 
 
 
3. Implementar el càlcul de capacitat segons el model: el següent pas 
consisteix en introduir els càlculs a realitzar per a obtenir la capacitat requerida 
segons model nou. El codi s’introdueix al procediment “Capacitat” del mòdul 





Aquest exemple correspondria a la part en la que es calculen les capacitats per 
a cada enllaç de la xarxa entre concentradors. Caldria implementar el mateix 
codi a les parts dels enllaços entre concentradors i RNCs i entre concentradors 
i nodes B, amb l’únic canvi que, per aquests, cal diferenciar el tràfic de l’uplink i 
del downlink, podent agafar d’exemple els models ja implementats per fer-ho. 
 
Aquest procediment és vàlid per a models nous que utilitzin models de tràfic ja 
existents per dimensionar la xarxa. Pel cas de models nous que requereixin 
Case "MODEL NOU" 
'es calcula la capacitat a partir dels paràmetres de QoS necessaris 
'************************** tràfic RT ********************** 
If (RT_trafic > 0) Then 
        capacitat_RT = (càlcul de la capacitat requerida pel tràfic RT segons el tràfic mig RT) 
        Worksheets("Capacitats RT").Range(CONCENTRADOR_posicio).Value = capacitat_RT 
End If 
                                 
'************************** tràfic NRT ********************** 
If (NRT_trafic > 0) Then 
        capacitat_NRT = (càlcul de la capacitat requerida pel tràfic NRT segons el tràfic mig NRT) 
        Worksheets("Capacitats NRT").Range(CONCENTRADOR_posicio).Value = capacitat_NRT 
End If 
                                
'************************** tràfic TOTAL ********************** 
If (RT_trafic > 0 Or NRT_trafic > 0) Then 
        capacitat_TOTAL = capacitat_RT + capacitat_NRT 
        Worksheets("Capacitats TOTAL").Range(CONCENTRADOR_posicio).Value = capacitat_TOTAL 
End If 
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paràmetres de QoS no presents a l’eina, caldrà substituir algun paràmetre de 
QoS existent pel nou, per després poder implementar el model. 
 
 
2.3.2 Substituir paràmetres de QoS 
 
L’eina, encara que no de manera trivial, contempla l’opció de substituir 
qualsevol dels paràmetres de QoS. Aquest fet va lligat amb el punt anterior 
d’afegir un model nou, el qual pot requerir algun requisit de QoS que no sigui el 
retard mig, la probabilitat de desbordar o el requisit de que un percentatge de 
paquets no superin un cert retard als enllaços de la xarxa. 
 
Un cop es sap el model que es vol implementar a l’eina i el o els paràmetres de 
QoS nous a considerar, cal escollir quin o quins paràmetres s’eliminaran i, per 
tant, quin o quins models ja existents deixaran de ser utilitzables a l’hora de 
dimensionar la xarxa de transport. 
 
Posant com a exemple el fet de crear un model nou que es basi en la 
probabilitat de pèrdua de paquets per enllaç per a realitzar el dimensionat, es 
pot escollir eliminar la probabilitat de desbordar, de manera que els models de 
taxa de pic i d’aproximació binomial quedarien inutilitzables, ja que fan servir 
aquest valor. 
 
Els passos que caldria seguir per tal de fer el que s’ha comentat al paràgraf 
anterior són els següents: 
 
1. Eliminar els botons al full de càlcul “Menú principal” dels models que ja no es 












Taula A2.1 Exemple dels paràmetres de QoS després de modificar-los 
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3. Implementació a l’eina del càlcul dels paràmetres de QoS nous per a cada 
enllaç: a partir del codi ja existent, es pot implementar la manera de calcular els 
paràmetres de QoS nous per enllaç, tot i que la manera de fer-ho dependrà 
d’aquests i no té perquè ser similar a la dels que ja hi ha. 
 
Pel cas de l’exemple, s’ha eliminat la probabilitat de desbordar, la qual es 
repartia de manera equitativa per a tots els enllaços de cada ruta node B – 
RNC, a partir del requisit e2e. Amb la probabilitat de pèrdua es farà el mateix, 
de manera que, per a formalitzar-ho a l’eina, només caldrà canviar el nom a la 
variable al procediment “general” i a la resta del codi. Les substitucions a fer 
són les següents: 
 









Una altra cosa que caldrà fer és modificar el nom dels fulls de càlcul i els seus 
títols, ja que deixaran de dir-se “Probabilitat de desbordar RT / NRT” per dir-se 
“Probabilitat de pèrdua RT / NRT”. 
 
Un cop realitzades totes aquestes substitucions a tots els mòduls, ja únicament 
falta implementar el model segons el punt 2.3.1 per a poder aplicar-lo sobre la 
xarxa de transport desitjada. 
 
 
2.3.3 Substituir torres de protocols 
 
Una altra modificació possible de l’eina és la substitució d’una torre de 
protocols per una altra. En quant a codi VBA, això només implicaria el fet de 
canviar la nomenclatura, però en cap cas la manera de realitzar el càlcul. Les 
modificacions més importants, en aquest cas, s’haurien de realitzar a la part del 
full de càlcul “Overheads”, ja que s’haurien de modificar el nom de la torre de 
protocols i totes les mides de les capçaleres de la nova torre de protocols. 
 
Cal tenir en compte que la columna que conté la torre de protocols 
“AAL2/MPLS/ATM” calcula els bytes d’overhead de manera diferent de la resta, 
ja que, com que s’empra ATM a la capa 2, els paquets són de mida fixa i en 
funció de la mida del paquet de cada servei varia el nombre de bytes 
d’overhead. Això és perquè com més gran sigui el paquet a transmetre, es 
dividirà en més paquets ATM i, per tant, més capçaleres CPS i ATM caldran. 
Es recomana seguir utilitzant aquesta columna per a torres de protocols amb 
ATM a la capa 2, per tal de no haver de tocar les fórmules del full de càlcul. 
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A mode d’exemple, es procedeix a canviar la torre de protocols 
“AAL2/MPLS/ATM” per “cUDP/AAL2/ATM”. Els passos a seguir per a realitzar-
ho correctament són: 
 
1. Modificar el full de càlcul “Overheads”: es modifica el títol de la torre de 
protocols pertinent i els bytes d’overhead de les noves capçaleres, com es veu 




Taula A2.2 Nova torre de protocols 
 
 
Cal no oblidar d’actualitzar la taula de l’esquerra també, ja que és des 




2. Modificar la pestanya del full de càlcul configuracions: treure del desplegable 
l’opció eliminada i afegir la nova. Això es fa amb la funció de validació de 




Figura A2.8 Validació de dades d’una casella 
 
 




Taula A2.3 Llista de torres de protocols del full de càlcul “Configuracions” 
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3. Modificar la nomenclatura al codi VBA: cal introduir la opció de la torre nova i 
eliminar la vella a la part del codi corresponent. La part que correspon als 
overheads es troba al principi del procediment “capacitat”, al mòdul “capacitat 




'******************************* OVERHEADS PER SERVEIS ******************************* 
torre = Worksheets("Configuracions").Range("G9").Value 
Select Case torre 
Case "IP/UDP/AAL2/ATM" 
    overhead_veu = 1 + (Worksheets("Overheads").Range("D6").Value / 100) 
    overhead_vt = 1 + (Worksheets("Overheads").Range("D8").Value / 100) 
    overhead_hdvt = 1 + (Worksheets("Overheads").Range("D10").Value / 100) 
    overhead_sms = 1 + (Worksheets("Overheads").Range("D12").Value / 100) 
    overhead_internet = 1 + (Worksheets("Overheads").Range("D14").Value / 100) 
    overhead_descarrega = 1 + (Worksheets("Overheads").Range("D16").Value / 100) 
     
Case "MPLS/ETHERNET" 
    overhead_veu = 1 + (Worksheets("Overheads").Range("E6").Value / 100) 
    overhead_vt = 1 + (Worksheets("Overheads").Range("E8").Value / 100) 
    overhead_hdvt = 1 + (Worksheets("Overheads").Range("E10").Value / 100) 
    overhead_sms = 1 + (Worksheets("Overheads").Range("E12").Value / 100) 
    overhead_internet = 1 + (Worksheets("Overheads").Range("E14").Value / 100) 
    overhead_descarrega = 1 + (Worksheets("Overheads").Range("E16").Value / 100) 
 
Case "IP/UDP/PPP-HDLC" 
    overhead_veu = 1 + (Worksheets("Overheads").Range("F6").Value / 100) 
    overhead_vt = 1 + (Worksheets("Overheads").Range("F8").Value / 100) 
    overhead_hdvt = 1 + (Worksheets("Overheads").Range("F10").Value / 100) 
    overhead_sms = 1 + (Worksheets("Overheads").Range("F12").Value / 100) 
    overhead_internet = 1 + (Worksheets("Overheads").Range("F14").Value / 100) 
    overhead_descarrega = 1 + (Worksheets("Overheads").Range("F16").Value / 100) 
End Select 
