Covariance inflation and localization are two important techniques that are used to improve the performance of the ensemble Kalman filter (EnKF) by (in effect) adjusting the sample covariances of the estimates in the state space. In this work an additional auxiliary technique, called residual nudging, is proposed to monitor and, if necessary, adjust the residual norms of state estimates in the observation space. In an EnKF with residual nudging, if the residual norm of an analysis is larger than a pre-specified value, then the analysis is replaced by a new one whose residual norm is no larger than a pre-specified value. Otherwise the analysis is considered as a reasonable estimate and no change is made. A rule for choosing the pre-specified value is suggested. Based on this rule, the corresponding new state estimates are explicitly derived in case of linear observations. Numerical experiments in the 40-dimensional Lorenz 96 model show that introducing residual nudging to an EnKF may improve its accuracy and/or enhance its stability against filter divergence, especially in the small ensemble scenario.
1 Introduction 1 considered as a random variable (with a presumed initial prior distribution), and in effect adjusts the projection of 1 In contrast, in residual nudging we are interested in adjusting the projection of the background mean. Comparison and/or combination of these two strategies will be deferred to future investigations.
The filtering step of the ensemble adjustment Kalman

113
filter with covariance inflation and localization
114
We first summarize the filtering step of the EAKF with through the following formulae (Anderson, 2007, Eq. (3.2 -155 3.3)). 
177
With relatively small ensemble sizes, Eq. (6) often results in 178 spuriously large sample cross-variances (Hamill et al., 2001 ).
179
To tackle this problem, one may introduce covariance local- tapering coefficient ηij 1 (Anderson, 2007; 2009 ). We will 183 discuss how to compute ηij in the experiments with respect 184 to the L96 model.
185
After obtaining the analysis ensemble X 
207
The objective in residual nudging is the following. We accept 
233 234 The term 
β trace(R k ) according to Eq. (8).
241
In residual nudging we only attempt to adjust the anal- 
.
247
Therefore, in comparison with the normal EAKF, the EAKF 248 with residual nudging (EAKF-RN for short) just has addi-249 tional steps in Eqs. (8) and (9), while all the other procedures 250 remain the same. In doing so, residual nudging is compatible 251 with both covariance inflation and localization. 
Discussion
253
Choosing the pre-specified value in the form of 254 β trace(R k ) is motivated by the following consideration.
255
Let x tr k be the truth such that y 
397
The computation of the matrix product
is a non-trivial issue in large-scale problems, and is wor- H k is time invariant, e.g., in a static observation network.
422
In the latter case, one only needs to evaluate the product
once and for all. The scalar AR1 model is given by
440
where u k represents the dynamical noise and follows the 441 condition to achieve residual nudging is, for example,
, with the (possibly) new estimatẽ x a k again given by Eq. (9a). 3 For the experiments to be presented later, since the dimensions of the dynamical models are relatively low, we choose to directly compute the matrix product
Gaussian distribution with zero mean and variance 1, and is 442 thus denoted by u k ∼ N (u k : 0, 1). The observation model 443 is described by 
447
In the experiment, we integrate the AR1 model forward 448 for 10, 000 steps (integration steps hereafter), with the ini-449 tial value randomly drawn from the Gaussian distribution 450 N (0, 1), and the associated initial prior variance being 1.
451
The true states (truth)
are obtained by drawing call Sa the assimilation step when it causes no confusion.
468
In the KF-RN, we also choose to vary the noise level 
478
We use the average root mean squared error (average 479 RMSE) to measure the accuracy of a filter estimate. For 480 an mx-dimensional system, the RMSE e k of an estimate
T with respect to the true state vector
484
The average RMSEê k at time instant k over M repetitions 
491
We also use the spread to measure the estimated un- 
497
The average spreadŝ k and the time mean (average) spread s are defined in a way similar to their counterparts with 499 respect to the RMSE. 
529
It is also of interest to gain some insights of the be- one can see that c k largely concentrate on 1.
549
In 
where be determined as follows. 
684
The inflation factor λ ∈ {1 : 0.05 : 1.25}, and the noise level 685 coefficient β = 2 in the EAKF-RN.
686
The upper panels of Fig. 3 shows the contour plots of grows, until it reaches a certain value (1.10 for both filters).
696
After that, the time mean RMSEs will increase instead as λ 
741
The lower panels of Fig. 3 
884
In Fig. 8 we also examine what happens before the nor- latter is better than the normal EAKF. This is particularly 944 the case with a relatively small ensemble size, say at n = 2.
945
On the other hand, when n 20, the time mean RMSEs of 946 the three filters are almost indistinguishable.
947
In the 1/2 observation scenario, the normal EAKF di- EAKF-RN appears to be more robust, except that there is 962 a filter divergence at n = 4 for the EAKF-RN with β = 2.
963
When n = 2, the EAKF-RN with β = 2 performs better 964 than the filter with β = 1, but at n = 6 or 8, the filter with is slightly higher than those of the other two filters.
976
The above results suggest that n = 20 appears to be a The (possibly) mis-specified observation error covariance, in the form of γI 20 , is used for both background update, as described in §2.1, and residual nudging through Eq. (8). Table 2 , except that it is in the 1/4 observation scenario. variance, in different observation scenarios.
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