Abstract-Process migration refers to the act of transferring a process in the middle of its execution in a network. The majority of today's computing power exists in the form of workstations. Increasing use of autonomous workstations connected by a highspeed network represents substantial opportunity for sharing more resources and designing a highly available system much cheaper than a high performance single machine.
I. INTRODUCTION
The primary reason to transfer a program between machines in a network is performance augmentation [1] . This could be accomplished in the form of dynamic load distribution, reduction of the network traffic, or relocation of a currently running program from a machine prone to fault.
The literature [2] , [3] reveals that in all existing implementations, the process migration mechanism is already hardcoded inside the migration system. Consequently, all processes undergo similar phases during the migration event irrespective to the requirement of migration system applications or intrinsic features of the processes. Support for third party modules or dedicated hardware cannot be simply incorporated inside the migration events and the processes accessing these resources are simply considered as unmigratable.
We present a dynamic process migration framework to include the bare process migration support inside the Linux OS. Its architecture tries to segregate the process migration mechanism from the system design so that the minimum flexibility is provided for users to adopt the migration event according to their constraints and obtain the capability of dynamically extending the process migration system on demand to increase compatibility and reduce the system overhead.
The remainder of the paper is organized as follows: Section 2 provides an overview of process migration. Section 3 describes the generic architecture of process migration framework. Section 4 presents the system design. The process migration framework implementation is discussed in section 5. Section 6 and 7 are devoted to the framework evaluation. Finally, we present some concluding remarks.
II. OVERVIEW OF PROCESS MIGRATION
Process migration introduces opportunities for designing of different multicomputer configurations. A multicomputer configuration is any arrangement of several computers, which is used to support specific services or applications [4] .
Two major types of process migration exist: conventional process migration and migration with distributed resources. Resources on different machines are local in conventional process migrations and some methods are required to access the remote resources, e.g. using Global Memory Service (GMS) [5] to access the memory pages on remote machines. Conversely, distributed resources belong to the universal reservoir and the process resources are uniquely identified and accessible throughout the network. Process migration can be easily implemented as the resource distribution would be used to access the migrated process resources, e.g. Distributed Shared Memory (DSM) [6] provides the shared memory paradigm so that a migrated process can access to its address space and open files after migration.
A. Process Migration Mechanism
A method should be deployed to handle the process states throughout the migration event irrespective to the process migration type. It is referred to as the migration mechanism. The process state should be treated in one of the following three methods while the process migration is in progress [7] :
• Ignore process states on the source machine and simply use the corresponding resources on the destination.
• Move process states to the destination machine by extracting the required information and reinstate them.
• Preserve process states on the source machine and forward requests for operations back to the source.
B. Development of Process Migration Systems
Condor [8] is a software package that supports user level process migration. Any system call made by the migrated process communicates with the source machine and performs a remote procedure call. Programs submitted to be run by condor should be linked to specific C library. LOCUS [9] is a distributed OS in which the operation distribution is achieved by OS packaging up a message and sending it to the relevant machine at any point within the execution of the system call when remote service is needed. The LOCUS filesystem appears to the user to be a single rooted tree which facilitates the process migration. It is practical as LOCUS pursues the UNIX design of accessing resources through files. DEMOS/MP [10] is a distributed OS which is based on the message passing paradigm. It provides a location transparent interprocess communication even between processes on different machines. The location independent communication mechanism and the fact that the kernel can participate in message communication in the same manner as any process simplifies the implementation of process migration.
Kerrighed [11] formerly known as Gobelins is an OS aiming at giving a single system image. It has been implemented by modifications of Linux kernel and extending system mechanisms with the concept of container [12] which allow the implementation of DSM to simplify the migration of the address space and open files.
Some of the migration systems rely on virtualization facilities which can be in OS or hardware level.
Zap [13] is implemented as a kernel module in Linux that provides a thin virtualization on top of the operating system and presents the process group with the same virtualized view of the system. This decouples processes from rest of operating system and simplifies migration events. A checkpoint/restart feature is presented for containers in OpenVZ [14] . It is implemented as loadable kernel modules plus a set of user space utilities. It relies on OpenVZ container-type virtualization to fulfill checkpoint/restart requirements.
Hardware virtualization approaches like Xen [15] and VMware [16] allow checkpointing and restarting only an entire operating system environment, and they can not provide checkpointing and restarting of small sets of processes. That leads to higher migration overhead.
III. PROCESS MIGRATION FRAMEWORK ARCHITECTURE
Architecture is roughly the prudent partitioning of a whole system into parts, with specific relations among the parts [17] . Three components exist in any migration system, including:
• Checkpoint/Restart Subsystem.
• Migration Coordinator on source machine.
• Migration Daemon on destination machine.
A. Checkpoint/Restart Subsystem
The checkpoint/restart subsystem exists on both source and destination machines and accommodates the fundamental property of exporting and importing process states from/to the underlying OS. It is designated to be at the lowest layer in the system architecture with the expectation of accessing to all process resources.
In any migration event two checkpoint/restart subsystems are participating, one instance checkpoints the process while the other restores the process simultaneously. The contemporary definition of checkpoint and restart 1 , which relies on the concept of separation of the checkpoint and restart events should be adapted. Each peer should be able to divert the remote machine from its ordinary execution sequence by employing specific protocol.
B. Migration Coordinator/Daemon
Checkpoint/restart subsystem provides infrastructure for process migration. However, the event could not be initiated unless the source and destination machines agree on certain prerequisites. The migration coordinator derives all desired arguments for the event and invokes the checkpoint/restart subsystem interface to carry out the requested event.
The counterpart to the migration coordinator on the remote machine is the migration daemon. The migration coordinator instructs the daemon for initializing an appropriate environment for migration. It establishes equipment for the coordinator to call the checkpoint/restart subsystem interface on the remote machine.
IV. SYSTEM DESIGN When drawing system architecture many design decisions remain unbound and are left to the downstream designers and implementers [17] . Level of implementation is an important aspect of system design which is not specified in process migration architecture.
The practice of integrating part of the system in user space would offer great flexibility for performing convenient tasks using existing user space tools. The optimum system design could be constructed by combining different implementation levels in the process migration framework.
A. Kernel Level Infrastructure
The checkpoint/restart subsystem is selected to be a kernel level infrastructure as it should abide by the behavioral con- 1 Application checkpoint and restart refers to the ability of saving the state of a running application so that it can later resume its execution from the time of the checkpoint [18] .
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We tried to identify existing similarities in previous checkpoint/restart implementations [18] , [19] and define a multilayer structure. Each checkpoint/restart system is comprised of at least four layers, including: kernel subsystem specific layer, transfer medium layer, core system control layer, and user space interface layer. Fig. 1 presents the organization of system structure.
A hierarchical structure is defined which logically partitions the system functionality. System implementation and debugging are easier by separating system functions through a divide and conquer methodology. Moreover, communication protocol is simpler to design and modify in a layered architecture.
1) Kernel Subsystem Specific Layer : Linux kernel consists of various subsystems which are interacting with the processes context [20] . Exporting the state of a process implicitly indicates the need for extracting the state of all these subsystems.
The kernel subsystem specific layer resorts to callbacks as a method to obtain enough knowledge on management policy of each subsystem. Each kernel subsystem or third party module with significant states has to register predefined set of operations in this layer. Refer to Table I for the minimal list of operations. a Entity refers to an element used as a unit in checkpoint and restart event, e.g. a memory page is considered as an entity for memory subsystem.
The fault method would be invoked to divert the checkpoint or restart event from the normal execution sequence. It could be accomplished only if they could be conducted in multiple steps. Therefore, the checkpoint and restart methods should be iterative type. That is, a single call to these methods could decline to fulfill the respective event.
The shared resources managed by the kernel subsystems or third party modules should undergo the checkpoint or restart event with extra considerations. They require to be checkpointed once for all the processes that reference the resources and should remain in the consistent state while a checkpoint event is in progress. Processes should be restarted while referencing to their formerly shared resources [19] .
2) Transfer Medium Layer : The transfer medium layer species how the extracted states from kernel subsystems or third party modules should be handled. The primary objective of this layer is to decouple low speed transfer medium from the checkpoint and restart events. Various transfer mediums could be deployed, ranging from memory as backing store to a standard filesystem interface of particular OS [21] and a specifically optimized network protocols [22] .
Irrespective to the characteristics of transfer mediums, they should provide a facility to store and retrieve data. In transfer medium layer, callbacks are employed to abstract the peculiarities of a transfer medium. The minimal operations are represented in Table II . The command method is used to send low-level instructions to transfer medium layer in order to modify its behavior, e.g. changing the internal buffer size. The same method can be exploited by kernel subsystems or third party modules to send their internal command to peer modules on the remote machine if the network medium is used.
3) Core System Control Layer : All process specific information concerned with handling a Linux multithreaded process within the checkpoint/restart subsystem are maintained at this layer. The checkpoint and restart events on multiple processes are kept thoroughly isolated in this layer. Therefore, the concurrency of events is guaranteed while the kernel subsystem specific layer takes care of shared resources.
The core system control layer should not make any assumption about specific process undergoes an event. As a workaround, each process is treated as an object with its own constructor/de-constructor functions which are specified based on request attributes. Table III shows the operations utilized for each process [23] . A generic watchdog should be implemented within this layer which would verify event progress periodically. If no progress occurs over the specified amount of time, the event is considered as dead and rollback event is initiated to retrieve the last stable state or produces appropriate error if rollback cannot accomplish.
4) User Space Interface Layer : This layer introduces a single entry point to the checkpoint/restart subsystem that accepts a request for a particular event from a user evaluates the request and issues the required sequence of calls to core system control layer. In other words, it is a component of the system that translates a user action into one or more requests for system functionality and feedback about the consequences of this action [24] .
B. User Level Tools
The user level tools refer to the applications that deploy the checkpoint/restart subsystem. It should establish an appropriate environment on the remote machine and issue series of requests to underlying checkpoint/restart subsystems.
The checkpoint/restart subsystem attempts to isolate the processes concurrent events. However, many applications consist of multiple cooperating processes and not only must the state associated with each process be migrated but the processes relationships such as parent/child relationships and identifiers should be considered. The Linux inheritance feature while creating new process could be exploited to reach this goal [25] . The special kernel subsystem specific module would take care of the identifiers. Users level tools solely need to be concerned about two factors:
• If process P1 is the parent of process P2 then when restarting, P1 must create P2 before initiating the restart event on itself.
• If process P1 consists of many threads then one of these threads should create other threads.
V. SYSTEM IMPLEMENTATION
The execution context for checkpoint and restart events is initiated inside the core system control layer. The execution context could be external or internal [26] according to the user request. In the internal context, the respective event would happen within the context of the process itself, contrary to the external context which the event would be accomplished within a different process context.
The worker method related to the requested event would be invoked in the execution context. These methods rely on kernel subsystems or third party modules and transfer medium contexts to carry out the actual events. It would satisfy the requirements of the event by calling the process corresponding constructor/de-constructor methods.
A. User Space Interface
The interface between the kernel space and the user space is implemented as character device driver [27] . The ioctl system call is exploited for interaction with the device file. It multiplexes the different commands to the appropriate functions in the user space interface layer. Table IV lists all ioctl commands and their respective descriptions.
In any repetitive user data access, the system should have some means of establishing context [28] . In the user space interface layer, each request is an abstract that constructs the context of the event. Any request is identified with an integer value, which is returned to the user space when a request is submitted.
While the request ID represents a submitted request locally, a dedicated token is used for distributed representation of an event. For each event, an instance of this token should be created, which is used in the handshaking sequence. Kill the event after being initiated immaturely a Handshaking is separated from request submission and removal as the checkpoint/restart subsystem could be deployed with disk transfer medium for process checkpointing which does not require handshaking.
B. Multithreaded Process State Consistency
The kernel subsystems and third party modules require consistent access to all process states. However, a running process would modify its states as a part of the execution side effect, and some of these states are only available in particular process execution modes [29] . Therefore, the core system control layer should temporarily render the process inactive at specific points in its execution to achieve the requested consistency. The user space interface layer provides two methods to quiesce a process, including: synchronous and asynchronous.
In synchronous method, all threads inside a process should collaborate to quiesce the process. All threads of the process should call a specified system call to force entering to the kernel space where the thread would be blocked. However, the asynchronous method would exploit Linux freezer subsystem.
C. Process Migration Event Strategies
A process migration event strategy refers to one of the options that a user can choose to checkpoint and restart a process on different machines. Depending on the execution context type in the core system control layer and quiescing method, various strategies could be deployed for migration of a process in the user space interface layer.
VI. MIGRATION EVENT BEHAVIOR
A single process was migrated and the steps taken by the system are depicted in Fig. 2 . The proposed migration system would not stick to the complete transfer of a specific state but would give the opportunity to all kernel subsystems or third party modules to be involved in every attempt. Therefore, they could assert their internal erroneous state and prevent unnecessary operations. The most demanding step in the process migration is the process address space transfer. The address space kernel metadata is passed to the destination machine allows the process to resume its execution on the destination machine. The pages would be transferred as a concluding step in the migration event. The destination machine would inform the source machine for the successful restoration of address space. However, the confirmation commands transferred to the source machine could overlap the requests for an out-of-order page.
The CPU and memory loads for the source and destination machines were monitored throughout the migration event as demonstrated in Fig. 3 .
VII. FRAMEWORK EVALUATION
The migration framework uniquely identifies the kernel subsystems or third party modules so that the migration mechanism can be specified while a request for an event is submitted to the checkpoint/restart subsystem. A sample scenario is demonstrated in Fig. 4 where an interactive process is migrated. The migrated process uses resources which are initially allocated by the temporary daemon child if the user declines to handle the respective resources using the kernel subsystems or third party modules. As a result, the migration event could be attuned by the user to fulfill the requirement of interactive process migration. A distributed terminal could be implemented in user space exploiting the Linux pseudo terminal devices [30] . The temporary daemon child would duplicate the standard input, output, and error streams to refer to a same distributed pseudo terminal slave device. Other process states are handled by the checkpoint/restart subsystem, e.g. process address space and processor execution context.
The portability of a process migration system relates to the diversity of the supported underlying environment. The migration framework defines a programming interface which can be utilized by programmers or hardware vendors to introduce any anonymous kernel subsystem or dedicated hardware to the migration system. This would relieve the system from confining in an environment boundary and allow dynamic extension of the process migration system. Transparency requires the migrated process not to be aware of the migration event. However, processes typically have more knowledge about their own behavior which could be utilized for better overall performance. Using process migration event strategies, a process could decide to take part in migration while being completely aware of the event or request for fully transparent event. As a result, both legacy processes without any knowledge of migration system existence and those which are aware of migration system could be migrated irrespective to their internal implementation in a single event.
To obtain a clear insight on contributions made by this architecture, refer to Table V for a comparison between some of the proprietary products and the current architecture. The migration framework supports flexible migration mechanism contrary to other products, which have their migration mechanism hard-coded inside the process migration system. The transparency provided by the migration system could obtain hints from the user process for a more efficient migration event if user process decides to participate otherwise normal transparency would be enforced.
VIII. CONCLUSION
In this paper we presented a process migration framework for Linux OS. Concentration is devoted to the architecture, design and implementation of the framework. No assumption is made for the underlying OS or hardware architecture. This framework provides the opportunity for users to implement their own fully tuned process migration system according to their demands. The characteristic of the whole system is defined by the subset of kernel subsystem or transfer medium modules loaded in to the framework.
This architecture imposes no limitation on the implementation of the kernel subsystem of transfer medium module as it supports the concept of migration event strategies. Therefore, the same framework can be exploited for implementation of the checkpoint/restart system.
