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Aufgrund der immer größer werdenden Anzahl von erneuerbaren En-
ergieanlagen im elektrischen Energieversorgungsnetz gewinnt der Ein-
satz von leistungselektronischen Schaltungen, wie z. B. Spannungszwi-
schenkreisumrichter, immer mehr an Bedeutung. Obwohl die verwende-
ten Technologien die Abkehr von fossilen Brennstoffen ermöglichen und
eine Vielzahl neuer Möglichkeiten eröffnen, ist seit längerem bekannt,
dass Wechselwirkungen von einem oder mehreren Umrichtern mit Re-
sonanzen im Netz zu schlecht gedämpften Schwingungen führen und
damit die Stabilität von Teilen des Energienetzes gefährden können.
Im Laufe der Jahre hat sich die Passivitätstheorie als besonders wirkungs-
voll erwiesen, um solche Situationen zu verhindern. Demnach kann die
Stabilität des Stromnetzes bereits in der Designphase ohne Detailken-
ntnis des Systems gewährleistet werden, indem alle Komponenten
passiv wirken. Das bedeutet, dass alle aktiven Verbraucher und ein-
speisenden Umrichter eine Eingangsadmittanz mit nicht negativem
Realteil besitzen. Geht man, wie in den meisten Forschungsarbeiten, von
einem quasi-analogen Betrieb der Umrichter aus, so ist eine vollständige
Passivierung der Eingangsadmittanzen relativ einfach mit Hilfe von
passiven oder aktiven Dämpfungsstrategien zu erreichen. Grundsätzlich
werden hierbei jedoch die digitale Implementierung des Regelalgorith-
mus sowie reale Effekte, die bei der Abtastung von hochfrequenten
Harmonischen entstehen, vernachlässigt. Eine korrekte Abbildung ist
aber gerade bei der Stabilitätsanalyse von Netzen mit einer Vielzahl von
leistungselektronischen Schaltungen von zentraler Bedeutung.
Ziel dieser Dissertation ist es daher, den kompletten Modellierungs-,
Analyse- und Regler- sowie Filterentwurfsprozess von digital-stromge-
regelten, netzgebundenen Umrichtern zu überprüfen und zu erweitern.
Nach der Herleitung zweier bekannter Eingrößenmodelle werden die
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resultierenden Eingangsadmittanzen ausführlich hinsichtlich ihrer Pas-
sivitätseigenschaften untersucht. Darauf aufbauend werden Verfahren
für die Auslegung einer passiven Dämpfung bzw. einer aktiven Vor-
steuerung vorgeschlagen und es wird diskutiert, welche Aspekte bei der
Implementierung der Filter zu berücksichtigen sind.
Da sich die verwendeten Eingrößenmodelle jedoch nur zur anfänglichen
Analyse eignen und sich nicht alle Alias-Effekte abbilden lassen, wird im
weiteren Teil der Arbeit ein Mehrgrößen-Umrichtermodell entwickelt.
Der Fokus liegt hierbei auf der Modellierung des Abtastprozesses sowie
der Pulsweitenmodulation. Es zeigt sich, dass die Spiegelung hochfre-
quenter Signalanteile auf niederfrequente Anteile prinzipiell durch eine
dynamische Unsicherheit beschrieben werden kann, die das Grundfre-
quenzverhalten der Umrichter beeinflusst. Mit dieser neuen Erkenntnis
lassen sich eine Reihe wichtiger Schlussfolgerungen über den Entwurf
und die Integration von Anlagen mit Spannungszwischenkreisumrichter
in schlecht gedämpften Netzen ziehen. Insbesondere wird deutlich,
welche Kriterien passive oder aktive Filter erfüllen sollten, um den
oft negativen Spiegeleffekten der digitalen Regelung gezielt entge-
genzuwirken. Schlussendlich wird demonstriert, dass eine robuste
Passivierung der Umrichter-Eingangsadmittanz das Entstehen kritischer
Oszillationen und somit eine Destabilisierung des Energienetzes durch
Harmonische verhindern kann. Die vorgestellte Theorie und der er-
arbeitete Reglerentwurf werden anhand diverser Simulationen eines
beispielhaften Umrichtersystems verdeutlicht und validiert.
XV
Abstract
Due to the ever increasing number of renewable energy systems in the
electrical power grid, the application of power electronic-based circuits,
such as voltage-source converters, is gaining more and more importance.
Although the used technologies enable turning away from fossil fuels and
offer a variety of new possibilities, it has been known for a while that
interactions of one or multiple converters with resonances in the grid can
lead to poorly damped oscillations, and thus, may threaten the stability
of parts of the power system.
Over the years, the passivity theory has proven to be particularly power-
ful in preventing such situations. Accordingly, the stability of the power
grid can be guaranteed by design if all components act passive. This
means that all active loads and energy feeding converters have an in-
put admittance with a non-negative real part. Assuming a quasi-analog
operation of the converters, as in most of the scientific research, a com-
plete passivation of the input admittances is relatively easy to achieve
by means of passive or active damping strategies. However, the digi-
tal implementation of the control algorithm as well as real effects, which
arise from the sampling of high-frequency switching harmonics are gen-
erally neglected. But the correct representation is of central importance
especially for the stability analysis of grids with a large number of power
electronic-based circuits.
The aim of this dissertation is therefore to review the complete model-
ing and analysis of digitally current-controlled grid-connected convert-
ers and to extend the controller as well as filter design. After deriving
two well-known single-input single-output models, the resulting input
admittances are thoroughly analyzed regarding their passivity proper-
ties. On this basis, methods for the design of a passive damping or an
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active feed-forward are proposed and it is discussed which aspects have
to be considered when implementing the filters.
However, since the used single-input single-output models are only suit-
able for an initial analysis and not all alias effects can be reproduced, in
the further part of the thesis a multiple-input multiple-output converter
model is developed. Hereby, the modeling is focused on the sampling
process as well as the pulsewidth modulation. It is shown that the mir-
roring of high-frequency signal components onto low-frequency compo-
nents can in principle be described by a dynamic uncertainty that affects
the behavior of the converters’ baseband dynamics. With this new in-
sight, a number of essential conclusions can be drawn about the design
and integration of power plants with voltage-source converters in poorly
damped grids. In particular, it becomes clear which criteria passive or ac-
tive filters should fulfill in order to specifically counteract the often neg-
ative mirroring effects of digital control. Finally, it is demonstrated that
a robust passivation of the converter input admittance can prevent the
generation of critical oscillations, and thus, a destabilization of the power
system by harmonics. The presented theory and the developed controller





As a consequence of greenhouse gas emissions and the finite amount of
fossil energy reserves, renewable energy sources (RES) have become more
and more important, displacing conventional power production facilities
worldwide [18,69–71,79]. In Germany, for example, the installed capacity
of wind power plants increased from around 12 GW in the year 2002 to
more than 60 GW in 2020 [40]. This corresponds to an increase of approx-
imately 400 %. The trend becomes even more apparent in the expansion
of solar systems, as the installed capacity rose from nearly 0.3 GW to over
51 GW in the same time period [40]. This corresponds to an increase of
approximately 16900 %. According to the Fraunhofer Institute for Solar
Energy Systems ISE, RES set a new record in Germany and account for
55.8 % of the net electricity production for public electricity generation in
the first half of 2020 [40].
Independent of the input power source, grid-connected voltage-source
converters (VSCs) represent the most common grid interface of sustain-
able and distributed RES in low- and medium-voltage power grids [20].
Although their design and principle control structures are well known
from electrical drive systems, stability issues have appeared over and
over again in power grids with a high penetration of converter-based en-
ergy sources, see e.g., [26,36,37,66,80,95]. In this context, the EU-Horizon-
2020 funded MIGRATE project conducted a survey among 21 European
Transmission System Operators (TSO)s, which concluded that instabil-
ity phenomena related to the interaction of multiple power converters or
to the excitation of poorly damped (grid) resonances are ranked among
the most challenging power system stability issues today [48]. As known
from research, the underlying current control of the VSCs as well as the
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time delay that is caused by the pulsewidth modulation (PWM) plus com-
putation time can clearly be assigned to the reported problems, as they
can introduce negative damping to the grid-converter system [55, 57].
Therefore, in order to prevent such harmonic stability issues [124], recent
works have intensively concentrated on the converter modeling and revi-
sion of the associated VSC control structure. However, even though many
approaches and solutions have been developed, simplifications such as
the assumption of a quasi-analog operating system have often been made
and controller and filter design guidelines that cover all low- and high-
frequency effects are still missing. This motivates further research, partic-
ularly with regard to the implementation of digitally controlled converter
systems.
1.2 Related Work
In contrast to the conventional theory on dynamical systems, where the
term stability concerns the stability of the equilibrium points of a system,
the (orbital) stability of the output trajectory or the structural stability of
a system itself [32, 74], the stability of a power system is conventionally
classified by the cause of instability. It can be distinguished between the
rotor angle stability, the voltage stability, and the frequency stability [77,
78, 91]. While these classical stability terms are based on the operational
principle of rotating synchronous generators, stability issues which are
related to the amplification of harmonics (mainly caused by resonances
of power lines in combination with converter input admittances [140])
are referred to as harmonic instability or resonance instability [124, 140].
Although such harmonic instability effects have been known since the
sixties, see e.g., [7, 61, 101], the topic is again gaining importance with the
constant expansion of converter-based RES [26, 36, 48, 66, 95, 112].
1.2.1 Small-Signal Modeling of Power Converters
In general, for the analysis it is crucial to model all relevant effects that
emerge in the frequency range of interest. However, since switching
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power converters represent nonlinear, time-discontinuous systems, the
modeling becomes a complex task. Among others, linearized model-
ing techniques are well suited to describe the converters behavior with
respect to small signal changes, see [122, 140, 165] for an overview and
comparison of different methods.
Most commonly, the modeling approach from classical linear control the-
ory [10, 119] is applied. Here, the switching behavior of the PWM is im-
plicitly neglected and the VSC’s output voltage is averaged over a switch-
ing period, resulting in a time-invariant single-input single-output (SISO)
small-signal converter model. In the beginning, mainly time-continuous
models in the Laplace-domain were deduced, while newer works also
consider the effects of the digital control, see e.g., [41,42,53]. With help of
the impulse modulation technique and the discrete (or starred) Laplace
transform [39, 114], it becomes possible to mathematically describe the
sampling process, and thus, to model the converter’s dynamics more ac-
curately. However, since averaged SISO models only focus on the dy-
namics of the fundamental signal components, the generation of PWM
harmonics and the mirroring of above Nyquist frequency harmonics on
low-frequency signal components (referred to as aliasing [39,119]) cannot
be covered precisely.
Hence, in order to incorporate such effects, there is a growing tendency
in the literature to use the theory of linear time-periodic systems [95, 114,
151]. Here, the idea is to linearize the system around a time-periodic op-
erating trajectory instead of a (constant) operating point. In doing so,
multiple-input multiple-output (MIMO) small-signal converter models
can be derived, which cover the frequency coupling of multiple time-
periodic trajectories. Assuming an exponentially modulated periodic in-
put signal [151], the Fourier series expansion of the system matrices yields
a so called harmonic state-space model [81, 95, 140, 165]. Although the
modeling accuracy is increased, two disadvantages of harmonic state-
space models are that the model order is usually high and that the deriva-
tion of the input-output relationship through the Fourier coefficients of
the input and output signals (also referred to as harmonic transfer func-
tion) requires a matrix inversion. This makes the resulting harmonic
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transfer functions difficult to interpret and the assignment of specific sys-
tem properties to individual system components is lost.
1.2.2 Harmonic Stability of Power Systems
Over the years it has been shown that small-signal models are often suf-
ficiently accurate to predict stability issues and to avoid the application
of nonlinear analyzing methods. In particular, in [140] it is pointed out
that the phenomena of harmonic instability can be considered as a small-
signal stability problem. Hence, depending on the adopted small-signal
model, the harmonic stability of power systems can be analyzed by dif-
ferent methods [140]. As summarized in Fig. 1.1, it can mainly be distin-
guished between two approaches, namely 1) the eigenvalue and eigen-
vector analysis based on state-space models in the time-domain and 2)
the impedance-based analysis based on Norton and Thevenin equivalent
circuits in the frequency-domain.
Harmonic Stability of Power Systems
Eigenvalue and Eigenvector Analysis
based on state-space models
of complete power system
in time-domain
Impedance-Based Analysis
based on Norton and Thevenin





















Contributions of this thesis
Fig. 1.1: Overview of methods for harmonic stability analysis of power
systems.
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Eigenvalue and Eigenvector Analysis
The advantage of the first method is that not only the system’s input-
output behavior can be studied, but also the internal behavior of the
modes of a complex power system [65, 147]. Among others, especially
the research of Pogaku, Kroutikova and Green et al. should be high-
lighted here, since they derived and analyzed detailed state-space con-
verter models, that include current, voltage, as well as power control
loops, see e.g., [76, 102]. Moreover, given an adequate small-signal state-
space model, the application of a participation analysis allows to reveal
the contribution of different components (or parameters) to the small-
signal stability [102, 147]. However, the system order is significantly in-
creased if time delays are incorporated. For instance, in [147], the authors
adopted a third- and fifth-order Padé approximation to model the time
delay of the PWM and the digital controller computation, but admitted
that the Padé order can have a significant effect on the accuracy of the har-
monic stability analysis and the deduced results. A further disadvantage
of state-space models is that sampling effects of the digital control can
only be taken into account with difficulty. Thus, the eigenvalue-based
analysis methods are rather limited to the study of time-continuous sys-
tems and low-frequency harmonic oscillations, where time delay approx-
imations are valid.
Impedance-Based Analysis
On the other hand, mainly Sun et al. established to interpret the small-
signal dynamics of each actively controlled grid-connected converter as
a non-ideal current (or voltage) source with associated input admittance
[122, 123]. This allows a simple visualization and interconnection of mul-
tiple converters and network components, where theoretically derived
models can be readily combined with identified or measured black-box
impedance models [19, 112]. Depending on the underlying control struc-
ture or measurement principle, the impedance models can be obtained in
the (d, q)-domain, the (α, β)-domain or some modified sequence domain,
that aims to remove internal cross couplings or helps to assess the sys-
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tem stability more easily, see e.g., [2, 12, 51, 115, 120, 122, 144, 148, 150]. In
the end, the impedance-based modeling approach allows to apply well
known tools from the electric circuit theory in the same way as classical
frequency-domain methods from linear control theory.
Given an impedance-based system model, harmonic stability is most fre-
quently analyzed by evaluating the interconnected system’s open-loop
gain and applying the Nyquist stability criterion [10, 89, 98, 119]. In the
most simple case, the system only consists of a single VSC that is con-
nected to a passive load or a power grid, which is represented by a volt-
age source with associated grid impedance [86, 89, 112, 123, 144, 146]. On
this basis, many controller and filter design guidelines that aim to pre-
vent harmonic instability have been developed, see e.g., [30, 51, 52, 125,
157, 158, 171]. In particular, the papers [49, 87, 153] give a good overview
of passive and active damping methods for grid-connected VSCs with
inductive-capacitive-inductive (LCL) output filters. In addition to the
system with a single converter, the (MIMO) Nyquist stability criterion
[121] can also be applied to analyze the harmonic stability of multiple,
interconnected power converters [88,135,143,150]. In this context, the au-
thors of [163] proposed a stabilizing procedure, where stable grid compo-
nents are structured by a passive component network, which is sequen-
tially extended by adding single converters. Similar to the participation
analysis of power grids in state-space representation, this method allows
to assess the contribution of single converters to the overall system’s sta-
bility. Nevertheless, since each VSC changes the effective grid impedance,
and thus, contributes to the power system stability, every network has to
be analyzed individually. Hence, from a system perspective, it is not pos-
sible to deduce detailed stability statements nor generally valid guide-
lines for the controller or filter design.
A special approach derived from the Nyquist stability criterion is the con-
cept of passivity [14, 32, 74, 169]. According to this concept, a linear pas-
sive system is characterized by the fact that it is stable and that its Nyquist
curve or eigenloci shows no negative real part (or equivalently, its phase
response always lies within −90◦ and +90◦). This implies that, if two
passive systems are interconnected in feedback, the total phase shift of
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the open-loop system never crosses−180◦, and thus, the Nyquist stability
criterion is always fulfilled [10, 89, 98, 119]. Beyond that, it can be shown
that the parallel or feedback-interconnection of two passive systems again
results in a passive system. If this concept is applied to power systems by
assuming that the power network only consists of passive components,
the system stability is guaranteed by design, if all grid-connected con-
verters are passive, i.e., the real part of each VSC input admittance is
non-negative. Hence, with the help of passivity theory, sufficient crite-
ria for the harmonic stability of power systems can be derived, which
are independent of the specific configuration and the number of con-
verters. But this approach requires the rigorous passivation of all grid-
connected components. Due to the easy verifiability and the inherent
high robustness properties [14, 73, 74, 92], passivity is already a require-
ment for components in railway applications. In particular, the railway
standard EN 50388-2 [6] enforces active-front-ends to behave dissipative
from the fifth harmonic (e.g., 250 Hz for 50 Hz grids) up to the Nyquist
frequency, defined by the converter’s sampling frequency [42, 110].
On the basis of passivity, especially Harnefors and Wang et al. investi-
gated and advanced the frequency-domain controller and filter design as
well as the stability assessment of (multiple) grid-connected VSCs, see
e.g., [11, 52, 55–57, 60, 139, 141]. In their initial works in 2007 and 2008,
Harnefors et al. assumed an ideal operation, neglecting any computation
and PWM time delay, and showed that, in this case, it is easy to achieve
a non-negative real part of the VSC’s conductance for all frequencies [52,
60]. However, taking non-idealized, practical conditions into account, the
authors admitted in their later studies that a passive input admittance for
all frequencies is hard to obtain and additional damping has to be intro-
duced. Over the years, other authors have also extended the findings and
proposed different passivity-based damping strategies, either directly in
the continuous Laplace-domain [4, 16, 33, 156, 157] or in the discrete z-
domain [41, 110, 111]. At this point, especially our work from [4] should
be mentioned, in which the concept of passivity indices is used to quan-
tify the degree of a converter system’s passivity, see also [14, 74, 94, 169]
for a detailed (theoretical) description of the concept. The use of passivity
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indices allows to interpret the interconnected grid-converter system as a
system of passive and (partially) non-passive subsystems which can be
passivated by components that show a sufficient excess of passivity. Due
to various advantages, including the physical interpretation and the easy
passivity assessment of multiple interconnected system components, the
concept of passivity indices is revisited and deepened in this thesis.
1.3 Problem Statement and Contributions
While recent research is mostly focused on the analysis or passivation of
the VSC input admittance up to the Nyquist frequency (which is in ac-
cordance with the EN 50388-2 [6]), the authors of [125] demonstrated that
an above Nyquist frequency LCL filter resonance may yet destabilize a
converter system. Among others, this initiated the research [42, 53, 116],
where Harnefors, Freijedo, and San et al. again put more emphasis on the
small-signal modeling of the PWM and the sampling process, aiming to
derive more complete and accurate models of the converter conductance.
But, even though the observations of Tang et al. in [125] motivated a re-
flection of the modeling and the passivity assessment concept of digitally
controlled grid-connected VSCs, the last contributions were not yet able
to clarify all the open questions. In particular, in [53], Harnefors et al.
used the discrete Laplace transform [39, 119] to derive a SISO converter
model in the s-domain, which was claimed to cover all aliasing effects.
However, as in [42], the authors of [53] make it relatively easy for them-
selves by considering a converter that is equipped with a simple inductive
output filter. Since an (in practice unrealistic) increase of the filter resis-
tance is used for the converter passivation, possible aliasing effects result-
ing from the implementation of more efficient active damping strategies
in combination with higher-order filters are overlooked. In addition, our
studies on the small-signal representation of the PWM from [1] reveal that
the adopted zero-order-hold (ZOH) PWM model represents an overop-
timistic modulator approximation, which may lead to incorrect conclu-
sions. In contrast, San et al. propose a multiple-frequency PWM model
that represents a kind of worst case modulator approximation in [116].
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Similar to the s-domain model from [53] or common z-domain models
as those used in e.g., [41, 110, 111], the derived (multiple-frequency) con-
verter model in [116] also allows to consider the aliased signal compo-
nents of selected PWM sideband harmonics. But, although the presented
converter modeling is reasonable, the underlying PWM model is based
on a sum representation in the frequency-domain, which is first combined
with the VSC output filter and controller dynamics, and then simplified
by several Padé approximations to obtain an explicit frequency- and con-
verter parameter-dependent PWM gain. This procedure again weakens
the accuracy of the model and it can be assumed that the suggested sim-
plification cannot readily be adapted to other filter structures or any kind
of grid impedance. Lastly, even though the proposed MIMO frequency-
domain converter model of Freijedo et al. in [42] is similar to the harmonic
state-space representation [81, 140], and thus, basically allows to model
the mirroring of above Nyquist frequency components, it also has a few
drawbacks. In particular, the model also includes only a simple inductive
output filter and does not consider any grid impedance. Moreover, the
implicit structure of the VSC’s input admittance matrix does not allow to
assign the origin of frequency ranges with negative damping to specific
system components or parameters. This in turn makes an analytical con-
troller and filter design more difficult and rather limits the applicability
of the converter model to simulation studies.
In the end, any present converter model that focuses on the effects of
the digital control has its own weaknesses and none of the found works
contains a detailed controller or filter design, but deals (more or less)
only with the converter modeling itself. Furthermore, unlike the previ-
ous findings of e.g., [4, 55,57,60,141, 156], the deduced passivity criterion
of Harnefors et al. in [53] indicates that a passive total VSC input ad-
mittance seen from the grid only implies stability for a specific (passive)
grid impedance. This raises the question whether this is really always
the case or, in general, which influence the grid impedance and aliasing
effects have on the stability of grid-converter systems. In this regard, it
should also be analyzed to what extent existing filter design methods can
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be adapted to digitally controlled converters and how above Nyquist fre-
quency components should be taken into account during the design.
Since the identified issues have not yet been finally clarified, the aim of
this thesis is to review and to extend the complete modeling, passivity
assessment, and controller plus filter design process of digitally current-
controlled grid-connected VSCs. The structure and the main contribu-
tions are summarized as follows:
Chapter 2: Background This chapter summarizes the key facts on the
frequency-domain passivity theory of linear systems. Hereby, the
focus is on the concept of passivity indices, which allow to quantify
the degree of a system’s passivity. Next, the passivation and the sta-
bilization of interconnected systems is reviewed and it is explained
why it is mostly still sufficient to concentrate the analysis on the fre-
quency range up to the Nyquist frequency. Furthermore, the chap-
ter gives a short overview of the basic operating principles of grid-
connected converters and describes the impedance-based modeling
idea and the concept of harmonic stability more in detail.
Chapter 3: System Modeling After introducing the converter system
under study and presenting a set of example parameters, which
are used during the thesis to illustrate the developed theory, this
chapter thoroughly reviews the most important components of dig-
itally current-controlled power converters. Besides the modeling
and the design of the VSC’s output filter, special emphasis is put
on the small-signal behavior of the PWM. It is demonstrated that
commonly used PWM models either represent an overoptimistic
approximation of the modulator or yield too conservative results,
which strengthens the use of our suggested SISO PWM model
from [1]. Moreover, this chapter proposes a new, more accurate dig-
ital realization of a damped proportional-resonant (PR) controller
with phase compensation that is based on two discretized integra-
tors, allowing to implement several current limiting and resonator
anti-windup schemes. Finally, using the resulting converter current
dynamics, two frequently found SISO models of the VSC’s input
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admittance are derived and it is described why none of the models
consider all aliasing effects.
Chapter 4: Current Controller Design This chapter summarizes the ba-
sic procedure and typical design recommendations for stationary-
frame PR current controllers which implement multiple (high-
frequency) resonators. The content is mainly based on our work [3],
where the interaction between multifrequency resonators and the
resulting difficulties in the selection of the integral gains are dis-
cussed. In this context, it is again shown how this problem can be
overcome and that the application of the proposed PR controller
design results in a stable converter reference dynamics, which in the
next step enables a simple and (almost) independent passivation of
the converter’s disturbance dynamics.
Chapter 5: Passivity Assessment and Filter Design In order to prevent
stability issues that might result when the VSC is connected to the
power grid, the first part of this chapter performs a detailed, ana-
lytic passivity assessment of the converter admittance models from
Ch. 3. Following the current controller design recommendations
from the previous chapter, the passivity indices of the converter
conductance models are derived and the limits of the non-passive
regions are determined. This extends our analysis from [4], but also
confirms some well known passivity properties of VSCs from a dif-
ferent perspective. Based on the findings, the second part of the
chapter concentrates on the converter passivation by means of pas-
sive and active damping methods. While the first approach is only
briefly addressed due to the rather limited damping effect which is
present in different advanced LCL filter topologies, the remaining
content deals with the passivation using an active feed-forward. In
particular, as the feed-forward of the voltage at the VSC’s terminals
or, alternatively, the feed-forward of the current through the capac-
itive branch of an LCL filter has proven to be very powerful, these
two methods are thoroughly reviewed. In this regard, a new sim-
plified passivity criterion is proposed and it is discussed how the
digital realization and the underlying current controller affect the
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feed-forward filter design. Hereby, it also becomes clear that, even
though all investigated damping approaches fulfill their purpose in
a certain frequency range, a complete passivation of the input ad-
mittance of the digitally-controlled converter can only be achieved
by a capacitor current feed-forward.
Chapter 6: PWM Harmonics and Aliasing Eects As the converter
model used for the analysis and controller plus filter design does
generally not consider all aliasing effects, this chapter revises
the modeling of the PWM and the sampling process by taking
baseband as well as high-frequency sideband components into
account. By introducing a new representation of sampled signals
and developing a piece-wise defined multiple-frequency PWM
model in the Laplace-domain, a new MIMO converter model is
proposed. The model allows to accurately reflect the generation
of switching harmonics, but also the mirroring of above Nyquist
frequency components that are aliases of the PWM’s reference
voltage. Considering that the LCL filter suppresses high-frequency
signal components from the grid side, the model of the closed-loop
grid-converter system can again be simplified to a SISO model. It
shows that the effects of aliased signal components can basically
be interpreted as a dynamic uncertainty, which perturbs the base-
band dynamics of the converter. This also explains the challenges
associated with LCL filters whose resonance frequency is above
the Nyquist frequency and finally clarifies which influence the
grid impedance has on the VSC input admittance. But, it is finally
demonstrated that the grid impedance is mostly not a major issue
for the system stability by aiming for a robust converter passivation.
Chapter 7: Simulation and Verication In this chapter, the theoretical
findings are verified by computer simulations, where the identifi-
cation of a realistic converter model with and without active feed-
forward shows the reliability of the derived models. Furthermore,
the discussion of several transient studies, where the converter is
connected to a grid with one or multiple dominant below or above
Nyquist frequency resonances, completes the thesis.
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2 Background
At the beginning of this chapter, the preliminaries to frequency-domain
passivity theory are summarized. Based on [14, 25, 74], passivity is de-
fined for linear MIMO as well as linear SISO systems, the concept of pas-
sivity indices is explained, and some main passivity theorems are listed.
Further, in the second part, a classification of grid-connected converter
systems is given and a typical control structure is introduced. Finally, the
concept of harmonic stability is discussed and related to the content of
this thesis.
2.1 Frequency-Domain Passivity Theory
2.1.1 Passivity Definition of Linear Systems
A square, real rational transfer function matrix G(s) is called passive, if
1) G(s) is stable, i.e., Re {sλ} ≤ 0, λ = 1, . . . , n, were sλ are the poles of
all elements of G(s) and 2) for all real ω ∈ R for which jω is not a pole
of any element of G(s), the matrix G(jω) + GH(jω), where GH(jω) de-
notes the Hermitian transposed GH(jω) = GT (−jω), is positive semidef-
inite. If there exist poles sλ on the imaginary axis, they have to be non-
repeated and the residual matrix at the poles lim
s→sλ
(s − sλ)G(s) has to be
Hermitian and positive semidefinite. Moreover, G(s) is said to be strictly
passive, if 1) G(s) is asymptotically stable (or Hurwitz), i.e., Re {sλ} <
0, λ = 1, . . . , n, 2) G(jω) + GH(jω) is positive definite for all ω ∈ R, and
3) G(j∞) +GH(j∞) is positive definite [14, 74, 75].
In the SISO case, the definition of a passive system can be simplified as
follows. Given an asymptotically stable SISO system with rational trans-
fer function G(s), the real part of the frequency response must be non-
negative, i.e., Re {G(jω)} ≥ 0, ∀ω ∈ R, for the system to be passive and
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positive, i.e., Re {G(jω)} > 0, ∀ω ∈ R, for the system to be strictly pas-
sive [14, 25, 74]. Graphically, this implies that the phase response of each
stable SISO passive system lies always within [−90◦, 90◦], or equivalently,
the system’s Nyquist curve is always in the closed complex right half
plane. Similarly, if the SISO system is strictly passive, then the phase re-
sponse of the system is always within (−90◦, 90◦), or the system’s Nyquist
curve always lies in the open complex right half plane.
It should be noted that the given passivity definition is a frequency-
domain test for the more general property of positive realness. Accord-
ingly, a square transfer function matrix G(s) is positive-real, if 1) G(s)
has only stable poles Re {sλ} ≤ 0, λ = 1, . . . , n, 2) G(s) is real for all
positive real s, and 3) G(s) + GH(s) ≥ 0 for all Re {s} > 0. Moreover,
G(s) is strictly positive-real if there exists a κ > 0, such that G(s − κ)
is positive real [25, 75]. The term positive-real basically means that the
considered function is positive (or non-negative) and real for real and
positive s. A detailed discussion including different criteria for passivity
and positive realness can, for example, be found in [25, 75]. At this point
it should however be pointed out that in contrast to common passivity
definitions, positive realness is not limited to systems with rational trans-
fer function matrices and also covers systems with irrational functions.
Those naturally arise when considering infinite-dimensional control
systems [25]. But, as the authors of [46] recently showed, the (more
intuitive) frequency-domain test for passivity can be generalized to a
larger class of irrational transfer function matrices. In particular, focusing
on asymptotically stable systems described by proper, meromorphic
matrix functions1, it can be verified that the above presented definition of
passivity corresponds to the definition of positive realness, see also [106]
for the SISO case equivalent. Among others, this especially allows to as-
sess the passivity properties of linear time-delay systems [44, 98, 99, 137],
whose transfer functions are defined by a quotient of (retarded) quasi-
polynomials containing terms of the form e−sκT , κT ≥ 0.
1A complex-valued function G(s), which depends on the complex variable s = σ + jω,
is called meromorphic if it is analytic on the whole complex plane expect for a fi-
nite number of isolated singularities, representing the poles sλ of G(s), defined by
lims→sλ G(s) = ±∞ [103].
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Although the control system theory often refers to (strictly) positive-real
systems, the nomenclature of passivity has established in large parts of
the power engineering community, dealing with the modeling and design
of grid-connected power converters. In this regard, most authors rather
understand passivity as the physical property of a system to provide pos-
itive damping or to dissipate energy, similar to a (positive) resistance. It
is therefore often sufficient to focus on ensuring that the dynamics of the
converter conductance are stable and do not show negative values in a
certain frequency range, see e.g., [8,42,52,53,55,57,60,110,139,141,156].
2.1.2 Passivity Indices and Passivation
The idea of passivity can be extended so that not only passive and non-
passive systems can be distinguished. By introducing passivity indices,
the degree of a system’s passivity (or property to provide positive damp-
ing) can be quantified in terms of a frequency-dependent excess or short-
age of passivity [14, 25, 169].
In the following, the input feed-forward passivity (IFP) index for a stable














where λ denotes the minimum eigenvalue. Similarly, the output feedback














For linear SISO systems, the definition of (2.1) simplifies to IFP {G(jω)} =
ν(ω) = Re {G(jω)} and (2.2) becomes









which directly shows that a positive (or negative) IFP index inher-
ently implies a positive (or negative) OFP index and vice versa.
At this point it should be emphasized that, throughout this the-
sis, passivity indices are defined as frequency-dependent quantities,
whereas definitions in the literature often refer to constant scalars,



















[155, 169]. In addition, it is
important to note that the transfer functions of the considered systems
do not necessarily have to be rational, see also [4, 154, 155, 169]. For the
evaluation of the systems’ IFP and OFP indices, the functions G(s) or
G(s) may thus contain time delays, which, as will be seen, is crucial for
the modeling of digitally controlled power converters. The discussed
theory can be applied directly if the functions of the numerators and








ke−sκkqT , κkqT ≥ 0 (2.4)
where the respective denominators have a higher degree than the cor-
responding numerators and contain the term with the highest degree
in s, which is additionally delay-free, i.e., κnqT = 0,∀q [46, 106]. But
even if the time-delay systems under study can not be represented in this
form, the passivity concept can be employed taking into account that any
term of the form e−sκT can be approximated with reasonable accuracy
by a rational polynomial using a Padé approximation of a sufficiently
high order. Hence, an asymptotically stable MIMO system with trans-
fer function matrix G(s) or SISO system with transfer function G(s) can
be regarded as passive, if ν(ω) ≥ 0 (or ρ(ω) ≥ 0). On the other hand,
if ν(ω) < 0, the system shows a shortage of passivity and can be ren-
dered passive by employing a minimum positive feed-forward of |ν(ω)|,
see Fig. 2.1A. Referring to Section 2.1.1, the system becomes strictly pas-
sive, if the used feed-forward gain is larger than |ν(ω)| ∀ω ∈ R. Simi-
larly, if ρ(ω) is negative, the system also lacks passivity and can be ren-


















= ν(ω) < 0 by in-




= ρ(ω) < 0 by
output feedback. (C) Feedback interconnection of two systems
G1 and G2, showing the IFP and OFP indices ν1(ω), ρ1(ω) and
ν2(ω), ρ2(ω), respectively.
dered passive by employing a minimum negative feedback of |ρ(ω)| as
shown in Fig. 2.1B [74]. Focusing on SISO systems, the ideas of Fig. 2.1A
and Fig. 2.1B can also graphically be examined, by noticing that the feed-
forward action shifts the Nyquist plot of G(jω) by |ν(ω)| in the right di-
rection, such that Re {G(jω)} ≥ 0, ∀ω ∈ R, while the feedback action
transforms the Nyquist plot in a circle that crosses the real axis at s = 0
and s = 1/ |ρ(ω)| [25, 74].
Furthermore, if passive or (partially) non-passive systems are intercon-
nected in a negative feedback-loop, as illustrated in Fig. 2.1C, passiv-
ity indices can also be utilized to quantify the passivity of the resulting
closed-loop system [169]. In particular, given two asymptotically stable
SISO systems G1(s) and G2(s) with the IFP and OFP indices ν1(ω), ρ1(ω)
and ν2(ω), ρ2(ω), respectively, rather simple passivity criteria can be de-
rived. If G1(s) has the form of the system in Fig. 2.1B and G2(s) has the
form of the system in Fig. 2.1A, it can directly be seen that the OFP index
of the interconnected system is given by ρ(ω) + ν(ω). Thus, the feedback-
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loop is passive, if ρ(ω) + ν(ω) > 0, ∀ω ∈ R. In addition, summarizing
the results from Appendix A.1, the interconnected system is passive if
ρ1(ω) + ν2(ω) ≥ 0, ∀ω ∈ R or if ν1(ω) ≥ 0, ∀ω ∈ R and simultaneously
ρ2(ω) ≥ 0, ∀ω ∈ R. In this context, the first condition shows one of the
basic concepts of passivity-based control, namely that a shortage of OFP
can be compensated for by an feedback-action that has an excess of IFP,
i.e., ν2(ω) ≥ |ρ1(ω)| [74, 94, 169].
2.1.3 Passivity Theorems
A direct implication from the passivity definitions from Sec. 2.1.1 is that
every passive system is stable, i.e., Re {sλ} ≤ 0,∀λ. Further, each strictly
passive system is asymptotically stable, i.e, Re {sλ} < 0,∀λ. Regarding
Fig. 2.1C, the closed-loop system thus always results in an asymptotically
stable system, if the subsystem in the forward path is strictly passive and
the subsystem in the feedback path is passive [25, 74]. In case of proper
SISO systems, this can directly be seen by applying the Nyquist stability
criterion [10, 89, 98, 119]. It follows that the total phase response of the
open-loop system’s Bode plot is bounded and never reaches −180◦ or the
open-loop system’s Nyquist curve always remains in the third and fourth
quadrant of the complex plane. This property is especially useful to main-
tain (robust) stability even if large variations in the system parameters
occur or large (modeling) uncertainties are to be expected [14, 25, 73, 92].
Beyond that, passive systems feature the property that two passive sub-
systems which are either connected in parallel or in a feedback-loop both
result in a passive system again [74, 169]. These are also the reasons why
the concept of passivity represents a powerful approach for the assess-
ment and stabilization of power systems, where all energy producers and
loads are connected in parallel.
Finally it should be noted that, even though the formal passivity defini-
tion from Sec. 2.1.1 and the stated passivity theorems require an evalu-
ation of the system characteristics for (almost) all frequencies from −∞
to +∞, practical applications often allow to weaken this strict demand.
More specifically, regarding (symmetrical) digital control systems, it is
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typically sufficient to restrict the passivity assessment to frequencies from
ω = 0 up to the Nyquist frequency ωN, defined by the system’s sampling
time, see [39, 75]. This can be explained by the fact that digital controllers
misinterpret signal components above the Nyquist frequency as compo-
nents below ωN, which thus defines the active, controllable frequency
limit of the system [39, 42, 110, 119]. In order to identify and prevent a
critical excitation of above Nyquist frequency signal components, the less
conservative small gain theorem [32, 74] can be incorporated in the next
step. Accordingly, the stability of an interconnected system can be guar-
anteed, if every system 1) is strictly passive in the frequency range [0, ωN]





< 1, ∀ω ∈ (ωN,∞), where σ denotes the maximum singular
value [14]. With regard to the stringent requirements of today’s grid stan-
dards, see e.g., [6, 15], and the resulting necessity to implement passive
(damping) output filters, it can be assumed that the second condition is
always fulfilled for the converter systems under study. For this reason,
and in accordance with the majority of related works, the following ana-
lysis mainly focuses on the low frequency range up to the Nyquist fre-
quency.
2.2 Grid-Connected VSCs
2.2.1 Classification and Operating Principles
Depending on the type and functionality in the power system, grid-
connected VSCs can generally be classified into grid-feeding, grid-
supporting, and grid-forming power converters [20, 108, 127]. While the
latter realization is controlled to represent an (ideal) AC voltage source
and aims to preset a voltage with amplitude |VPCC,set| and frequency ωset
at the point of common coupling (PCC), the first converter type acts as
a current source that delivers a desired active power Pset and reactive
power Qset to an energized power grid. In order to properly regulate the
exchanged power, grid-feeding converters typically use phase-locked-
loops (PLLs) to synchronize with the voltage at the PCC [2]. In this
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regard, we proposed a simple model of a synchronous reference frame
PLL in [5], where an overview of different (other) PLL realizations and
synchronization techniques can be found in e.g., [47, 83, 127]. The last
type of converter, the grid-supporting converter, is in between the other
two types and can be implemented either as a current or a voltage source,
with or without PLL, see e.g., [108] for more details. Depending on the
realization, these converters utilize different outer control loops, includ-
ing a droop or a reverse droop control [24, 102, 127], trying to maintain
the grid voltage and grid frequency at their nominal values, or provide
other ancillary services, such as balancing energy imbalances, working in
island mode or restoring the grid by black starting. [71, 108].
At the moment, most RES are still operated as simple grid-feeding units,
but the trend is more and more moving towards grid-supporting real-
izations or grid-forming converters [18, 132, 136]. Since there exists no
uniform VSC control structure for the implementation of the desired con-
verter functionality, it is difficult to present a general control block dia-
gram. However, the systems are always operated in a similar way. Fig. 2.2
shows an exemplary three-phase circuit diagram of a grid-connected VSC
with a selection of optional outer-loop controllers.
While the implementation of an outer control loop, like an AC voltage or
power control structure mainly defines the type of converter, almost all
grid-connected VSCs have a fast current control loop on the lowest layer
of a cascaded control [108, 127]. The current control can either use the
grid-side current Itg or the converter-side current It as control variable.
While the feedback of the grid-side current has the advantage that the
injected current is directly regulated, the feedback of the converter-side
current results in a simpler controller design, where the resonant part of
the LCL filter can be considered as a part of the grid impedance Zg.
In order to specifically regulate the injected active and reactive current
components, and thus, to realize a desired converter functionality, most
converters use the concept of voltage oriented control [127]. With this
approach, the input Iref of the inner current control loop is specified in a
rotating (d, q)-frame that is controlled to be aligned with the complex volt-
age space vector of V tPCC. Then, since the current setpoints represent DC
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Fig. 2.2: Principle three-phase circuit diagram of a grid-connected VSC
with optional outer-loop controllers.
quantities, two simple proportional-integral (PI) controllers can be imple-
mented to achieve a zero steady-state error. However, such synchronous
frame controllers have to cope with cross coupling effects, which are in-
troduced by the transformation of the converter plus filter dynamics into
a rotating (d, q)-frame [72]. To achieve a better performance, additional
(decoupling) feed-forward actions must be designed [20, 118]. Besides
that, the required transformations may cause an unwanted active or re-
active current injection if the synchronous frame identification is inaccu-
rate.
Alternatively, in order to avoid complex decoupling strategies and si-
multaneously reduce the computational effort of multiple nonlinear
transformations, resonant current controllers in the stationary (α, β)-
domain can be utilized. This control strategy has attended a lot of
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interest in the past years, see e.g., [3, 22, 29, 56, 63, 82, 160, 161, 164, 170].
In addition to their simple implementation in the continuous Laplace-
domain, proportional-resonant current controllers offer the opportunity
to compensate for multiple harmonics without the need of multiple
rotating reference frames. They inherently take both, the positive- as well
as negative-sequence components into account [27, 126], but require a
transformation of the DC reference current Iref into sinusoidal signals
in the (α, β)-domain. The current controller output acts as three-phase
voltage reference V tref for the PWM, which generates the firing pulses
for the semiconductor switches of the VSC. For simplicity, it is often
assumed that the DC voltage control, also referred to as direct voltage
control (DVC), works perfectly and the DC-link voltage VDC remains
constant during the operation.
2.2.2 Impedance-Based Modeling and Harmonic Stability Concept
The concept of harmonic stability is based on the impedance-based mode-
ling idea, where every active energy producer or consumer in the power
grid can be interpreted as a voltage or current source with associated in-
put impedance or admittance, respectively [123]. In case of grid-feeding
and grid-supporting power converters without outer AC voltage con-
trol loop, the interconnected grid-converter system from Fig. 2.2 can also
be represented by the simplified impedance-based equivalent circuit dia-
gram shown in Fig. 2.3.











Fig. 2.3: Simplified impedance-based equivalent circuit diagram of a grid-
connected VSC with LCL filter and converter-side current con-
trol.
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Due to the underlying current control structure, the converter basically
shows the behavior of a current source, which output current is speci-
fied by outer control loops. Ideally, the current source would inject the
desired reference current Iref without any time delay and independent
of the power grid condition. However, because of the finite controller
bandwidth, the current source has a non-ideal behavior and shows the
reference current dynamics Gccl(s) 6= 1 and the parallel input admittance
Y ci (s) [4, 11, 30, 57, 140, 143, 150].
Applying basic rules known from linear circuit theory, all remaining pas-
sive filter components on the right side of Fig. 2.3 can be combined to a
synthetic grid impedance Z̃g(s), i.e.,







where Ỹfg(s) = 1/(Zfg(s) + Zg(s)) is the common admittance of the
grid-side filter inductance Zfg(s) in series with the grid impedance Zg(s).
Then, the synthetic PCC voltage E that is seen from the converter can be
expressed as
E(s) = Ṽg(s)− Z̃g(s)I(s) = Z̃g(s)Ỹfg(s)Vg(s)− Z̃g(s)I(s). (2.6)
In combination with the converter dynamics
I(s) = Gccl(s)Iref + Y
c
i (s)E(s), (2.7)
the overall closed-loop system can be described by
I(s) =
Gccl(s)
1 + Y ci (s)Z̃g(s)
Iref(s) +
Y ci (s)
1 + Y ci (s)Z̃g(s)
Ṽg(s). (2.8)
In the following, it is presupposed that the grid voltage Vg is stable with-
out the connected converter and that all passive filter components repre-
sent (asymptotically) stable minimum phase systems. Then, given (2.8),
it can be seen that both, the reference current dynamics from Iref to I
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as well as the disturbance dynamics from Ṽg to I are stable, if Gccl(s) is
stable and the feedback-interconnection of the VSC’s input admittance
Y ci (s) with the synthetic grid impedance Z̃g(s) satisfies the SISO Nyquist
stability criterion [10, 89, 98, 119]. Consistent with common practice, it
can always be assumed that the former condition is fulfilled, since only
a stable reference current behavior Gccl(s) makes sense if grid-feeding or
grid-supporting converters shall be connected to the grid. In this context,
Ch. 4 reviews our current controller design from [3], which aims to result
in an asymptotically stable reference current dynamics.
Then, the system’s stability is determined by the interconnection of Y ci (s)
and Z̃g(s). The grid impedance results from the status of the power net-
work, where besides the impedances of power cables or active and pas-
sive loads, also other grid-connected VSCs have to be considered [11, 88,
141,143,147]. Further, the grid-side filter components, i.e., in this case the
capacitance Zc and the inductance Zfg are added to Zg, which introduces
a resonance to the synthetic grid impedance Z̃g. According to common
design guidelines for low- as well as medium-voltage converters with
switching frequencies between 5 kHz and 10 kHz, this filter resonance typ-
ically lies between ten times the grid’s fundamental frequency fr and the
converter’s Nyquist frequency fN = fs/2, where fs denotes the switch-
ing frequency [13, 17, 84]. In some applications, the resonance can also
be located at higher frequencies [125]. As shown in this thesis, the active
or passive damping of this filter resonance is one of the main challenges
in the converter design, where the concept of harmonic stability can be
used.
On the other hand, the VSC’s input admittance Y ci (s) depends on the
converter’s output filter as well as the implemented controller structure
and parameterization. In particular, Y ci (s) may have a positive, zero,
or a negative real part in different frequency ranges, where mainly two
ranges can be distinguished, i.e., 1) the low-frequency range near the
grid’s fundamental frequency fr and 2) the high-frequency range from
hundreds of Hertz up to a few Kilohertz above the converter’s switching
frequency fs [55, 140]. The first frequency range is predominantly influ-
enced by outer control loops as the power control, the DVC, and the alter-
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nating voltage control (AVC) [2, 24, 52, 55]. Moreover, the PLL is known
to introduce negative damping in the low-frequency q-axis dynamics, see
e.g., [31,52,55,144,148,149], where the effects have more influence in weak
grids, showing a low short-circuit-ratio [168]. On the other hand, the con-
verter input admittance in the high-frequency range is mainly shaped by
the VSC’s output filter and the current control in combination with the
PWM and the sampling process [11, 42, 53, 57]. In this context, especially
the frequency region between approximately fs/6 up to the Nyquist fre-
quency is crucial for stability, since converters with single-update PWMs
and no active or passive damping usually show a conductance with neg-
ative real part there [4, 55,111,141,156]. Additionally, it has recently been
shown that the sampling process, or more precisely, the aliasing of above
Nyquist frequency signal components, can negatively affect the VSC’s in-
put admittance in the high-frequency range [42, 53].
Following the concept of harmonic stability, the interconnection of the in-
put admittance Y ci (s) and the synthetic grid impedance Z̃g(s) may result
in resonances, that are either over/under-damped, critically damped or
exponentially amplifying [140]. If there is positive damping at each res-
onance frequency, decaying, and thus, stable harmonic oscillations will
emerge. Contrary, if there is zero or negative damping at at least one
resonance frequency, a critically damped or an (exponentially) increas-
ing harmonic oscillation will be created. Under certain circumstances it
is also possible that a growing harmonic oscillation causes the converter
impedance to change and introduce additional damping. Then, the sys-
tem may reach a critically stable point with zero damping [124]. Other-
wise, the unstable oscillations continue to rise until protection units are
triggered or physical damage is caused.
One possibility to prevent a power system destabilization is to demand
passivity of all grid-connected components. Given the dynamics of the
grid-converter system (2.8), this concept can simply be verified regarding
the passivity theorems from Sec. 2.1.3. Assuming that the power network
only consists of passive components, that is Z̃g(s) from (2.5) is passive,
(asymptotic) stability can be guaranteed by design, if the VSC input ad-
mittance Y ci (s) is also (strictly) passive. In this case, all emerging reso-
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nances are necessarily positively damped, and thus, critical oscillations
cannot arise. However, as there are still some open questions regarding
the inclusion of effects from the digital control, which could not yet be
clarified conclusively, the next chapters discuss the converter modeling,
control and passivation in more detail.
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3 System Modeling
In this chapter, the system modeling is demonstrated on the digitally
current-controlled grid-connected VSC from Fig. 2.2. The content is
mainly based on our work [4] and the research of Harnefors et al. with
our proposed SISO small-signal PWM representation of [1]. After in-
troducing the adopted notation and the system under study, Sec. 3.2
describes all converter components in detail. Based on the resulting
converter current dynamics from Sec. 3.3, the last section deduces two
typical SISO models for the VSC’s input admittance [53], namely 1)
the single-frequency and 2) multiple-frequency model, which, in this
thesis, are referred to as quasi-analog and primary-frequency model,
respectively.
3.1 Circuit Diagram and Basic Control Structure
Throughout this thesis, three-phase systems are considered, but the con-
tributions can also be applied to single-phase systems in a similar way.
In this context, supposing symmetric conditions, where Ia(t) + Ib(t) +
Ic(t) = 0, each three-phase quantity can equivalently be understood as
a rotating space vector in the stationary (α, β)-domain. In the follow-
ing, the transformation between the three-phase representation and the
(α, β)-domain is performed by the power-invariant Clarke transforma-
tion [51, 64, 91, 118, 127], e.g.,










Here, I(t) represents a complex space vector, which is, for instance, given
by I(t) = I
√
3/2·ejφiejωit if Ia(t) = I cos(ωit+φi), Ib(t) = I cos(ωit+φi−
2π/3), Ic(t) = I cos(ωit+φi−4π/3) with I, ωi, and φi as the currents (peak)
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amplitude, frequency, and phase shift, respectively. For brevity, the sig-
nals’ time-dependency or dependency on the complex Laplace variable
s = σ + jω is omitted where there is no risk of confusion from now
on. Since digital converter systems are considered, the ∗ denotes sam-
pled data signals in the time-domain or the discrete Laplace-transformed
of signals and systems in the s-domain [39, 114, 119].
Using the introduced notation, Fig. 3.1 shows the basic stationary (α, β)-























Fig. 3.1: Basic single-phase circuit and stationary (α, β)-frame control
block diagram of a digitally current-controlled VSC that is con-
nected to the grid over an LCL filter.
The grid is modeled by a voltage source Vg with fundamental frequency
fr, e.g., 50 Hz or 60 Hz, and an associated grid impedance Zg. The con-
verter implements a digital stationary-frame current controller GPR(z),
which uses the sampled converter-side current I∗ as control variable and
I∗ref as digital current reference. To be consistent with common litera-
ture, like [4, 41, 42, 53, 55, 57, 100, 110], the converter current I is defined
to flow into the converter. For the purpose of active damping, the system
implements a filter H(z), which either utilizes the synthetic PCC volt-
age E or the LCL filter’s capacitor current Ic as a feed-forward quan-
tity. In comparison to damping strategies that use the voltage E, see
e.g., [41, 42, 110, 111], the usage of Ic allows to implement feed-forward
filters with differentiation actions more easily [4, 57, 157]. In order to pro-
vide sufficient time for the analog-to-digital conversion and the digital
computation, the controller plus feed-forward filter output is delayed by
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the computation time Tc, which is modeled by Gd(s). The resulting con-
verter reference voltage Vref acts as the input of the PWM. For simplicity,
it is assumed that the DC-link voltage VDC remains constant during the
operation and that overmodulation does not occur, i.e., |Vref | ≤ VDC/2.
To begin with, effects of the outer loop controllers are not considered, but
should be investigated in future works.
Throughout this thesis, the exemplary VSC test-system parameters of
Tab. 3.1 are used to demonstrate the proposed methods by example.
Table 3.1: Exemplary converter test-system parameters
Parameter Symbol Value Units
Rated converter power Sb 10.4 kVA
Nominal grid phase voltage Eb 400/
√
3 ≈ 230 V (rms)
Nominal converter phase current Ib 15 A (rms)
Converter base impedance Zb = Eb/Ib 15.396 Ω
DC-link voltage VDC 700 V
Fundamental grid frequency ωr = 2πfr 2π50 ≈ 314.16 rad/s
Switching frequency fPWM 10 kHz
Sampling time Ts = 1/fPWM 0.1 ms
Computation time Tc = Ts 0.1 ms
3.2 System Components
3.2.1 Normalized Converter Filter Dynamics
In order to meet harmonic current limits that are enforced by grid con-
nection standards, like the IEEE 1547 [68] or the BDEW norm for generat-
ing plants connected to the medium-voltage network [15], grid-connected
converters typically implement inductive passive output filters [17,49,84,
109, 138]. While filters with a single inductance are highly efficient, the
high costs and the excessive voltage drop across the inductor limits their
application to the small kilowatt range. Moreover, to overcome their poor
high-frequency attenuation capability of−20 dB/dec, most of the modern
low- and medium-voltage grid-connected VSCs implement LCL filters or
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other high-order filters, see e.g., [16, 17, 49, 100, 109, 117, 138, 152] for an
overview. As these filters provide two or three times more attenuation
at high frequencies, the output filter size and the associated costs can be
reduced significantly [17, 49]. One drawback in the use of LCL filters,
however, is the introduction of an additional (output filter) resonance,
which in turn might result in harmonic stability issues, if the filter’s reso-
nance falls in the frequency range, where the undamped converter shows
a negative input admittance [88, 140, 144, 153, 156]. In order to facilitate
a stable operation on the grid, it can often be beneficial to implement
some kind of passive damping strategy. In this context, Fig. 3.2 shows


























Fig. 3.2: Single-phase schematics of different LCL filter topologies, where
(A) represents an ideal LCL filter, (B) uses a series resistor for
passive damping, and (C) implements a split-capacitor with
resistive-inductive passive damping.
Converter-Side Inductance
Given the topologies from Fig. 3.2 and assuming that the filter component
on the converter-side, Zfc, consists of an inductance Lfc and some (series)
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resistance Rfc, the continuous-time dynamics of the converter current I




= −RfcI(t) + E(t)− Vc(t) (3.2)
where Vc and E are the VSC output voltage and the synthetic PCC volt-
age, respectively. At this point it should be noticed that the modeled re-
sistance Rfc has no filtering purpose, but introduces additional damping
in the low- as well as high-frequency range. As shown in [4, 53, 110], this
damping property can be used to render the converter system passive or
at least makes active damping approaches more robust against modeling
uncertainties. Mostly, Rfc does not have to be installed physically and the
parasitic resistance of Lfc [38] may act sufficiently dissipative.
In order to become independent of the power class and specific converter
parameters, (3.2) can be normalized by the converter’s base values. Us-
ing the nominal rated PCC phase voltage Eb = |Eb| /
√
3, the nominal
rated converter phase current Ib = |Ib| /
√
3, and the converter’s nominal

















where Zb = Eb/Ib = Sb/(3I2b) defines the converter’s base impedance.





















where lfc has the unit seconds and all other quantities are dimensionless,
the normalized converter-side filter dynamics in the Laplace-domain can
be derived as
i(s) = Yfc(s) (e(s)− vc(s)) =
1
lfcs+ rfc
(e(s)− vc(s)) . (3.5)
Besides optimized filter design approaches as in [16, 17], the inductance
Lfc is typically chosen depending on a desired maximum peak-to-peak
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Here, κPWM depends on the converter type and the implemented PWM
scheme, e.g., κPWM = 8 for a classical single-phase PWM [49, 125, 138] or
κPWM = 24 for a three-phase space-vector modulation (SVM) [17, 109].
In general, the selection of the current ripple ∆Imax represents a trade-
off between switching and conduction losses, and inductor coil and core
losses. Depending on the power rating, it is therefore often suggested to
choose the maximum current ripple as 10% − 40% of the rated converter
current [84, 109, 125, 138]. For instance, using a VSC with the parameters
from Tab. 3.1 and requiring a current ripple of approximately 15%, i.e.,
a peak-to-peak ripple of ∆Imax ≈ 3.2 A, the converter-side inductance
can be selected as Lfc = 3 mH, which, with the suggested normalization
(3.4) becomes lfc = Lfc/Zb ≈ 0.195 ms. By evaluating the given filter pa-
rameters in the works [13, 17, 84, 104, 109, 117, 125] which specifically con-
centrate on the LCL filter design of low- and medium-voltage converters
with power ratings between a few kilowatts and several megawatts, it
shows that common values of the normalized inductance lfc range from
about 0.07 ms to 0.5 ms, also verifying that the designed inductance com-
plies with typical configurations.
Grid-Side Inductance
Following the same line of reasoning, similar to (3.5), the normalized dy-
namics of the grid-side current are given by
ig(s) = Ỹfg(s) (vg(s)− e(s)) =
1
lfgs+ rfg + Zg(s)
(vg(s)−e(s)) (3.7)
where vg = Vg/Eb, ig = Ig/Ib, and lfg = Lfg/Zb, rfg = Rfg/Zb are
the normalized inductance and resistance of the grid-side filter Zfg, re-
spectively. Moreover, Zg(s) represents the usually unknown (and con-
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tinuously varying) normalized grid impedance, which normally shows
a predominant resistive-inductive behavior in the low-frequency range
[19]. Based on prior knowledge, it can thus often be modeled as Zg(s) =
Lg/Zbs + Rg/Zb = lgs + rg [30, 86] and be considered as a part of the ef-
fective grid-side impedance Zfg(s) during the design. In other scenarios
however, where, e.g., the VSC is connected to the grid over a long trans-
mission line [166] or a large number of other neighboring converters are
connected in parallel [11, 88, 141], the grid impedance model Zg(s) might
take a more complex form and must be adapted accordingly for each in-
dividual case. If, in addition, the converter is connected to the grid over
a transformer, the transformer’s inductance and resistance should also be
taken into account as part of Lfg and Rfg, respectively. Keeping these as-
pects in mind, Lfg is typically chosen as Lfg = κLLfc, where large ratios of
κL make the location of the LCL filter’s resonance frequency, and thus, the
high-frequency current attenuation more robust against changes of the
grid impedance. Nevertheless, to keep the costs low, it is often suggested
that the fundamental voltage drop over the total inductanceLt = Lfc+Lfg
should not be higher than approximately 10% of the base voltage [17,84],
i.e.,







Hence, again given the parameters of the converter under study and
noticing that the total admittance Lt should be lower than 4.9 mH,
the grid-side inductance can be chosen as Lfg = Lt − Lfc ≈ 1.5 mH,
corresponding to a normalized inductance of lfg = Lfg/Zb = 97.43µs.
Capacitive Branch with Series Resistance
As shown in Fig. 3.2, the capacitive branch of an ideal LCL filter only con-
sists of a capacitor Cc, while the simplest, damped LCL filter also shows
a resistor Rd in series. Thus, using the normalized capacitance cc = CcZb
in seconds and the normalized damping resistance rd = Rd/Zb, rd ≥ 0,
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the dynamics of the (effective) capacitive impedance Zc(s) from Fig. 3.2A
and Fig. 3.2B can generally be described by










where ic = Ic/Ib. In order to fulfill the desired high-frequency attenua-
tion requirements and simultaneously avoid an increase of the converter-
side inductance Lfc, the capacitance Cc should not be chosen too small.
On the other hand, a large capacitance results in a large reactive power
demand, and thus, requires a higher current that can flow into the capac-








where κC is chosen with respect to the maximum tolerated absorp-
tion of reactive power at rated conditions, e.g., 2% − 15% for low-
and medium power VSC’s [17, 84, 138] and 20% − 50% for high-power
VSCs [139]. In the low power range, it is also advisable to verify that
the resonance frequency of the LCL filter, ωr,GLCL ≈ 1/
√
(Lfc ‖ Lfg)Cc =√
(Lfc+Lfg)/(LfcLfgCc), is well separated from the fundamental grid-
frequency ωr and lies below the Nyquist frequency ωN, for example is in
the range of 10ωr < ωr,GLCL < ωN [13, 84]. This constraint can also be
used for the design of the grid-side inductance Lfg or the capacitance Cc,
where the limits may change in some specific applications [125].
With regard to the exemplary VSC test-system, the reactive power that is
consumed by the capacitance shall be limited to 2.5% of the converter’s
rated power. This can be satisfied by selecting the capacitance of the LCL
filter to be Cc = 4.7µF, yielding a normalized capacitance of cc = CcZb =
72.36µs. According to the recommended filter parameters from [13,17,84,
104, 109, 117, 125], this choice of cc can again be verified as being within
a usual range of about 20µs to 0.45 ms, where the LCL filter resonance
frequency is located at ωr,GLCL ≈ 14586 rads , and thus, also complies with
the constraint 10ωr ≈ 3141.6 rads < ωr,GLCL < ωN ≈ 31416 rads .
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In addition to the design of the filter capacitor, passive damping ap-
proaches also require to select a reasonable value for the series resistor
Rd. This resistance is often designed empirically, where e.g., the authors
of [84] recommend the selection Rd = 1/(3ωr,GLCLCc). In general, Rd
should be chosen sufficiently large to prevent critical oscillations, but not
too large in order to avoid an unreasonable decrease in efficiency. Here,
especially the works [13, 17, 100] should be highlighted, which analyze
and compare the losses of different (advanced) passive damping meth-
ods. At this point, however, no precise design of Rd is carried out here
and reference is made to Sec. 5.2.2, which discusses a passivity-based
parameterization more in detail. In the following, Rd is assumed to be
0.4 Ω 1/(3ωr,GLCLCc) ≈ 4.86 Ω, or rd = Rd/Zb = 0.026 0.316.
Capacitive Branch with Split-Capacitor and Resistive-Inductive
Damping
The main drawback of the capacitive branch with series resistance is that
all current components flow through the damping resistor Rd. This gen-
erally results in high resistive losses [100]. The damping scheme from
Fig. 3.2C mitigates this disadvantage by implementing two separated ca-
pacitor branches, where one contains a resistive-inductive damping cir-
cuit, which allows to bypass individual current components. More pre-
cisely, the low-frequency (fundamental) and the high-frequency (current
ripple) components of the converter current I are largely bypassed by the
inductance Ld and the parallel capacitance Cp, respectively, where only
the current components near the resonance frequency flow through the
damping resistor Rd [13]. In this context, reviewing the LCL filter topol-
ogy from Fig. 3.2C and defining the current Ic to flow through the shown













2 + lds+ rd
ccs(lds+ rd)
(3.11)
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where ld = Ld/Zb denotes the normalized damper inductance. In combi-
nation with the normalized parallel capacitance cp = CpZb, the dynamics
between the total current through both capacitive branches and the nor-
malized synthetic PCC voltage e can then be redefined by
e(s) = Zc(s) (ig(s)− i(s)) =
Zd(s)
1 + Zd(s)cps
(ig(s)− i(s)) . (3.12)
In order to obtain more or less the same resonance frequency ωr,GLCL
as in the ideal, undamped case, it is recommended to select the capaci-
tances such that the sum Cc + Cp approximately corresponds to the ca-
pacitance of an undamped (reference) filter. Here, the ratio between Cc
and Cp represents a trade-off between the introduced damping at ωr,GLCL
(or the losses) and the attenuation capabilities of the filter. The larger
the Cc in the damping branch, the less attenuation at the high-frequency
range [138]. On the other hand, to provide sufficient damping at the
LCL filter’s resonance frequency, it is proposed to select the cut-off fre-
quency of the damper circuit as Rd/Ld < ωr,GLCL , keeping the intro-
duced inductor losses in mind. Applied to the converter under study,
these considerations result in the exemplary parameters Cc = 3.3µF,
Cp = 1µF, Rd = 1 Ω, and Ld = 0.5 mH, which yields a cut-off fre-
quency of Rd/Ld = 2000 rads < ωr,GLCL/5. In terms of normalized quan-
tities, the respective components are given by cc = CcZb = 50.81µs,
cp = CpZb = 15.4µs, rd = Rd/Zb = 0.065, and ld = Ld/Zb = 32.48µs.
Resulting Filter Dynamics
Finally, combining (3.5), (3.7), and (3.9) or (3.12), respectively, and further











the normalized transfer function of the LCL filter can derived to be










If the parameters from Tab. 3.2 are used and all parasitic effects are
disregarded, Fig. 3.3 shows the Bode plots of the LCL filter dynamics
GLCL(s) and Fig. 3.4 depicts the Bode plots of the normalized synthetic
grid impedance Z̃g(s) for different LCL filter topologies and Zg(s) = 0.
Table 3.2: Summary of exemplary normalized parameters for different
LCL filter topologies
Normalized parameter Symbol Value Units
Ideal LCL filter parameters
Converter-side inductor lfc 0.195 ms
Converter-side resistor rfc 0.013 -
Converter-side time constant lfc/rfc 15 ms
Grid-side inductor lfg 97.43 µs
Grid-side resistor rfg 0.0065 -
LCL filter capacitor cc 72.36 µs
LCL filter resonance frequency ωr,GLCL 14586 rad/s
Parameter for series damping resistor
Damping resistor rd 0.026 -
Parameters for split-capacitor and resistive-inductive circuit
Damper capacitor cc 50.81 µs
Damper inductor ld 32.48 µs
Damping resistor rd 0.065 -
Damper time constant ld/rd 0.5 ms
Parallel capacitor cp 15.4 µs
As illustrated in Fig. 3.3, the filter’s resonance frequency as well as the
resonance peak value can be specified and shaped by the described rules
of thumb. Here, the damping resistance rd does not affect the LCL filter’s
frequency response in the low-frequency range, but introduces damp-
ing in the high-frequency range near and above the filter’s resonance
frequency ωr,GLCL . By increasing rd, the magnitude of the resonance
peak is lowered and, if the topology from Fig. 3.2B is used, the filter’s
high-frequency magnitude attenuation is decreased from −60 dB/dec to
−40 dB/dec. Contrarily, the advanced damping strategy from Fig. 3.2C
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Fig. 3.3: Bode plots of GLCL(s) with Zg(s) = 0, where (a) represents the
dynamics of an ideal LCL filter, (b) the dynamics of the filter with
series damping resistance, and (c) the filter with split-capacitor
and resistive-inductive damping circuit.
still shows an attenuation of −60 dB/dec at high frequencies and only
a local phase lead above ωr,GLCL emerges. At very high frequencies it
should however be regarded that more and more (unmodeled) parasitic
effects [38] occur and that the model becomes increasingly less precise.
If the parasitic effects are neglected again, a similar resonant behavior
can also be observed in Fig. 3.4. As can be seen, the synthetic grid
impedance Z̃g(s) shows the characteristics of a low-pass (or band-pass)
filter, where high-frequency components are attenuated by −20 dB/dec
if the LCL filter is undamped or the damping circuit from Fig. 3.2C is
used. But, in comparison to a simple resistive-inductive grid impedance,
Zg(s), the synthetic grid impedance Z̃g(s) also shows a resonance at
ωr,Z̃g ≈ 1/
√
LfgCc < ωr,GLCL , which is in this case approximately lo-
cated at ωr,Z̃g ≈ 11910
rad
s . While the LCL filter’s damping resistance
rd can also be used to reduce the corresponding resonance peak value,
an increased grid inductance shifts the resonance frequency ωr,Z̃g to the
left, providing an even higher attenuation of high-frequency compo-
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Fig. 3.4: Bode plots of Z̃g with Zg(s) = 0, where (a) the LCL filter is ideal,
(b) the LCL filter implements a series damping resistance, and (c)
the LCL filter uses a split-capacitor and resistive-inductive damp-
ing circuit.
nents in practical applications. At this point it should be noticed that
the resonance frequency of the synthetic grid impedance lies above the
frequency ωs/6 ≈ 10471 rads , and thus, coincides with the region, where
VSCs usually show a negative conductance. As will be shown later, the
grid-converter system cannot be operated safely without any passive or
active damping. This was intended to demonstrate the effectiveness, but
also the sometimes overlooked risks, of different passivation methods.
3.2.2 SISO Small-Signal Behavior of the PWM
As can be observed from the converter’s control block diagram of Fig. 3.1,
the desired VSC output voltage Vc is typically generated by a pulsewidth
modulator that drives the semiconductor switches. While analog imple-
mentations, like the naturally-sampled PWM, counted as the state of the
art for many years, digital regularly-sampled pulsewidth modulators, as
illustrated in Fig. 3.5 have become standard nowadays [34,64,105,133].











Fig. 3.5: Principle structure of a digital pulsewidth modulator [1].
Depending on the PWM module realization, the modulator input is ei-
ther given by a continuous-time reference signal Vref(t) or the sampled
sequence V ∗ref(t). The latter can mathematically be described with the help
of the impulse modulation technique [39, 119] and is given by a string of








presupposing that Vref(t) is a smooth right-sided signal with Vref(t) =
0, ∀t < 0. In case of the regular-sampled PWM, the discrete-time impulse
sequence is passed through a zero-order hold (ZOH) circuit, which holds
the last sampled value until the next sampled value is available, i.e.,
V ref(t+ kTs) = Vref(kTs), ∀ 0 ≤ t < Ts, k = 0, 1, 2, . . . . (3.16)
Then, if it is assumed that overmodulation does not occur, the PWM out-
put Vc(t) is generated by comparing the time-continuous piecewise con-
stant input signal V ref(t) with a carrier waveform Sc(t), as illustrated in
Fig. 3.6.
The carrier waveform is typically a triangular or a sawtooth signal with
amplitude VDC and frequency fPWM = 1/TPWM, where TPWM represents
the converter switching period. To avoid unwanted DC offsets and other
errors that might be caused by a poor selection of the sampling points,
most applications synchronize the sampling frequency with the switching
frequency. In particular, choosing TPWM = Ts, yields the single-update
(symmetrically sampled) PWM [55,62,105,167]. As illustrated in Fig. 3.6,
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Fig. 3.6: Pulsewidth pattern for a single-update symmetric-on-time PWM
with triangular carrier signal [1].
the samples are synchronized with the carrier and can either be taken
at the beginning of each carrier period or in the middle of each carrier
period [62, 118]. If the switch-off (zero-) states are placed symmetrically
around the carrier’s minima and maxima, this scheme allows to sample
the AC converter current roughly in its mean value, which reduces the
harmonics seen by the control system. Besides the single-update PWM,
also double-update (asymmetrically sampled) modulators with TPWM =
2Ts are available, where the samples are typically taken at the positive
and negative peaks of the carrier signal. In addition, multiple-sampling
strategies are becoming more and more popular in high-power converter
applications [167].
In order to provide sufficient time for the analog-to-digital conversion
and processing time for the digital control algorithm, the PWM reference
signal V ∗ref(t) is typically delayed by a computational time Tc. This ad-
ditional computation delay can be modeled by a pure time delay model
of the form Gd(s) = e−sTc . In case of a single-update PWM, Tc is often
chosen to be one sampling period, i.e., Tc = Ts, see Fig. 3.6. Several works
also propose to shift the sampling instant closer to the switching instant,
which allows to reduce the computational delay to Tc = κTs, κ = 0 . . . 1
[53, 55]. In doing so, the additional delay and its associated phase lag is
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minimized, but in return, there will be larger (sampling) harmonics on
the measured current that result from the sampling near the switching
instants.
Concerning the toggling of the output signal Vc(t), a further division
can be made: 1) symmetric-on-time and 2) symmetric-off-time switching.
While the former switches from potential 0 to VDC if the sampled-and-
held reference signal V ref(t) is greater than the carrier signal Sc(t), the
latter switching strategy does the reverse [64, 105, 133]. In this regard, it
does not matter whether the modulator switches between the potentials
0 and VDC or between the potentials −VDC/2 and +VDC/2, since the con-
sidered VSC has no clamped neutral point, and thus, only the differential
voltages are relevant.
PWM Model in the Time-Domain
In this thesis, a converter system is considered that is equipped with the
classical single-update PWM. It is assumed that the controller’s output
reference voltage is preliminarily mapped to the input voltage range of
the modulator and that the signal does not exceed the maximum DC-
link voltage. Moreover, it is supposed that the reference voltage Vref(t)
consists of a single sinusoidal with constant frequency, which allows to
describe the PWM’s input by an unique, periodical impulse sequence,
Vref(kTs). Given the pulse-width pattern of Fig. 3.6, this implies that
the switching instants of the k-th pulse between t = kTPWM and t =
(k + 1)TPWM, k = 0, 1, 2, . . ., can also be understood as a periodical im-
pulse sequence, which depends on the PWM’s reference signal and can
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Then, using the impulse sequence T0(kTs), k = 0, 1, 2, . . . to reproduce
the switching instants of the PWM pulses and σ(t) to denote the Heav-
iside step function, the normalized PWM output vc(t) = Vc(t)/Eb can






[σ(t−kTPWM −T0(kTs))−σ(t−(k+1)TPWM +T0(kTs))] .
(3.19)
In general, if the converter system reaches a steady-state operating
point, or more precisely, a steady-state operating trajectory, the con-
verter’s PWM reference V ∗ref(t) represents a periodic sinusoidal impulse
sequence. Hence, Vc(t) also represents a periodic signal and can thus
be interpreted as an infinite Fourier-series. In this context, Appendix
A.2 derives an analytic description of the digital single-update PWM for
the special case where Vref(t) (or V ∗ref(t) respectively) consists of a single
sinusoidal with frequency ωr = 2π/Tr, where the cycle time Tr is an
integer multiple of the sampling time Ts, i.e., Tr = κTTs, κT = 1, 2, 3, . . ..
The resulting PWM pulse pattern can be represented in terms of a funda-
mental component, a constant DC offset as well as baseband, carrier and
sideband harmonics, see also [64]. However, since the Fourier coefficients
are implicitly given by infinite sums, where the summands involve the
Bessel functions of the first kind, which nonlinearly depend on the ref-
erence signal’s frequency and magnitude (see (A.18)), a tangible system
description is difficult. In fact, the analytic description of the PWM
behavior becomes even more complex, if Tr 6= κTTs, κT = 1, 2, 3, . . .
or the input signal Vref(t) consists of multiple sinusoidal components,
which is always the case in practice because of the feedback of harmonics.
Moreover, research into the generation and modeling of interharmonics,
i.e., signal components at frequencies that are not an integer multiple
of ωr, is still in its infancy [128]. But, in the meanwhile, there exist a
few simplified PWM models that take certain nonlinear PWM effects
into account, see e.g., [129, 159], and there are also some (linear) PWM
modeling methods that allow to incorporate the injected harmonics at
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ωr ± kωs, k = 1, 2, . . . [42, 116, 140, 165]. The latter idea of a multiple-
frequency PWM model is revisited in Ch. 6 and is further developed in
regard to the modeling and assessment of aliasing effects.
However, assuming that high-frequency harmonics above the converter’s
Nyquist frequency are sufficiently suppressed by the LCL filter, most re-
searchers focus on the fundamental signal component and use averaged
SISO small-signal models to describe the PWM’s behavior. They mainly
aim to reflect the voltage-time area of the generated pulses in one switch-
ing period and also have the purpose to accurately model the averaged
phase lag. If any nonlinear effects are disregarded, the digital pulsewidth
modulator is typically modeled by a simple first-order lag element, a pure
time delay or a ZOH element in either the continuous- or discrete-time
domain, see e.g., [4, 31, 53, 63, 88, 110, 141, 162, 167]. The first approxima-
tion was mainly used in initial studies, whereas it was verified that the
latter approximations accurately model the phase response of the PWM
and that the ZOH element only shows little magnitude deviations [90].
However, as we have demonstrated in [1], a dead time model gener-
ally represents a far too conservative small-signal PWM approximation
and the ZOH PWM model always shows an overoptimistic magnitude
response.
In contrast, following the idea of [1] and adapting the principle behav-
ior of a ZOH element to a linear PWM model, which generates pulses
with a constant duty cycle and a varying output amplitude, the mod-
ulator’s small-signal behavior can be better reproduced. Linearizing
(3.19) around a constant averaged duty cycle D0 ≈ Tp(kTs)/TPWM =
vref(kTs)/(VDC/Eb), where Tp(kTs) = TPWM − 2T0(kTs) is the on du-
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Due to the adopted linearization, the output becomes independent of the
actual DC-link voltage VDC, but still maintains the (normalized) voltage-
time area of each PWM pulse, i.e., Tp(kTs)·(VDC/Eb) = vref(kTs)·TPWM.
PWM Model in the Continuous Laplace-Domain
Since (3.20) represents a linear relation between the PWM’s normalized
input signal vref(kTs) and its normalized output vc(t), (3.20) can be trans-










2 )TPWM . (3.21)
For the single-update PWM, where TPWM = Ts, the term vref(kTs)e−skTs
represents the Laplace transform of vref(kTs)δ(t − kTs). Hence, the first










which defines the discrete (or starred) Laplace transform of the (right-
sided) normalized impulse-sampled reference signal v∗ref(t) from (3.15)
[39,114,119]. Finally, using (3.21), (3.22), and setting TPWM = Ts, the SISO















The model (3.23) with sampled input v∗ref(s) and continuous output vc(s)
represents an interface between the discrete and the continuous-time do-
main. If a continuous signal vref(s) is used as the PWM input, (3.23) must
be scaled by 1/Ts to reproduce the output amplitude correctly [39,119].
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As can be seen, the phase lag from (3.24) is identical to that of a pure time
delay model Tse−sTs/2, while the magnitude decreases from Ts at ω = 0
to 0 at ω = ωs/D0, following a weighted sinc-function. Compared to the
classical ZOH element, i.e., GZOH(s) = (1− e−sTs)/s, the proposed model
(3.23) provides an additional degree of freedom, namely the averaged
duty cycleD0, 0 ≤ D0 ≤ 1, which can be adapted such thatGPWM(s) rep-
resents different PWM schemes, see [1]. In this context, Fig. 3.7 shows the
frequency responses ofGZOH(s)/Ts and the proposed modelGPWM(s)/Ts
in comparison to the normalized characteristics of a digital single-update
PWM, which is triggered by a sinusoidal reference signal of the form
Vref(t) = VDC/2 + amVDC/2 sin(ωrt), where am ∈ [0.05, 1] is an amplitude


























Fig. 3.7: Magnitude and phase characteristics of (a) the identified non-
linear single-update PWM for varying modulation indices, and
Bode plots of (b) the ZOH PWM model GZOH(jω)/Ts, and (c) the
proposed PWM model GPWM(jω)/Ts with D0 = 0.868.
As expected, the modulator’s output does not only depend on the input
signal’s frequency, but also on its amplitude. If the reference signal am-
plitude is decreased, the attenuation of the output’s fundamental com-
ponent decreases as well. Following our suggestion from [1], the aver-
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aged duty cycle for a single-update PWM can be defined as D0 = 0.868.
This choice of D0 results in a worst-case small-signal PWM model, which
underestimates the nonlinear modulator’s amplitude attenuation at low
frequencies, but yields an upper magnitude bound for frequency compo-
nents close to and above the critical frequency ωs/6. This is particularly
important for the system analysis of Ch. 5, which aims to derive sufficient
small-signal stability criteria for the controller and filter design.
At this point it should be remarked that the proposed averaged model
and the classical ZOH PWM model do not represent a small-signal model
in the narrower sense. While a small amplitude of the reference signal re-
sults in small duty cycle changes, large amplitudes result in a duty cycle
that may vary between 0 and 1. Therefore, some authors refer to those
kind of averaging PWM models as large-signal, instead of small-signal
models, see e.g. [62]. However, since the averaged voltage-time area
in one switching period is identical to that of the nonlinear PWM and
the identified (steady-state) frequency responses converge for decreas-
ing input signal magnitudes, the applicability of the proposed worst-case
small-signal PWM model is justified for linear stability analyses.
3.2.3 Plant Dynamics in the Discrete z-Domain
Adopting the considerations of Sec. 2.2.2 and treating the LCL filter’s
capacitive branch and the grid-side inductance as a part of the grid
impedance, the analysis and controller design can be simplified for con-
verters that implement a converter-side current control. Reviewing the
schematic circuit from Fig. 3.1, it shows that the dynamics, which are seen
from the digital controller are given by the converter-side admittance
Yfc(s) preceded by the small-signal model of the PWM plus computa-
tional delay. Therefore, it is reasonable to transform the resulting plant
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Considering a symmetrically sampled single-update PWM with Tc = Ts
and following the derivations from the Appendix A.3, the plant’s com-





















If other converter filters or sampling strategies are to be consid-
ered, reference is made to [1], where two generic transformations for
plants with n single poles and arbitrary delays are derived. Since
(YfcGPWMGd)(z)|z=ejωTs does not represent a rational function of ω,
Bode’s ’hand-plotting’ techniques do not apply [39]. However, regarding
the design recommendation for the converter-side filter from (3.6), it can
be noticed that rfc/lfcTs ∼ rfcIb/VDC, which can be supposed to approach















































with Td = 0.5Ts + Tc = 1.5Ts as the total time delay that is introduced
through the PWM plus computational delay. As might be noticed,
(3.27) is equivalent to the z-transform of e−sTs/(lfcs) that is preceded
by a ZOH element. At this point it is worth to compare the frequency
responses of the original discretized plant dynamics (3.26) and the sim-
plified dynamics (3.27) with that of the continuous equivalent dynamics
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Yfc(s)GPWM(s)/TsGd(s). Fig. 3.8 shows the corresponding Bode plots of


































Fig. 3.8: Bode plots of the VSC’s (a) discretized plant dynamics
(YfcGPWMGd)(z), (b) simplified discretized plant dynamics,
where rfc/lfcTs = 0, and (c) continuous plant dynamics
Yfc(s)GPWM(s)/TsGd(s) with D0 = 0.868, respectively [3].
As can be observed, the responses of the discretized plant dynamics (3.26)
and (3.27) only differ in the low frequency range below and near the
output filter’s cut-off frequency rfc/lfc. In contrast, the Bode plots of
(YfcGPWMGd)(z) and Yfc(s)GPWM(s)/TsGd(s) show a notable mismatch
in their amplitudes in the high-frequency range above ωs/6 = 10472 rads .
In fact, the PWM model (3.23) attenuates high frequency components,
which has a damping effect on the continuous-time equivalent plant dy-
namics, whereas the PWM in (3.26) and (3.27) has an amplifying effect.
3.2.4 Digital Stationary-Frame PR Current Controller
As already described, the VSC’s current control is typically realized by
two PI controllers with feed-forward and cross-coupling compensation
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actions in a rotating (d, q)-reference frame or by two PR controllers
in stationary (α, β)-coordinates [20, 108, 127]. The main advantage of
stationary-frame PR controllers is the reduction of coordinate transfor-
mations and the avoidance of decoupling strategies in the synchronous
(d, q)-frame [72, 93, 126, 170]. Because of this and other beneficial prop-
erties, this thesis aims to further advancing research and focuses on the
application of PR current controllers.
Per definition, resonant controllers show poles on or near the imaginary
axis, which allow to regulate sinusoidal reference signals without any
(significant) steady-state control error [164, 170]. Due to its behavior, the
resonant part is thus also referred to as sinusoidal signal integrator (SSI)
[22] or second-order generalized integrator (SOGI) [27, 127] and in its
reduced form as reduced-order generalized integrator (ROGI) [27, 55].
While the SOGI implementation inherently provides a very high gain to
the positive- as well as negative-sequence of a sinusoidal input signal, the
ROGI realization can only deal with the positive- or negative-sequence
component, but requires less processing load and fewer states in its im-
plementation.
Since a key issue of grid-connected converters is not only to track a refer-
ence current but also to suppress selected harmonics, multiple resonant
parts can be connected in parallel, where the resonator frequencies are
typically selected as integer multiples of the fundamental grid frequency
ωr = 2πfr, i.e., hiωr, hi ∈ h. Here, the harmonics are typically selected
as h = {1, 3, 5, 7, . . .} for single-phase and h = {1, 5, 7, 11, 13, 17, 19, . . .}
for (α, β)-frame control [29, 56]. If the multifrequency PR controller is
to be used in a symmetrical three-phase system, the implementation ef-
fort can be reduced by operating (multiple) SOGI-based resonators in a
synchronous-reference frame, rotating at the measured or estimated grid-
frequency ωr [93]. In doing so, the SOGI’s high gains at the negative- and
positive-sequence components can be utilized to compensate for two har-
monics with only one resonator [3, 22, 82].
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Multifrequency PR Controller in the Continuous Laplace-Domain
In general, PR controllers show great similarities to harmonic filters in
the stationary reference frame, which aim to extract selected harmonics
from a distorted sinusoidal signal by applying a frequency-modulation
[93, 126, 170]. Basically, the measured signal is in turn multiplied by sine
and cosine functions at the frequency of interest, where the specified sig-
nal component is transformed to a DC quantity in the synchronous (d, q)-
frame, leaving all the other components as AC quantities. After low-
pass filtering and processing by some filter GcDC(s), the signal is again
transformed back to the stationary frame. Mathematically, this frequency-




(GcDC(s− jhiωr) +GcDC(s+ jhiωr)) (3.29)
where hiωr is the selected (constant) angular frequency of the syn-
chronous (d, q)-frame. If the filter is chosen as a simple integrator, i.e.,
GcDC(s) = 1/s, the terms G
c
DC(s − jhiωr) and GcDC(s + jhiωr) represent
ideal ROGIs, showing an infinite gain at hiωr and −hiωr, respectively,
while GcAC(s) represents an ideal SOGI [27]. More generally, using a
low-pass filter of the form GcDC(s) = kI,hi/(s + ωc,hi), where ωc,hi is the
filter’s cut-off frequency and kI,hi is its gain, (3.29) becomes
GcAC(s) =
kI,hi(s+ ωc,hi)





s2 + 2ωc,his+ (hiωr)
2
, (3.30)
assuming that ωc,hi  hiωr, ∀hi ∈ h, which allows to neglect the
quadratic part in the denominator, ω2c,hi , and ωc,hi in the numerator.
Further, it is common to introduce an additional degree of freedom for
possible phase corrections by adopting a φhi degree phase-sifted sine and
cosine function for the transformation of the DC signals to the stationary
frame [93]. In terms of linear operations, Fig. 3.9 shows the control block
diagram of the resulting damped resonator.









Fig. 3.9: Linear control block diagram of a single damped SOGI-based res-
onator with phase compensation.
Then, in combination with a proportional path, the normalized transfer
function of a damped PR controller with multiple (α, β)-frame harmonic
compensators can be derived as [3]




s cos(φhi)− hiωr sin(φhi)
s2 + 2ωc,his+ (hiωr)
2
. (3.31)
Here, kP = KP/Zb and kI,hi = KI,hi/Zb in
rad
s are the normalized propor-
tional and integral gains, respectively,m specifies the number of included
resonators, ωc,hi denotes the hi-th resonant cut-off frequency, and φhi rep-
resents the h-th compensation angle. As an alternative to the (α, β)-frame
realization (3.31), the high-frequency harmonic resonators can also be im-
plemented in a synchronous reference-frame, rotating at ωr [22, 82, 93].
In this case, an equivalent (α, β)-frame description of the PR controller
can be derived by using the theory on complex transfer functions, see
[3, 51, 131]. Then, all following considerations can be applied in a similar
way, but are not to be discussed further. Fig. 3.10 shows the associated
Bode diagram of a PR controller with m = 1 for varying parameters [3].
If, for some hi, kI,hi > 0 and ωc,hi = 0, the associated resonator pro-
vides an infinite gain at the resonance frequency hiωr and shows a rela-
tive phase change of 180◦ at frequencies infinitely close to hiωr. Increas-




































Fig. 3.10: Detailed Bode plots of the continuous PR controller dynamics
GcPR(s) for different parameters with kP = 1, ωr = 2π50 rad/s
and (a) kI,1 = 200 rad/s, ωc,1 = 0, φ1 = 0◦, (b) kI,1 =
100 rad/s, ωc,1 = 0, φ1 = 0
◦, (c) kI,1 = 100 rad/s, ωc,1 =
1 rad/s, φ1 = 0
◦, and (d) kI,1 = 100 rad/s, ωc,1 = 0, φ1 = 30◦.
ing values of kI,hi result in an increased gain of |GcPR(jω)| close to the
corresponding resonance frequency, and thus, make the controller less
sensitive against variations of the frequencies to be tracked or compen-
sated [3, 170]. On the other hand, by increasing the respective cut-off
frequency ωc,hi > 0, the gain at the resonance frequency is reduced to
|GcPR(jhiωr)| ≈
∣∣kP + kI,hi/(2ωc,hi · ejφhi )∣∣ and the phase response close
to hiωr is compressed, see Fig. 3.10. Hence, while the parameterization
ωc,hi = 0 yields an ideal resonator with two poles at sλ = ±jhiωr, the res-
onator gets damped with ωc,hi > 0, showing two poles at approximately
sλ = −ωc,hi ± jhiωr for ωc,hi  hiωr. This additional degree of free-
dom is particularly useful for the digital controller implementation, see
e.g., [50,126], and for the passivation of the converter system near the res-
onance frequencies [4]. Further, to counteract the phase lag of the PWM
plus computational delay, the compensation angle φhi can be used to in-
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troduce an additional phase lead at hiωr, but also leads to an additional
gain attenuation below the resonance frequency.
Digital Controller Implementation
In the context of present-day systems, the current controller is mostly to
be implemented on a digital control system, using either floating-point or
fixed-point arithmetic [43, 50, 93, 126]. Here, the discrete z-domain repre-
sentation of the control law represents the basis for any implementation.
While the floating-point algorithm can directly be derived from the asso-
ciated difference equation, fixed-point implementations often utilize the
delta-operator δ = (z − 1)/∆, ∆ ≤ 1, in place of the shift operator to
reduce round-off errors, caused by the finite word length [50, 126].
Independent of the selected arithmetic, one possible discrete realization is
to straightforwardly implement the proportional path and the described
nonlinear frequency-modulation process with discretized filters GDC(z)
[93, 127]. However, since this method is similar to the PI control in a syn-
chronous (d, q)-reference frame, which needs an estimated phase angle of
the rotating frame and further requires trigonometric functions to be cal-
culated online or with the help of lookup tables, the implementation uses
many resources and is thus rather impractical. On the contrary, the PR
controller transfer function (3.31) can also be transformed to the z-domain
by common approximations, allowing a direct discrete realization as dig-
ital filter [119]. Besides the classical for- and backward Euler approxima-
tions or the bilinear Tustin approximation with/without prewarping, also
pole-zero matching or impulse-invariant transformations can be used,
see [9,39,119]. Especially the research of Yepes et al. in [160,161] should be
highlighted, where different discretization techniques for resonant con-
trollers are investigated and compared to each other.
Accordingly, as grid-feeding or grid-supporting power converters work
with well specified (more or less constant) harmonic frequencies, hiωr, the
prewarped Tustin method or the impulse-invariant discretization method
represent the most suitable transformations for PR controllers with delay
compensation [160]. Here, the prewarped Tustin approximation guar-
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antees a perfectly aligned resonator response at hiωr, and also leads to
a better compliance in the high frequency range, where hiωr  ω <
ωs/2. Therefore, this approach is often favored in the literature, see e.g.,
[4, 53, 57, 67, 126, 162]. Given (3.31) and applying the prewarped Tustin
method, i.e., s = Kpr,hi(z − 1)/(z + 1), Kpr,hi = hiωr/(tan(hiωrTs/2)), on
each resonator yields a discretized PR current controller of the form







(1− z−2) cos(φhi)− (1 + 2z−1 + z−2) sin(φhi)hiωr/Kpr,hi
1− 2z−1 cos(hiωrTs) + z−2 + ωc,hi/(hiωr) sin(hiωrTs)(1− z−2)
.
(3.32)
If ωc,hi = 0, it can be verified that the (undamped) resonator poles of
the discretized controller GtuPR(z) exactly correspond to their continuous
equivalent sλ, since z2−2z cos(hiωrTs)+1 = (z−ejhiωrTs)(z−e−jhiωrTs).
In addition, the zeros can also accurately be reproduced, see [160], and
the DC gains of the continuous and discretized controllers match, i.e.,
GcPR(s)|s=0 = GtuPR(z)|z=1. Thus, (3.32) represents an effective and ac-
curate digital implementation of the PR controller in form of a (linear)
infinite impulse response (IIR) filter.
Alternatively, regarding converter applications with varying tracking fre-
quencies, ωr, it became popular to implement a resonator discretization,
which is based on the principle control block diagram of a SOGI [161].
Given Fig. 3.9, the idea is to transform both integrators separately to the
z-domain, preserving the original (physical) relationships of the states.
Since the application of the (prewarped) Tustin method would yield an
algebraic loop, the forward and backward Euler approximation are typi-
cally used for the discretization of the direct integrator and the integrator
in the feedback path, respectively. This leads to the following pulse trans-
fer function of a SOGI in the z-domain
GAC(z) = kI,hiTs
z−1 − z−2
1− 2z−1(1− h2iω2rT 2s /2) + z−2 + 2ωc,hiTs(z−1 − z−2)
.
(3.33)
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The implementation of (3.33) allows a resonance frequency adaption
without substantial computational burden, but causes a displacement
of the resonant poles and, if the phase compensation from Fig. 3.9 is
implemented, in an error of the desired phase lead [43,161]. To overcome
this disadvantage, Yepes et al. proposed a correction, which basically
aims to modify the resulting pulse transfer function, such that it is equiv-
alent to that obtained by discretizing (3.31) with the impulse-invariant
method [161]. However, as already described, the application of the
prewarped Tustin approximation is known to produce an even more
accurate resonator discretization than the impulse-invariant method.
Therefore, it is proposed to use a similar approach as in [161] and adapt
the discretized SOGI block diagram from Fig. 3.9 such that the result-
ing pulse transfer function (approximately) matches the discrete PR
controller realization (3.32). In particular, Fig. 3.11 shows the resulting
control block diagram, which yields the PR controller pulse transfer
function






(1− z−2)Kc,hi − (1 + 2z−1 + z−2)Ks,hi
1−2z−1(1−Kn,hiT 2s /2)+z−2+2ωc,hiTs(z−1−z−2)
(3.34)
where the factors Kc,hi , Ks,hi , and Kn,hi depend on the harmonic fre-
















Setting ωc,hi = 0 and comparing the numerator and denominator of (3.32)
with those of (3.34), it can be seen that both pulse transfer functions are
identical. In the end, only the damping term differs, but this does not af-
fect the principle behavior of the resonator for small values of ωc,hi . If an















Fig. 3.11: z-Domain control block diagram of the proposed damped PR
controller with phase compensation, where the integrator in the
forward and feedback path are approximated by the forward
and backward Euler method, respectively.
almost constant grid frequency is assumed, and thus, constant harmonic
resonance frequencies hiωr,∀hi ∈ h are specified, the factors Kc,hi , Ks,hi ,
and Kn,hi represent constant scalars. On the other hand, if the harmonic
frequencies are to be adapted during the operation, e.g., using a PLL, and
the online calculation of trigonometric functions should be avoided, it is
suggested to approximate (3.35), (3.36), and (3.37) by Taylor series expan-
sions around the nominal grid frequency [43,161]. Thus, the proposed PR
controller GPR(z) can either be implemented as a digital IIR filter or by
means of discrete elements as shown in Fig. 3.11.
Current Limiting and Resonator Anti-Windup
From a practical point of view, the implementation of the control struc-
ture from Fig. 3.11 offers the opportunity to access and modify individual
signals, like the in- and outputs of the discretized integrators or the in-
put ld,hi . Based on the physical interpretation of the signals, different
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current limiting strategies and resonator anti-windup schemes can be re-
alized. Particularly, in order to prevent a resonator windup, the authors
of [23,59,107,130] adapt and extend the classical idea of back-calculation,
known from the traditional PI control [10]. In this context, it is proposed
to regulate the damping of each SOGI via ld,hi , depending on the output
of the respective resonator or the converter reference voltage vref . Further,
to minimize the current distortion during a saturated operation, it is also
advisable to recalculate the converter reference current i∗ref by considering
the realizable references for multifrequency PR controllers, see [45, 58].
The detailed digital implementation and the current limiting shall not
be discussed further here and it is assumed that the converter always
remains within its normal operation range and that no saturation oc-
curs. Due to the described benefits, the proposed discretized PR con-
troller transfer function (3.34) is used throughout the remaining thesis.
3.3 Converter Current Dynamics
The converter current dynamics can be derived by reviewing the VSC
control block diagram from Fig. 3.1. Given the αβ-frame PR current con-
troller GPR(z) from Sec. 3.2.4 plus an additional active damping filter
H(z), which uses the synthetic PCC voltage as feed-forward quantity, the
normalized converter output voltage is given by
vc(s) = GPWM(s)Gd(s) [−GPR(z) (i∗ref(s)− i∗(s)) +H(z)e∗(s)] (3.38)
where i∗ref(s) = I
∗
ref(s)/Ib, i
∗(s) = I∗(s)/Ib, and e∗(s) = E∗(s)/Eb are the
discrete Laplace transforms of the sampled normalized reference current,
converter-side filter current, and synthetic PCC voltage, respectively. If
the LCL filter’s capacitor current is to be used for active filtering, e∗(s) in
(3.38) can be replaced by i∗c(s) = I∗c (s)/Ib. This applies to all following
derivations, where, for the sake of brevity, exclusively e∗(s) is used as
feed-forward quantity. Then, after substituting (3.38) into the VSC output
filter dynamics (3.5), the continuous converter-side current becomes
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Current Dynamics in the Discrete Laplace-Domain
As noticed before, the converter system from Fig. 3.1 represents a hy-
brid sampled-data system, where the main challenge is to simultaneously
cope with continuous and sampled signals. This also becomes visible by
observing the associated dynamics (3.39). Nevertheless, the analysis can
be carried out by considering that the ideal sampling operation can be
represented by an impulse modulation [53]. This allows to perform the
further system modeling in the continuous s-domain and to utilize the
extensions of block-diagram analysis from standard literature on digital
control systems, see e.g., [39]. An important property of this approach
is that the Laplace-transformed of each impulse-sampled signal (or sys-
tem’s impulse response) is related to the discrete z-domain by x∗(s) =
x(z)|z=esTs . Given a continuous right-sided signal with x(t) = 0,∀t < 0,
the discrete Laplace transform x∗(s) can also be expressed as1










In this thesis, x(s)/Ts and x(s+ jkωs)/Ts, ∀k, k 6= 0 are referred to as pri-
mary and complementary signal components, respectively [39]. As can be
seen from (3.40), each impulse-sampled signal represents a summation of
primary and complementary signal components, i.e., frequency-shifted
versions of its Laplace-transformed that are weighted by 1/Ts. This im-




k=−N x(s+jkωs), known from classical theory on Fourier series [28].
Further, as shown in [114] using the Fourier series expansion of the so-called displaced
pulse frequency response
∑∞
k=−∞ x(t + kTs)e
−s(t+kTs), it is important to emphasize
that the given relationship (3.40) is only valid, if the original function x(t) is continuous
with respect to t and the associated pulse frequency response is a function of bounded
variation. Unless otherwise noted, it is assumed that these conditions are satisfied. In
other cases, e.g., when the right-sided function x(t) has a discontinuity at t = 0, with
x(t) = 0, ∀t < 0, (3.40) must be replaced by x∗(s) = 1/Ts
∑∞
k=−∞ x(s + jkωs) +
x(0+)/2, which can also be extended to functions with more discontinuities, see [114].
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plies that the frequency spectrum is reproduced an infinite number of
times, resulting in an infinite number of sidebands. Thus, x∗(s) repre-
sents a continuous signal with the period ωs, where a shifting by an inte-
ger number of periods leaves the signal unchanged, i.e., x∗(s + jkωs) =
x∗(s), k = 0,±1,±2, . . ., see [39] for a detailed derivation.
Now, applying the discrete Laplace transform (3.40) on (3.39), the sam-






− [Yfc(s)GPWM(s)Gd(s)H(z)e∗(s)]∗ . (3.41)
Considering the described periodicity of impulse-sampled signals and
systems, and noticing that the periodic parts in (3.41) can be factorized,






















where il(s) = Yfc(s)e(s) specifies the current component that results from
the voltage drop, e, over the VSC’s output filter inductance. The term
(YfcGPWMGd)
∗
(s) = (YfcGPWMGd)(z)|z=esTs corresponds to the common
z-transform of the plant dynamics (3.26). At this point it should be em-
phasized that, unlike some simplifications in the literature, see e.g., [41,
110,111], it is formally not possible to deduce two single (discrete) closed-
loop transfer functions with the inputs e∗(s), i∗ref(s) and the output i
∗(s)
from (3.42). As highlighted in [39, 119], it must be taken into account
that generally i∗l (s) = (Yfce)
∗
(s) 6= Y ∗fc(s)e∗(s), since the filter’s trans-
fer function Yfc(s) has no periodic properties. Nevertheless, as i∗l (s) and
e∗(s) are periodic, the impulse-sampled current and synthetic PCC volt-
age show primary-frequency components as well as an infinite number
of mirrored (complementary) components. This is exemplarily illustrated
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by the resulting linear-scaled amplitude spectra of il(jω) = Yfc(jω)e(jω)
and Tsi∗l (jω) = Ts (Yfce)
∗
(jω) in Fig. 3.12, where the (real) voltage e(t) =
cos(ω1t)+cos(ω2t) = (e
jω1t+e−jω1t)/2+(ejω2t+e−jω2t)/2 consists of two
purely sinusoidal components, with ω1 lying in the low-frequency range
and ω2 lying above the Nyquist frequency.
Spectrum of |il(jω)|
ωωN−ωN ωs−ωs 3/2ωs−3/2ωs
Spectrum of Ts |i∗l (jω)|
ωωN−ωN ωs−ωs 3/2ωs−3/2ωs
Fig. 3.12: Amplitude spectra of the current component il(jω) =
Yfc(jω)e(jω) and the sampled current component Ts ·i∗l (jω) =
Ts (Yfce)
∗
(jω), where the red arrows mark the primary-
frequency components and the orange arrows show the aliased
signal components that are introduced by the sampling process.
In general, the digital controller cannot distinguish between the low-
frequency components that physically exist in the signal and those that
are aliased sidebands of high-frequency components above the Nyquist
frequency ωN. From this observation it also becomes clear that apart
from the dynamics in the low-frequency range, also the effects of above
Nyquist frequency components must (somehow) be taken into account.
Therefore, to begin with, the following considerations focus on the con-
verter’s low-frequency behavior, while Ch. 6 extends the findings and
describes how high-frequency signal components influence the discussed
analysis and the converter passivation.
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Current Dynamics in the Continuous Laplace-Domain
For the further analysis, the sampled current dynamics (3.42) are trans-
formed (back) to the continuous Laplace-domain as suggested in [53].
This can be done by substituting (3.42) into the hybrid equation (3.39)
and solving for the converter-side current i(s). If it is considered that
x∗(s) = x(z)|z=esTs , the resulting system dynamics can be completely
described by linear transfer functions in the s-domain. Hence, defining
the closed-loop reference transfer function Gcl(s) and the active damping





























+ il(s)−Gcli∗l (s)−GH(s)e∗(s)︸ ︷︷ ︸
disturbance dynamics
. (3.45)
Regarding the definition of the discrete Laplace transform (3.40), the in-
puts of the disturbance dynamics e∗(s) and i∗l (s) should be understood














Yfc(s+ jkωs)e(s+ jkωs). (3.47)
Similarly, if the LCL filter’s capacitor current is to be used as the feed-
forward quantity, e∗(s) in (3.45) can be replaced by i∗c(s). In case of
the topology from Fig. 3.2A or Fig. 3.2B, the impulse-sampled current




(s), where Yc(s) =
ccs/(ccs+ rd), see (3.9). On the other hand, if the filter topology with the
advanced damping circuit from Fig. 3.2C is used, i∗c(s) = (Yce)
∗
(s) must
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be replaced by i∗c(s) = (Yde)
∗
(s), where Yd(s) = ccs(lds+ rd)/(ccldrds2 +
lds+ rd), see (3.11).
Then, following the considerations of Sec. 2.2.2 and reviewing that
e(s) = ṽg(s) − Z̃g(s)i(s), where Z̃g is defined by (3.13) and ṽg(s) =
(Z̃g(s)Ỹfg(s))Vg(s)/Eb, Fig. 3.13 shows the corresponding normalized
















Fig. 3.13: Normalized control block diagram of a digitally current-
controlled grid-connected VSC with active PCC voltage feed-
forward.
As before, the dynamics (3.45) cannot be described by two single trans-
fer functions, where one represents the reference current dynamics from
i∗ref(s) to i(s) and the other one the disturbance dynamics from e(s) to
i(s), respectively. As illustrated in Fig. 3.13, the disturbance dynamics
are instead composed of the passive current component through the VSC
output filter admittance, i.e., il(s) = Yfc(s)e(s), and two active voltage-
dependent current components ico(s) = −Gcl(s) (Yfce)∗(s) and iad(s) =
−GH(s)e∗(s). If Gcl(s) is designed to be stable and further a stable PR
controller and feed-forward filter transfer function is assumed, it can be
seen that the disturbance dynamics basically consist of a parallel (and se-
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ries) connection of stable systems, and thus, generally represent a stable
system as well.
3.4 Impedance-Based Equivalent Circuit
With respect to the impedance-based modeling idea [123], the discussed
grid-converter system can also be interpreted as an electric circuit. Disre-














Fig. 3.14: Normalized impedance-based equivalent circuit diagram of a
digitally current-controlled grid-connected converter without
active damping.
Compared to the (simplified) circuit diagrams that can be found in the
literature, see e.g., [11, 30, 57, 140, 143, 150], or that from the background
section, see Fig. 2.3, Fig. 3.14 refines the VSC’s input admittance model
by taking sampling effects into account. As with the simple models, the
current source injects the desired current component i∗ref according to its
reference dynamics Gcl(s). Since the voltage drop e over the output filter
admittance Yfc(s) yields an unwanted current component il, the VSC re-
acts with a superimposed current component ico, that aims to compensate
for il. In case of infinite computing, sampling, and switching rates, both
current components would cancel each other at any time and the current-
controlled VSC would represent an ideal current source. However, in
real applications, the bandwidth of the system is limited and the VSC
shows the behavior of a non-ideal current source with an active, voltage-
dependent input admittance. From a control engineering point of view,
the converter’s input admittance is equivalent to the converter’s distur-
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bance dynamics from Fig. 3.13 and can thus be reshaped by implementing
an active feed-forward path.
3.4.1 Quasi-Analog Model
In most of the recent literature on the impedance-based modeling of grid-
connected converters, the VSC’s control is assumed to work quasi-analog,
see e.g., [4, 31, 49, 55, 57, 144, 145, 148, 156, 158]. In this context, neglecting
sampling effects and disregarding all the effects of the digital control, the
converter current dynamics (3.45) simplify to the normalized current dy-
namics (2.7) from Sec. 2.2.2, which are given by [4]
i(s) = Gccl(s)iref + Y
c
i (s)e(s). (3.48)
In this simplified case, Gccl(s) represents the continuous-time equivalent












and Y ci (s) denotes the associated continuous-time equivalent of the VSC
input admittance, which is given by












The transfer function Hc(s) specifies the continuous-time equivalent of
the feed-forward filter H(z), which becomes Hc(s)Yd(s), if ic is used for
active damping. Since Y ci (s) only consists of non-periodic transfer func-
tions, it is also referred to as single-frequency input admittance in [53].
3.4.2 Primary-Frequency Model
Next, the quasi-analog converter model (3.48) is extended by also taking
the digital controller implementation and parts of the mirrored current
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components into account. Given the control block diagram from Fig. 3.13
and recalling the principle low-pass characteristic of the synthetic grid
impedance for signal components above the Nyquist frequency, it can
be supposed that high-frequency current ripple components in i(s) as
well as high-frequency grid voltage components in vg(s) are largely
suppressed by Z̃g(s) and Z̃g(s)Ỹfg(s), respectively. As a result, the
voltage e mainly consists of signal components below the Nyquist fre-
quency ωN in most applications. If, in addition, it is again considered
that the synchronous sampling effectively acts as a kind of anti-aliasing
filter, the low-frequency content of the sampled signals e∗, i∗l (or i
∗
c )
can roughly be approximated by their primary signal components, i.e.,
ep(s) = e(s)/Ts, il,p(s) = Yfc(s)/Ts e(s) (or ic,p(s) = Yc(s)/Ts e(s) or
ic,p(s) = Yd(s)/Ts e(s)), respectively. This allows to combine the trans-
fer functions of the disturbance dynamics in (3.45) and the behavior
of the primary-frequency components of the converter-side current,














iref,p(s) + Yi,p(s)ep(s). (3.51)
While the reference current dynamics Gcl(s) are still given by (3.43), the






























If the LCL filter’s sampled capacitor current i∗c is to be used as the
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At this point it should be emphasized that, although Gcl(s) and GH(s)
consider aliases of the sampled converter current, i∗, the input admit-
tance model (3.52) does not allow to take aliased images of the sam-
pled current, i∗l , nor images of the sampled synthetic PCC voltage, e
∗,
(or the sampled capacitor current, i∗c ) at the terminals of the converter
into account. However, these should not be neglected readily, especially
when thinking of active damping schemes that use e∗ or i∗c as a feed-
forward quantity. In fact, high-frequency switching harmonics of the
PWM may interact with poorly damped grid resonances and appear sig-
nificantly at the input of the converter. As it will be shown, the mirror-
ing of these high-frequency harmonics onto low-frequency primary sig-
nal components can result in a critical positive feedback when connecting
the converter to the grid, as shown in Fig. 3.13. Referring to the findings
of e.g., [42,116,140,159,165], the resulting phenomena cannot be analyzed
by the classical SISO converter models. This also illustrates that the disre-
garded aliased components cannot simply be considered as disturbances.
Hence, even though Harnefors et al. propose more or less the same con-
verter model in [53] and referred to it as multiple-frequency model, (3.51)
should be called primary-frequency model throughout this thesis to pre-
vent a misleading interpretation. Nevertheless, as experimentally elabo-
rated in [53] and also confirmed by a variety of simulations in this work,
it can be assumed that the primary-frequency input admittance Yi,p(s) ac-
curately reflects the VSC’s disturbance behavior at most frequencies, and
thus, can be used for an initial analysis plus controller and damping filter
design.
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4 Current Controller Design
Over the years, many PI and PR controller design methods for converter
systems have been developed with the aim to optimally regulate a sinu-
soidal current through a resistive-inductive load. In the electrical drive
systems literature, the PWM plus computation delay is typically approx-
imated as a first-order lag element, which allows to apply the amplitude
optimum method [118, 119]. Although the amplitude or symmetrical op-
timum method are used from time to time with regard to grid-feeding
converters, see e.g., [16, 84], the design approach is often different in the
power systems engineering literature.
Here, besides trial-and-error methods, the current controller design is
most commonly performed with respect to the converter’s (actual) open-
loop current dynamics in the continuous frequency-domain. In order
to be able to regulate reference signals without any significant (steady-
state) control error and effectively suppress voltage harmonics, the de-
signs typically aim to maximize the controller gain with respect to a de-
sired stability margin [54, 56, 60, 63, 162]. Following this idea and adapt-
ing the well established and elaborated parameterization guidelines of
Holmes et al. [63] and Harnefors et al. [60], we proposed an extended de-
sign procedure for multifrequency PR controllers in [3]. In the following,
Sec. 4.1 and Sec. 4.2 summarize the main aspects of the suggested pro-
cedure for stationary-frame multifrequency controllers of the form (3.31),
where similar parameterization guidelines for the synchronous-frame im-
plementation can be found in [3]. Afterwards, Sec. 4.3 applies the design
to the current controller of the VSC under study and examines some im-
portant properties of the resulting open-loop and closed-loop system as
well as the converter’s input admittance.
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4.1 System Analysis and Preliminary Considerations
In the next sections, it is assumed that the controllerGcPR(s) can be imple-
mented (quasi) perfectly in its discrete form GPR(z), see Sec. 3.2.4. Then,
given the discretized plant’s frequency response from (3.28) and the fre-
quency response of the continuous PR controller from (3.31), the current
controller design can be performed with respect to the quasi-continuous
VSC open-loop dynamics
Gqco (jω) = G
c
PR(jω) · (YfcGPWMGd)(z)|z=ejωTs . (4.1)
After parameterization, GcPR(s) is transformed to the discrete z-domain
by (3.34), which can be implemented on a digital control system. As ar-
gued in the control engineering literature [39,119], this approach will only
lead to satisfactorily accurate results, if the sampling rate is much faster
than the system’s bandwidth. This however can be assumed in most of
the present-day converter systems and is presupposed here.
If ωc,hi > 0, ∀i, (4.1) always represents a stable system showing no, or
with r = 0 at worst one pole in the origin. According to the Nyquist
stability criterion for discrete systems, the closed-loop system will thus
also be asymptotically stable, if the Nyquist curve of Gqco (jω) does not
cross or encircle the critical point (−1 + j0) for 0 ≤ ω ≤ ωN [39, 98].
Due to the abrupt phase lag and the rapid increase in gain, however, ev-
ery high-frequency resonator poses a potential risk for an encirclement.
In fact, the system’s open-loop gain often crosses 0 dB multiple times,
which makes the stability assessment more difficult [3]. As a possible so-
lution, the authors of [162] suggest to find and evaluate the inverse of the
minimum distance between the open-loop system’s Nyquist curve and
the critical point (−1 + j0), i.e., assess the system’s sensitivity peak, see
also [10]. But, if the phase response of Gqco (jω) is designed to cross −180◦
only once and the PR controller does not implement any (high-frequency)
resonators close to or above the associated crossover frequency, it can
be assumed that the minimum distance between the open-loop system’s
Nyquist curve and the critical point (−1 + j0) lies on the negative real
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axis of the complex plane. Hence, instead of evaluating the rather com-
plex sensitivity function of the system, the gain margin of Gqco (jω) can
equivalently be used as reliable stability measure, allowing to quantify
how much the open-loop gain can increase before instability occurs [3].
In this context, given the simplification (3.28), the crossover frequency
ωπ at which arg {Gqco (jω)} crosses −180◦ can approximately be obtained
from




where the gain margin gm is defined as the reciprocal of |Gqco (jωπ)|, or
in terms of decibels as −20 log(|Gqco (jωπ)|) [10]. If no harmonic resonator
is to be implemented at or close to ωπ , it can be seen that the maximum










Therefore, in order to use the system’s gain margin as design specifica-
tion, it is recommended that the resonance frequency of the highest com-
pensator hmωr should lie well below ωπ ≤ ωs/6. This also confirms the
suggestions of [56,58] and basically enforces the pointGqco (jhmωr) to have
a sufficiently large distance to the point where the Nyquist curve crosses
the negative real axis. Considering the exemplary introduced VSC sys-
tem with fs = 10 kHz and fr = 50 Hz, this guideline still allows to reliably
compensate for harmonics up to the order hm < fs/(6fr) = 33.
On the other hand, presupposing that the plant’s cut-off frequency rfc/lfc
is much smaller than the desired current control loop bandwidth, the
open-loop system’s phase margin Φm can be approximated by




where αc denotes the frequency at which the open-loop gain first crosses
unity. If the influence of the controller’s resonators at the gain crossover
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frequency αc is neglected, and thus, arg {GcPR(jαc)} ≈ 0◦, (4.4) can be
rearranged and αc can be bounded from above by [55, 63, 97]
αc ≈











To ensure a sufficiently small gain at ωπ , a commonly found recommen-
dation for the choice of αc can be deduced by setting Φm = π/5 = 36◦
[54,55], which results in αc ≤ ωs/10 < ωπ . Hence, since the gain crossover
frequency specifies the system’s gain margin and is directly related to the
system’s closed-loop bandwidth, αc and gm are used as design parame-
ters in the following [3].
4.2 Controller Parameterization
4.2.1 Selection of the Proportional Gain
Since the gain crossover frequency αc corresponds to the frequency where
the open-loop gain is unity, the PR controller’s proportional gain kP can
be obtained by evaluating the constraint [3, 4, 63]
|Gqco (jαc)| ≈
∣∣∣∣GcPR(jαc) 1jαclfc αcTs2 sin(αcTs/2)e−jαcTd
∣∣∣∣ = 1. (4.6)
Taking into account that the PR controller basically acts like a pure pro-
portional controller, which only shows high gains at some specified (nar-
row) frequency ranges, the resonators can be neglected at this point and
|GcPR(jαc)| ≈ kP. Further considering the findings of the previous section
and noticing that |αcTs/(2 sin(αcTs/2))| ≈ 1 for rfc/lfc  αc ≤ ωs/10, see
Fig. 3.8, from (4.6) it follows that
kP ≈ αclfc. (4.7)
It is important to notice that the guideline (4.7) allows for a simple se-
lection of kP, where the resulting system becomes (more or less) inde-
pendent of the converter filter inductance, lfc, as well as the sampling
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frequency, as lfc is typically chosen anti-proportionally to ωs, see the filter
selection rule (3.6) [52]. Referring to the filter design recommendations
of [13, 17, 84, 104, 109, 117, 125], this can be assumed to apply to both low-
and medium voltage converters with power ratings between a few kilo-
watts and several megawatts. Thus, following the considerations of the
previous section and requiring a crossover frequency of αc = ωs/10 ≈
6283.2 rads , the normalized proportional gain of the converter under study
is determined by kP ≈ 1.22.
4.2.2 Selection of the Compensation Angles and the Cut-off
Frequencies
With respect to the Nyquist stability criterion, stability issues only occur if
the phase response of the stable open-loop system crosses −180◦ and the
system’s gain is greater than unity [10, 39, 98, 119]. Reviewing the prin-
ciple low-pass characteristic of the plant (YfcGPWMGd)(z)|z=ejωTs from
Fig. 3.8, where the associated phase lag in the high-frequency range can
be approximated by −π/2− ωTd, it would thus be desirable that the con-
troller’s phase response does not drop below −π/2 + ωTd for the widest
possible frequency range. Hence, since the PR controller’s compensation
angles φhi can be used to introduce a phase lead at every hiωr, it is rea-







= hiωrTd, ∀hi ∈ h. (4.8)
This is in accordance to typical recommendations in the literature, see
e.g., [4, 55, 57, 67, 162]. With regard to the converter’s passivity proper-
ties, the authors of [56] suggest an alternative, more complex selection
of φhi , which incorporates not only the behavior of the PWM plus PR
controller, but also of an additional feed-forward filter. This approach is
not to be pursued further here, since similar results can be achieved by
implementing a sufficiently large, but still small cut-off frequency 0 <
ωc,hi  kI,hi , ∀i [4]. A drawback in this case, however, is that it must
4.2 Controller Parameterization 73
be balanced between the robustness against uncertainties and the refer-
ence tracking capabilities of the converter system, taking into account that
|GcPR(jhiωr)| ≈
∣∣kP + kI,hi/(2ωc,hi · ejφhi )∣∣. For the VSC test-system, the
cut-off frequencies are set to ωc,hi = 0.1
rad
s , ∀i.
4.2.3 Selection of the Integral Gains
In general, high resonator integral gains are beneficial to accurately track
(or compensate for) sinusoidal currents and simultaneously achieve a low
controller sensitivity to variations of the grid frequency [29, 170]. But,
as shown in [3], the integral gains should not be increased arbitrarily,
due to the interaction between neighboring resonators. More precisely,
low-order resonators introduce an unwanted phase lag to the higher res-
onators, where the effects get worse with increasing integral gains, see
also Fig. 3.10. As a consequence, the phase lag above them-th resonator is
more and more lowered, such that the open-loop system’s phase response
arg {Gqco (jω)} reaches−180◦ at lower frequencies. If this interaction is not
taken into account, the required stability margin might not be achieved or
the system could even be destabilized. In order to avoid such critical sit-
uations, the integral gain of the highest resonator, kI,hm , is selected first,
followed by a recursive gain adjustment according to [3].
Design of the m-th Integral Gain kI,hm
Applying the design guidelines (4.7) and (4.8), the system stability is de-
termined by its high-frequency behavior, where the system’s gain margin
gm can be used as stability measure. Given the open-loop dynamics (4.1)






∣∣∣∣ jωπlfcGcPR(jωπ) 2 sin(ωπTs/2)ωπTs ejωπTd
∣∣∣∣≈ ωπlfckp = ωπαc . (4.9)
Here, similar to the simplifications in (4.7), it is taken into account that
|GcPR(jωπ)| ≈ kP for hmωr  ωπ and further that |2 sin(ωπTs/2)/(ωπTs)| ≈
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1 for ωπ ≤ ωs/6, where the mismatch at ω = ωs/6 is still quite small,




jω cos(φhm)− hmωr sin(φhm)









, ω  hmωr (4.10)
where it is considered that usually 0◦ ≤ φhm < 90◦ and ωc,hm ≈ 0, the
m-th integral gain can be calculated using (4.2), (4.9), and (4.10) with
ω = ωπ  hmωr. In particular, displacing arg {GcPR(jωπ)} in (4.2) by
its corresponding small argument approximate from (4.10), (4.9) can be















·kP = αI,hmαc lfc. (4.11)
Similarly, a typical design guideline that can be found in the literature is
to choose kI,hm  αckP [63] or αI,hm  αc, see e.g., [57, 58, 60]. How-
ever, if (4.11) results in an αI,hm ≈ 0 or αI,hm ≤ 0, the desired design
specifications cannot be fulfilled (or only with great difficulty) and the re-
quirements on gm or αc must be relaxed. In this context, since αc ≤ ωs/10
and ωπ ≤ ωs/6, from (4.9) it follows that gm ≤ 5/3 = 1/0.6, where the
maximum achievable gain margin decreases the closer hmωr is to ωπ .
Recursive Gain Adjustment
As motivated at the beginning of this section, the parameterization (4.11)
should not directly be applied to the resonators. In contrast, to maintain
the desired gain margin gm and counteract the unwanted phase lag that is
introduced by each additional low-frequency resonator, all integral gains
should be adjusted by the recursive procedure from [3]. Accordingly, the
previously designed resonator with resonance frequency hmωr and gain
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kI,hm = αI,hmkP is utilized as a reference resonator, which defines the de-
sired controller behavior in the high-frequency range for ω > hmωr. Since
it can be assumed that each resonator is most negatively influenced by its
next lower resonator, the idea is to adapt the gains of two neighbored res-
onators, such that their superimposed frequency response approaches the
previously specified reference behavior. Considering that the cut-off fre-
quencies and the compensation angles reshape the controller’s frequency
response only in a well-limited frequency range, their influences as well
as the influences of the other resonators can be neglected in the follow-
ing.
Following this idea and setting the frequency response of the two highest
resonators, jkI,hm−1ω/((hm−1ωr)2−ω2) + jkI,hmω/((hmωr)2−ω2), equal
to the response of the reference resonator, jk̃I,hmω/((hmωr)2−ω2), where
k̃I,hm denotes the integral gain of the reference resonator, which is calcu-









For a given resonator with gain kI,hm , the design guideline (4.12) thus
describes how the integral gain of the lower resonator has to be chosen,
such that their superimposed frequency response at ω = (hm+β)ωr cor-
responds to that of the single reference resonator. Hence, regarding a
multifrequency PR controller of the form (3.31), (4.12) can successively be
applied to the remaining resonator pairs at hm−1ωr and hm−2ωr, hm−2ωr
and hm−3ωr, and so forth, by using the previously calculated integral gain


















for all i = 1, . . . ,m − 1. As can be seen, the integral gain kI,hi can now
be calculated depending on k̃I,hm , the other still to be specified gains
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kI,hi+1 , . . . , kI,hm , and the factor β. Here, β allows to specify how fast
the controller’s phase lag arg {GcPR(jω)} recovers to zero for frequen-
cies above hmωr, and is thus also referred to as recovery factor [3]. In-
creasing values generally result in decreasing integral gains, but in re-
turn, in a better compliance to the desired reference behavior at high fre-
quencies. Based on several simulative test studies, we suggest to choose
β ≈ gmαc/ωr − hm, which achieves a good compromise between the im-
plemented controller gain and the resulting gain margin of the open-loop
system, see [3]. However, with regard to a passivity-based feed-forward
filter design, it might be beneficial to increase β in some applications, al-
lowing to approximate the PR controller’s high frequency behavior more
accurately by its proportional path plus the characteristics of the reference
resonator.
In addition, the design can further be simplified by introducing individ-
ual weightings γhi for every harmonic hi ∈ h that is to be compensated
for. In doing so, the undefined integral gains in (4.13) can be expressed
in terms of one (common) integral gain kI, i.e., kI,hi = γhikI, ∀i. Then,
from the recursive gain calculation (4.13) with k̃I,hm = αI,hmkP, it finally
follows that the PR controller’s integral gains can be calculated by













It is suggested to specify weightings that range between zero and one,
where a larger γhi also implies a higher gain. With respect to the re-
quirements of grid connection standards, see e.g., [15, 17, 68, 68, 134], it
is mostly advisable to prioritize the fundamental component and some
selected low-frequency harmonics or to choose a decreasing prioritiza-
tion, where γh1 ≥ . . . ≥ γhm [67, 82]. As can be verified, a gradation of
some (not so important) harmonics automatically leads to a boost of the
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common integral gain kI, and thus, to a further increase of kI,hi of the
higher weighted harmonics hi [3].
4.3 Application to the Exemplary Converter System
Using the VSC test-system parameters from Tab. 3.1 and Tab. 3.2, Tab. 4.1
summarizes an exemplary current controller parameterization, which re-
sults from the design guidelines (4.7), (4.8), (4.14), and (4.15), where the
gain of the reference resonator k̃I,hm = αI,hmkP is calculated by (4.11). For
simplicity, all resonator cut-off frequencies are set to ωc,hi = 0.1
rad
s . Then,
Fig. 4.1, Fig. 4.2, and Fig. 4.3 illustrate the corresponding Bode plots of the
converter’s open-loop system, closed-loop system, and input admittance,
respectively. In addition to (analytically) calculated Bode plots, the results
of a system identification are also shown, whereby the converter simula-
tion model used is described in more detail in Sec. 7.1 and the measure-
ments are here only intended to confirm the theoretical findings of this
section.




Gain crossover frequency αc = ωs/10 = 6283.2 rad/s
Gain margin gm = 1/0.62 ≈ 1.61
Resonator orders h = {1, 5, 7, 11, 13, 17, 19}
Harmonic weightings γ1 = 1, γ5 = γ7 = 0.6, γ11 = γ13 = 0.4,
γ17 = γ19 = 0.1
Alignment factor β = 40
Reference resonator gain k̃I,hm = 410.59 rad/s
Controller parameters
Proportional gain kP = 1.22
Compensation angles φ1 = 2.7◦, φ5 = 13.5◦, φ7 = 18.9◦,
φ11 = 29.7
◦, φ13 = 35.1




Common integral gain kI = 142.14 rad/s,
Cut-off frequencies ωc,hi = 0.1 rad/s, ∀i
































Fig. 4.1: Bode plots of the converter’s (a), (b) discretized open-loop sys-
tem GPR(z)(YfcGPWMGd)(z) and (c) its continuous equivalent
GcPR(s)Yfc(s)GPWM(s)/TsGd(s), where the PR controller imple-
ments (a) one reference resonator at 19ωr, and (b), (c) stationary-
frame resonators of order 1, 5, 7, 11, 13, 17, 19.
As can be observed in Fig. 4.1, the frequency responses approach the de-
sired high-frequency (reference) behavior for ω  19ωr. Moreover, sim-
ilar to the findings of Sec. 3.2.3, the responses of the VSC’s discrete and
continuous equivalent systems show an almost identical behavior in the
low-frequency range, where there is an increasing mismatch in the high-
frequency range. This important fact is discussed in more detail later, but
should be kept in mind by now. Taking a closer look at Fig. 4.1, it be-
comes clear that the adopted design approximately satisfies the required
design specifications and results in an asymptotically stable closed-loop
system with adequate stability measures [10,98,119]. The phase response
of the open-loop systemGPR(z)(YfcGPWMGd)(z) crosses−180◦ only once
at ωπ ≈ 10293 rads , yielding a gain margin of gm ≈ 1/0.64. In addition, the
system’s open-loop amplitude response illustrates the applied harmonic
prioritization.
In this context, Fig. 4.2 and Fig. 4.3 verify that signal components at the
selected harmonic frequencies can be regulated (or compensated) with-
































Fig. 4.2: Bode plots of the converter’s (a) reference current dynamics
Gcl(s)/Ts, (b) its continuous equivalent Gccl(s), and (c) the cor-
responding identified magnitude and phase characteristics of a





























Fig. 4.3: Bode plots of the converter’s inherent (a) primary-frequency in-
put admittance model Yi,p(s), (b) quasi-analog input admittance
model Y ci (s), and (c) the corresponding identified magnitude and
phase characteristics of a simulation model without additional
passive or active damping method.
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out any significant steady-state control error, where the harmonics with
higher weightings γhi show a lower sensitivity to grid frequency varia-
tions [3]. However, at this point it should be noted that the implementa-
tion of high-frequency resonators introduces resonances to the system’s
closed-loop amplitude response |Gcl(s)/Ts|, see also [3]. These closed-
loop resonances, which are also referred to as anomalous peaks in [162],
can lead to an unwanted amplification of current components near the
associated resonance frequencies hiωr as well as signal components that
lie between hmωr and ωs/6. The same applies to PCC voltage compo-
nents that fall into the high-frequency resonance peak of the converter’s
input admittance from Fig. 4.3. These observations can also be verified by
the shown results of a converter system identification, using a test signal
injection which angular frequency is swept over the frequency range of
interest, see also the measurement procedures described in [8,53,110]. At
this point, it should however be noticed that even though the measured
characteristics accurately match the theoretical models from Sec. 3.4 for
most frequency samples, the nonlinear converter shows an ever decreas-
ing attenuation capability at the specified high-frequency resonators. But
more importantly, Yi,p(s) exactly models the VSC’s input admittance for
frequencies above hmωr again. In this context, reviewing the passivity
definition from Sec. 2.1.1, it can directly be concluded that the VSC’s con-
ductance is not inherently passive, since its phase response shows val-




Stability of the Closed-Loop Grid-Converter System
Due to the converter’s identified negative input admittance in the high-
frequency range, there is a great possibility that the grid-connected con-
verter interacts with poorly damped grid resonances, which in turn might
cause a power system destabilization [4, 11,53,57,110,141]. Depending on
the LCL filter’s resonance frequency, stability issues may even arise if the
converter is connected to a stiff grid with a grid impedance of Zg(s) = 0.
This risk can exemplarily be demonstrated by the converter system un-
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der study, whose LCL filter is specifically designed to have its resonance
within the critical frequency range between ωcrit ≈ ωs/6 and ωN, see
Fig. 3.3. If the converter test-system implements an ideal (undamped)
LCL filter with parameters as in Tab. 3.2, Fig. 4.4 shows the Nyquist plots
of the open-loop grid-converter system Yi,p(s)Z̃g(s) and Y ci (s)Z̃g(s), cor-
responding to the series connection of the VSC’s input admittance models
from Fig. 4.3 with the synthetic grid impedance (3.13) from Fig. 3.4.
All the shown Nyquist curves start for ω = 0 close to the origin of the
complex plane and approach the origin again from the second quadrant
for ω → ωN. Hereby, the systems’ low-frequency dynamics up to the
gain crossover frequency αc are mainly reflected by the circle-like parts of
the Nyquist curves with low amplitudes, whereas the resonance in Z̃g(s)
in combination with the high-frequency behavior of the VSC input ad-
mittances cause the circle-like parts of the Nyquist curves with relatively
high gain, visible in Fig. 4.4A and Fig. 4.4C. In this context, an increase of
the effective grid inductance, lg, basically leads to a further expansion of
the Nyquist curves, but does not change the principle shape of the curves
much. Hence, since the converter conductance is stable, but all shown
Nyquist curves of the open-loop models encircle the point (−1 + j0) for
ω ∈ [0, ωN], it can be concluded that the interconnection of the digitally
current-controlled converter with a power network mostly results in an
unstable closed-loop system [39, 89, 98]. If the connected grid does not
provide sufficient positive damping, it is likely that critically damped or
exponentially growing harmonic oscillations will occur.
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(A) (B)
(C) (D)
Fig. 4.4: Nyquist plots of the open-loop grid-converter system without
damping method, using (a), (b) the primary-frequency input ad-
mittance model Yi,p(s) and (c) the quasi-analog input admittance
model Y ci (s), where the PR controller implements (a) one refer-
ence resonator at 19ωr, and (b), (c) stationary-frame resonators
of order 1, 5, 7, 11, 13, 17, 19. Subfigures (A), (C) and subfigures
(B), (D) show the complete and detailed plots for ω ∈ [0, ωN], re-
spectively, where the VSC is connected (A), (B) to a stiff grid with
Zg(s) = 0, and (C), (D) to an inductive grid with Zg(s) = lgs, lg =
64.95µs.
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In order to prevent stability issues, which are likely to arise from the
found inherent non-passive region of the converter’s input admittance,
this chapter further discusses the stabilization of the grid-converter sys-
tem from Fig. 3.13. As motivated in Sec. 2.2.2, the system stability can
be guaranteed for every passive (synthetic) grid impedance, if the refer-
ence current dynamics Gcl(s) are stable and the converter’s disturbance
dynamics are passive. Throughout the remaining thesis, it is assumed
that the first condition is always fulfilled, e.g., using the presented cur-
rent controller design of the previous chapter. In addition, it is presup-
posed that the preceding current controller design also yields an asymp-
totically stable converter conductance. Hence, the remaining goal is to
render the VSC input admittance (strictly) passive by means of passive or
active damping filters.
For this purpose, Sec. 5.1 first quantifies the inherent passivity proper-
ties of the converter’s primary-frequency input admittance Yi,p(s) more
in detail. Similar to the findings of our work [4], the calculation of the
system’s passivity indices allows to deduce generalized and necessary
criteria, which can later on be used for a passivation up to the Nyquist fre-
quency, defining the active, controllable frequency range of the converter.
This time, however, the effects of the digital controller implementation
are also assessed, where in this chapter it should still be assumed that no
aliasing occurs. Afterwards, Sec. 5.2 and Sec. 5.3 review and examine two
commonly used passive and active filter methods, respectively. Hereby,
special emphasis is put on the passivation by active feed-forward filters,
where along with the principal idea, a new filter design is proposed and
associated implementation aspects are discussed. In particular, our con-
clusion from [4] is confirmed and it is shown that the converter passiva-
tion must not be limited to the high frequency range, but it is also ad-
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visable to examine each frequency region near the specified resonance
frequencies separately.
5.1 Passivity of the VSC’s Disturbance Dynamics
5.1.1 IFP Index of the Primary-Frequency Input Admittance
As can be seen from the definition of the primary-frequency input ad-
mittance (3.52), Yi,p(s) consists of a parallel connection of Yfc(s) and
−Γ(s)Ycl,p(s). Since the output filter dynamics Yfc(s) always represent a
passive system, the active part, −Γ(s)Ycl,p(s), must be responsible for the
non-passive region which was identified in the Bode plot from Fig. 4.3.
In this context, the VSC disturbance dynamics can be understood as
an interconnection of a passive subsystem with a partially passive and
partially non-passive subsystem. Hence, considering the concept of
(frequency-depending) passivity indices to quantify the degree of a sys-
tem’s passivity at some frequency ω, the IFP index of Yi,p(s) is given by
IFP {Yi,p(jω)} = IFP {Yfc(jω)} − IFP {Γ(jω)Ycl,p(jω)} . (5.1)
Reviewing the definition of the admittance Ycl,p(s) = Gcl(s)/TsYfc(s) and
considering that arg {Yfc(jω)} ≈ −π/2 for all ω  rfc/lfc, it shows that
the latter term in (5.1) has a shortage of passivity in the high-frequency
range, if
− IFP {Γ(jω)Ycl,p(jω)} =
− |Γ(jω)Ycl,p(jω)| · cos
(






and thus, when arg {Γ(jω)}+arg {Gcl(jw)/Ts} lies not within the range
(−180◦, 0◦). According to Sec. 2.1.2, this shortage of passivity can either
be compensated for by a sufficiently large excess of passivity from Yfc(s)
or by a filter Γ(s) that introduces a phase lead to Gcl(s)/Ts in the high-
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frequency range. These two possibilities for the passivation of the VSC
input admittance are further discussed in Sec. 5.2.1 and Sec. 5.3, respec-
tively, where (5.1) is to be analyzed more in detail first.
Using the basic concept of a loop transformation [119], the active
subsystem Γ(s)Ycl,p(s) can be interpreted as a (standard) feedback-
























This allows to apply the findings from Appendix A.1 and the IFP index of
the feedback system (5.3) can simply be calculated by (A.2). Hence, (5.1)
can also be expressed as
IFP {Yi,p(jω)} = IFP {Yfc(jω)} −OFP {Gff(jω)} |Ycl,p(jω)|2
− IFP {Gfb(jω)} |Ycl,p(jω)|2 . (5.6)
IFP Index of the Inherent Input Admittance without Active Filter
On the basis of (5.6), the passivity properties of the converter’s (inherent)
input admittance without active feed-forward filter can be investigated.
Therefore, H(z) = 0 (or Γ(s) = 1) in the following. Even though each
term in (5.6) contributes to the system’s IFP index, the analysis can fur-
ther be simplified by supposing that the converter output filter shows
a negligible normalized filter resistance rfc. In this case, the IFP index
of Yfc(s) = 1/(lfcs) in (5.6) vanishes. Moreover, noticing that the com-
mon z-transform of Yfc(s)GPWM(s)Gd(s) from (3.26) simplifies to (3.27)
for rfc → 0, the system (5.5) becomes











Then, taking the frequency responses of GPWM(s) and GZOH(s) into ac-








Since the simplified frequency response of Gfb(s) only consists of a com-
plex part, where the real part is equal to zero, IFP {Gfb(jω)} in (5.6) van-
ishes. Hence, setting H(z) = 0 and assuming that rfc ≈ 0, the IFP index
of the converter’s inherent input admittance can be approximated by
IFP {Yi,p(jω)}≈−IFP {Ycl,p(jω)} ≈ −OFP {Gff(jω)} |Ycl,p(jω)|2
≈
∣∣∣∣ l2fcTsω3D02 sin(ωD0Ts/2)
∣∣∣∣ |Ycl,p(jω)|2|G∗PR(jω)| cos(ωTd−arg {G∗PR(jω)}).
(5.9)
At this point it should be emphasized that, even though rfc = 0 is a
rather theoretical assumption, (5.9) also represents an adequate high-
frequency approximation of (5.6) for 0 < rfc  1. This mainly results
from the fact that Yfc(s) increasingly acts as a pure inductance for
frequencies above rfc/lfc, see Fig. 3.8, and thus, rfc ≈ 0 is a valid as-
sumption in the high-frequency range. In particular, using the system
under study, Fig. 5.1 illustrates the contributions of the individual com-
ponents of IFP {Yi,p(jω)} from (5.6) for increasing converter-side filter
resistances. In general, considering small filter resistances, rfc  1,
the term IFP {Yfc(jω)} − IFP {Gfb(jω)} |Ycl,p(jω)|2 mainly influences the
VSC’s low-frequency IFP index, but does only marginally contribute
to IFP {Yi,p(jω)} in the high-frequency range, especially at frequencies
above ωs/6. On the contrary, −OFP {Gff(jω)} |Ycl,p(jω)|2 contributes to
the complete frequency range and significantly determines the IFP index
of the VSC’s inherent input admittance for all frequencies ω  ωr. At this
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Fig. 5.1: IFP index of the VSC’s inherent primary-frequency input ad-
mittance model for (a) rfc = 0 and (b) rfc = 0.2, where
(c) and (d) in subfigure (A) show the corresponding contri-
bution of IFP {Yfc(jω)} − IFP {Gfb(jω)} |Ycl,p(jω)|2 and (c) and
(d) in subfigure (B) show the corresponding contribution of
−OFP {Gff(jω)} |Ycl,p(jω)|2, respectively.
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point it should further be noticed that an increase of rfc also leads to an
increase of the frequency ωcrit at which the converter’s input admittance
becomes non-passive. This confirms the preceding consideration, where
Fig. 5.1A additionally shows that an increased converter-side filter re-
sistance reduces the system’s degree of passivity at frequencies between
hmωr and ωcrit, but yields an increase of the IFP index in the frequency
range [ωcrit, ωN].
5.1.2 OFP Index of the Primary-Frequency Input Admittance
Even though the IFP index of the VSC’s primary-frequency input admit-
tance completely describes the converter’s passivity properties, it is of-
ten beneficial to know the system’s OFP index as well. Hence, review-
ing the definition of the OFP index (2.3) for a linear SISO system from
the background chapter, OFP {Yi,p(jω)} can be expressed depending on








As expected, the system’s IFP index and OFP index yield the same non-
passive region and only differ in their amplitudes. At this point it can
already be noticed, that the converter’s primary-frequency input admit-
tance shows a large excess of OFP at the selected resonance frequencies
hiωr, where |Yi,p(jω)| is almost zero, see Fig. 4.3.
Alternatively, the OFP index of the converter’s input admittance can be
specified more precisely by performing a loop transformation on Yi,p(s)
which aims to decompose the system into a chain of standard feedback-
loops. In particular, taking the system decomposition from (5.3) into ac-








1 +Gff(s)/Y 2fc(s) [Gfb(s)Y
2
fc(s)− Yfc(s)]︸ ︷︷ ︸
Gfb2(s)
. (5.11)
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Then, if the passivity theory on interconnected systems from Sec. 2.1.2 is
considered, i.e., that the OFP index of a feedback-loop is determined by
the OFP index of the subsystem in the forward path plus the IFP index
of the subsystem in the feedback path, the OFP index of (5.11) can be
expressed as
OFP {Yi,p(jω)} = OFP {Yfc(jω)}+ IFP {Gfb2(jω)}



















OFP Index of the Inherent Quasi-Analog Input Admittance without
Active Filter
Unlike the simplified analysis of IFP {Yi,p(jω)}, where it is supposed
that rfc ≈ 0, the system’s inherent OFP index can accurately be
assessed by neglecting all effects of the digital control. Using the







setting Hc(s) = 0 (or Γc(s) = 1), (5.12) yields the OFP index of the
inherent quasi-analog input admittance Y ci (s), which is given by
OFP {Y ci (jω)} = OFP {Yfc(jω)}+IFP {GPWM(jω)/TsGd(jω)GcPR(jω)} .
(5.13)
The resulting OFP index (5.13) is identical to that of our research from [4],
where we directly interpreted the converter’s quasi-analog input admit-
tance (3.50) as a (standard) feedback interconnection with the subsystems
Yfc(s) and GPWM(s)/TsGd(s)GcPR(s) in the forward- and feedback path,
respectively. With the definitions of the introduced system components
from Sec. 3.2, (5.13) becomes
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Focusing on frequencies well above the critical frequency ωcrit, it can
usually be assumed that the dynamics of the PR controller can ac-
curately be approximated by its proportional path, i.e., |GcPR(jω)| ≈
kP, arg {GcPR(jω)} ≈ 0, ∀ω  ωcrit. As in [4], this allows to estimate
the minimum value of the system’s simplified OFP index (5.14) in a
generalized manner, by numerically evaluating the constraint





Particularly, using a single-update PWM with D0 = 0.868 and Tc = Ts,
(5.15) shows a root at ωmin ≈ 2.0346/Ts, where the associated minimal
OFP index is given by
OFP {Y ci (jωmin)}= min
ω∈[0,ωN]
OFP {Y ci (jω)}≈rfc−0.8715 kP =rfc−0.8715αclfc.
(5.16)
At this point it should be highlighted that the obtained frequency ωmin
does practically not depend on the converter-side filter parameters lfc and
rfc nor on the selected current control specifications and the resulting PR
controller parameters, as long as kI,hm  αckP. On the other hand, the
identified local minimum of OFP {Y ci (jω)} is exclusively specified by the
VSC output filter’s resistance rfc, the desired crossover frequency αc, and
the filter inductance lfc, which is usually fixed in advance by the maxi-
mum tolerable current ripple, see (3.6).
Difference to the OFP Index of the Inherent Primary-Frequency Input
Admittance
With the parameters from Tab. 3.1, Tab. 3.2 and Tab. 4.1, Fig. 5.2 exem-
plarily illustrates the OFP indices of the test-system’s primary-frequency
input admittance Yi,p(s) and quasi-analog input admittance Y ci (s).
As expected, both OFP indices provide a large excess at the specified
resonance frequencies, but become negative in the high-frequency range
above ωs/6. Independent of the implemented filter resistance, the lo-
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Fig. 5.2: OFP indices of the VSC’s primary-frequency input admittance
model for (a) rfc = 0 and (b) rfc = 0.2 and (c) and (d) the cor-
responding OFP indices of the quasi-analog input admittance
model, respectively.
cal minima of OFP {Yi,p(jω)} arise at lower frequencies than the min-
ima of OFP {Y ci (jω)} and, in addition, show (marginally) deeper mini-
mum values. This property also applies to the system’s IFP index and
was also observed by Harnefors et al. in [53], where the conductance of
an experimental converter setup is compared to the theoretical VSC in-
put admittance models from Sec. 3.4. However, since the OFP indices
of Yi,p(s) and Y ci (s) generally show a very similar behavior, (5.14) can
also be used to approximate the OFP index of the converter’s inherent
primary-frequency input admittance. As can be verified, the differences
between the passivity indices of the two models become even less, if the
desired crossover frequency αc is reduced, but change more significantly,
if the converter-side filter inductance lfc is increased.
5.1.3 Frequency Limits of the Inherent Non-Passive Region
Based on the results of the last sections, the critical frequency range in
which the converter’s inherent input admittance is non-passive can be
made more specific. Observing Fig. 5.2, it can be seen that the OFP in-
dices of Yi,p(s) and Y ci (s) cross zero at almost the identical frequencies.
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Therefore, given (5.14) and first assuming that rfc = 0 and that the phase
lag of the PR controller is negligible for frequencies ω  hmωr, the critical
frequency range where OFP {Yi,p(jω)} ≤ 0 can be restricted to [ωs/6, ωN],
as cos(ωTd) ≤ 0 for ωs/6 ≤ ω ≤ ωN. This is also in accordance with
the findings and observations from the literature, where the quasi-analog
model’s passivity is assessed, see [4, 52,57,141,156], or the passivity prop-
erties of the primary-frequency model (3.52) are experimentally investi-
gated [53].
However, while e.g., the authors of [110] additionally include the
converter-side filter resistance to result in a better estimate, also the
current controller’s phase lag, arg {G∗PR(jω)} ≈ arg {GcPR(jω)}, might
not always be negligible. This is especially the case in applications with
multifrequency PR controllers. In particular, if the proposed integral
gain adjustment from Sec. 4.2.3 is used for the design, the high-frequency
dynamics of GcPR(s) can roughly be approximated by the controller’s
proportional path plus the behavior of the specified reference res-
onator at hmωr. Hence, reviewing the associated simplification from
(4.10), it is suggested to approximate the PR controller’s phase lag by
arg {GcPR(jω)} ≈ −kI,hm/(ωkP), ω  hmωr. Then, further considering
that |GcPR(jω)| ≈ kP and |GPWM(jω)| ≈ 1 for frequencies close to ωs/6,
the critical frequency ωcrit at which the VSC’s inherent input admittance
becomes non-passive can approximately be obtained by evaluating the
constraint







After rearranging (5.17) and solving the resulting quadratic equation for
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where the parameterization guidelines from (4.7) and (4.11) are consid-
ered and it is assumed that arccos(x) ≈ π/2 − x for small values of
x = −rfc/kP. Following the same line of reasoning, where |GPWM(jω)| ≈
0.718 for frequencies close to ωN, the frequency ωcrit,2 at which the con-

























With the proposed current controller design and the definition of αI,hm
from (4.11), the critical frequency range between ωcrit and ωcrit,2 depends
(more or less) only on the chosen gain crossover frequency αc, the desired
gain margin gm, and the converter-side filter parameters rfc and lfc. The
latter parameters, rfc and lfc, often have a rather negligible effect in (5.18)
and (5.19), since usually rfc/lfc  αc. On the other hand, the choice of αc
and gm determines the non-passive region more importantly. By increas-
ing αc or gm, the value of αI,hm is reduced and the zero crossings ωcrit
and ωcrit,2 approach the well known limits ωs/6 and ωN, respectively. At
this point it should however be emphasized that in case of rfc = 0, the
critical frequency ωcrit is always less (or equal) to ωs/6. In fact, it can be
noticed that the calculation of ωcrit is identical to the calculation of the
phase crossover frequency ωπ ≤ ωs/6 at which the phase response of the
quasi-continuous open-loop system Gqco (s) crosses −180◦, see (4.3).
For the converter test-system with the parameters from Tab. 3.1, Tab. 3.2
and Tab. 4.1, where αI,19 = 335.36 rads , Tab. 5.1 on the next page com-
pares the emerging non-passive regions of OFP {Yi,p(jω)} for increas-
ing filter resistances. As can be verified, the estimates from (5.18) and
(5.19) represent a good approximation of the exact frequencies at which
OFP {Yi,p(jω)} = 0, as long as rfc  1 (or rfc/lfc  αc). But, if rfc in-
creases, the absolute error tends to increase as well. While GcPR(jω) ≈
kPe
−jkI,hm/(ωkP) generally represents an accurate approximation of the
PR controller’s dynamics in the high-frequency range above hmωr, the
increasing errors can mainly be justified by the fact that the zero cross-
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Table 5.1: Frequency limits of the inherent non-passive regions of the ex-
emplary converter’s primary-frequency input admittance for
different converter-side filter resistances
Resistance Exact frequency Estimate Absolute error
rfc = 0 ωcrit ≈ 10256 rad/s ωcrit ≈ 10254 rad/s 2 rad/s
ωcrit,2 ≈ 31415 rad/s ωcrit,2 ≈ 31345 rad/s 70 rad/s
rfc = 0.013 ωcrit ≈ 10324 rad/s ωcrit ≈ 10326 rad/s 2 rad/s
ωcrit,2 ≈ 31283 rad/s ωcrit,2 ≈ 31246 rad/s 37 rad/s
rfc = 0.2 ωcrit ≈ 11296 rad/s ωcrit ≈ 11364 rad/s −68 rad/s
ωcrit,2 ≈ 29476 rad/s ωcrit,2 ≈ 29824 rad/s −348 rad/s
ings are shifted so far that the adopted approximations of |GPWM(jω)| at
ωs/6 and ωN are no longer valid, see also Fig. 3.7.
5.2 Passivation by Passive Damping Methods
Similar to the shaping of the quasi-analog input admittance Y ci (s), the
problem of rendering the primary-frequency input admittance Yi,p(s)
passive can be understood as a problem of introducing sufficiently large
damping to the converter system [4, 110, 139]. In the simplest case, this
can be achieved by adding enough dissipative components, such as
passive resistors to the VSC output filter circuit [53]. But, although many
passive damping methods have been developed and thoroughly investi-
gated over the years, see [17,49, 153] for an overview, the passivity-based
analysis differs from most of the approaches followed in the literature.
In contrast to conventional passive damper designs, which often apply
the Nyquist stability criterion and concentrate only on the shaping of
the VSC output filter resonance, see e.g., [13, 85, 87, 100, 109, 138, 152], the
usage of passivity theory allows to deduce more general statements on
the damping properties of different methods, even if the grid impedance
is not exactly known. After analyzing the more theoretical example of a
passivation, using an increased converter-side filter resistance, Sec. 5.2.2
reviews the damping effects of the advanced LCL filter topologies from
Fig. 3.2B and Fig. 3.2C.
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5.2.1 Adaption of the Converter-Side Filter Resistance
As was seen in the previous section, increasing values of the converter-
side filter resistance rfc lead to a reduction of the converter’s non-passive
region, and thus, can be used to render Yi,p(s) passive. In this con-
text, we derived a necessary passivation criterion for the VSC’s quasi-
analog model in [4], where the authors of [53] used this straightforward
damping method to demonstrate the passivation of a digitally current-
controlled converter as well. Hence, taking the findings from Sec. 5.1.2
into account, it can be assumed that (existing) passivation guidelines
for the converter’s quasi-analog model Y ci (s) can also be used for the
passivation of the converter’s primary-frequency input admittance
and only marginally more damping is required to compensate for the
deeper local minimum of OFP {Yi,p(jω)}. In particular, given (5.16)
it directly follows that OFP {Y ci (jω)} ≥ 0, ∀ω > ωcrit, and thus, also
IFP {Y ci (jω)} ≥ 0, ∀ω > ωcrit if
rfc ≥ 0.8715αclfc or rfc/lfc ≥ 0.8715αc. (5.20)
As can exemplarily be verified by the application on the introduced test-
system with parameters from Tab. 3.2 and Tab. 4.1, the choice of αc =
ωs/10 = 6283.2
rad
s and lfc = 0.195 ms (theoretically) requires a normal-
ized filter resistance of at least 1.067 to remove the quasi-analog model’s
shortage of passivity in the high-frequency range. From Fig. 5.3 it can be
seen that a further increase of rfc by about 2% also renders the primary-
frequency input admittance Yi,p(s) passive for all frequencies between
ωcrit and ωN. But, since the output filter’s bandwidth, rfc/lfc ≈ 0.89αc ≈
5593.9 rads , is no longer well separated from αc, such a dimensioning also
requires to increase the PR controller’s cut-off frequencies ωc,hi and to in-
troduce additional damping at the specified resonance frequencies hiωr,
see the detailed section in Fig. 5.3B.
However, reviewing the definition of the normalized converter-side fil-
ter resistance from (3.4), i.e., rfc = 3RfcI2b/Sb, it can be noticed that this
damping approach would result in massive power losses. In the above
example, (over) 100% of the rated converter power would be lost at nom-
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Fig. 5.3: Passivity indices of the VSC’s (a), (b) primary-frequency input
admittance and (c), (d) quasi-analog input admittance with (a),
(c) rfc = 0 and (b), (d) rfc = 1.09. Subfigure (A) shows the IFP
index of the converter’s admittance in the complete frequency
range of interest, (B) shows a detailed section of the system’s IFP
index near ωr, and (C) illustrates the system’s OFP index in the
high-frequency range.
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inal operation. Therefore, as also argued in [4, 49, 53], this solution is cer-
tainly not reasonable and would mostly not be applicable in practice even
for lower inductances lfc or gain crossover frequencies αc.
5.2.2 Damping by Advanced LCL Filter Topologies
As already motivated in Sec. 3.2.1, there exist more efficient methods to
introduce damping to the converter system only in frequency ranges,
where it is needed, e.g., by implementing an LCL filter with a series resis-
tance or a resistive-inductive circuit in the capacitive branch [13, 17, 100,
138]. If such a filter structure is to be used, the passivity theory on in-
terconnected systems can also be applied to the converter’s closed-loop
system. Given the control block diagram of a digitally current-controlled
grid-connected VSC from Fig. 3.13, withGH(s) = 0, it can be seen that the












This implies that the identified VSC’s shortage of OFP can be com-
pensated by an excess of IFP from the synthetic grid impedance
Z̃g(s) = Zc(s)/(1 + Zc(s)Ỹfg(s)). If the worst-case scenario is consid-
ered, where the grid-side inductance Yfg(s) as well as the grid impedance









= 0,∀ω. Then, using (A.4) from the

















With the help of prior knowledge about the power grid, (5.22) allows to
assess the damping properties of different LCL filter topologies. For in-
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stance, considering the topology from Fig. 3.2B and implementing a series









ωlfg − 1ωcc + Im {Zg(jω)}
)2 . (5.23)
Equivalently to Z̃g(s), (5.23) shows a resonance at ωr,Z̃g ≈ 1/
√
lfgcc for




approaches zero for ω → 0 and rd for
ω → ∞. Fig. 5.4 shows the corresponding IFP indices of the exemplarily
designed LCL filter from Sec. 3.2.1 for varying parameters.
As can be seen, the damping effect of the damping method from Fig. 3.2B
is limited to a rather narrow frequency range around the resulting res-
onance frequency ωr,Z̃g . This coincides with the observations of the
passivity-based damper design from [139] and cannot be changed sig-
nificantly by a variation of the associated LCL filter parameters or by
the usage of other (advanced) filter topologies like that from Fig. 3.2C,
see Fig. 5.5. On the contrary, the effective damping is even more con-
centrated on the frequency range around ωr,Z̃g ≈ 1/
√
lfg(cd + cp) if a
resistive-inductive damper circuit is implemented. As can be verified,
the corresponding IFP index of Z̃g(s) approaches zero for ω → 0 as well
as for ω →∞, which in turn saves power losses.
Hence, if a passive damping strategy is to be implemented, it can be con-
cluded that it is advantageous to aim for a selection of Cc (or Cp plus Cd)
and Lfg (plus Lg), which satisfies 10ωr < ωcrit ≤ ωr,Z̃g < ωN during the





used most effectively to compensate for the shortage of OFP {Yi,p(jω)} in
the high-frequency range. This (general) design recommendation for the
resonance frequency of the synthetic grid impedance Z̃g(s) can be under-
stood as a concretization of the well known and established guidelines for
the selection of the LCL filter’s resonance frequency ωr,LCL summarized
in Sec. 3.2.1 [13, 16, 84]. Nevertheless it should be highlighted that the
effective damping also depends strongly on the choice of the dissipative
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rd ↑, rfg ↑
lg ↑, cc ↑
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Fig. 5.4: Detailed IFP indices of the synthetic grid impedance Z̃g(s), where
(a), (b), (c), (d) Zg(s) = 0, and (e) Zg(s) = lgs, lg = 64.95µs.
The implemented LCL filter uses (a) no damper, (b), (d), (e) a
series damping resistance of rd = 0.026, (c) a four times higher
damping resistance of rd = 0.104, and (d) an increased grid-side
resistance of rfg = 0.056, respectively.
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Fig. 5.5: Detailed IFP indices of the synthetic grid impedance Z̃g(s), where
(a), (b), (c), (d) Zg(s) = 0, and (e) Zg(s) = lgs, lg = 64.95µs.
The implemented LCL filter uses (a) no damper (b), (d), (e) the
resistive-inductive damping circuit from Fig. 3.2C with rd =
0.065, (c) an increased damping resistance of rd = 0.26, and (d)
an increased grid-side resistance of rfg = 0.056, respectively.
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filter components, which typically still requires an empirical parameteri-
zation that involves many time-consuming tests.
Passivity and Stability of the Closed-Loop Grid-Converter System
As already discussed in Sec. 4.3, the interconnection of the studied (dig-
itally) current-controlled VSC with the power network inherently results
in an unstable closed-loop system, if no active or passive damping strat-
egy is applied. However, as shown by (5.21), the passivity properties of
the synthetic grid impedance Z̃g(s) can be used to render the converter’s
input admittance passive, and thus, prevent a power system destabiliza-
tion. For instance, setting Zg(s) = 0 and considering the introduced (ad-
vanced) LCL filter topologies with the parameters of Tab. 3.2, Fig. 5.6
shows the passivity indices of the resulting closed-loop grid-converter
systems. Given the synthetic grid impedance (3.13), it can be verified
that Z̃g(s) always adds damping to the converter system near the reso-
nance frequency ωr,Z̃g , as long as Zc(s), Zfg(s), or Zg(s) have some dis-
sipative component. But, as argued above and exemplarily shown in
Fig. 5.6, the introduced damping is often not sufficient to render the in-
terconnected system passive (or to stabilize the closed-loop system). This
becomes particularly clear when using the advanced LCL filter topology
from Fig. 3.2C. On the contrary, it can be seen that a sufficiently large
series resistance in the capacitive branch of the LCL filter allows for a
passivation of the VSC’s primary-frequency input admittance model. In
addition, following the observations from the previous section and shift-
ing the resonance frequency ωr,Z̃g to higher frequencies by reducing the
filter’s capacitance from originally Cc = 4.7µF to Cc = 2.7µF, the short-
age of OFP {Yi,p(jω)} can already be compensated by half of the damping
resistance, where, as a drawback, a reduction of the attenuation capabili-
ties of GLCL(s) in the high-frequency range must be tolerated.
Besides the inherent power losses, the main disadvantage of a converter
passivation (or stabilization) by means of damped LCL filters is its sen-
sitivity to specific grid parameters. In particular, as illustrated in Fig. 5.4
and Fig. 5.5, the damping effect of Z̃g(s) in the critical frequency range be-
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Fig. 5.6: Passivity indices of the closed-loop grid-converter system with
Zg(s) = 0, where the VSC is equipped with (a) an LCL filter
which uses a huge series damping resistance of rd = 0.56, (b)
an optimized LCL filter with cc = 41.57µs and series damping
resistance rd = 0.27, and (c) an LCL filter which implements the
resistive-inductive circuit from Fig. 3.2C with rd = 0.26. Subfig-
ure (A) shows the IFP index of the grid-converter system in the
complete frequency range of interest, (B) shows a detailed section
of the system’s IFP index near ωr, and (C) illustrates the system’s
OFP index in the high-frequency range.
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tween ωcrit and ωN highly depends on the effective (low-frequency) grid
inductance lg, which, in practice, continuously varies due to permanent
grid changes. Therefore, it is generally not possible to ensure that the con-
verter’s input admittance always remains passive with a pre-optimized
LCL filter. This also has a direct impact on the stability, see the exem-
plary Nyquist plots of the open-loop system Yi,p(s)Z̃g(s) in Fig. 5.7. As
can be verified, a simple increase of lg already leads to a significant de-
crease of the stability measure, e.g., specified by the system’s phase mar-
gin or the inverse of the minimum distance between the Nyquist curve
and the point (−1 + j0) [10, 119]. As a result, the converter can either not
be operated safely on the grid from the beginning or there is room for un-
modeled effects or other disturbances to destabilize the closed-loop sys-
tem. Accordingly, the situation becomes more critical if the grid shows
additional resonances, see Fig. 5.7D. Hence, since a stable operation of
the grid-connected converter can only hardly be guaranteed by design, a
complete passivation by means of passive damping methods is generally
not recommended and should at most be used to support some active
damping method, see also the conclusion of [53].
5.3 Passivation by Active Damping Methods
In order to avoid high power losses and simultaneously become (more)
independent of certain power grid parameters, active filters can be im-
plemented to damp resonances as well. Regarding the damping of the
LCL filter’s resonance peak, additional active filters in the forward path
of the current control loop, i.e., filters in series or parallel to the PR current
controller, represent a suitable solution. Here, lead-lag filters [141], notch
filters [35, 86, 111], low-pass filters [35], or all-pass filters [113] are used
particularly often in the current research. But, even though these methods
have the advantage that no additional sensors must be installed, their ro-
bustness against parameter variations or uncertainties is subjected to the
exact knowledge of all filter (and grid) components [49, 111]. Moreover,
similar to related passive damping methods, active filters in the forward
path of the current control loop generally focus only on the damping of
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(A) (B)
(C) (D)
Fig. 5.7: Nyquist plots of the open-loop grid-converter system, where the
converter under study is equipped with (a) an LCL filter which
uses a series damping resistance of rd = 0.56, (b) an optimized
LCL filter with cc = 41.57µs and series damping resistance
rd = 0.27, and (c) an LCL filter which implements the resistive-
inductive circuit from Fig. 3.2C with rd = 0.26. Subfigures (A),
(C) and subfigures (B), (D) show the complete and detailed plots
for ω ∈ [0, ωN], respectively, where the VSC is connected (A), (B)
to an inductive grid with Zg(s) = lgs, lg = 64.95µs, and (C), (D)
to a resistive-inductive grid, where Z̃g(s) has a below Nyquist
frequency resonance at ωr,Z̃g,2 ≈ 29128
rad
s > ωcrit.
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the VSC’s output filter resonance and overlook the need to damp other
possibly emerging grid resonances.
On the contrary, the feed-forward of the synthetic PCC voltage [21, 30,
41, 42, 56, 60, 85, 110, 111, 156, 157] or the LCL filter’s capacitor current
[4, 8, 57, 87, 96, 97, 142, 156] can also be utilized to increase the damping
of the grid-converter system over a wider range of frequencies and pro-
vide more robustness. Fig. 3.1 shows the corresponding control struc-
ture with the optional feed-forward of E∗ or I∗c , respectively. Since the
control effectively emulates a virtual impedance in parallel to the LCL
filter’s capacitive branch, those damping methods are also sometimes re-
ferred to as virtual impedance-based control or damping methods in the
literature [87, 142, 145]. Particularly Harnefors et al. have recognized the
beneficial properties of both feed-forward alternatives and continuously
advanced the use of active filters for the passivation of the converter’s
quasi-analog input admittance, see e.g., [52, 56, 57, 60]. In recent years,
other authors followed this idea and published related passivity-based
design approaches as well [4, 8, 156], where meanwhile also some ini-
tial works for the passivation of VSC admittance models in the z-domain
exist [41, 42, 110, 111]. Due to the high popularity and the clear advan-
tages compared to other damping strategies, see [49,153], the active feed-
forward of either the synthetic PCC voltage or the capacitor current are
also favored in this thesis and are discussed in more detail next.
5.3.1 Simplified Filter Design Criterion
As shown in our previous work [4], the OFP index of the converter’s
quasi-analog model can readily be used for the design of active filters that
render the associated VSC input admittance passive. Given the general
description of OFP {Yi,p(jω)} from (5.12), the suggested approach may
also be applied to the converter’s primary-frequency input admittance in
a similar form. A disadvantage in this case, however, is that the design
must be performed in the complex plane, which is not very common and
requires some experience. Alternatively, a different method is proposed
in this thesis.
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As already explained in Sec. 5.1.1 and determined by condition (5.2), the
primary-frequency input admittance Yi,p(s) can be rendered passive by
either implementing a large dissipative component in Yfc(s), or by mod-
ifying the phase response of the admittance’s active part, −Γ(s)Ycl,p(s).
If for now it is assumed that the converter-side filter admittance Yfc(s)
shows a negligible resistance, rfc ≈ 0, condition (5.2) requires that
−180◦ ≤ arg {Γ(jω)}+ arg {Gcl(jω)/Ts} ≤ 0◦, ∀ω ∈ [0, ωN]. (5.24)
As can mathematically be verified and is also visible in Fig. 4.2, the phase
response of the converter’s closed-loop system Gcl(s)/Ts is monotoni-
cally falling for frequencies above the highest resonance frequency hmωr,
where arg {Gcl(jωcrit)/Ts} = −180◦ and arg {Gcl(jωN)/Ts} ≈ −360◦, as
G∗PR(jωN) ≈ kP. Therefore, in order to satisfy (5.24), it can be concluded
that Γ(s) must introduce a sufficiently large phase lead between the crit-
ical frequency ωcrit from (5.18) and the Nyquist frequency ωN, at which
arg {Γ(jωN)} should show a phase lead of at least 180◦. Moreover, since
the PR controller’s high integral gains enforce that arg {Gcl(jhiωr)/Ts} ≈
0◦, ∀hi ∈ h, it must also be ensured that Γ(s) does not increase the phase
response ofGcl(s)/Ts at frequencies close to each hiωr too much. Keeping
those conditions on Γ(s) in mind, the active feed-forward filter design can
be carried out in a simplified manner, using classical frequency response
methods as described in e.g., [10, 119].
5.3.2 Synthetic PCC Voltage Feed-Forward
If the (sampled) synthetic PCC voltage e∗ is to be used as the feed-
forward quantity, Γ(s) is defined by (3.52), that is






Given (5.25) and the passivity condition (5.24), a general structure of the
active feed-forward filter H(z) can be deduced by requiring that Γ(s)
shows the behavior of some reasonable reference (model) filter, F (s), that
fulfills the found requirements. Since (5.25) consists of both, continuous-
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time and impulse-sampled (discrete-time) systems, it is proposed to first
neglect all periodic parts of G∗PR(s) and H
∗(s) and consider the design
problem to be quasi-continuous. As commonly practiced in control engi-
neering, this approach allows to construct a digital filter indirectly from a
continuous filter design, which is followed by a z-domain transformation
by means of typical approximations [9, 39, 119].
Design of the Continuous-Time Equivalent Filter Hc(s)
If it is assumed that the VSC’s control operates quasi-analog, the contin-
uous equivalent filter Hc(s) can be calculated by setting F (s) != Γc(s) =
1 +Hc(s)/(Yfc(s)G
c
PR(s)), which results in the selection guideline
Hc(s) = Yfc(s)G
c




Taking the considerations from the previous section into account and re-
quiring that Γc(s) shows a (sudden) phase change from 0◦ to 180◦ at the
frequency ωcrit at which the VSC’s inherent input admittance becomes
non-passive, the reference model F (s) can, for example, be specified as
the inverse of a standard second-order lag element [10, 119], i.e.,
F (s) =











Here, ωcrit can be understood as the natural frequency and 0 ≤ δ  1
represents an adjustable damping ratio. With this choice, (5.26) yields a




























5.3 Passivation by Active Damping Methods 107
The proportional-derivative structure of the suggested filter (5.28) is in ac-
cordance with the findings of many studies in the literature which come
to the conclusion that it is advisable (or necessary) to implement a PCC
voltage feed-forward filter with differentiating character, see e.g., [4, 41,
57, 110, 111, 157]. Among others, Harnefors et al. proposed to use a





s , which was also confirmed as a reasonable
choice by the results of our previous work [4]. In fact, (5.28) differs from
the high-pass filters from [4, 57] only in the estimate of the frequency
at which the VSC’s inherent input admittance becomes non-passive, see
(5.18), and in the inclusion of an (optional) damping term.
Given Γc(s) from (5.29) and reviewing the calculation of the con-
verter’s IFP index from Sec. 5.1.1, the basic principle of the pro-
posed differentiating filters can be illustrated graphically by setting
δ = 0 and assuming that rfc ≈ 0 and GcPR(s) ≈ kP, ∀ω  hmωr.
In this specific case, (5.29) mainly represents a frequency-dependent
real value in the high-frequency range and can be approximated by
Γc(jω) ≈ 1 − ω2/ω2crit, ∀ω  hmωr. This allows Γc(jω) to be excluded
from the continuous equivalent of (5.6), whereby the IFP index of the
VSC’s quasi-analog input admittance becomes IFP {Y ci (jω)} ≈ −Γc(jω) ·
OFP {Gcff(jω)/Γc(jω)} |Y ccl(jω)|
2 ∼ Γc(jω) cos(ωTd − arg {GcPR(jω)}).
Since the function Γc(jω) ≈ 1 − ω2/ω2crit changes its sign from plus to
minus at the frequency ωcrit ≈ ωs/6 at which cos(ωTd − arg {GcPR(jω)})
becomes negative, the recommended filters achieve that IFP {Y ci (jω)}
remains positive, and thus, passive for a wide frequency range, provided
that the zero crossing at ωcrit is exactly known.
However, the presented passivation idea as well as most existing deriva-
tions in the literature presuppose a negligible filter resistance on the
converter-side and that the PR controller shows a purely proportional
behavior in the high-frequency range, see e.g., [8, 57, 110, 141, 157]. Even
though the former assumption applies to most of today’s grid-connected
converter systems, there exist scenarios where rfc is non-negligible. As
can be observed in Tab. 5.1, this seems to cause problems for a purely dif-
ferentiating filter since an increased resistance shifts the critical frequency
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ωcrit to higher frequencies, which makes the approximation ωcrit ≈ ωs/6
or the estimation (5.18) less reliable. But, it should be kept in mind that a
larger converter-side filter resistance generally adds further damping to
the system [4], and according to Sec. 5.2.1, always has a beneficial effect
on the VSC’s passivity properties. In particular, regarding the passivity
criterion (5.24) with the associated phase response of Gcl(jω)/Ts from
Fig. 4.2, it can be seen that arg {Γ(jω)} not necessarily needs to provide
a sudden phase change from 0◦ to 180◦ at ωcrit, but instead a more
moderate phase lead is also sufficient for the passivation. In this context,
an rfc > 0 even helps to compensate errors in the estimation of the
frequency at which the VSC’s inherent input admittance becomes non-
passive by enlarging the phase lead of Γc(s) near ωcrit. But as a drawback,
a non-zero filter resistance also yields a decrease of arg {Γ(jω)} in the
high-frequency range near the Nyquist frequency.
At this point it is also important to notice that, depending on the filter
and controller parameters, (5.29) might show a conjugate complex pair
of zeros in the positive right half plane of s. This turns the required
phase lead of Γc(s) into a phase lag, which typically yields an undesired
shortage of passivity at frequencies near ωcrit. Most likely, this is also
the source of the identified non-passive region of Y ci (s) near ωs/6 in [57],
where the authors see themselves forced to implement a biquad filter in
series to a purely differentiating filter to get an adjustable real part of
Hc(jωs/6). A more straightforward method to overcome this problem
would be to incorporate the complete PR controller dynamics in Hc(s)
instead of approximating GcPR(s) by its proportional gain kP only. In do-
ing so, kP/GcPR(s) in (5.29) vanishes, which makes Γ
c(s) a second-order
transfer function with positive coefficients that always has two zeros with
negative real part. However, as can be verified, this modification of the
feed-forward filter (5.28) would lead to a noticeable change of the con-
verter’s input admittance Y ci (s) at the specified resonance frequencies
and, in the end, result in a worse suppression of the voltage harmonics at
every hiωr, ∀hi ∈ h. But, even more simple, it has been found that a po-
tential non-minimal-phase behavior of Γc(s), and thus, an unwanted non-
passive region of Y ci (s) near ωcrit can be avoided if the (damping) terms
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2δ/ωcrit or rfc/(lfcω2crit) in (5.29) show a sufficiently large value. Hence,
since a raise of the introduced damping ratio δ has a similar effect as an
increase of rfc, but does not produce additional power losses, it is recom-
mended to implement a proportional-derivative filter of the form (5.28)
with a δ > 0, see also the similarities to the suggested filters from [4].
After some simplifications of (5.29), an evaluation of the Hurwitz deter-
minants of the numerator suggest that δ should be selected substantially
larger than kI/(2kpωcrit) = αI/(2ωcrit) ≈ 3αI/ωs, e.g., 10− 20 times larger,
but not too large in order to avoid an unnecessary large amplification of
the feed-forward. In the case of the converter system under study, an ex-
emplary damping ratio of δ = 18 · 3αI/ωs ≈ 0.1 should be considered in
the following.
Digital Filter Implementation
Following the suggestion of (5.28), the high-pass filter Hc(s) consists of
a differentiating filter part and an (optional) proportional part. While
the latter can simply be implemented on a digital control system, the ex-
act transformation of the differentiating filter part, αcs/ω2crit, to the dis-
crete z-domain is challenging, because the required ideal derivative is
non-causal, and thus, generally not realizable in practice. In order to
avoid generating a pole at z = −1, which would cause an unacceptable
noise amplification and an undamped oscillation by applying the Tustin
method, see [57, 119, 157], most literature on digital control systems uses
the first difference, i.e., the backward Euler method for the approximation
of a differentiation [39, 119]. This method was also used in other related
works, e.g., [41, 110, 111, 157], and should be applied here as well. The
transformation of (5.28) with the backward Euler method results in a dig-










However, in contrast to the (ideal) continuous filter (5.28), which shows
a phase lead of 90◦ in the high-frequency range, the associated dig-
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ital filter (5.30) has a pole at z = 0 and therefore always introduces
an unavoidable phase lag. More specifically, it can be seen that the
phase response of (5.30) approaches 0◦ at the Nyquist frequency, as
ejωNTs = e−jπ = −1, which implies that H(z)|z=ejωNTs represents a real




= tan−1(0) = 0. This is basically be-
cause of the necessity to wait for one cycle to compute the first difference
[e(kTs)− e((k − 1)Ts)] /Ts at k = 1 [39].
Equipping the converter test-system with the proposed PCC voltage feed-
forward, Fig. 5.8 shows the resulting frequency responses of Γ(s) and
Γc(s) for two different parameterizations and a constant high-pass filter
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Fig. 5.8: Bode plots of (a), (b) Γ(s) and (c), (d) its continuous-time equiv-
alent Γc(s) for an active synthetic PCC voltage feed-forward,
where in (a), (c) rfc = 0.013, δ = 0.1 and in (b), (d) rfc = 0.2,
δ = 0.
As required by the reference model (5.27), the resulting Γ(s) and Γc(s)
are minimal-phase and show a phase lead, which is largely marginal in
the low-frequency range and (suddenly) increases in the high-frequency
range near and above the critical frequency ωcrit. But, since the proposed
selection guideline (5.26) simplifies the PR controller’s characteristics in
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the low frequency range by neglecting any influence of the controller’s
resonators, the functions Γ(s) and Γc(s) show a resonant behavior near
the frequencies hiωr. Moreover, while arg {Γc(jωN)} reaches a value of
176.4◦ and 178.6◦ for rfc = 0.013, δ = 0.1 and rfc = 0.2, δ = 0, respectively,
the phase lead of Γ(s) only approaches a value of 81.14◦ in the former case
and 79.44◦ in the latter case. These unwanted decreases in the phase re-
sponses of Γ(s) (as well as Γc(s)) have already been suspected and verify
the preceding theoretical considerations.
Passivity of the Converter’s Input Admittance
Fig. 5.9 illustrates the effects of the suggested PCC voltage feed-forward
on the VSC’s primary-frequency input admittance Yi,p(s) and quasi-
analog input admittance Y ci (s). As can be observed by the resulting pas-
sivity indices of Y ci (s), the active feed-forward renders the quasi-analog
input admittances passive for a wide range of frequencies. Similar to a
passivation by means of an increased converter-side filter resistance, see
Fig. 5.3, a raise of rfc or δ can effectively be used to increase IFP {Y ci (jω)}
near the critical frequency ωcrit. Nevertheless, some non-passive regions
emerge close to the resonance frequencies at 7ωr, 11ωr, as well as 13ωr,
and the test system with rfc = 0.013, δ = 0.1 additionally shows a small
shortage of passivity near the Nyquist frequency. The latter non-passive
region may often emerge if rfc is close to zero, see also [4], but is mostly
overlooked in the present literature on the passivation of grid-connected
converters, see e.g., [8, 55, 57, 60, 141, 156]. Analogously to the VSC’s
quasi-analog input admittance, the primary-frequency input admittances
Yi,p(s) also show non-passive regions near some resonance frequencies,
but a much larger shortage of passivity in the high-frequency range.
As we highlighted in the conclusion of [4] and as the previous example
has again demonstrated, the passivity assessment and the feed-forward
filter design must not be limited to high-frequency components, but also
has to focus on signal components below the critical frequency ωcrit.
Facing similar problems near the specified resonance frequencies, the
authors of [56] suggest to adapt the PR current controller’s compensation
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Fig. 5.9: Passivity indices of the VSC’s (a), (b) primary-frequency in-
put admittance model and (c), (d) quasi-analog input admit-
tance model with active synthetic PCC voltage feed-forward with
ωcrit = 10326
rad
s and (a), (c) rfc = 0.013, δ = 0.1, and (b), (d)
rfc = 0.2, δ = 0. Subfigure (A) shows the IFP index of the con-
verter’s admittance in the complete frequency range of interest,
(B) shows a detailed section of the system’s IFP index near 13ωr,
and (C) illustrates the system’s OFP index in the high-frequency
range.
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angles φhi to ensure the system’s passivity at every hiωr by making
IFP {Y ci (jhiωr)} , hi ∈ h a local minimum. This method has however
been found to be impractical, since the proposed adaption is rather com-
plex and depends on the structure of H(z), which makes an independent
and successive current controller and active feed-forward filter design
impossible. On the other hand, recalling the passivity criterion (5.24) and
considering that the phase response of the reference current dynamics
arg {Gcl(jω)/Ts} never exceeds zero degrees by utilizing the suggested
parameterization from Ch. 4, it becomes clear that it is not necessarily
required to adapt the current control loop. As an alternative, it is thus
also possible to modify the feed-forward filter H(z) such that Γ(s) does
not introduce too much phase lead near the resonance frequencies.
In particular, a closer look at (5.29) shows that the uncompensated PR
controller generates resonances in Γc(s), which lead to an undesired in-
crease of arg {Γc(jω)} directly before each hiωr. While this effect is rather
minor in the very low-frequency range, it becomes more and more signif-
icant at harmonics of a higher order, see Fig. 5.8. Depending on the cho-
sen damping ratio δ and the selection of the PR controller’s integral gains
kI,hi , this phase lead is the cause of the non-passive regions near some
resonance frequencies when implementing a PCC voltage feed-forward.
Hence, in order to reshape the emerging resonances in Γc(s) and simul-
taneously maintain the rest of the converter’s disturbance dynamics as
unchanged as possible, it is proposed to cancel GcPR(s) in (5.29) and re-
place it by a filter GcPRH(s), which has the same form as (3.31), but with
(slightly) different parameters. Following this idea and using (3.34) as















Here, it is suggested that GPRH(z) implements the same parameters kP
and ωc,hi , ∀i as the PR controllerGPR(z), but uses modified integral gains
kI,PRH,hi and compensation angles φPRH,hi for all hi ∈ h. This is compa-
rable to the suggested method of [56], but avoids a direct adaption of
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the already designed PR controller in the forward path of the current
control loop. If the i-th integral gain, kI,PRH,hi , is greater than kI,hi , the
added pulse transfer function GPR(z)/GPRH(z) allows to implement a
band-stop at hiωr, whereas a kI,PRH,hi < kI,hi yields a band-pass. The
choice of the compensation angles 0◦ ≤ φPRH,hi ≤ φhi ,∀i can be consid-
ered as an additional degree of freedom. SinceGPR(z) as well asGPRH(z)
always represent two stable, non-minimal phase systems, (5.31) can di-
rectly be implemented by means of a digital IIR filter. Alternatively, the
PR controller in the forward path of the current control loop can be used
as a part of the feed-forward filter by implementing G−1PRH(z) in series to
(5.30) and shifting the output of the feed-forward action in Fig. 3.1 from
the output to the input of the current controller. This realization does not
save any resources, but makes the current limiting and the anti-windup
of the controller and filter resonators much easier.
Fig. 5.10 demonstrates the effects of the filter modification (5.31) on the
corresponding frequency responses of Γ(s) and the characteristics of
IFP {Yi,p(jω)} near the 13th harmonic for different parameters. As can
be observed, the exemplarily shown resonance of Γ(s) can effectively be
reshaped by varying the filter’s integral gain kI,PRH,13 and compensation
angle φPRH,13. If the gain is increased, the local maximum of arg {Γ(jω)}
is shifted to lower frequencies, which automatically yields a more mod-
erate phase lead at frequencies very close to 13ωr. This modification of
the filter’s integral gains can generally be used to remove the possibly
emerging non-passive regions of the VSC’s input admittance near the
resonance frequencies. In most applications, a minor increase of each
gain kI,PRH,hi ,∀i compared to kI,hi should be sufficient for a passivation.
For example, considering the introduced converter test-system with the
parameters from Tab. 3.1, Tab. 3.2, and Tab. 4.1 with δ = 0.1, all non-
passive regions in the low-frequency range can already be eliminated
by implementing a GPRH(z) with kI,PRH,hi = 1.2kI,hi , φPRH,hi = φhi ,
∀hi ∈ h. More moderate PR controller integral gains, kI,hi , even allow
to further reduce the integral gains of GPRH(z) or to set kI,PRH,hi = kI,hi
and φPRH,hi = φhi for all hi ∈ h, i.e., again implement the simpler feed-
forward filter H(z) from (5.30). On the other hand, higher PR controller







































Fig. 5.10: Subfigure (A) shows the Bode plots of the modified Γ(s) with
ωcrit = 10326
rad
s , rfc = 0.013, and δ = 0.1 and subfigure (B) il-
lustrates the resulting IFP indices of the VSC input admittance
near 13ωr, where the filter GcPRH(s) implements the parame-
ters (a) kI,PRH,13 = kI,13, φPRH,13 = φ13, (b) kI,PRH,13 = 4kI,13,
φPRH,13 = φ13, (c) kI,PRH,13 = 8kI,13, φPRH,13 = φ13, and (d)
kI,PRH,13 = 4kI,13, φPRH,13 = 0◦.
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integral gains or the implementation of more harmonic resonators often
require the use of higher filter integral gains kI,PRH,hi . But, as shown
in Fig. 5.10, care should be taken not to increase the integral gains too
much in order to avoid generating new critical minima in IFP {Yi,p(jω)}.
In the end, each harmonic frequency should be examined individu-
ally and a trade-off between the amounts of the emerging minima in
IFP {Yi,p(jω)} and a shift of the resonances in Yi,p(s) has to be found.
Although this need not apply in general, various test studies showed
that it is recommended to choose each kI,PRH,hi at least twice as high as
the corresponding kI,hi and, if required, reduce each compensation angle
φPRH,hi , which smooths the IFP index of Yi,p(s) near the corresponding
resonance frequency, but increases |Yi,p(jhiωr)|.
However, even though the proposed PCC voltage feed-forward filter
(5.31) allows to render the VSC’s primary-frequency input admittance
passive for a wide range of frequencies, there typically emerges a large
non-passive region in the high-frequency range. This problem also re-
mains with other (either less or more complex) digital filters or different
discretization methods, see also [41, 57, 110, 111, 156, 157]. Moreover, as
can exemplarily be verified by the converter’s OFP index from Fig. 5.9C,
the lack of passivity can practically not be compensated or only with
great difficulty and (very) high energy losses by the implementation of
passive damping methods. For this reason, an active feed-forward of
the synthetic PCC voltage might be used for the damping of the VSC’s
low-frequency conductance and the LCL filter’s resonance, but is gen-
erally not suitable for the full passivation of digitally current-controlled
converters.
Stability of the Closed-Loop Grid-Converter System
The potential risks that arise when the actively damped VSC is connected
to the grid can be predicted from the Nyquist plots of the exemplary
open-loop grid-converter systems shown in Fig. 5.11. In accordance with
the passivity theorems from Sec. 2.1.3, the illustrated Nyquist curves of
the quasi-analog system, Y ci (s)Z̃g(s), always approach the origin of the
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(A) (B)
(C) (D)
Fig. 5.11: Nyquist plots of the open-loop grid-converter system using (a),
(b) the primary-frequency input admittance model and (c), (d)
the quasi-analog input admittance model, where the VSC is
equipped with an undamed LCL filter and implements the pro-
posed active synthetic PCC voltage feed-forward with (a), (c)
rfc = 0.013, δ = 0.1, and (b), (d) rfc = 0.2, δ = 0. Subfigures
(A), (C) and subfigures (B), (D) show the complete and detailed
plots for ω ∈ [0, ωN], respectively, where the VSC is connected
(A), (B) to an inductive grid with Zg(s) = lgs, lg = 64.95µs, and
(C), (D) to a resistive-inductive grid, where Z̃g(s) has a below
Nyquist frequency resonance at ωr,Z̃g,2 ≈ 29128
rad
s > ωcrit.
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complex plane from the third quadrant, implying that the systems’ total
phase responses always stay below −180◦. Since the VSC’s quasi-analog
input admittance with active damping is designed to be passive and the
synthetic grid impedance represents a passive system for any passive
Zg(s), an increase of the effective (low-frequency) grid inductance or an
emerging below Nyquist frequency resonance do not change this behav-
ior. Therefore, as the corresponding Nyquist curves can never encircle
the point (−1 + j0) for all ω ∈ [0, ωN] by design, it can be concluded that
the closed-loop grid-converter systems are always asymptotically stable
as long as Zg(s) is passive. But, on the other hand, given the converter’s
(more accurate) primary-frequency model (3.52) that implements the dig-
ital feed-forward filter (5.31), an interconnection with an inductive grid
typically results in a Nyquist curve which leaves the fourth and third
quadrants and enters the second quadrant of the complex plane in the
high-frequency range again, see Fig. 5.11B. Even though the correspond-
ing frequency range might be narrow, the entry of the Nyquist curve of
Yi,p(s)Z̃g(s) into the second quadrant introduces a risk. A more complex
grid impedance, which e.g., shows resonances due the dynamics of (long)
transmission lines [141,166] or the dynamics of other grid-connected con-
verters [11, 88, 141] may lead to an expansion of the Nyquist curve and,
in the end, to an encirclement of the point (−1 + j0). This is also the
case in the illustrated scenario in Fig. 5.11C and Fig. 5.11D. As indicated
by the huge negative values of the OFP indices in Fig. 5.9C, it can be as-
sumed that neither an increase of the introduced damping term δ nor a
raise of the converter-side filter resistance rfc or the implementation of
an advanced passive damping strategy can change this disadvantageous
property easily.
Hence, although the resonance of the converter’s LCL filter can be
well damped by an active synthetic PCC voltage feed-forward and the
resulting closed-loop system can be expected to be stable for a sim-
ple (resistive-inductive) grid, an unfavorable grid resonance near the
Nyquist frequency may still destabilize the grid-converter system.
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5.3.3 Capacitor Current Feed-Forward
As motivated at the beginning of Sec. 5.3, another active damping method
that can frequently be found in the literature utilizes the (sampled) LCL
filter’s capacitor current i∗c as a feed-forward quantity [4, 8, 57, 87, 96, 97,
142, 156]. With regard to the results of the previous section, the feed-
forward of the capacitor current instead of the synthetic PCC voltage
offers the useful property that the required differentiation in Hc(s) or
H(z) can be avoided, since it is implicitly implemented by the hardware
[4, 57, 157]. More specifically, given the introduced primary-frequency
model from Sec. 3.4.1, where a capacitor current feed-forward is to be
used this time, Γ(s) can be redefined as











if either an LCL filter topology from Fig. 3.2A or Fig. 3.2B is implemented
or the more advanced topology from Fig. 3.2C, respectively. In contrast to
(5.25), the calculation of Γ(s) in (5.32) also includes the inverse dynamics
of the effective capacitance from (3.9) or (3.11). Proceeding as before and
requiring that the continuous-time equivalent Γc(s) shows the behavior
of some adequate reference model filter F (s), (5.32) can be used to derive
the filter design guideline
Hc(s) ≈ Yfc(s)
ccs




provided that Zc(s) ≈ 1/(ccs) (or Zd(s) ≈ 1/(ccs)) for frequency compo-
nents up to the Nyquist frequency. Hence, since the double integrator in
(5.33) cancels any second-order derivative action in F (s)− 1, a differenti-
ation in Hc(s) can be avoided for any reasonable second-order high-pass
reference model filter.
Design of the Continuous-Time Equivalent Filter Hc(s)
A particularly simple feed-forward can be obtained by requiring F (s) to
be a high-pass filter of the form (5.27) with δ = 0. In this specific case,
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the capacitor current feed-forward filter represents a purely proportional
gain and is given by



















As in the case of the PCC voltage feed-forward filter (5.28), the re-
sulting filter (5.34) is almost identical to the suggested filter Hc(s) =
36αc/(ccω
2
s ) = kP/(lfccc(ωs/6)
2) from our work [4] or the filters
from [57, 156]. Compared to (5.28), the filter (5.34) does not contain
a differentiation, but yields approximately the same Γc(s) as in (5.29) if
the damping components in the LCL filter’s capacitive branch are low
and δ = 0. Due to this similarity, all related considerations from the
previous section on the positive influence of an increased converter-side
filter resistance rfc or the effects of the non-ideal compensation of GcPR(s)
in Γc(s) also apply here in a similar way.
Therefore, in order to become more robust against modeling uncertainties
and simultaneously avoid that Γc(s) becomes non-minimal-phase and
leads to a non-passive region of Y ci (s) near ωcrit, it is again recommended
that (5.35) does not introduce a sudden phase shift at ωcrit, but shows a
more moderate phase lead. As before, one possibility is to increase the re-
sistance rfc, which would however also increase the power losses. Alter-
natively, the reference model filter can be specified to represent a damped
high-pass filter, e.g., use F (s) from (5.27) with a damping ratio greater
than zero. In doing so, the resulting feed-forward filter would have the
desired damping effect on Γc(s), butHc(s) takes the form of a PI element,
producing an extremely large feed-forward of the capacitor current in the
low-frequency range. However, considering that the VSC’s inherent in-
put admittance is already passive for frequencies up to ωcrit, it can be seen
that Hc(s) (or Γc(s)) must not necessarily reshape the behavior of Y ci (s)
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in the low-frequency range. For this reason, it is proposed to choose a










where ωδ defines a cut-off frequency which allows to restrict the influ-
ence of the introduced damping term 2δs/ωcrit, with αI/(2ωcrit) δ  1.
While the additionally added filter s/(s + ωδ) acts like a pure derivative
and attenuates the damping term at frequencies ω  ωδ , it shows the
behavior of an unity gain at frequencies ω  ωδ . Hence, requiring that
the damping of (5.36) is effective at frequencies close to and above ωcrit,
it is suggested to select ωcrit/10 ≤ ωδ ≤ ωcrit/2, where smaller values
of ωδ principally lead to a better damping effect, but an increased feed-
forward of signal components in the low-frequency range. Then, again
following the introduced design procedure and substituting the new ref-
erence model filter (5.36) into (5.33), the modified continuous equivalent












s+ ωδ + 2δωcrit
s+ ωδ
. (5.37)
The resulting lead-lag filter aims to introduce a small phase lag around
the frequency ωcrit, and thus, has a similar effect as the suggested biquad
filters from [8, 57], but offers less degrees of freedom. However, while
Akhavan et al. propose a time-consuming optimization of the adopted bi-
quad filter in [8] and Harnefors et al. use many simplifications in [57], the
filter (5.37) is derived from a more detailed system analysis and therefore
allows a more intuitive and straight forward parameter selection. In this
context it should also be noticed that the suggested filters from the litera-
ture [8, 57] principally lead to a higher damping of Γc(s). This can how-
ever not be approved with regard to the use of multifrequency PR con-
trollers, since an increased phase lead of Γc(s) in the low frequency range
increases the risk for deeper (negative) local minima of IFP {Y ci (jω)} near
the specified resonance frequencies.
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Digital Filter Implementation
This time, the feed-forward filter Hc(s) from (5.37) does not contain a
differentiation and can simply be transformed to the z-domain by using
standard approximation methods, see e.g., [9, 39, 119]. Due to its simplic-
ity as well as its high accuracy in the low- and high-frequency range, the
Tustin approximation without prewarping, i.e., s = 2/Ts(z− 1)/(z+ 1), is
used in the following. In combination with the (optional) filter extension
from (5.31), the digital realization of the capacitor current feed-forward













With regard to the small sampling times of today’s converter systems, it
can be suspected thatHc(s) andH(z) accurately match at a wide range of
frequencies up to the Nyquist frequency. But, the digital filter (5.38) even
has an advantage over it’s continuous-equivalent. If it is considered that
the extension GcPR(s)/G
c
PRH(s) acts like a pure proportional gain at fre-
quencies ω  hmωr, the filter Hc(s) represents a lead-lag element, which
not only produces the desired phase shift at ωcrit, but also introduces an
unavoidable phase lag in the high-frequency range. Even though the re-
sulting decrease in phase is rather minor for small damping ratios δ, it has
a negative effect on the passivation properties of the feed-forward. On the
other hand, since ejωNTs = e−jπ = −1, the phase response of the digital
filter (5.38) is always enforced to approach the desired phase shift of 0◦
at the Nyquist frequency ωN. This can also be verified in Fig. 5.12, which
compares the frequency responses of possible (digital) capacitor current
feed-forward filters using the exemplary parameters from Tab. 4.1 and
Tab. 5.2 with cc = 72.36µs.
If the recommended filter (5.38) is applied to the converter test-system,
Fig. 5.13 illustrates the resulting frequency responses of Γ(s) for differ-
ent LCL filter topologies. As demanded by the reference model filter
(5.36), all phase responses show a sudden, but moderate phase lead in the
high-frequency range, where arg {Γ(jωN)} approaches a value of 179.9◦,
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Table 5.2: Normalized capacitor current feed-forward filter parameters
Parameter Parameterization
Gain crossover frequency αc = ωs/10 = 6283.2 rad/s
Damper capacitor cc = 72.36µs and cc = 50.81µs
Estimated critical frequency ωcrit = 10326 rad/s
Sampling time Ts = 0.1 ms
Damping ratio δ = 0.1
Damping cut-off frequency ωδ = ωcrit/5 ≈ 2065.2 rad/s
Proportional gain kP,PRH = kP = 1.22
Compensation angles φPRH,hi = φhi , ∀i
Integral gains kI,PRH,hi = 3kI,hi , ∀i






























Fig. 5.12: Exemplary Bode plots of different capacitor current feed-
forward filters, where (a) shows the purely proportional filter
(5.34), (b) a filter that has the form of a (discretized) PI element,
(c) the digital realization of the lead-lag filter (5.37), and (d) the
extended filter (5.38).
176.1◦, and 173.2◦ if the VSC implements an undamped LCL filter, an
LCL filter with series damping resistance, and an LCL filter with resistive-
inductive damping circuit, respectively. Comparing the Bode plots of Γ(s)
from Fig. 5.13 with the plots of Γc(s) from Fig. 5.8, the discussed similari-






























Fig. 5.13: Bode plots of Γ(s) for the proposed capacitor current feed-
forward filter (5.38), where the converter under study imple-
ments (a) an undamped LCL filter, (b) an LCL filter with se-
ries damping resistance, and (c) an LCL filter with resistive-
inductive damping circuit according to Fig. 3.2C.
ties between an (ideal) PCC voltage feed-forward and a capacitor current
feed-forward can clearly be seen. Here, it can also be noticed that an in-
crease of the LCL filter’s passive damping has a similar effect on Γ(s) as
an increase of the converter-side filter resistance rfc. However, in contrast
to a voltage feed-forward with the digital filter realization (5.31), the pro-
posed digital capacitor current feed-forward does not negatively affect
the phase lead of the corresponding Γ(s) in the high-frequency range,
which, in turn, is beneficial for the converter passivation.
Passivity of the Converter’s Input Admittance
Fig. 5.14 shows the passivity indices of the converter’s primary-frequency
input admittance model Yi,p(s) with the LCL filter topologies from
Fig. 3.2. As initially intended, the proposed active feed-forward largely
removes the VSC’s non-passive regions. As can be verified, the added
filter component GPR(z)/GPRH(z) ensures the passivity at every speci-
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Fig. 5.14: Passivity indices of the VSC’s primary-frequency input admit-
tance model with active capacitor current feed-forward, where
the converter under study implements (a) an undamped LCL
filter, (b) an LCL filter with series damping resistance, and (c)
an LCL filter with resistive-inductive damping circuit. Subfig-
ure (A) shows the IFP index of the converter’s admittance in the
complete frequency range of interest, (B) shows a detailed sec-
tion of the system’s IFP index near 13ωr, and (C) illustrates the
system’s OFP index in the high-frequency range.
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fied resonance frequency hiωr, ∀hi ∈ h, where the introduced damping
ratio δ effectively allows to raise the admittance’s IFP index near the
frequency ωcrit, without lowering IFP {Yi,p(jω)} near and at the Nyquist
frequency. In fact, if the converter is equipped with an ideal LCL filter,
the VSC’s input admittance is rendered strictly passive in the complete
frequency range of interest, i.e., IFP {Yi,p(jω)} > 0, ∀ω ∈ [0, ωN]. On the
other hand, while the implementation of a damped LCL filter further
improves the converter’s passivity properties near ωcrit by enforcing
higher values of IFP {Yi,p(jωcrit)}, the damping circuit causes a phase lag
in Γ(s), which might lead to a shortage of passivity in the high-frequency
range, see Fig. 5.14C. Due to the usually existing (unmodelled) parasitic
resistance in the capacitive branch of the LCL filter [35, 38, 110], this
applies to almost all converter systems, but is mostly overlooked in the
present research on the passivation of the VSC’s input admittance, see
e.g., [4, 8,11,53,57,141,156]. If the dissipative component is increased, the
non-passive region even becomes more significant and can only be coun-
teracted by an additional increase of the converter-side filter resistance
rfc.
Hence, although the exemplarily studied damping circuits from Fig. 3.2
act beneficial on the IFP index of the synthetic grid impedance Z̃g(s), see
Fig. 5.4 or Fig. 5.5, they have generally a negative effect on the passiv-
ity properties of the converter’s primary-frequency input admittance in
the high-frequency range when using an active capacitor current feed-
forward. From this point of view it is preferable to keep the dissipative
component of the LCL filter’s capacitive branch low or to aim for the im-
plementation of an ideal (undamped) LCL filter. In doing so, a complete
(strictly) passive converter input admittance can be guaranteed and a crit-
ical interaction of the converter with poorly damped grid resonances can
be prevented by design.
Stability of the Closed-Loop Grid-Converter System
With regard to the converter’s advantageous passivity properties when
using the proposed active filter (5.38), Fig. 5.15 exemplarily illustrates dif-
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(A) (B)
(C) (D)
Fig. 5.15: Nyquist plots of the open-loop grid-converter system using
the VSC’s primary-frequency input admittance model with ac-
tive capacitor current feed-forward, where the converter un-
der study is equipped with (a) an undamped LCL filter, (b) an
LCL filter with series damping resistance, and (c) an LCL fil-
ter with resistive-inductive damping circuit. Subfigures (A), (C)
and subfigures (B), (D) show the complete and detailed plots for
ω ∈ [0, ωN], respectively, where the VSC is connected (A), (B) to
an inductive grid with Zg(s) = lgs, lg = 64.95µs, and (C), (D)
to a resistive-inductive grid, where Z̃g(s) has a below Nyquist
frequency resonance at ωr,Z̃g,2 ≈ 29128
rad
s > ωcrit.
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ferent Nyquist plots of the open-loop system Yi,p(s)Z̃g(s) for the VSC un-
der study. Similar to the Nyquist curves of the quasi-analog open-loop
models in Fig. 5.11, the Nyquist curves in Fig. 5.15 always approach the
origin of the complex plane from the third quadrant. A closer look shows
that none of the curves cross the negative real axis. For ω = ωN, the as-
sociated points always lie in the third quadrant, where a further increase
of the effective grid inductance lg only cause the Nyquist curves to ap-
proach the origin more and more. In accordance with the passivity theo-
rems of Sec. 2.1.3, it can thus be verified that the designed converter yields
an asymptotically stable closed-loop system when connected to a passive
grid impedance, even if the grid shows one or multiple below Nyquist
frequency resonances.
Since the identified possibly emerging non-passive regions in the IFP in-
dex of Yi,p(s) near ωN are relatively minor and are likely to be compen-
sated by the (natural) damping effect of the synthetic grid impedance
Z̃g(s), this can also be assumed to be the case if the LCL filter implements
an additional passive damping scheme or shows non-negligible parasitic
resistances. In fact, dissipative components even act beneficial on the sta-
bility properties of the resulting closed-loop system, which is indicated
by the larger stability measures in Fig. 5.15B and Fig. 5.15D. In the end,
and in agreement with the results of present research [4, 57,60,156,157], it
can be concluded that a destabilization of the closed-loop grid-converter
system by poorly damped (below Nyquist frequency) grid resonances is
rather unlikely to occur if the VSC is equipped with the proposed active
capacitor current feed-forward.
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6 PWM Harmonics and Aliasing Effects
As emphasized in Sec. 3.4, the derived primary-frequency input admit-
tance model (3.52) does not take all effects of the digital control into ac-
count by neglecting the mirrored components in i∗l , e
∗, or i∗c . This is also
in accordance with most of the related converter models in the literature,
see e.g., the equivalent model of Harnefors et al. in [53] or the z-domain
models of [41, 110], but might not be reasonable in practical applications.
In fact, aliasing effects reshape the converter’s input admittance, where
the mirroring of above Nyquist frequency signal components on low-
frequency (primary) signal components could result in a positive feed-
back, and thus, even cause a system destabilization [140]. While it can still
be assumed that the LCL filter in combination with the grid impedance ef-
fectively suppresses high-frequency voltage components that come from
the power grid, the aliasing of switching harmonics that are injected by
the PWM may have an influence on the current control.
Similar to the frequency-domain models that result from the harmonic
state space modeling approach [81, 95, 140, 165], Freijedo et al. [42] and
San et al. [116] each propose a linear converter model which includes
switching harmonics that are aliases of the PWM’s reference input volt-
age. Even though nonlinear sideband harmonics [64,129,159] or interhar-
monics [128] are still not regarded, the suggested converter representa-
tions in the frequency-domain allow to assess the (steady-state) effects
of PWM harmonics that are mirrored onto low-frequency signal com-
ponents in the baseband of the converter. However, while the authors
of [42] mainly focus on the frequency-domain modeling of the analog-
to-digital conversion of a sinusoidal signal, the authors of [116] derive a
MIMO PWM model, but do not consider the effects of the digital con-
troller implementation. Moreover, [116] proposes a multiple-frequency
model which depends on the frequency ω of a sinusoidal input signal as
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well as the Laplace variable s. From a control engineering point of view,
this is rather inconvenient and not properly defined. Although the latest
converter models containing sideband harmonics have been developed
in the time- or frequency-domain, a model in the continuous Laplace-
domain would still be desirable.
Hence, using the concept of complex transfer functions [51, 131], this sec-
tion aims to derive a similar multiple-frequency grid-converter model in
the continuous Laplace-domain, allowing to apply all the well known
controller design and analysis methods from the classical linear control
theory. After introducing the basic modeling idea and reviewing the prin-
ciple of the impulse-sampling process and the small-signal representation
of the PWM in Sec. 6.1, Sec. 6.2 derives the converter’s multiple-frequency
current dynamics. Based on the proposed model, Sec. 6.3 deduces a more
accurate SISO converter model, which allows to reflect the mirrored high-
frequency components that are aliases of the PWM’s reference input volt-
age. Finally, Sec. 6.4 discusses the effects of aliasing on the converter’s
input admittance and assesses the passivity and stability properties of
the resulting closed-loop grid-converter system.
6.1 Revision of the Small-Signal Converter Dynamics
In order to incorporate aliasing effects that are caused by the injection
of PWM harmonics, it is proposed to extend the converter model from
Sec. 3.51 and not only take the VSC’s primary-frequency signal compo-
nents, xp(s), into account, but also model the dynamics of multiple side-
bands, x(s + jkωs), k = ±1,±2, . . .. The suggested modeling approach
first yields a MIMO input admittance model, which again simplifies to a
SISO model if the closed-loop grid-converter system is considered.
6.1.1 Basic Modeling Idea
To begin with, it is assumed that the VSC’s LCL filter effectively sup-
presses above Nyquist frequency components from the grid side, so that
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the system’s input voltage ṽg(s) = (Z̃g(s)Ỹfg(s))vg(s) only shows sig-
nal components in the low-frequency range, i.e., |ṽg(jω)| ≈ 0, ∀ |ω| >
ωN. Then, reviewing the control block diagram of the digitally current-
controlled grid-converter system from Fig. 3.13, Fig. 6.1 illustrates a cor-
responding principle signal flow model.
Here, the blue path represents the flow of low-frequency signal compo-
nents that lie in the baseband of the converter, i.e., within the frequency
range [−ωN, ωN]. For the sake of clarity, these signals are indexed with
a 0. The red path exemplarily illustrates the flow of signal components
that lie in the k-th sideband, which is defined by the frequency range
[(2k−1)ωN, (2k+1)ωN], k = ±1,±2, . . .. This could, for instance, be a pure
sinusoidal of the form cos( 23ωst) = (e
j 23ωst + e−j
2
3ωst)/2, consisting of two
components, one within the frequency range [ωN, 3ωN] and one within the
range [−3ωN,−ωN]. Since the digital control system misinterprets signal
components above the converter’s Nyquist frequency as components be-
low ωN, the sampler blocks can be understood as elements, which map
all input signals to the converter’s baseband [39, 119]. This is illustrated
by the arrows in the sampler blocks. Deviating from the introduced no-
tation of Sec. 3.2, the resulting low-frequency signal components seen by
the digital converter control are denoted with a ′, e.g., i′l specifying the
primary and complementary baseband components of the sampled cur-
rent caused through the voltage drop over the converter-side impedance
Yfc(s). After the signal processing by the digital PR controller and the
feed-forward filter, the calculated reference voltage v′ref is transferred to
the PWM, which generates a pulse pattern to trigger the semiconductor
switches. As described in the Appendix A.2, the VSC output voltage con-
tains a DC component, fundamental components as well as sideband and
carrier harmonics. Taking this multiple-frequency behavior into account,
the PWM’s output vc,0 models the fundamental components in the base-
band, where the most crucial sideband harmonics that represent aliases
of the PWM’s reference voltage are reflected by the modulator outputs
vc,q,∀q > 0. If the converter implements a single-update PWM, where
the current sampling is synchronized to the PWM carrier signal, the in-









































































































Fig. 6.1: Principle signal flow model of a digitally current-controlled grid-
connected VSC with single-update PWM and capacitor current
feed-forward, where the baseband and one exemplary above
Nyquist frequency signal components are represented by the
blue and red signal path, respectively.
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tegers q = k = ±1,±2, . . . exactly coincide, allowing to close all existing
loops and to deduce a closed-form model of the grid-converter system.
Similar to the harmonic state space modeling concept, see e.g., [81, 140,
165], the presented modeling approach allows to describe each shown
path in Fig. 6.1 by an individual transfer function. In particular, focusing
on the highlighted dark gray block, the dynamics between the base-
band components of the sampled current i′l(s) and the output current
component ico,q(s) in the q-th sideband specify the converter’s reference
current dynamics, denoted as Gcl,q(s). While each Gcl,q(s),∀q defines
a (complex) SISO transfer function, the light gray block illustrates the
new VSC disturbance dynamics, which can, in contrast to Sec. 3.4, be
represented by a complex MIMO transfer function matrix with inputs
ek(s), k = 0,±1,±2, . . . and outputs id,k(s), k = 0,±1,±2, . . .. As can
be observed, the interconnection of the VSC’s MIMO input admittance
model with the synthetic grid impedance Z̃g(s) results in multiple
feedback-loops. At this point it can be imagined that, besides the feed-
back of baseband components, i0, an amplification of high-frequency
current harmonics, ik, k = ±1,±2, . . ., by poorly damped grid reso-
nances might also lead to stability problems [125, 140]. Therefore, in
some applications, it could be risky to demand only the passivity of the
converter’s primary-frequency input admittance Yi,p(s) = Yi,00(s), defin-
ing the behavior between e0(s) and id,0(s) and to neglect all mirrored
input voltage components from the sidebands. On the other hand, since
aliases of possibly emerging high-frequency components in the (stiff)
grid voltage ṽg = ṽg,0 can be considered as (independent) disturbances,
those components do principally not change the stability properties of
the linear closed-loop system, but they may worsen the quality of the
injected current.
6.1.2 Multiple-Frequency Modeling of the System Components
Based on the reviewed functional principle and the associated system
components of the grid-converter system from Fig. 6.1, this section aims
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to derive the Laplace-domain models of the illustrated samplers and the
discussed multiple-frequency behavior of the PWM.
Alternative Sampler Model
Besides the mathematical concept of describing the sampling process by
the impulse-modulation technique (3.15) in the time-domain, a sampler
can also be understood as a component in the frequency-domain that
maps all signal components of its input into the baseband and generates
a ’new’ output, which can be processed by the digital control system. In-
stead of defining x(t) as the input of the sampler, which is modulated by
a train of unit impulses [39, 119], from now on the sampler input should
be given by an infinite number of right-sided, Laplace-transformable sig-
nals, xk(t), k = 0,±1,±2, . . ., with xk(t) = 0∀t < 0, see Fig. 6.1. It is
assumed that each (fictitious) signal xk(t) sufficiently approximates the
positive- or negative sequence components of the original input signal
x(t), lying in the frequency range [(2k − 1)ωN, (2k + 1)ωN], but also has
components outside the limits. Then, it is proposed to redefine the sam-


















[. . .+x−1(s− jωs) + x0(s) + x1(s+ jωs)+. . .] . (6.1)
Here, the individual summands, xk(t) · e−jkωst, can be interpreted as
(α, β)-frame space vector components that are transformed into a syn-
chronous reference-frame, rotating with an integer multiple of the con-
verter’s sampling frequency, kωs, respectively [51]. By performing this
1Similar to the (exact) representation of the discrete Laplace transform x∗(s) via Laplace
transforms, see [114], the introduced transformation (6.1) can be assumed to yield a rea-
sonable sampler model only if certain conditions are met, compare also to the footnote
on page 59. In the following it should be presupposed that the fictitious, right-sided sig-
nals or systems xk(t) have a sufficiently high low-pass characteristic, such that the first
sum in (6.1) converges and the element-wise application of the Laplace transform is jus-
tified. Further, it is assumed that, even though x−k(t) and xk(t) might be two different,
complex functions, their sum, x−k(t) + xk(t), always results in a purely real function
with symmetric frequency response.
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(coordinate) transformation, each signal component of the k-th sideband
of xk(t) is shifted to the baseband of the converter, while components
outside the range [(2k − 1)ωN, (2k + 1)ωN] are shifted to the neighboring
sidebands. The associated idea is exemplarily illustrated by the resulting
linear-scaled amplitude spectra of the current il(jω) = Yfc(jω)e(jω) and
Tsi
′
l(jω) = Ts (Yfce)
′
(jω) in Fig. 6.2, where, as in Sec. 3.3, the (real) volt-
age e(t) consists of two purely sinusoidal components, one in the low-
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Fig. 6.2: Amplitude spectra of the current component il(jω) =
Yfc(jω)e(jω) and the transformed component Ts · i′l(jω) =
Ts (Yfce)
′
(jω), where the red arrows mark signal components in
the baseband of il(jω) and the orange arrows indicate signal
components lying within the 1-th and −1-th sideband of il(jω).
At this point, it should be highlighted that (6.1) does not describe the
discrete Laplace transform of x∗(t) (nor the z-transform of x(kTs)) and
that the spectrum of x′(s) is not periodic in general, compare Fig. 6.2
to Fig. 3.12. However, if (6.1) converges, x′(s) represents the Laplace-
transformed of a signal (or impulse response of a system), which base-
band signal components are approximately equivalent to those of i∗(s) =
L{x∗(t)} from (3.40). Since the remaining signal components of x′(s)
outside the converter’s baseband have no proper physical meaning, the
Nyquist frequency thus simultaneously defines the range of validity of
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the suggested alternative sampler model. This range is also in accordance
with e.g., the EN 50388-2 [6], which requires to verify the passivity of
active-font-ends from the fifth harmonic, 5ωr, up to ωN, defined by the
controller’s sampling frequency.
If hypothetically it is assumed that all Laplace transforms, xk(s), are
ideally band-limited and all signal components lie in the respective fre-
quency range [(2k − 1)ωN, (2k + 1)ωN], the resulting x′(s) only contains
signal components in the range [−ωN, ωN] and does not have any high-
frequency components in the sidebands, i.e., |x′(jω)| = 0, ∀ |ω| > ωN.
This property should also be reflected by the shown signal flow model
and sampler blocks in Fig. 6.1, where a noncompliance with the assump-
tion of ideally band-limited signals (which do practically not exist due
to the causality condition [39, 114]) does not affect the model and should
therefore be considered for illustrative purposes only. Finally, it should
be noticed that, if each continuous input signal xk(t) is specified to be the
same, (6.1) is identical to the discrete Laplace transform (3.40), and thus,
x∗(s) = x(z)|z=esTs = x′(s) if xk(t) = x(t),∀k.
Piece-Wise Defined Multiple-Frequency PWM Model
The main challenge in modeling the PWM is to maintain the identified
small-signal behavior from Sec. 3.2.2 and not to neglect the generation of
all the high-frequency switching harmonics at the same time. If aliasing
effects are to be analyzed, it is reasonable to take those PWM voltage har-
monics into account that coincide with the complementary components
of the impulse-sampled currents [42, 81, 116, 140]. Using the introduced
notation and considering a single-update PWM, where the sampling in-
stants are synchronized to the switching instants, these voltage compo-
nents are specified by vc,q(s + jqωs), q = ±1,±2, . . .. Similar to the iden-
tified small-signal PWM behavior in Fig. 3.7, Fig. 6.3 shows the normal-
ized magnitude and phase characteristics of a digital single-update PWM
with computational delay, using a single sinusoidal reference input volt-
age Vref(t) = VDC/2 + amVDC/2 sin(ωrt) with varying amplitude modula-
tion indices, am ∈ [0.05, 1], and frequencies, ωr ∈ [ωs/20, ωN]. This time,
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not only the modulator’s (steady-state) behavior of the fundamental com-
ponents in the baseband is shown, but also the identified characteristics
of several positive-sequence harmonics, representing an integer multiple





























Fig. 6.3: Magnitude and phase characteristics of (a) the identified nonlin-
ear single-update PWM with computational delay for decreasing
modulation indices (from light blue to dark blue), and the Bode
plots of (b) the (baseband) PWM model GPWM(s)/TsGd(s) with
D0 = 0.868, and (c) the weighted concatenation of the proposed
piece-wise defined multiple-frequency PWM model for ideally
band-limited input signals.
As can be observed, the nonlinear modulator produces a significant num-
ber of high-frequency harmonics, which are most frequently neglected in
classical small-signal converter modeling approaches [140, 165]. While a
decreasing amplitude modulation index, am, leads to a rather moderate
decrease in the attenuation of voltage components below the switching
frequency ωs, higher frequency components react much more sensitive
to variations of the reference voltage’s magnitude. Assuming ωs to be
an integer multiple of ωr, this (nonlinear) behavior can also be verified
by evaluating the fundamental and sideband components of the analytic
PWM description (A.18) from the Appendix A.2, as exemplarily shown
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in Fig. A.5. Hence, even though the derived PWM model GPWM(s)/Ts
from (3.23) yields a worst-case approximation for the modulator’s small-
signal behavior in the low-frequency range up to the Nyquist frequency
ωN, see also Fig. 3.7, the PWM model attenuates higher switching har-
monics far too much. For this reason, it is not recommended to use
(3.23) for representing the converter’s high-frequency behavior. As be-
comes clear, this is also the case for the more simple (classical) ZOH
PWM model, GZOH(s)/Ts, which is nevertheless utilized in research that
claims to model and assess the VSC’s input admittance properties above
the Nyquist frequency, see e.g., [41, 42, 53].
In order to model the crucial high-frequency sideband harmonics more
accurately, it is proposed to use a piece-wise defined multiple-frequency
PWM plus computational delay model of the form
vc,q(s+ jqωs) = GPWM,q(s)Gd,q(s)v
′
ref(s), q = 0,±1,±2, . . . . (6.2)
Hereby, the transfer functions GPWM,q(s)Gd,q(s), q = 0,±1,±2, . . .
specify individual small-signal PWM models for every frequency
band [(2q − 1)ωN, (2q + 1)ωN] and the transformation s 7→ s + jqωs
in the argument of vc,q(s) ensures that the baseband components of
GPWM,q(s)Gd,q(s)v
′
ref(s) are transformed to the q-th sideband [51, 131].
This is in contrast to classical small-signal SISO PWM models, where the
associated transfer function GPWM(s) in combination with the periodic
input, v∗ref(s), inherently define all high-frequency output voltage har-
monics that are aliases of the input [39]. On the other hand, the adopted
approach is somehow similar to the suggested frequency-domain PWM
modeling idea from [116], but can completely be carried out in the contin-
uous Laplace-domain and additionally provides more degrees of freedom
in the definition of each GPWM,q(s)Gd,q(s). In general, the PWM model
(6.2) is constructed so that, if the (sampled) input v′ref(s) represents an
ideally band-limited signal, which only has primary-signal components
in the frequency range [−ωN, ωN], the outputs vc,q(s) each contain only
signal components within the q-th sideband, i.e., [(2q − 1)ωN, (2q + 1)ωN].
In combination with the proposed alternative sampler model (6.1), this
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enables to describe the resulting (sampled-data) converter system more
accurately by a complex MIMO transfer function matrix in the s-domain,
instead of a SISO system in the z-domain.
After a thorough investigation of the identified PWM characteristic from
Fig 6.3, it is suggested to choose the transfer functions GPWM,q(s)Gd,q(s)





























if q is odd. The parameters kM,q , D0,q , and oq are individual PWM
gains, averaged duty cycles, and offset terms for the q-th frequency band,
respectively, allowing to adapt the model on different PWM schemes
and averaged (a priori known) amplitude modulation indices. While the
proposed PWM plus computational delay dynamics (6.3) for baseband
and even sideband components are basically identical to the introduced
model from Sec. 3.2.2, where, this time, the magnitude decreases from
TskM,q at ω = 0 to 0 at ω = ωs/D0,q , the model (6.4) shows (more or less)
the opposite behavior for odd sidebands. More precisely, the frequency









As can be observed when neglecting the term sin(ωD0,qTs/2)/(ωD0,q/2),
scaled by 1/Ts, the weighted and shifted (squared) sine function yields a
magnitude that increases from TskM,qoq at ω = 0 rad/s to TskM,q(1+oq) at
ω = ωs/(2D0,q). In combination with the preceding sinc-function, this
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behavior remains rather unchanged for small frequencies, ω  ωs/6,
whereas the magnitude is more and more reduced for higher frequencies
and approaches 0 for ω → ∞. This is similar to the frequency response
of (6.3) and shows that both models act like a low-pass filter for high
frequency components, ensuring that each vc,q(s),∀q predominantly has
signal components in the q-th frequency band. The phase lag of (6.5) is
principally the same as for even sidebands, but, due to the negative sign,
shifted by +π, which guarantees a continuous reduction of the phase re-
sponse when concatenating the piece-wise defined PWM transfer func-
tions (6.3) and (6.4).
It is generally reasonable that the amplitude responses of neighbored fre-
quency bands smoothly pass in each other, such that the concatenated
response does not show any (jump) discontinuity, i.e., it should be en-
sured that |GPWM,q(jqωs/2)| = |GPWM,q−1(jqωs/2)| ,∀q ≥ 1. Further, it is
advisable to set GPWM,−q(s)Gd,−q(s) = GPWM,q(s)Gd,q(s), ∀q ≥ 1 to get
a symmetrical concatenated PWM frequency response for positive- and
negative input sequence components, which should not be overlooked
when working with complex transfer functions [51,131]. Taking these two
basic guidelines into account, less or more complex parameterizations for
(6.3) and (6.4) can be deduced. For instance, regarding the findings from
our work [1] and choosing D0,q = 0.868 and kM,q = 1, q = 0,±2,±4, . . .,
the provided degrees of freedom reduce to the choice of kM,q , D0,q , and
oq for all odd sidebands. If all oq are set to e.g., 0.1, which seems to be
an appropriate selection to result in an upper magnitude bound of the
identified PWM characteristic if kM,q ≈ 1, see Fig. 6.3, the magnitude
of (6.5) always shows a local maximum at ωD0,qTs/2 ≈ 1.304. Requir-
ing that the found maximum emerges exactly at ωs/2, the averaged duty
cycles for all odd PWM transfer functions can be set to D0,q = 1.304 ·
4/(Ts ωs) ≈ 0.8302, q = ±1,±3, . . .. And finally, evaluating the constraint
|GPWM,q(jqωs/2)| = |GPWM,q−1(jqωs/2)| ,∀q ≥ 1 with the given param-
eters, the gains kM,q can be selected as kM,q ≈ 0.9415, q = ±1,±3, . . ..
Tab. 6.1 summarizes the suggested PWM model parameterization, which
is characterized by only two parameter sets for the infinite number of
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transfer functions, GPWM,q(s)Gd,q(s), namely one for the even and one
for the odd sideband components.
Table 6.1: Piece-wise defined transfer function parameters of the pro-
posed multiple-frequency PWM model
Parameter Parameterization
Even PWM gains kM,q = 1, q = 0,±2,±4, . . .
Even duty cycles D0,q = 0.868, q = 0,±2,±4, . . .
Odd PWM gains kM,q = 0.9415, q = ±1,±3, . . .
Odd duty cycles D0,q = 0.8302, q = ±1,±3, . . .
Odd offset terms oq = 0.1, q = ±1,±3, . . .
Applying the exemplary parameters from Tab. 6.1 to the transfer func-
tions (6.3) and (6.4), Fig. 6.3 illustrates the resulting (concatenated) fre-
quency response of the proposed multiple-frequency PWM model (6.2),
weighted by 1/Ts. With this choice, each GPWM,q(s)Gd,q(s) yields an up-
per bound for the attenuation of the identified samples in the associated
frequency band, [(2q − 1)ωN, (2q + 1)ωN]. On the other hand, it can be
seen that the phase responses exactly match the identified characteristic
of the nonlinear modulator. It should be remarked that this does not nec-
essarily apply to other components outside the respective q-th frequency
band. The unavoidable mismatch does however not need to be consid-
ered further, as each individual transfer function, GPWM,q(s)Gd,q(s), is
only designed to be valid on the interval [(2q − 1)ωN, (2q + 1)ωN]. If nec-
essary, the individual offset terms, oq , can be increased or decreased to
result in a more or less conservative model for odd harmonics near the
frequencies ±ωs,±3ωs, . . .. In addition, since it can be expected that the
emerging switching harmonics become less and less significant for very
high frequencies [64], the PWM gains, kM,q , might be reduced progres-
sively for an increasing q, but is not done here for simplicity.
Therefore, although the proposed piece-wise defined multiple-frequency
PWM model does not describe the nonlinear generation of all switching
harmonics, e.g., sideband harmonics that result from the combination of
multiple signal components in the baseband, it can be assumed that the
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proposed modeling approach mostly yields a rather conservative steady-
state PWM approximation in each frequency band. But, the model still
gives much less conservative results than utilizing a purely time delay
PWM model of the form Tse−sTd and can be considered to be more accu-
rate than other existing small-signal PWM models. In practice, the gen-
erated (steady-state) harmonics will most likely not appear as concen-
trated as modeled and the converter’s output voltage spectrum will be
spread over more frequencies, see e.g., [64, 159]. In this regard, the sug-
gested model in Fig. 6.1 complies with the railway standard EN 50388-
2 [6], which allows to focus on the linear steady-state behavior and ne-
glect nonlinear (high-frequency) effects when calculating the converter
input admittance of active-front-ends [42, 110].
6.2 Converter Current Dynamics
Similar to the procedure from Sec. 3.3, the multiple-frequency converter
current dynamics can be derived from the VSC’s principle signal flow
model of Fig. 6.1. Given the modified sampler and PWM model from the
previous section, the q-th current component, ico,q , at the output of the
highlighted block of the reference current dynamics is described by
ico,q(s+ jqωs) =Yfc(s+ jqωs)GPWM,q(s)Gd,q(s)·
[GPR(z) (i
′
l(s)− i′co(s)) +H(z)i′c(s)] (6.6)
where, due to the discussed advantages from Sec. 5.3, only a capacitor
current feed-forward is considered from now on. Taking the extension
with the associated initial value, x(0+), into account, the PR controller’s
pulse transfer function (3.34) can also be expressed as GPR(z)|z=esTs =
G∗PR(s) = G
′
PR(s) and similarly, H(z)|z=esTs = H∗(s) = H ′(s). Then,
in the special case of a single-update PWM, where the sampling instants
are synchronized to the modulator’s carrier signal, and thus, k = q =
0,±1,±2, . . ., an application of the introduced transformation (6.1) on
(6.6) yields the (baseband) components of the sampled current seen by
the converter, i.e.,









l(s)− i′co(s)) +H ′(s)i′c(s)] . (6.7)
Discretized Plant Dynamics
Observing that the reference voltage at the input of the PWM model (6.2)
is the same for the baseband as well as all sideband components, it can




l(s)− i′co(s)) +H ′(s)i′c(s)] in (6.7) can
be factorized, where, according to (6.1), the remaining part on the right









If it is assumed that the converter-side filter admittance plus PWM model
has a sufficiently large low-pass characteristic and consequently (6.8) con-
verges, (YfcGPWMGd)
′
(s) represents an equivalent to the plant’s common
z-transform (YfcGPWMGd)(z)|z=esTs = (YfcGPWMGd)∗(s) obtained by the
impulse modulation technique [39, 119]. At this point, it should however
be noticed that (YfcGPWMGd)
′
(s) is only identical to (YfcGPWMGd)
∗
(s) in
the special case where GPWM,q(s)Gd,q(s) is specified to be GPWM(s +
jqωs)Gd(s + jqωs), q = 0,±1,±2, . . .. Hence, in contrast to the plant’s
common z-transform (3.26), which assumes that the PWM’s generated
harmonics follow a sinc-function of the form (3.24), the transform (6.8)
allows to model the modulator’s (less optimistic) small-signal low- and
high-frequency behavior more accurately. In this context, the introduced
transformation can be understood as a more general method to describe
the baseband dynamics of discretized plants that are preceded by digital
single-update PWM units.
For instance, following the suggested parameterization from Tab. 6.1 and
implementing the multiple-frequency PWM model shown in Fig. 6.3,
Fig. 6.4 compares the (discretized) plant dynamics which are used by
the quasi-analog, the primary-frequency, and the multiple-frequency
model of the VSC under study. As can be noticed, there mainly exist
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Fig. 6.4: Bode plots of (a) the continuous plant plus PWM dy-
namics Yfc(s)GPWM(s)/TsGd(s), (b) the discretized dynam-
ics (YfcGPWMGd)
∗
(s) from (3.26), and (c) the dynamics
(YfcGPWMGd)
′
(s) from (6.8), which uses the transform (6.1) and
the proposed multiple-frequency PWM model.
differences in the amplitude responses in the high-frequency range,
where
∣∣(YfcGPWMGd)′(s)∣∣ differs more or less from the other responses
by varying the offset terms, oq . On the other hand, the phase responses
of all three models match well as long as the total effective time delay,
Td, keeps unchained. But, even though only little deviations emerge, it
can be expected that the resulting (new) VSC reference and disturbance
dynamics differ from the established primary-frequency model from
Sec. 3.4.2. This might especially be considered when assessing the prop-
erties of the VSC input admittance in the most critical frequency range,
near the Nyquist frequency.
By a first observation, the calculation of (6.8) may seem much more
complex than the calculation of the plant’s common z-transform
(YfcGPWMGd) (z)|z=esTs from (3.26), since the involved transfer func-
tions of the piece-wise defined PWM model may be different in each
frequency range. From a practical point of view, however, the low-pass
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characteristic of Yfc(s) from (3.5) as well as the PWM’s attenuation effect
for signal components in the very high frequency range should be taken
into account. In this regard, the exact dynamics of (6.8) can usually be
approximated with reasonable accuracy by restricting the calculation to
the baseband components and a small number of positive- and negative-
sequence components, instead of evaluating the full range of q up to
±∞. Some PWM transfer functions, GPWM,q(s)Gd,q(s), even allow a
more simple calculation of (YfcGPWMGd)
′
(s) by exploiting the similarity
of the introduced transformation (6.1) to the definition of the discrete
Laplace transform (3.40) and its calculation via Laplace transforms
from [114]. In particular, regarding the special case where all even and
odd piece-wise defined PWM models are specified by GPWM,0(s)Gd,0(s)


















After some calculation, which is given in detail in the Appendix A.4, the
infinite sums in (6.9) can be reformulated into two explicit transfer func-


























Hence, due to the resulting simplification of (6.8) for identical even and
odd piece-wise defined transfer functions, GPWM,q(s)Gd,q(s), it is often
not necessary to evaluate an infinite sum or make a restrictive approxi-
mation for modeling the converter current dynamics. This is in contrast
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to the modeling approaches of e.g., Harnefors et al. in [53] or San et
al. in [116], where both authors use a rather impractical sum represen-
tation in their suggested multiple-frequency converter models. Instead,
given the proposed multiple-frequency PWM model (6.2) with the trans-
fer functions (6.3), (6.4) and following the presented parameterization
guidelines, (6.10) gives a simple closed-form equation of the (discretized)
plant dynamics seen by the converter. Fig. 6.4 illustrates the resulting fre-
quency response, where it was simulatively verified that the sum from
(6.8) converges to the corresponding solution (6.10) when simultaneously
increasing the number of positive and negative sidebands for the calcula-
tion.
Depending on the representative even and odd PWM transfer func-
tions, GPWM,0(s)Gd,0(s) and GPWM,1(s)Gd,1(s), (6.10) can also be fur-
ther simplified. Specifically, still focusing on a single-update PWM
and defining GPWM,0(s)Gd,0(s) = Tse−sTd and GPWM,1(s)Gd,1(s) =
−Tse−sTd , which corresponds to a simple (worst-case) time delay









)Ts). As can be recalculated, the expression
is equivalent to the (modified) z-transform of Yfc(s)Tse−sTd , written in









GPWM,0(s)Gd,0(s) = GPWM,1(s)Gd,1(s) = 1 and extending (6.1) by the
halved jump high of Yfc(t) at t = 0+, as described in the footnote on
page 59. Hence, it can be seen that the derived transform (6.10) is still
in agreement with the conventional theory on digital control systems,
see [39, 114, 119].
Multiple-Frequency Current Dynamics in the Laplace-Domain
Proceeding with the modeling of the converter’s current dynamics and
using the definition of (6.8) (or (6.10)) to solve (6.7) for the sampled cur-
rent component i′co(s), after substituting into (6.6), ico,q(s + jqωs) can be
written as


















In analogy to the already specified reference transfer functionGcl(s) from
(3.43), Gcl,q(s) = iq(s + jqωs)/i′ref(s)|e(s)=0 defines the VSC’s (complex)
reference transfer function between i′ref(s) and the harmonic current com-
ponent iq(s+jqωs) in the q-th sideband of the converter. In the same way,
the new (complex) active damping transfer functionGH,q(s) describes the
VSC’s dynamic behavior between the baseband components of the sam-
pled capacitor current, i′c(s), and the current components iad,q(s + jqωs)
in the q-th sideband, generated by the active feed-forward. In comparison
to (3.43) and (3.44), the respective transfer functions in (6.11) differ from
the already introduced models only by the use of the new PWM model





(s) in the denominators. The effects of these differences
can most easily be illustrated by the associated frequency responses. For
example, considering the converter under study and neglecting any high-
frequency parasitic effects, Fig. 6.5 compares the Bode plots of the con-
verter’s reference current dynamics for different PWM models in the low-
and high-frequency range with the characteristics of a VSC simulation
model, described in more detail in Sec. 7.1.
It can be noticed that the phase response of the new (weighted) reference
current dynamics, Gcl,q(s)/Ts, q = 0, 1, 2, . . ., is (more or less) identical
to the phase responses of the other models as well as the identified char-
acteristics, whereas the magnitudes match only fairly exactly up to the
frequency of the PR controller’s highest resonator at hmωr. Above this
frequency, Gcl,0(s)/Ts first has a marginally smaller gain, but then shows
a higher gain for all ω  ωcrit than the (primary-frequency) model (3.43),
which uses a classical ZOH PWM model, such as in [53]. On the other
hand, the magnitude response of the VSC’s reference current dynamics
































































Fig. 6.5: Bode plots of the VSC’s reference current dynamics, where the
model implements (a) the proposed multiple-frequency PWM
model, (b) a time delay PWM model, (c) a ZOH PWM model, and
(d) shows the corresponding identified magnitude and phase
characteristics of a simulation model with (nonlinear) single-
update PWM. Subfigure (A) shows the associated characteristics
for primary input signal components in the converter baseband
and subfigure (B) illustrates the behaviors in the sidebands.
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with time delay PWM model shows a larger gain for a wide range of fre-
quencies, but approaches the behavior of the proposed model in the very
high frequency range. A similar behavior can also be observed for the
measured characteristics, which were found to be in good agreement with
the Bode plot of Gcl,q(s)/Ts, q = 0, 1, 2, . . .. Hence, although there might
be a larger magnitude of Gcl,q(s)/Ts, if higher offset terms, oq , are chosen,
Fig. 6.5 demonstrates that the resulting reference current dynamics from
(6.11) represent a reasonable and accurate model, which is consistent with
well-known models in the literature, but is neither too conservative nor
suppresses high-frequency switching harmonics too much.
Finally, reviewing the introduced signal flow model from Fig. 6.1, and
given the transfer functions from (6.11) as well as the alternative sampler
model (6.1), the resulting converter current dynamics for signal compo-
nents within the frequency range [(2q−1)ωN, (2q+1)ωN], q = 0,±1,±2, . . .
are more generally given by
iq(s+ jqωs)= Gcl,q(s)i
′























where again, Yc(s) can be replaced by Yd(s), if the LCL filter topology
from Fig. 3.2C is considered. As can be verified when taking the period-
icity of impulse-sampled signals and systems into account [39, 114, 119],
the derived dynamics (6.12) or (6.13) have also a great similarity with the
converter current dynamics (3.45), which are shifted to the q-th sideband
by substituting s 7→ s + jqωs [51, 131]. If both sides of (6.13) are weighed
by 1/Ts and the obtained model is evaluated at q = k, (6.13) describes the
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converter’s dynamics with respect to primary-frequency signal compo-
nents, where iq(s)/Ts, eq(s)/Ts, and i′ref(s) correspond to the components
of ip(s), ep(s), and i∗ref,p(s) in the q-th frequency range, respectively.
In this sense, the consistency of both models confirms the proposed
multiple-frequency modeling approach. However, as emphasized above
and exemplarily shown in Fig. 6.5, Gcl,q(s) and GH,q(s) in (6.12) do not
simply utilize the frequency-shifted version of a (low-frequency) SISO
small-signal PWM model to reflect the modulator’s switching harmon-
ics, but allow to specify the q-th sideband dynamics more individually
and accurately. At this point it should also be highlighted that, even
though the frequency responses of the single transfer functions in (6.13)
are not necessarily symmetric, the frequency response of the concati-
nated multiple-frequency model is causal and completely symmetric
with respect to positive- and negative sequence components, as long as
the individual transfer functions GPWM,q(s)Gd,q(s) are symmetric for
every q = ±1,±2, . . .. Under this assumption, the following analysis
mainly focuses on the positive-sequence components without loss of
generality [51, 131].
MIMO Converter Input Admittance
At this point, it is again to be highlighted that the so far discussed VSC
disturbance dynamics are only valid, if all aliased signal components of
the sampled current i′l or i
∗
l are disregarded. Hence, while one of the
models may be considered for a simplified controller and filter design,
as done in Ch. 4 and Ch. 5, they are rather unsuitable for a final system
validation. But, given (6.13) and also taking the mirrored PCC voltage
components, ek(s+ jkωs), ∀k, into account, a more detailed MIMO input
admittance model can be deduced by interpreting the input of the system
as a vector of the form e(s) = [. . . , e−1(s−jωs), e0(s), e1(s+jωs), . . .]T .
Then, the VSC’s disturbance dynamics are described by the (complex)
transfer function matrix (6.14) with input e(s) and output id(s) on the
next page.
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Here, eq(s+jqωs), id,q(s+jqωs) with q < 0 and ek(s+jkωs), id,k(s+jkωs)
with k > 0 represent two exemplary high-frequency input-output pairs,
where one of them can be associated with the illustrated red signal flow
path in Fig. 6.1. In general, the diagonal elements of the input admit-
tance matrix Yi(s), i.e., . . . , Yi,−1−1(s), Yi,00(s), Yi,11(s), Yi,22(s), . . ., where
Yi,qq(s) = iq(s+jqωs)/eq(s+jqωs)|i′ref (s)=0, specify the converter’s behav-
ior on primary-frequency PCC voltage components, lying in the baseband
and the sidebands of the converter. On the other hand, the non-diagonal
elements of each column allow to model the effects of mirrored (com-
plementary) voltage components, and the non-diagonal elements of each
row enable to model the individual transfer functions that are related to
the generation of switching harmonics. As motivated at the beginning of
Sec. 6.1, the proposed modeling approach thus leads to a MIMO converter
input admittance model, which can be understood as a generalization of
classical and well studied quasi-analog or primary-frequency SISO mo-
dels [4, 8, 53, 110, 144, 156, 158, 167].
Finally, given (6.14), a frequently found procedure in the literature
for measuring the VSC’s (MIMO) input admittance should be dis-
cussed. Accordingly, the (single-phase) input admittance characteristic
can be identified by injecting a (real) sinusoidal voltage test signal,
e(t) = E · cos(ωit) = E · (eiωit + e−iωit)/2, at the synthetic PCC and
measuring the resulting converter output current, while setting i′ref = 0
(or i∗ref = 0). After waiting for the system to be in the steady state and
performing a Fast Fourier Transformation (FFT) of the input and output
signals, the frequency response of the VSC’s input admittance at ωi is
calculated by |id(ωi)| / |e(ωi)| · ej(φid(ωi)−φe(ωi)). The process is repeated
with a different input signal frequency, where ωi is swept over the entire
frequency range of interest, see e.g., [8, 42, 53, 110]. This procedure is also
the basis for the measurements shown in Fig. 4.2, Fig. 4.3, and Fig. 6.5.
Although this is a valid measurement method, it can be seen that the
procedure only identifies the diagonal elements of Yi(s), and thus,
only determines the converter’s behavior on primary-frequency volt-
age components. As in [8, 53, 110], the approach is often not adopted
to measure the non-diagonal elements of (6.14), reflecting the VSC
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dynamics on mirrored signal components and the dynamics of switch-
ing harmonics in the sidebands of the converter. Nevertheless, the
procedure can simply be extended by identifying all the current
components |id,q| · ejφid,q(ωi) , q = 0, 1, 2, . . . for a given test signal,
|ek(ωi)| · ejφek(ωi) , k = 0, 1, 2, . . ., and taking the model’s symmetry with
respect to positive- and negative-sequence components into account [42].
But, it should be emphasized that such a measurement is only reason-
able, if the test signal is directly injected at the terminals of the converter
side filter (at the synthetic PCC) and if there are no other filter parts in
feedback [53]. This ensures that no current harmonics are fed back over
the synthetic grid impedance Z̃g 6= 0, resulting in superimposed voltage
components at the input of the VSC that distort the identification.
6.3 Multiple-Frequency Model
Analog to the description of the grid-converter system from Sec. 2.2.2, the
closed-loop system dynamics can be derived from the converter’s MIMO
input admittance model (6.14) plus the relation between the synthetic
PCC voltage vector e(s) and the corresponding converter current vec-
tor i(s) = [. . . , i−1(s−jωs), i0(s), i1(s+jωs), . . .]T . Following the MIMO
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assuming that the (synthetic) grid voltage can also be separated into
an infinite number of signals, where each ṽg,k(t),∀k predominantly
contains positive- or negative-sequence components within the fre-
quency ranges [(2k − 1)ωN, (2k + 1)ωN] or [(−2k − 1)ωN, (−2k + 1)ωN],
see Sec. 6.1.2. Then, substituting (6.15) into (6.14) and taking into
account that i(s) = id(s) + Gcl(s) i′ref(s), where the column vector
Gcl(s) = [. . . , Gcl,−1(s), Gcl,0(s), Gcl,1(s), . . .]
T collects all individual
reference transfer functions, the MIMO closed-loop grid-converter dy-




















) (Gcl(s) i′ref(s) + Yi(s) ṽg(s)) (6.16)
where I denotes the identity matrix. As can be seen, (6.16) is similar
to (2.8), but represents a multivariable system, where each entry of the
resulting (complex) transfer function matrix defines the system’s input-
output behavior from a distinct frequency range to another. In general,
the numerators of the individual transfer functions of the matrix simply
result from a multiplication and summation of different entries of the ma-
trix I + Yi(s)Z̃g(s) and the vector Gcl(s) or the matrices I + Yi(s)Z̃g(s)
and Yi(s), respectively. On the other hand, while the denominator of the
quasi-analog system (2.8) is just given by 1 + Y ci (s)Z̃g(s), the common
denominator of the single transfer functions from (6.16), and thus, the
system’s characteristic equation has to be calculated by means of a com-





However, if the modeling and analysis is focused on a certain frequency
range, (6.16) can again be simplified to a SISO system by interpreting the
effects of all other voltage vector elements with signal components out-
side the selected frequency range as disturbances. To do so, the input and
output vectors bk = [. . . , 0, 0, 1, 0, 0, . . .]T and cqT = [. . . , 0, 0, 1, 0, 0, . . .],
where k and q define the location of the non-zero element in bk and cqT ,
respectively, can be utilized to specify the frequency range of interest.
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Then, the converter’s dynamics between the reference current, i′ref(s), as
well as the k-th synthetic grid voltage component, ṽg,k(s+ jkωs), and the















Yi(s)bk ṽg,k(s+jkωs) + d(s),
(6.17)
summarizing all other influences of the voltage components ṽg,k±1(s+
j(k ± 1)ωs), ṽg,k±2(s+j(k ± 2)ωs), . . . in the complex space vector d(s).
In particular, considering that the VSC’s LCL filter effectively suppresses
above Nyquist frequency components from the grid side, i.e., |ṽg(jω)| =∣∣∣(Z̃g(jω)Ỹfg(jω))vg(jω)∣∣∣ ≈ 0, ∀ |ω| > ωN, and that consequently ṽg,0(s) =
ṽg(s) and d(s) ≈ 0, for q = k = 0, (6.17) describes the dynamics of the
illustrated grid-converter system from Fig. 6.1. In this special case, which
is also in accordance with the EN 50388-2 standard [6], allowing to omit
above Nyquist frequency signal components when assessing the behavior
of active-front-ends [42, 110], the resulting control block diagram of the
VSC’s disturbance dynamics is in some ways similar to that from San et
al. in [116] and has the structure shown in Fig. 6.6.
It might be noticed that the deduced control block diagram from Fig. 6.6
is also comparable to the motivating signal flow model from Fig. 6.1, but
specifies the depicted blocks by means of their (complex) transfer func-
tions in more detail. In this context, the sampler blocks at the input of the
reference dynamics as well as the active damping dynamics from Fig. 6.1
are combined and modeled by the transformation (6.1), representing an
infinite sum of the form 1/Ts ·
∑∞
k=−∞ Yfc(s+ jkωs)Γk(s)ek(s+ jkωs), see
(6.13). Accordingly, the sampled signals are used to generate the base-
band current component ico,0 and all the harmonic components, ico,k, k =
±1,±2, . . ., which, in combination with the current il,k, k = ±1,±2, . . . in
the respective frequency range yield the individual VSC output current
components id,k, k = 0,±1,±2, . . .. If, in addition, ṽg,0(s) = ṽg(s) and



















Fig. 6.6: Normalized control block diagram of the disturbance dynamics
of a digitally current-controlled grid-connected converter with
(optional) active damping filter under consideration of PWM
harmonics and aliasing effects.
d(s) = 0, the baseband dynamics of the grid-converter system can be
represented by the illustrated block diagram.
Uncertain Dynamics and Multiple-Frequency Input Admittance
As shown in Fig. 6.6, the cascaded feedback of the VSC’s high-frequency
switching harmonics can basically be interpreted as a frequency-
dependent (dynamic) uncertainty, ∆0(s), which multiplicatively affects
the baseband dynamics of the active part of the converter. Following this
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observation and using simple rules from block-diagram analysis [10,119],











whereGLCL(s)/Ỹfg(s) = Z̃g(s)Yfc(s)/(1+Z̃g(s)Yfc(s)) is the effective (syn-
thetic) impedance in the feedback path of the individual sideband compo-
nents. Then, presupposing that (6.18) converges, it is proposed to define













where, as a result, the disturbance dynamics of the closed-loop grid-
converter system from (6.17) for q = k = 0 and with ṽg,0(s) = ṽg(s) and






Yi(s) b0 ṽg(s) =
Ym,0(s)




Thereby, the converter’s disturbance dynamics again take the form of the
corresponding dynamics of the simplified closed-loop system description
(2.8) from the background chapter. Based on the suggested terminology
from [53], the admittance Ym,0(s) should be referred to as the converter’s
multiple-frequency input admittance and Yt,0(s) as the converter’s to-
tal input admittance, seen from the (normalized synthetic) grid voltage
ṽg(s) = (Z̃g(s)Ỹfg(s))vg(s). It is however to be emphasized that even
though the chosen terminology is the same, the multiple-frequency in-
put admittance models differ and should not be confused. While Harne-
fors et al. basically use the term in [53] to denote the converter’s input
admittance that is related to the quotient i0(s)/e0(s), where Z̃g(s) = 0
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(and ∆0(s) = 1), throughout this thesis, the multiple-frequency input ad-
mittance Ym,0(s) is associated to the input admittance i0(s)/e0(s), where
e0(s) = ṽg(s)−Z̃g(s)i0(s). In comparison to the input admittance model
from [53] or those from Sec. 3.4, Ym,0(s) represents an extension of com-
monly found input admittance models in the literature. More precisely,
it takes mirrored components of the measured voltage at the VSC’s ter-
minals with respect to a specific synthetic grid impedance, Z̃g(s), into
account. As was to be expected, (6.18) and (6.19) also make clear that
the influence of aliasing effects on the converter dynamics can only be as-
sessed for a certain grid impedance and that it is not possible to make any
generally valid statements on the VSC’s multiple-frequency input admit-
tance Ym,0(s) or the total input admittance Yt,0(s). The system modeling
and analysis becomes even more complicated if it is considered that Zg is
usually unknown and that the (actual) effective grid impedance continu-
ally varies due to permanent changes of the power network [30,86,153].
Nevertheless, it can practically be assumed that the grid predom-
inantly shows a (resistive-) inductive behavior and that possibly
emerging grid resonances usually act within a well limited frequency
range [17, 19, 86, 91]. Hence, also taking the low-pass characteristic of the
converter’s LCL filter in the high-frequency range into account, it can
typically be supposed that (6.18) converges for realistic grid impedances,
Zg. In fact, using the multiple-frequency PWM model (6.2), where
GPWM,0(s)Gd,0(s) specifies all even and GPWM,1(s)Gd,1(s) all odd side-
band harmonics and applying a similar approach to the one given in the
Appendix A.4, it can be verified that a solution exists and the sum repre-
sentation in (6.18) can be reformulated into an explicit equation, as long
as GLCL(s)/(Ỹfg(s)Zc(s)) has a denominator at least one degree higher in
s than the numerator, see also [114]. This approach for the calculation of
(6.18) is however not pursued further here, since ∆0(s) is still influenced
by other unmodelled effects, such as nonlinear PWM effects [64, 129],
and it is therefore to be expected that the actually effective uncertainty in
(6.19) can almost never be determined exactly. But, in most applications
this is no major problem and a simpler model of ∆0(s) should usually
be sufficient to estimate the influence of aliased signal components. In
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particular, it should again be considered that most mirrored compo-
nents have an ever decreasing effect for higher sidebands. Thus, since
GLCL(s)/(Ỹfg(s)Zc(s)) usually has (at least) a pole excess of one, it is sug-
gested to approximate the dynamic uncertainty ∆0(s) by evaluating the
sum in (6.18) only with a small number of summands, instead of aiming
for an exact calculation. As has been confirmed by a variety of simulative
tests, this approach also leads to appropriate results, even if a more com-
plex grid impedance is supposed, e.g., resulting from a transmission line
modeling by one or multiple Π-segments [141, 166] or an interconnection
of multiple grid-connected converters as in [11, 88, 141].
In addition, a closer look at the effective (non-active) impedance in
the feedback path of the sideband components in (6.18) shows that
GLCL(s)/Ỹfg(s) approaches a simple second-order lag element in scena-
rios where no dominant resonances above the Nyquist frequency appear.
By setting Zg(s) = 0, the impedance GLCL(s)/Ỹfg(s) shows a gain of






whereas for |Zg(s)| → ∞, the impedance GLCL(s)/Ỹfg(s) has approxi-






It can be seen that although the gain at s = 0 rises, the resulting resonance
is more and more shifted to lower and usually less critical frequencies if
|Zg(s)| increases, see also the Bode plot of GLCL(s) in Fig. 3.3. Therefore,
the greatest influence of mirrored switching harmonics near the Nyquist
frequency can be expected when the converter is connected to a stiff grid,
i.e., when Zg is close to zero. The authors of [125] come to (more or less)
the same conclusion and use (6.21) and (6.22) for the design of LCL filters
with resonance frequencies above the Nyquist frequency. In some ways,
this finding also corresponds to the well known facts on the decoupling
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and attenuation effect of large (line) inductors from classical literature on
power systems [77, 91]. Hence, if no (or little) knowledge about the con-
nected power network exists, but it can be assumed that no significant
resonances above the Nyquist frequency occur, it is proposed to again ap-
proximate ∆0(s) by evaluating (6.18) with a small number of summands
and set Zg = 0. For instance, focusing on the harmonics in the first side-
band, i.e., k = ±1, and additionally neglecting all resistive and parasitic
components in the converter output filter [38], the dynamics of the uncer-


















GPWM,1(s)Gd,1(s)/Ts · 2s(s2 + ω2r,GLCL,max + ω2s )
lfc(ω4s − 2ω2s (ω2r,GLCL,max − s2) + (s2 + ωr,GLCL,max)2)
. (6.25)
If the actively damped converter under study is considered, Fig. 6.7 exem-
plarily depicts some representative frequency responses of the estimated
uncertainty ∆0(s) for different grid impedances. Given Fig. 6.7A, it can
be noticed that the dashed light blue and the dash-dotted blue approxi-
mations exactly coincide and only differ mainly from the more accurate
(orange) estimate in the frequency range near and above the frequency
ωcrit. As already discussed, mirrored signal components are better atten-
uated with an increase of the effective grid inductance, lg, which confirms
that it is advantageous to set Zg = 0 for a rough (worst-case) approxima-
tion of the aliasing effects if no prior knowledge about the grid is avail-
able. But, Fig. 6.7B makes clear that this approximation only gives rea-
sonable results, if there are no (significant) resonances in the effective grid
impedance above the Nyquist frequency ωN. In the illustrated example,































































Fig. 6.7: Bode plots of the estimated dynamic uncertainty ∆0(s), where (a)
evaluates (6.18) with k = ±1,±2,±3, (b) evaluates (6.18) with k =
±1, and (c) uses the approximation (6.23) with (6.24) and (6.25).
In both subfigures, the converter is equipped with an undamped
LCL filter, where, in subfigure (A), the VSC is connected to a stiff
grid with Zg(s) = 0, and in subfigure (B), the VSC is connected
to a resistive-inductive grid, where Z̃g(s) has an above Nyquist
frequency resonance at ωr,Z̃g,2 ≈ 50492
rad
s .
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a damped Π-segment is used to model a transmission line between the
converter and the grid [141, 166]. If Zg = 0, this results in a synthetic grid
impedance Z̃g(s), which is similar to that shown in Fig. 3.4, whereas the
resonance of the LCL filter is shifted to ωr,Z̃g,1 ≈ 10165
rad
s and an addi-
tional resonance emerges at ωr,Z̃g,2 ≈ 50492
rad
s > ωN ≈ 31416 rads . While
the former resonance in Z̃g(s) is ignored by the summation in (6.18), the
latter causes a mirrored resonance in the corresponding dynamic uncer-
tainty ∆0(s) at 12152 rads ≈ ωs − ωr,Z̃g,2 = 12340
rad
s < ωN. Here, it should
however be noticed that this is only a rough estimate, since the exact lo-
cation of the mirrored resonance in ∆0(s) depends on all resonances in
Z̃g(s) from ω = 0 to ω → ∞. But, it can generally be observed that each
resonance in Zg(s) above ωN also leads to a resonance in the synthetic
grid impedance Z̃g(s) (and in the effective impedance GLCL(s)/Ỹfg(s) in
(6.18)), which in turn causes a mirrored resonance in ∆0(s).
Since it can be assumed that the dynamic uncertainty ∆0(s) shows a
rather moderate and well bounded magnitude and phase response in
most applications, the influence of Z̃g on the converter’s input admit-
tance can usually be expected to be quite low, see e.g., the Bode plots
of the estimated multiple-frequency input admittance Ym,0(s) in Fig. 6.8.
But, on the other hand, it can finally also be confirmed that the mirror-
ing of above Nyquist frequency (grid) resonances might lead to stability
problems in some special scenarios, especially when the grid has a low
inherent damping. In the end, the discussed example validates the latest
findings from [53], where, in contrast to initial research, Harnefors et al.
come to the conclusion that the effective input admittance of a digitally-
controlled converter is not independent of the connected grid, but is af-
fected by the (synthetic) grid impedance.
6.4 Passivity Assessment and Implications on the Stability
Similar to the SISO closed-loop system (2.8), the MIMO closed-loop grid-
converter system (6.16) is asymptotically stable, if all roots of the system’s
characteristic equation lie in the complex left half plane. While in the SISO
case, this can be assessed relatively easily by evaluating the open-loop

















































Fig. 6.8: Bode plots of the VSC’s (a), (b) estimated multiple-frequency in-
put admittance model Ym,0(s), and (c), (d) primary-frequency in-
put admittance model Yi,p(s), where the converter implements
an undamped LCL filter and (a), (c) no active damping and (b),
(d) a capacitor current feed-forward. In subfigure (A), the VSC is
connected to a stiff grid with Zg(s) = 0, and in subfigure (B), the
VSC is connected to a resistive-inductive grid, where Z̃g(s) has
an above Nyquist frequency resonance at ωr,Z̃g,2 ≈ 50492
rad
s .
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system’s Nyquist curve, as done in e.g., [8, 57, 89, 123, 140, 143, 156, 171],
the MIMO case requires an application of the multivariable Nyquist sta-
bility criterion [51,121]. More precisely, since the transfer function matrix
of the open-loop system Yi(s)Z̃g(s) only consists of the series and par-
allel connection of stable systems, the digitally current-controlled grid-
connected converter is asymptotically stable, if the Nyquist plot of det(I+
Yi(s)Z̃g(s)) does not pass through nor encircle the origin of the complex
s-plane for all s = jω, ω ∈ (−∞,∞) [51, 121]. Hence, unlike the SISO
case, the stability in the MIMO case is defined by the eigenvalues of the
open-loop transfer function matrix, which can generally only be calcu-
lated with increased effort.
This increase in complexity and the associated difficulties similarly occur
in the passivity assessment of the converter’s MIMO admittance model
(6.14). The passivity properties of the transfer function matrix Yi(s)
cannot simply be analyzed by evaluating every single matrix element,
Yi,qk(s), describing the VSC disturbance dynamics between the synthetic
PCC voltage input component ek(s + jkωs), k = 0,±1,±2, . . . and the
output current component id,q(s + jqωs), q = 0,±1,±2, . . .. Instead, the
MIMO passivity criteria from Sec. 2.1.1 should be considered, which, as
can be seen, would still require to calculate and to assess the eigenvalues
of a matrix. At this point it should also be reviewed that input signal com-
ponents above the Nyquist frequency are automatically misinterpreted
as low-frequency signals, which cause the converter to actively generate
current components at the mirrored frequencies. From this point of view
it becomes clear that the input admittance matrix in (6.14) always shows
entries with non-passive behavior, making a full passivation of Yi(s) for
all frequency components rather impossible. For this reason, a detailed
passivity assessment of the converter’s MIMO input admittance Yi(s)
should not be pursued further here.
Passivity of the VSC’s Multiple-Frequency Input Admittance
Regarding the EN 50388-2 [6] and focusing on input and output signal
components up to the Nyquist frequency, where ṽg,0(s) ≈ ṽg(s), the
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previous section showed that the closed-loop grid-converter system
again simplifies to a SISO system. Hence, given Fig. 6.6 and noticing
that the associated SISO disturbance dynamics (6.20) principally have the
same structure as the simplified disturbance dynamics from (2.8), it turns
out that all the subsequent considerations can readily be applied to the
more accurate grid-converter model Yt,0(s). This particularly includes
the proposed passivity assessment and filter design methods from Ch. 5.
It should only be kept in mind that, unlike the SISO admittance models
from Sec. 3.4 or that presented in [53], the converter’s multiple-frequency
input admittance model Ym,0(s) from (6.19) also depends on the syn-
thetic grid impedance. Therefore, all investigations are always related
to a certain Z̃g(s). In many cases, however, this is not a major issue. As
explained and exemplarily demonstrated in Sec. 6.3, it can typically be
assumed that the dynamic uncertainty ∆0(s), and thus, the mirrored
signal components influence the converter’s behavior only marginally,
as long as the grid shows a well inherent damping and the LCL filter
is designed so that its resonance frequency is well below the Nyquist
frequency. As a result, the (exact) passivity indices of the VSC’s effective
input admittance should usually be close to the passivity indices of










illustrates this basic idea using the IFP index of the inherent converter
conductance under study.
This interpretation of the effect of mirrored signal components shows that
the converter’s effective, but generally not exactly known input admit-
tance can be rendered passive almost independently of the power sys-
tem by demanding a feed-forward filter design that robustly passivates
the VSC’s input admittance model. For this purpose, the control sys-
tem literature contains not only the well-known passivity theory from
the background chapter [14, 74, 169], but also more general techniques
for a robust passivation of uncertain systems, see e.g., [14, 73, 92]. How-
ever, since the existing methods typically require to transform the given
uncertainty into an unstructured additive, multiplicative or feedback un-
certainty, the class of uncertainties that has to be considered may become
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Fig. 6.9: IFP index of the converter’s effective inherent input admittance,
which interprets aliasing effects by (a) a well bounded uncer-
tainty that perturbs (b) the nominal IFP index of Ym,0(s) with
∆0(s) = 1.
excessively large. Moreover, as revealed in [73], robust design methods
often result in rather conservative sufficient passivation conditions and
the deduced active filter (if there is any complying with the passivation
conditions) is likely to produce unnecessarily large control actions in fre-
quency regions, where the converter’s input admittance is already inher-
ently passive. These drawbacks make robust passivation methods like
those proposed in [14, 73, 92] less suitable for the practical application
to the grid-connected converter system of Fig. 6.6. Therefore, in order to
overcome the disadvantages and not to be forced to use unrealistic worst-
case approximations, which mostly lead to over-conservative designs, it
is suggested to still perform an active damping filter design according to
the ideas of Sec. 5.3, but considering the following aspects.
Similar to the approach from Sec. 5.3.1, a simplified active feed-forward
filter design criterion that takes aliasing effects into account can be
derived from the IFP index of Ym,0(s). In particular, given the defi-
nition of the converter’s multiple-frequency input admittance (6.19),
IFP {Ym,0(jω)} can be decomposed into
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IFP {Ym,0(jω)} = IFP {Yfc(jω)}
− IFP {Yfc(jω)Γ0(jω)∆0(jω)Gcl,0(jω)/Ts} . (6.26)
Reviewing the findings from Sec. 5.1.1 and again assuming that the
converter-side filter resistance is negligible, i.e., rfc ≈ 0, and thus,
IFP {Yfc(jω)} ≈ 0 and arg {Yfc(jω)} ≈ −π/2, an evaluation of (6.26)
shows that the multiple-frequency input admittance is passive, if
−180◦≤arg {Γ0(jω)}+arg {∆0(jω)}+arg {Gcl,0(jω)/Ts}≤0◦,∀ω∈ [0, ωN].
(6.27)
If it is considered that Γ0(s) is identical to Γ(s) and Gcl,0(s)/Ts ≈
Gcl(s)/Ts in the low-frequency range up to the Nyquist frequency, it
can be noticed that the passivity condition (6.27) differs from condition
(5.24) more or less only in the additional term arg {∆0(jω)} in (6.27).
In this context, (6.27) simultaneously defines the class of uncertainties,
which might perturb the model of the VSC primary-frequency input
admittance from Sec. 3.4.2 without leading to a negative converter con-
ductance. As usual when dealing with sufficient passivity criteria for
SISO systems [14, 25], the passivity condition (6.27) does not make any
further demands on the amplitude of the dynamic uncertainty ∆0(s), but
only on the phase response, arg {∆0(jω)}. This makes clear that all basic
active feed-forward filter design guidelines from Sec. 5.3 can directly be
adopted, where, in addition, also the (estimated) phase response of the
dynamic uncertainty (6.18) should be taken into account.
Although (6.18) depends on the grid impedance Zg(s) as well as the
utilized feed-forward filter H(z), and therefore no general statements
can be made, the exemplary Bode plots of ∆0(s) in Fig. 6.7 provide
useful information from which some fundamental design recommenda-
tions can be derived. Observing Fig. 6.7, it can be seen that it becomes
especially important that Γ0(s) does not show a sudden phase change
from 0◦ to 180◦ at ωcrit, but implements a phase response that increases
sufficiently moderate between ωcrit and ωN. This avoids that a possibly
emerging resonance or phase lead of ∆0(s) raises the phase response of
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Γ0(s)∆0(s)Gcl,0(s)/Ts in the high-frequency range above 0◦, and thus,
probably yields a non-passive region in Ym,0(s). From this point of
view and with regard to the findings from Sec. 5.3.2 and Sec. 5.3.3, it
is strongly recommended not to adopt a purely proportional damping
filter as suggested in [4, 57, 156]. Instead, a more advanced capacitor
current feed-forward filter should be used, which allows to implement
a phase lag between ωcrit and ωN, e.g., the proposed filter (5.38) with
a sufficiently large damping ratio δ. If more damping at the Nyquist
frequency is required, it is still proposed to increase the converter-side
filter resistance, rfc, keeping the resulting losses in mind.
Moreover, it has been shown through a number of tests that the dynamic
uncertainty ∆0(s) tends to introduce an unwanted phase lead near the
specified resonance frequencies, hiωr,∀hi ∈ h, which might also lead to
some non-passive regions in the low-frequency range. This effect should
be suppressed in the filter H(z) by implementing a band-stop at every
hiωr, e.g., by using the suggested preceding filter GPR(z)/GPRH(z) in
(5.38). It might also be an advantage to reduce the PR controller’s in-
tegral gains, kI,hi , either by increasing the resonator’s associated cut-off
frequencies ωc,hi or by choosing other weightings γh1 ≥ . . . ≥ γhm , which
both generally improve the passivity (or stability) properties of the con-
verter, but weaken the VSC’s capabilities to compensate for harmonics
[3,4]. Certainly, the structure and parameterization of the active damping
filter can further be enhanced and concretized by taking prior knowledge
about the grid impedance Zg into account and should be tested thor-
oughly after each design. But, if the discussed guidelines are followed,
the influence of (previously unmodeled) aliasing effects on the passiva-
tion of the converter’s input admittance can effectively be counteracted
and it can largely be avoided that Ym,0(s) shows any non-passive regions
in the complete frequency range of interest up to the Nyquist frequency.
Given a well damped grid with no significant above Nyquist frequency
resonances and using (6.23) to approximate the (actual) dynamic uncer-
tainty ∆0(s), Fig. 6.10 demonstrates that the proposed capacitor current
feed-forward filter (5.38) with the parameters from Tab. 5.2 already
renders the converter’s input admittance models robustly passive, i.e.,
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Fig. 6.10: Passivity indices of the VSC’s (a), (b) estimated multiple-
frequency input-admittance model Ym,0(s) with Zg = 0, and (c),
(d) primary-frequency input admittance model Yi,p(s), where
the converter under study is equipped with an undamped
LCL filter and implements the proposed active capacitor cur-
rent feed-forward filter (5.38) using (a), (c) the parameters from
Tab. 5.2 and (b), (d) an alternative, more robust parameteriza-
tion. Subfigure (A) shows the IFP indices of the converters’ ad-
mittances in the complete frequency range of interest, (B) shows
a detailed section of the systems’ IFP indices near 13ωr, and (C)
illustrates the systems’ OFP indices in the high-frequency range.
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> 0, ∀ω ∈
[0, ωN].
Compared to IFP {Yi,p(jω)} and OFP {Yi,p(jω)}, the passivity indices of
the estimated multiple-frequency input admittance show higher values
near ωN, but marginally lower values in the frequency range near the crit-
ical frequency ωcrit. Nevertheless, it can be assumed that a perturbation
by a more significant dynamic uncertainty ∆0(s), which is, e.g., caused
by an above Nyquist frequency resonance in Zg(s), is unlikely to lead
to a lack of passivity. If at all, there exists only a certain risk in the fre-
quency ranges near the frequency ωcrit and the PR controller’s resonance
frequencies, hiωr,∀hi ∈ h. But, if it is still desired that the converter’s
input admittance shows a more robust behavior for frequencies above
5ωr [6] and a higher feed-forward action can be tolerated, the design can
be adapted, for example, by increasing the feed-forward filter’s damping
ratio from δ = 0.1 to δ = 0.2 and additionally decrease the prioritization
of high-frequency harmonics to e.g., γ1 = 1, γ5 = γ7 = 0.2, γ11 = γ13 =
0.06, γ17 = γ19 = 0.02. The corresponding (red and dashed blue) passiv-
ity indices in Fig. 6.10 illustrate the VSC’s beneficial passivity properties
in the high- as well as low-frequency range and also demonstrate the easy
plug-and-play feature of the suggested design approach.
Stability of the Closed-Loop Grid-Converter System
Since a sufficiently robust passivation of the converter’s primary-
frequency input admittance model mostly also results in a strictly passive
multiple-frequency input admittance, it can directly be concluded that
the actively damped closed-loop grid-converter system is asymptotically
stable, if the (synthetic) grid impedance is passive [14, 25, 74]. Estimating
∆0(s) by (6.18) with k = ±1, this can also be verified by the exemplary
Nyquist plots of the open-loop grid-converter system in Fig. 6.11. If the
converter is connected to a purely inductive grid, the Nyquist curves
of Ym,0(s)Z̃g(s) and Yi,p(s)Z̃g(s) are largely similar to each other, see
Fig. 6.11A and Fig. 6.11B. Since no curve crosses or encircles the critical
point (−1 + j0) for all ω ∈ [0, ωN], and thus, the shown systems satisfy
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(A) (B)
(C) (D)
Fig. 6.11: Nyquist plots of the open-loop grid-converter system using (a),
(c) the estimated multiple-frequency input admittance model
and (b), (d) the primary-frequency input admittance model,
where the VSC is equipped with an undamped LCL filter and
implements the proposed active capacitor current feed-forward
filter (5.38) with (a), (c) the parameters from Tab. 5.2 and (b), (d)
an alternative, more robust parameterization. Subfigures (A),
(C) and subfigures (B), (D) show the complete and detailed plots
for ω ∈ [0, ωN], respectively, where the VSC is connected (A), (B)
to an inductive grid with Zg(s) = lgs, lg = 64.95µs, and (C), (D)
to a resistive-inductive grid, where Z̃g(s) has an above Nyquist
frequency resonance at ωr,Z̃g,2 ≈ 50492
rad
s .
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the SISO Nyquist stability criterion [10, 39, 98, 119], it can be concluded
with high probability that the VSC can safely be operated on a grid
with predominant resistive-inductive character. Hereby, a more robust
converter passivation with the modified filter parameters δ = 0.2 and
γ1 = 1, γ5 = γ7 = 0.2, γ11 = γ13 = 0.06, γ17 = γ19 = 0.02 leads to
a higher stability measure, specified by the system’s phase margin or
the system’s sensitivity peak, i.e., the inverse of the minimum distance
between the Nyquist curve and the point (−1 + j0) [10, 119]. Regarding
the findings from Sec. 6.3, this can also be assumed to be true for any
other passive grid impedance having no significant resonance above the
Nyquist frequency.
On the other hand, Fig. 6.11D demonstrates that the Nyquist curves of
Ym,0(s)Z̃g(s) and consequently also the passivity assessment may differ,
if the connected (synthetic) grid impedance shows one or multiple res-
onances above ωN. While the model which uses the primary-frequency
input admittance does not detect any potential stability issues at all, the
proposed multiple-frequency model allows to accurately predict the ef-
fects of a mirrored above Nyquist frequency resonance. As can be seen,
there might occur loops that yield an encirclement of the critical point
(−1 + j0). Nevertheless, for the converter test-system and the chosen fil-
ter parameterizations, it is likely that both suggested designs result in an
asymptotically stable (more or less robust) total input admittance Yt,0(s).
If required, the actively damped VSC can be complemented by a passive
damping scheme, which in most cases further improves the converter’s
stability properties, see Fig. 5.15.
Finally, the examples demonstrate that a sufficiently robust passivation
of the converter system typically ensures that the SISO Nyquist stabil-
ity criterion is satisfied for all ω ∈ [0, ωN], even if an (unexpected) reso-
nance or changes in the grid impedance might cause a worsening of the
passivity properties of Ym,0(s). Furthermore, in view of unmodeled dis-
sipative effects and the decreasing gains of all active grid components
near and above the Nyquist frequency, it is rather unlikely that grid reso-
nances lead to a critical expansion of the Nyquist curves in the very high-
frequency range, resulting in a destabilization of the power system. This
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finding differs from the results of most recent research. Although it may
be beneficial to aim for a passive converter input admittance above the
Nyquist frequency, as recommended in [53], this chapter has shown that
the most important aspect for the system stability is still the (robust) pas-
sivation of the input admittance in the low-frequency range up to ωN.
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7 Simulation and Verification
In this chapter, the theoretical findings on the modeling and passivation
of the VSC’s input admittance from the previous chapters are verified by
detailed computer simulations. After introducing the utilized simulation
model and test procedure, Sec. 7.2 summarizes the most important results
from several studies. This includes the measurement and comparison
of the IFP index of different VSC input admittances and the discussion
of the converter’s transient behavior in scenarios where the grid shows
(multiple) below and/or above Nyquist frequency resonances.
7.1 Simulation Setup and Test Procedure
For the simulation of the closed-loop grid-converter system, a model
of the single-phase converter circuit from Fig. 3.1 is implemented in
MATLAB/SIMULINK. The model uses the ODE45 explicit Runge-Kutta
based variable step solver with enabled zero-crossing detection option
and limited maximum step size of Ts/40. For simplicity, emerging switch-
ing losses and the high-frequency (parasitic) dynamic behavior of specific
semiconductor switches is not taken into account and a single-update
PWM with triangular carrier, as illustrated in Fig. 3.6, is used to generate
the converter output voltage Vc. In order to ensure that the converter’s
sampling and control cycle is perfectly synchronized with the (contin-
uous) carrier signal of the nonlinear modulator, the simulation model
implements a triggered subsystem to conditionally run the digital part of
the hybrid sampled-data system. This includes the digital realization of
the multifrequency PR controller shown in Fig. 3.11 as well as different
digital active feed-forward filters. The control output Vref is delayed by
a time delay of length Tc = Ts to model the analog-to-digital conversion
and computation time of practical systems. Since a constant DC link
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voltage is assumed throughout the thesis, the model does not include
the (nonlinear) dynamics of the DC link [2] nor any outer loops, such as
a reference current calculator plus PLL, or an outer voltage and power
control loop. The inputs of the model are the digital reference current I∗ref
and the continuous grid voltage Vg.
Where not otherwise noted, the simulation model implements the al-
ready introduced converter test-system parameters from Tab. 3.1, the pa-
rameters of an undamped LCL filter from Tab. 3.2, and the PR current
controller parameters from Tab. 4.1. As demonstrated by the theoreti-
cal analysis of Sec. 4.3, the resulting grid-converter system will proba-
bly generate poorly damped or increasing oscillations without additional
damping scheme. This is because the resonance of the synthetic grid
impedance Z̃g(s) at ωr,Z̃g ≈ 1/
√
LfgCc ≈ 11910 rads falls within the fre-
quency range between ωcrit ≈ 10324 rads and ωN = 31415.9 rads , where the
converter inherently shows a negative conductance. To still simulate (at
least at the beginning) a stable operation of the grid-converter system, the
MATLAB/SIMULINK model either implements an optimized LCL filter
or initially activates the synthetic PCC voltage feed-forward filter (5.31)
or the capacitor current feed-forward filter (5.38).
Input Admittance Measurements
Based on the principle procedures from [8,42,53,110], in the following, the
converter’s effective input admittances are measured by a voltage test-
signal injection at the point of the grid voltage (and not at the PCC). As ex-
plained in Sec. 6.3, this ensures that all aliasing effects of high-frequency
switching harmonics are captured and Ym,0(s) can accurately be identi-
fied. Hereby, Iref(kTs) = 0, k = 0, 1, 2, . . . and Vg(t) defines a real sinu-
soidal of the form Vg(t) = Eb/4 · sin(ωit), which frequency ωi is swept
from 100 rads to immediately below ωN. The relatively low test-signal am-
plitude and the resulting low degree of extinction is chosen to guarantee
that VSC’s reference voltage always keeps within the normal operation
range of the PWM, i.e., 0 < Vref(kTs) < VDC/2, k = 0, 1, 2, . . .. After wait-
ing 1000 periods each time until the converter current I(t) is in the steady
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state, the last 53 periods are used to perform an FFT and to calculate the
normalized magnitude and phase characteristics of the VSC’s total input
admittance seen from the grid, Yt,0(jωi) = |I(ωi)|Zb/(Eb/4) · ejφI(ωi) .
Then, given (6.20) and taking into account that Yt,0(s) is defined with re-
spect to the normalized synthetic grid voltage ṽg(s) = Z̃g(s)Ỹfg(s)vg(s),
the frequency response of the converter’s effective (multiple-frequency)





where the frequency responses of Ỹfg(jωi) and Z̃g(jωi) are assumed to be
exactly known from the theoretical models from Sec. 3.2.1 for the calcu-
lation. The IFP index of the measured VSC input admittance is finally
specified by Re {Ym,0(jωi)} or Re {Yt,0(jωi)}.
Transient Measurements
In order to illustrate the most important theoretical results and to demon-
strate the potential destabilizing effect of poorly damped grid resonances,
the converter simulation model is connected to a grid with different syn-
thetic grid impedances, showing one (or more) resonances in Z̃g(s). As
has been found, the interconnection of the VSC via a transmission line,
modeled by a single Π-segment, in combination with the resonance of the
LCL filter might already yield (multiple) critical resonances in the syn-
thetic grid impedance. Similar critical resonances also occur when model-
ing much complexer networks that include multiple grid-connected con-
verters, see e.g., [11, 88, 141], but are not used here.
The exemplarily studied converter setups are shown in Fig. 7.1. While
the implemented converter model is directly connected to a grid with
impedance Zg(s) in scenario (A), the VSC is connected to the grid via an
1.1 km long transmission line in scenario (B). Depending on the scenario
and the system parameters, there result the (unnormalized) synthetic grid
impedances shown in Fig. 7.2. The parameters of the adopted LCL filter,





















Fig. 7.1: Simplified single-phase impedance-based equivalent circuit dia-
gram of the converter test-system setup, where the VSC imple-
ments a damped or undamped LCL filter and, in scenario (A), is
directly connected to the grid and, in scenario (B), is connected to

































Fig. 7.2: Bode plots of Z̃g(s) · Zb, resulting from the interconnection of
the capacitance and grid-side inductance of an ideal LCL filter
with (a) an inductive grid with Zg(s) = Lgs, Lg = 1 mH, (b) an
inductive grid with Zg(s) = Lgs, Lg = 1 mH plus 1.1 km long
transmission line, and (c) a stiff grid with Zg(s) = 0 plus 1.1 km
long transmission line.
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the effective (low-frequency) grid impedance and the transmission line’s
equivalent Π-model for the simulations are summarized in Tab. 7.1.
Table 7.1: Summary of exemplary LCL filter, grid impedance, and trans-
mission line parameters
Parameter Symbol Value Units
LCL filter parameters
Converter-side inductor Lfc 3 mH
Converter-side resistor Rfc 0.2 Ω
Grid-side inductor Lfg 1.5 mH
Grid-side resistor Rfg 0.1 Ω
LCL filter capacitor Cc 4.7 or 2.7 µF
Damping resistor Rd 0, 4.16 or 0.4 Ω
Effective (low-frequency) grid impedance parameters
Grid inductance Lg 1 or 0 mH
Parameters of Π-segment [141]
Cable inductance Lπ 0.48 mH/km
Cable resistance Rπ 0.025, 0.012 or 0 Ω/km
Cable capacitance Cπ 0.46 µF/km
As intended for the illustration, the principle behavior of the resulting
synthetic grid impedances is similar to the behavior of Z̃g(s) with Zg(s) =
0, shown in Fig. 3.4. If the converter test-system with (undamped) LCL
filter is directly connected to the grid, Z̃g(s) ·Zb shows a single resonance
near the frequency ωcrit, at which the VSC’s input admittance becomes in-
herently non-passive, whereas a connection via a single Π-segment leads
either to an additional resonance at ωr,Z̃g,2 ≈ 29128
rad
s < ωN ≈ 31416 rads
and a negligible resonance at ωr,Z̃g,3 ≈ 67665
rad
s > ωs ≈ 62832 rads or to
an additional resonance at ωr,Z̃g,2 ≈ 50492
rad
s > ωN.
In all scenarios and independent of the system parameters or the con-
nected synthetic grid impedance, the grid voltage Vg(t) is defined to have
a sinusoidal fundamental component at ωr = 2π50 rads ≈ 314.159 rads
with amplitude Eb ≈ 326.6 V, as well as harmonics of order h =
{5, 7, 11, 13, 17, 19} with 4%, 4%, 2%, 2%, 1%, 1% of the nominal grid volt-
age amplitude, Eb, respectively. In the performed transient simulations,
a sampled sinusoidal of the form Iref(kTs) = 15 ·sin(ωrkTs), k = 0, 1, 2, . . .
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is used as the converter’s reference current. For the sake of simplicity,
and to avoid the application of a PLL [5], which might (negatively) affect
the simulative verification of the discussed theory, the phase offset of
the converter reference current is constantly set to zero. Since, in this
case, the grid current Ig(t) is generally not aligned with the PCC voltage
VPCC(t), the test-system does not provide an unit power factor, and
thus, not only injects an active current component into the grid, but also
more or less reactive current depending on the specific scenario. The
resulting phase displacement is, however, not essential for the operation
or the stability of the studied converter system, but should be considered
in the reference current calculation or the power control in advanced
simulations [127].
7.2 Results and Discussion
The main results of different simulative studies, including an exemplary
destabilization of the grid-converter system by a below and an above
Nyquist frequency grid resonance, are summarized as follows.
7.2.1 Destabilization by a Below Nyquist Frequency Resonance
To begin with, the limited damping capability and the associated risks
of a passively damped converter system are demonstrated. As elabo-
rated in Sec. 5.2.2 and shown in Fig. 5.6, the excess of the IFP index
of the synthetic grid impedance Z̃g(s) can be used to compensate for
the inherent shortage of the VSC input admittance’s passivity. How-
ever, a stable operation and a complete passivation of the grid-converter
system can only be guaranteed by design, if the grid impedance Zg(s)
is known in advance and changes only marginally. Presupposing that
Zg(s) ≈ 0 and adopting the proposed optimized LCL filter topology
from Fig. 3.2B with Cc = cc/Zb = 2.7µF and series damping resistance
Rd = rdZb ≈ 4.16 Ω, this can also be verified by the corresponding IFP in-
dices of the test-system’s theoretical and measured total input admittance
shown in Fig. 7.3.
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Fig. 7.3: IFP indices of different total input admittance models for the con-
verter test-system with passive damped LCL filter and Zg(s) =
Lgs, Lg = 1 mH, where (a) is calculated with the multiple-
frequency input admittance model Ym,0(s), (b) is calculated with
the primary-frequency input admittance model Yi,p(s), and (c)
shows the characteristics obtained from a simulative input ad-
mittance measurement.
It can be observed that both theoretic models match well with the mea-
sured characteristic. All total input admittances show a large excess
of passivity in the frequency range above ωcrit (between 16367 rads and
17291 rads ), but, for higher frequencies, also have a (small) non-passive
region near the Nyquist frequency ωN. This lack of passivity is caused
by the inaccurate estimation of the grid impedance Zg(s) during the
design. As indicated by the associated Nyquist plots from Fig. 5.7A and
Fig. 5.7B, it is nevertheless likely that the converter can be operated safely
on a (resistive-) inductive grid with similar effective low-frequency grid
inductances. But, the Nyquist curves in Fig. 5.7C and Fig. 5.7D also
predict that an unfavorable, poorly-damped grid resonance below the
Nyquist frequency may yet destabilize the closed-loop system.
In accordance to the theory, this can also be verified by the transient sim-
ulations shown in Fig. 7.4. Here, the passive damped converter is initially
connected to an inductive grid, where Zg(s) = Lgs, Lg = 1 mH. The dig-
itally current-controlled converter is able to accurately track its reference
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Fig. 7.4: Simulative converter responses of the passive damped VSC in
case of a suddenly emerging below Nyquist frequency resonance
at t = 1 s, where, in subfigure (A), (a) and (b) show the VSC’s
reference current and output current, respectively, and in sub-
figure (B), (c) illustrates a detailed section of the VSC’s reference
voltage, and (d) and (e) show the related grid and PCC voltage,
respectively.
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and to suppress the superimposed voltage harmonics. At t = 1 s, the VSC
is connected to the grid over an 1.1 km long transmission line, yielding an
additional dominant resonance in the synthetic grid impedance Z̃g(s) at
ωr,Z̃g,2 ≈ 29128
rad
s , see Fig. 7.2. Since the resonance falls within a region,
where the damping effect of the LCL filter topology is minor, harmonic
oscillations are from now on amplified to an inadmissibly high level.
A similar situation also arises when the grid-connected converter imple-
ments a synthetic PCC voltage feed-forward instead of an LCL filter with
series passive damping resistor. In this context, Fig. 7.5 shows the mea-
sured IFP index as well as the calculated IFP indices of different total
input admittance models. To be consistent with the theoretical analysis
from Sec. 5.3.2, the capacitance and the damping resistance of the LCL
filter are again Cc = 4.7µF and Rd = 0 Ω, respectively, and the parame-
ters of the implemented feed-forward filter (5.31) are those from Tab. 5.2,
where ωδ = 0.















Fig. 7.5: IFP indices of different total input admittance models for the
converter test-system with active synthetic PCC voltage feed-
forward and Zg(s) = Lgs, Lg = 1 mH, where (a) is calculated
with Ym,0(s), (b) is calculated with Yi,p(s), and (c) shows the char-
acteristics obtained from a simulative input admittance measure-
ment.
As can be verified, the basic evolution of the closed-loop system’s IFP in-
dex is comparable to that shown in Fig. 7.3. Again, the measured total
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VSC input admittance shows a large excess of IFP above ωcrit, but also
has a (more significant) shortage of IFP in the high-frequency range near
the Nyquist frequency. Hereby, the identified IFP index is similar to the
theoretically calculated indices, but tends to better comply with the IFP
index of the total input admittance which utilizes the primary-frequency
model Yi,p(s). In this scenario, the influence of aliasing effects are negli-
gible and the visible discrepancy is mainly caused by the nonlinear, but
less pessimistic character of the PWM. If necessary, a better compliance
can be achieved by adapting the parameters of the suggested multiple-
frequency small-signal PWM model (6.2), e.g., by tuning the even duty
cycles D0,q or the odd offset terms oq , see Fig. 6.3. However, it can be
assumed that both models reflect the real behavior of the converter dis-
turbance dynamics well enough in the critical frequency range to provide
an accurate stability assessment.
In particular, reviewing the conclusion from Sec. 5.3.2, it is again likely
that the converter can safely be operated on a grid with (predominant)
resistive-inductive behavior. But, on the other hand, the VSC might get
destabilized by a below Nyquist frequency resonance, which falls within
the region where the conductance of the actively damped converter
shows a lack of passivity, see Fig. 5.11. This agrees with the results of
the simulation shown in Fig. 7.6. Here, the converter with activated
synthetic PCC voltage feed-forward is initially connected to an inductive
grid with Zg(s) = Lgs, Lg = 1 mH and at t = 1 s, the VSC is connected
to the grid over an 1.1 km long transmission line. As predicted by the
associated open-loop system’s Nyquist plots in Fig. 5.11, the first grid
connection yields a stable closed-loop system, while the latter causes the
converter to leave its stable operation range. Analogous to the previous
simulation of a passively damped converter, high-frequency harmon-
ics are unacceptably amplified, resulting in superimposed oscillations
with increasing amplitude in the converter output current. Hence, it
can finally be confirmed by simulation that a digitally current-controlled
grid-connected converter with passive damping or synthetic PCC voltage
feed-forward leaves room for a destabilization by an unfavorable below
Nyquist frequency resonance in the synthetic grid impedance Z̃g(s).
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Fig. 7.6: Simulative converter responses of the VSC with active synthetic
PCC voltage feed-forward in case of a suddenly emerging below
Nyquist frequency resonance at t = 1 s, where, in subfigure (A),
(a) and (b) show the VSC’s reference current and output current,
respectively, and in subfigure (B), (c) illustrates a detailed section
of the VSC’s reference voltage, and (d) and (e) show the related
grid and PCC voltage, respectively.
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7.2.2 Destabilization by an Above Nyquist Frequency Resonance
In order to avoid any non-passive region in the VSC input admittance
up to the Nyquist frequency, Sec. 5.3.3 discusses the application and
design of an active capacitor current feed-forward. Using the proposed
digital filter (5.38), it was concluded that a system destabilization by
poorly damped below Nyquist frequency resonances can effectively
be prevented. Although this is in accordance with the results of the
literature, as e.g., [4, 57, 60, 156, 157], Sec. 6.4 reveals that above Nyquist
frequency resonances may still pose a risk for the system stability. As can
be expected from the exemplary Bode plots of the converter’s multiple-
frequency input admittance model in Fig. 6.8B, the mirroring of grid
resonances can lead to frequency regions, where the system’s phase
response falls below −90◦. As a consequence, there might result one or
multiple unwanted non-passive regions in the converter conductance.
This also becomes clear by observing the theoretical and measured
IFP indices of the test-system’s effective input admittance, shown in
Fig. 7.7. This time, the measured IFP samples of the simulation model
coincide better with the IFP indices of the theoretical multiple-frequency
model than with the primary-frequency input admittance model from
Sec. 3.4.2. While IFP {Yi,p(jω)} only reflects the passivity properties of
the converter’s disturbance dynamics for primary-frequency input signal
components, IFP {Ym,0(jω)} also takes the influence of the synthetic grid
impedance on the VSC into account. As predicted by the estimate of the
dynamic uncertainty ∆0(s) in Fig. 6.7B, in this example, the mirroring
of the above Nyquist frequency resonance in Z̃g(s) · Zb causes a distinct
resonance in the IFP index of the converter’s input admittance at ap-
proximately ωs − ωr,Z̃g,2 ≈ 12152
rad
s < ωN. But, although a resonance
has been proven to occur by the measurement, the introduced damping
of the feed-forward filter is just sufficient to avoid a non-passive region
in Ym,0(s). As indicated by the associated (solid orange) Nyquist curve
of the open-loop grid-converter system in Fig. 6.11C and Fig. 6.11D,
the closed-loop system can thus be assumed to be asymptotically stable
despite the grid resonance. However, as can also be imagined from
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Fig. 7.7: IFP indices of different input admittance models for the con-
verter test-system with active capacitor current feed-forward and
above Nyquist frequency resonance in Z̃g(s), where (a) corre-
sponds to the estimated multiple-frequency input admittance
model Ym,0(s), (b) to the primary-frequency input admittance
model Yi,p(s), and (c) shows the characteristics obtained from a
simulative input admittance measurement.
Fig. 6.11D, a worse damped grid resonance or a less well designed active
feed-forward filter may result in an encirclement of the point (−1 + j0)
by the Nyquist curve of Ym,0(s)Z̃g(s).
For instance, if the feed-forward filter’s damping ratio is reduced from
δ = 0.1 to e.g., δ = 0.05 (still ensuring that IFP {Yi,p(jω)} > 0,∀ω ∈
[0, ωN]), and, additionally, the cable resistance of the modeled transmis-
sion line is lowered fromRπ = 0.025 Ω/km [141] to e.g.,Rπ = 0.012 Ω/km,
Fig. 7.8 shows the corresponding open-loop system’s Nyquist curves us-
ing the primary-frequency as well as the multiple-frequency model. Simi-
lar to the scenarios in Fig. 6.11, the Nyquist plots of the primary-frequency
model indicate that the converter can safely be operated on the grid at
any time, even if a poorly damped grid resonance above the Nyquist
frequency occurs. On the contrary, the Nyquist curves of the proposed
multiple-frequency model in Fig. 7.8 predict that it is rather uncritical to
operate the VSC on a stiff grid, but the closed-loop system may be desta-
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(A) (B)
Fig. 7.8: Detailed Nyquist plots of the open-loop grid-converter system
using (a), (c) Ym,0(s) and (b), (d) Yi,p(s), where the VSC is
equipped with an undamped LCL filter and implements an ac-
tive capacitor current feed-forward with δ = 0.05. In subfigure
(A), the VSC is connected to a stiff grid with Zg(s) = 0, and
in subfigure (B), the VSC is connected to a resistive-inductive




bilized if the grid shows an unfavorable resonance above the Nyquist
frequency.
And in fact, the latter behavior can also be observed in the transient sim-
ulations from Fig. 7.9 and Fig. 7.10. At the beginning, the converter is
connected to a stiff grid with Zg(s) = 0, showing that the implemented
capacitor current feed-forward filter with δ = 0.05 still introduces enough
damping at the LCL filter’s resonance frequency to stabilize the grid-
converter system. At t = 1 s, the VSC is connected to the grid over an
1.1 km long transmission line with low inherent damping. At first view,
the converter still injects the desired current to the grid and the system
seems to still operate in a stable way. However, if a small high-frequency
disturbance with amplitude 0.02Eb ≈ 6.5 V and frequency ωd = 12125 rads
is added to the grid voltage Vg(t) at t = 1.16 s, the converter system begins
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Fig. 7.9: Simulative converter responses of the VSC with ill-designed ac-
tive capacitor current feed-forward in case of a suddenly emerg-
ing above Nyquist frequency resonance at t = 1 s and an addi-
tional small high-frequency voltage disturbance at t = 1.16 s. In
subfigure (A), (a) and (b) show the VSC’s reference current and
output current, respectively, and in subfigure (B), (c) illustrates
a detailed section of the VSC’s reference voltage, and (d) and (e)
show the related grid and PCC voltage, respectively.
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Fig. 7.10: Simulative converter responses of the VSC with ill-designed ac-
tive capacitor current feed-forward in case of a suddenly emerg-
ing above Nyquist frequency resonance at t = 1 s and an addi-
tional small high-frequency voltage disturbance at t = 1.16 s.
Subfigure (A) shows the control error I∗ref(t) − I∗(t) and sub-
figure (B) illustrates the output of the active feed-forward filter
H(z).
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to leave its stable operation range. Since the active filter is not able to pro-
vide sufficient damping, the converter output current and the PCC volt-
age are superimposed by exponentially growing oscillations, predomi-
nantly having the frequency of the mirrored grid resonance. The destabi-
lizing effect of the grid resonance in combination with a small disturbance
is also particularly visible in the control error and the output signal of the
capacitor current feed-forward filter H(z) in Fig. 7.10.
Finally, the theory and the accuracy of the proposed multiple-frequency
converter model from Ch. 6 are verified by the input admittance measure-
ment and the transient simulations. Moreover, although the discussed ex-
ample may be constructed, the simulation results confirm the warnings of
recent literature, that even a very small and narrow lack of passivity in the
converter’s input admittance can be sufficient to produce critical oscilla-
tions, which may threaten the power system stability [8, 55–57]. But, due
to a number of unmodelled dissipation effects, e.g., caused by parasitic
winding resistances or copper and iron losses, which naturally damp res-
onances [35, 38, 110], it must be admitted that a converter destabilization
by an above Nyquist frequency resonance should be unlikely in most sce-
narios. The proper damping of mirrored grid resonances can, however,
still play a role in grids that have a low inherent damping or implement
a great number of grid-connected power converters with different sam-
pling and switching frequencies, see also the conclusion of Harnefors et
al. in [53].
7.2.3 Robust Stabilization in case of Below and Above Nyquist
Frequency Resonances
If the likelihood of a system destabilization by below or above Nyquist
frequency grid resonances is to be minimized, it is recommended to aim
for a robust converter passivation by an active filter and additionally to
implement a passive damping scheme. As explained in Sec. 6.4, a robust
passivation can, for example, be achieved by increasing the damping ra-
tio δ of the active feed-forward filter (5.38). In doing so, the IFP index of
the VSC’s input admittance near the frequency ωcrit can be raised, with-
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out producing any unwanted power losses, see Fig. 6.10. A disadvantage
of this method, however, is that the higher gain of H(z) in the low and
medium frequency range also amplifies some mirrored harmonics more
strongly. Depending on the specific scenario and parameter settings, this
causes certain above Nyquist frequency resonances to have more negative
influence on the converter’s disturbance dynamics in the baseband, while
others have less. But, as can be verified by the beneficial stability mea-
sures of the exemplary open-loop system’s Nyquist plots from Fig. 6.11,
it can mostly be assumed that a higher damping ratio δ also yields a sta-
ble, more robust closed-loop grid-converter system. In order to further
reduce the influence of aliasing effects, it is advantageous to damp the
differentiation action of the output filter’s capacitance, and thus, to limit
the amplification of high-frequency harmonics in the synthetic grid volt-
age, used by the active feed-forward. From a practical point of view, the
digital control should therefore be complemented by a passive damping
scheme [4].
For example, implementing an LCL filter with a series damping resistance
of Rd = 0.4 Ω and using the suggested capacitor current feed-forward fil-
ter with the more robust parameterization from Sec. 6.4, i.e., setting δ =
0.2 and further decreasing the prioritization of the harmonics, γi,∀i > 1,
Fig. 7.11 shows the IFP indices of the test-system’s conductance. As in
the previous scenario, the primary-frequency model does not allow to de-
tect the influence of the mirrored grid resonance, whereas the estimated
multiple-frequency model, taking harmonics in the first sideband into ac-
count, gives a relatively accurate approximation of the identified IFP in-
dex. Compared to the IFP indices from Fig. 7.7, Fig. 7.11 clearly demon-
strates the beneficial passivity properties if the converter is equipped with
a damped LCL filter and implements the proposed, more robust PR con-
troller and feed-forward filter parameters. The only disadvantage is the
emerging minor non-passive region of the VSC’s input admittance near
the Nyquist frequency, which, however, is of less importance due to the
low magnitude of Ym,0(s) and the good damping capabilities of the LCL
filter in this frequency range. As intended by the robust passivation, the
mirrored grid resonance at approximately 12152 rads affects the IFP index
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Fig. 7.11: Detailed IFP indices of different input admittance models for
the converter test-system with damped LCL filter plus robust
active capacitor current feed-forward and above Nyquist fre-
quency resonance in Z̃g(s), where (a) corresponds to Ym,0(s),
(b) to Yi,p(s), and (c) shows the characteristics obtained from a
simulative input admittance measurement.
of the VSC’s effective input admittance much less than with the previ-
ously selected parameterization. Consequently, it can be assumed that
even a less damped above Nyquist frequency grid resonance or a super-
position of multiple resonances does not lead to a lack of passivity in
IFP {Ym,0(jω)} in the frequency range up to just below ωN, and thus, not
to a risk for the closed-loop system stability.
Reducing the damping of the modeled resonances in Fig. 7.2 by setting
the transmission line’s resistanceRπ to zero, the Nyquist plots in Fig. 7.12
also indicate that it is highly unlikely that stability issues occur with
the more robust design. All Nyquist curves, either constructed with the
primary-frequency or the multiple-frequency model, show a large stabil-
ity measure, even if the grid has a nearly undamped resonance below or
above the Nyquist frequency with a magnitude of approximately 54 dB
or 45 dB, respectively. The robustness of the stabilization can also be
observed in the transient measurement shown in Fig. 7.13 and Fig. 7.14.
Similar to the presented simulation from the previous section, the con-
verter with active plus passive damping is initially connected to a stiff
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(A) (B)
Fig. 7.12: Detailed Nyquist plots of the open-loop grid-converter system
using (a), (c) the estimated multiple-frequency input admittance
model Ym,0(s) and (b), (d) the primary-frequency input admit-
tance model Yi,p(s), where the VSC is equipped with a damped
LCL filter and implements an active capacitor current feed-
forward with δ = 0.2. In subfigure (A), the VSC is connected
to a grid, where Z̃g(s) has a near Nyquist frequency resonance
at ωr,Z̃g,2 ≈ 29128
rad
s < ωN, and in subfigure (B), Z̃g(s) has an
above Nyquist frequency resonance at ωr,Z̃g,2 ≈ 50492
rad
s .
grid with Zg(s) = 0. As before, the LCL filter resonance is sufficiently
damped and the digitally current-controlled converter accurately tracks
its reference and suppresses the superimposed voltage harmonics. At
t = 1 s, the VSC is connected to an inductive grid over an 1.1 km long
transmission line, yielding a nearly undamped below Nyquist frequency
resonance at ωr,Z̃g,2 ≈ 29128
rad
s in Z̃g(s). As can be seen, the converter
can deal with the new synthetic grid impedance and continuous to
operate without causing a substantial variation in the output current.
This does not change if the converter is connected to the grid via a syn-
thetic grid impedance with a nearly undamped above Nyquist frequency
resonance at t = 1.16 s. The control error becomes smaller again and
reaches a similar (averaged) magnitude as if the converter were directly
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Fig. 7.13: Simulative converter responses of the robustly passivated VSC
in case of a suddenly emerging below Nyquist frequency res-
onance at t = 1 s, an above Nyquist frequency resonance at
t = 1.16 s and an additional small high-frequency voltage dis-
turbance at t = 1.25 s. In subfigure (A), (a) and (b) show the
VSC’s reference current and output current, respectively, and in
subfigure (B), (c) illustrates a detailed section of the VSC’s ref-
erence voltage, and (d) and (e) show the related grid and PCC
voltage, respectively.
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Fig. 7.14: Simulative converter responses of the robustly passivated VSC
in case of a suddenly emerging below Nyquist frequency res-
onance at t = 1 s, an above Nyquist frequency resonance at
t = 1.16 s and an additional small high-frequency voltage dis-
turbance at t = 1.25 s. Subfigure (A) shows the control error
I∗ref(t) − I∗(t) and subfigure (B) illustrates the output of the ac-
tive feed-forward filter H(z).
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connected to a stiff grid, see Fig. 7.14A. But, in contrast to the case where
the active feed-forward filter is ill-designed and the damping ratio is
set to δ = 0.05, an additional disturbance of the grid voltage with an
amplitude of 0.02Eb ≈ 6.5 V and a frequency of ωd = 12125 rads does not
lead to a destabilization of the grid-converter system. Even though a sud-
den increase in the control error and the output voltage of the capacitor
current feed-forward can be noticed, the (steady-state) converter output
current worsens only marginally, showing a minor overlaid oscillation
of approximately 0.1 A at 12125 rads . As predicted in theory, this directly
demonstrates the positive effect of an increased damping ratio δ in com-
bination with a (small) damping resistance Rd and verifies that a robust
passivation of the VSC’s multiple-frequency input admittance typically
eliminates the risk of destabilizing poorly damped grid resonances.
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8 Conclusion and Outlook
Faced with recurring stability problems that have been associated with
the excitation of poorly damped grid resonances by power electronic-
based energy systems, this thesis thoroughly reviewed the modeling
and the controller plus filter design of digitally current-controlled grid-
connected converters. After introducing the most important components
involved with the current control, i.e, the VSC’s output filter, the PWM
plus computational delay, and the digital current controller, it was ex-
plained why most present SISO converter models are only partially
suitable for the analysis and the harmonic stability assessment. While
still commonly used quasi-analog models neglect all effects of the dig-
ital control, the latest VSC models typically reflect some, but not all
PWM and aliasing effects. In particular, they typically do not consider
the influence of switching harmonics, which appear as high-frequency
signal components in the synthetic PCC voltage or in the LCL filter’s
capacitor current used for active damping. Nevertheless, as was ar-
gued at the beginning of the thesis and later verified by simulation, the
proposed primary-frequency model, which is almost identical to the so
called multiple-frequency model in the literature, accurately reflects the
converter behavior if no dominant grid resonances above the Nyquist
frequency occur.
Using the model for an initial design, it was again shown that our
already proposed design approach for multifrequency PR current con-
trollers from [3] can readily be applied for the parameterization, without
leading to critical interactions between neighboring resonators. To avoid
a destabilization by resonances near the specified harmonic frequen-
cies to be suppressed by the PR controller, it is advisable to aim for
rather moderate integral gains instead of demanding a too high distur-
bance rejection capability. In addition, it confirms that the resonance
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frequency of the highest compensator should be limited to well below
the frequency where the phase response of the open-loop system crosses
−180◦. But, even in compliance with these guidelines, it shows that it
is still very unlikely that the closed-loop grid-converter system can be
operated safely without additional damping scheme. Depending on
the total time delay, the converter-side filter resistance, and the current
controller specifications, the converter’s input admittance inherently
shows a non-passive region for frequencies above roughly fs/6 up to
the Nyquist frequency fN. Hereby, the passivity indices of the VSC’s
primary-frequency model largely match those of the quasi-analog model
and only shows a marginally greater lack of passivity. Therefore, both
models allow a relatively good (initial) estimation of the passivity and
stability properties of the VSC.
As an analysis of different passive damping strategies has shown, it is
however rather difficult to compensate for the VSC’s negative damp-
ing by adding dissipative elements to the LCL filter. On the one hand,
increased losses have to be accepted and on the other hand the intro-
duced damping is strongly dependent on the continually varying grid
impedance. In the end, the implementation of a passive damping scheme
certainly represents a suitable method to damp the LCL filter’s resonance,
but it can generally not be guaranteed that the VSC’s negative conduc-
tance interacts with poorly damped grid resonances, possibly leading
to critical harmonic oscillations. This situation can also occur in a sim-
ilar way when using the synthetic PCC voltage as feed-forward quantity.
While much of the literature comes to the conclusion that an active PCC
voltage feed-forward is capable to remove the non-passive region of the
VSC’s input admittance, it cannot be assumed that this is true in practical
applications. This can be reasoned by the fact that the digital implementa-
tion of the required differentiating part of the active filter is never feasible
in an optimal way. Hence, although possibly emerging non-passive re-
gions near and at the specified PR controller resonance frequencies can
effectively be counteracted by a series band-stop filter, the digital filter
realization still causes a significant lack of passivity in the high-frequency
range near fN. But, as theoretically derived and verified by simulation,
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the feed-forward of the LCL filter’s capacitor current allows to render
the converter’s primary-frequency input admittance model passive in the
complete frequency range up to the Nyquist frequency. As an alternative
to our method from [4], this thesis proposes another, even more intuitive
approach for the active filter design. It also becomes clear why a purely
proportional filter may stabilize the closed-loop system, but it is benefi-
cial to use the Tustin approximation of a lead-lag element, which makes
the passivation more robust against modeling uncertainties.
At this point, however, it must be considered that the VSC model used
for the analysis and controller plus filter design only reflects the con-
verter’s behavior for primary-frequency signal components and does not
allow to take mirrored signal components of the sampled synthetic PCC
voltage or capacitor current into account. Since, to the best of the au-
thor’s knowledge, a complete model was missing in the literature, the
final part of the thesis concentrated on the development of a suitable ex-
tension. As a result and in addition to an alternative sampler model, a
new multiple-frequency small-signal PWM model was proposed, allow-
ing to accurately describe the converter’s behavior in the baseband as
well as in its sidebands. It was shown that the derived theory is simi-
lar to the well known theory on digital control systems, but can be un-
derstood as a generalization, where the mathematical description of the
introduced sampling process becomes the discrete Laplace transform in
certain cases. The VSC’s resulting multiple-frequency current dynamics
therefore look very similar to the primary-frequency dynamics. But, the
input admittance can now be written in form of a matrix, which can be
used to construct a MIMO model of the closed-loop system, where each
element reflects the behavior of the grid-converter system in a certain
frequency range. If the analysis is to be focused on the low-frequency
range up to the Nyquist frequency and it is assumed that the LCL filter
effectively suppresses all above Nyquist frequency voltage components
from the grid side, the model again simplifies to a SISO system. It can
then be seen that the influence of mirrored high-frequency switching har-
monics can principally be interpreted as a dynamic uncertainty, which af-
fects the baseband dynamics of the primary-frequency input admittance
200 8 Conclusion and Outlook
model of the converter. Among others, the uncertainty mainly depends
on the implemented active feed-forward, but even more importantly, also
on the synthetic grid impedance. Hence, with the derived SISO multiple-
frequency model, it finally becomes possible to predict the effects of above
Nyquist frequency grid resonances on the converter’s effective input ad-
mittance.
As a result, it can be concluded that the mirroring of a grid resonance
can lead to a worsening of the converter’s passivity properties or even
to a lack of passivity within a limited frequency range. However, even
though the risk may increase in grids with a low inherent damping or in
grids with a large number of (ill-designed) grid-connected VSCs, a threat-
ening of the system stability can effectively be counteracted by a robust
converter passivation. As demonstrated by example, this can be achieved
by a proper parameterization of the proposed active capacitor current
feed-forward filter in combination with a passive damping scheme that
physically limits the amplification of high-frequency signal components.
At the end, the theory and the proposed design recommendations are
verified by a variety of computer simulations.
Based on the summarized findings, further research can concentrate on
extending the theory of the presented alternative sampler model and
multiple-frequency PWM model. Besides the better reflection of very
high-frequency switching harmonics, the analysis of other digital PWM
schemes might also be advanced. Moreover, in addition to switching
harmonics which represent aliases of the PWM’s reference input voltage,
also other sideband harmonics or interharmonics can be incorporated.
In this regard, a combination with more advanced nonlinear analyzing
methods, such as the describing function method, might also bring
further insights into the generation of undamped or exponentially in-
creasing oscillations caused by the nonlinear PWM. Furthermore the next
step would be the passivity assessment of the VSC’s multiple-frequency
input admittance including outer control loops, such as the DC-link volt-
age control or the PLL. And finally, in view of the methods and results of
the presented work, initial research using quasi-analog models should be
reviewed with respect to the effects of digital control.
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A.1 IFP Indices of SISO Feedback-Systems
In this section, a standard feedback interconnection of two linear, asymp-





Fig. A.1: Feedback interconnection of (passive) subsystems.
Suppose that the passivity indices for the system in the forward-path and
feedback-path are given by IFP {G1(jω)} = ν1(ω), OFP {G1(jω)} = ρ1(ω)
and IFP {G2(jω)} = ν2(ω), OFP {G2(jω)} = ρ2(ω), respectively. Thus,
the systems’ frequency responses and their inverses can be expressed as


































= [ρ1(ω) + ν2(ω)] |Gcl(jω)|2 . (A.2)
202 A Appendix
Observing (A.2), the closed-loop system is (strictly) passive, if the pas-
sivity indices satisfy the necessary and sufficient condition that ρ1(ω) +
ν2(ω) ≥ 0, ∀ω ∈ R. This verifies the passivity theorem of [74,94,169], that
a shortage of OFP, i.e., ρ1(ω) < 0, can be compensated for by an excess of
IFP, i.e., ν2(ω) ≥ |ρ1(ω)|, from the frequency-domain perspective.













which yields the IFP index
IFP {Gcl(jω)} =
























As can be seen, ν1(ω) + ρ2(ω) ≥ 0, ∀ω ∈ R does not necessarily imply
passivity of the closed-loop system. On the other hand, ν1(ω) ≥ 0 and
ρ2(ω) ≥ 0 represents a sufficient condition for passivity of Gcl(s).
A.2 Analytic Description of the Single-Update PWM
This section develops an analytic description for the pulse-width pattern
of the digital pulse-width modulator from Section 3.2.2 in more detail.
The derivation is based on the periodic representation of a repeating pulse
sequence, as illustrated in Fig. A.2. The shown pulse sequence Sp(t) can

























where c is the pulse width, Tcp is the cycle time, and c/Tcp represents the
duty-cycle.






Fig. A.2: Time waveform of repeating pulse sequence with pulse width c
and cycle time Tcp.
In the following, a sinusoidal reference input signal of the form Vref(t) =
VDC/2 + amVDC/2 sin(ωrt + φr) is considered, where 0 ≤ am ≤ 1 is the
signal’s amplitude modulation index and ωr = 2π/Tr and φr represents
the angular frequency and phase shift, respectively. After passing Vref(t)
though a ZOH circuit, the resulting staircase signal V ref(t) is compared to
a triangular carrier signal Sc(t), which generates the PWM output Vc(t),
















Fig. A.3: Exemplary pulse-width pattern of a digital single-update PWM
with a sinusoidal reference input, where Tr = 7Ts.
As can be seen, the resulting PWM pulse-width pattern Vc(t) can be
understood as a concatenation of weighted and time-shifted repeat-
ing pulse sequences Sp(t) with different pulse widths. Reviewing that
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Tp(t)/Tc = V ref(t)/VDC and noticing that the pulse sequence’s cycle time
corresponds to the lowest common multiple of the input signal’s cycle
time and the sampling time, i.e., Tcp = lcm(Tr, Ts), the duty-cycle c/Tcp













(1 + am sin(ωrqTs + φr)) . (A.6)














































































Since the first sum counts over an integer multiple of the input signal’s
cycle time, the term (Tsam)/(2lcm(Tr, Ts))
∑lcm(Tr,Ts)/Ts
q=1 sin(qωrTs + φr)
vanishes and it can be noticed that Ts/(2 lcm(Tr, Ts))
∑lcm(Tr,Ts)/Ts
q=1 1 =
1/2. In addition, to further simplify (A.8), the properties of the Bessel





























and thus, (A.8) becomes










































Equation (A.10) describes the resulting pulse-width pattern from Fig. A.3
entirely and can be evaluated for different sampling and cycle times Ts, Tr
as well as for various amplitude modulation indices, am.
If reference input signals are considered, where the cycle time Tr is an in-
teger multiple of the sampling time Ts, (A.10) can be simplified by taking
the periodicity of the sinusoidal input signal into account. After applying
the addition theorems and the trigonometric identities











































































































where d·e rounds the respective argument to the next positive integer.
Now, disregarding the phase shift, φr = 0, and evaluating the two sums















































if k 6= q TrTs , q ∈ N>0 and n = k + p
Tr
Ts
, p ∈ Z
− 12 TrTs if k 6= q
Tr
Ts










if k 6= q TrTs , q ∈ N>0 and n = ±k + p
Tr
Ts
, p ∈ Z
Tr
Ts
if k = q TrTs , q ∈ N>0 and n = k + p
Tr
Ts
, p ∈ Z
0 else
. (A.17)
Thus, given (A.16) and (A.17) and using the sinc-function sinc(x) =
sin(x)/x, the PWM output Vc(t) from (A.13) can finally be simplified to
Vc(t)=











































































A.2 Analytic Description of the Single-Update PWM 207
As can be observed, the pulse-width pattern of the digital single-update
PWM is composed of three parts, namely, a DC component, the funda-
mental component with sideband harmonics and carrier harmonics. To
illustrate the analytic description (A.18) with a simple example, Fig. A.4
shows the (calculated) PWM output in case of a single sinusoidal input
voltage and Fig. A.5 shows the resulting (normalized) amplitude spectra
of Vc(t)/(am/2) for two different amplitude modulation indices.
















Fig. A.4: Waveforms of (a) the reference voltage Vref(t) and (b) the result-
ing (calculated) PWM output voltage Vc(t), where Tr/Ts = 21,
am = 0.8, and k = {1, . . . , 10000}, n = {−10000, . . . , 10000}.



















Fig. A.5: Theoretic normalized spectra of the PWM output voltage, where
Tr/Ts = 21 and (a) am = 0.8 and (b) am = 0.2.
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A.3 Derivation of the Plant Dynamics in the Discrete
z-Domain
Referring to standard literature on digital control systems, as e.g., [39,
119], it is well known how to calculate the (common) z-transform of the
plant dynamics, Yfc(s), from (3.5) which are preceded by a ZOH-element





































Similarly, it is also possible to define the z-transform of the plant, which is
preceded by the proposed PWM model GPWM(s) from (3.23) plus a com-
putational delay. In particular, again focusing on a single-update PWM,






























To solve (A.21), the (more general) approach from [1] can be followed.
Defining the auxiliary variable q = (1 − 1−D02 ) = 1+D02 , 12 ≤ q ≤ 1, it
becomes clear that the inverse Laplace transform of the first term in (A.21)
represents a time-shifted impulse response of the form












− rfclfc (t+qTs) − 1
)
, (A.22)





































k = x/(x − a) for all |a/x| < 1, (A.23)
simplifies to














Analog to the specification of gq(t) in (A.22) and the derivation of its z-
transformed from (A.24), the z-transform of the second term in (A.21) can
be calculated by replacing the auxiliary variable q with a new auxiliary
variable, v = −(D0 − (1 − 1−D02 )) = 1−D02 , 0 ≤ v ≤ 12 . Then, com-
bining both z-transforms according to (A.21) yields the plant’s common





















As can be verified, (A.25) simplifies to (A.20), ifD0 = 1, and is also equiv-
alent to the (modified) z-transform of Yfc(s)Tse−sTd for D0 = 0, which
shows that (YfcGPWMGd)(z) from (A.25) can be understood as a general-
ization of classical plant plus PWM models in the z-domain.
210 A Appendix
A.4 Alternative Representation of the Discretized Plant
Dynamics using the Multiple-Frequency PWM Model
Given the VSC’s converter-side filter admittance, Yfc(s) from (3.5), and
applying the transformation (6.1) on the filter dynamics which are pre-
ceded by the piece-wise defined multiple-frequency PWM plus compu-
tational delay model (6.2), the (discretized) plant dynamics seen by the









where an extension can be avoided if the adopted PWM model has a suf-
ficient low-pass characteristic. Then, regarding the special case where
the transfer functions GPWM,q(s)Gd,q(s),∀q are represented by the same
transfer functions, GPWM,0(s)Gd,0(s) and GPWM,1(s)Gd,1(s) for all even

















Adopting the substitution q = 2k plus ω̃s = 2ωs with T̃s = Ts/2 and
following the calculation of the discrete Laplace transform of a first-order
lag element via Laplace transforms from [114], the first sum in (A.27) can
























A.4 Alternative Representation of the Discretized Plant Dynamics using
the Multiple-Frequency PWM Model
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As can be verified, (A.28) represents the Laplace-domain representation
of the z-transformed of (Yfc(s)− 1/(2lfc))/2 using half the sampling time,
i.e., [((z/lfc)/(z − e−
rfc
lfc
T̃s) − 1/(2lfc))/2]|z=esT̃s . This can also directly
be deduced from (A.27), by substituting q = 2k, ω̃s = 2ωs and taking
into account that L−1 {Yfc(s)} shows a jump discontinuity at t = 0 with
Yfc(0
+) = 1/lfc. According to the footnote on page 59, the discrete
Laplace transform of Yfc(s) with sampling time T̃s is then defined by
Y ∗fc(s) = 1/T̃s
∑∞
k=−∞ Yfc(s+ jkω̃s) + 1/(2lfc).
Similar to the derivation of (A.28), the second sum in (A.27) can be refor-
























noticing that e−(s−jωs)T̃s = e−sT̃s+jπ = −e−sTs2 . Alternatively, (A.29)
might again directly be deduced from (A.27) by substituting q = 2k − 1
and evaluating the resulting z-transformed of (Yfc(s) − 1/(2lfc))/2 with
half the sampling time at z = e(s−jωs)T̃s = −esTs2 .
Hence, considering the special case (A.27), where GPWM,0(s)Gd,0(s) and
GPWM,1(s)Gd,1(s) are used to specify the transfer functions for all even
and odd sideband components, respectively, with (A.28) and (A.29), the


























The adopted procedure for the calculation of (YfcGPWMGd)
′
(s) can also
be applied in a similar way, if the transfer functionsGPWM,q(s)Gd,q(s),∀q
are to be defined more individually.
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