Abstract. We theoretically study nonlinear nonequilibrium real-time dynamics of domain pattern formation by photo-generated excitons in a 2-D insulating crystal, and search for successful conditions of exciton proliferation, which finally can result in macroscopic photoinduced structural phase transitions. Our model is a strongly coupled many-exciton Einstein-phonon system, interacting with a reservoir, which consists of the acoustic phonons and the radiation field. Using this model, we numerically calculate early-stage time-evolution dynamics of photo-generated exciton-domains, full-quantum mechanically. It is found that the spatial anisotropy of inter-exciton interactions is essential for a large size exciton-domain nucleation of the early stage, and this anisotropy also makes tunneling-type slow exciton proliferations successful even in the retarded stage, as compared with the isotropic cases.
INTRODUCTION
In recent years, there discovered many new insulating solids, which, being shined by only a few visible photons, become pregnant with a macroscopic excited domain that has new structural and electronic orders quite different from the starting ground state. This phenomenon is called "photoinduced phase transition"(PIPT). [ 1, 2] According to recent development of laser spectroscopy, quite novel and noticeable properties of this PIPT are now discovered in various insulating solids. [2, 3, 4] Especially, the efficiency of the photoinduced phase transition is proved to depend quite nonlinearly on frequency and intensity of exciting light. [2, 3, 4] While, it is also clearly shown that the resultant photoinduced phase is different from any equilibrium phases realized in the relevant material, such as a low temperature phase or high temperature ones of this material. [2, 5] However, as for the real-time dynamics of these nonequilibrium phase transition phenomena, there are still many theoretical and experimental problems, which are left unclarified. For this reason, in the present paper, we will be concerned with the real time dynamics of domain pattern formations, which finally can result in the macroscopic PIPT in a 2-D crystal. Taking a strongly coupled many-exciton Einsteinphonon system in a 2-D insulating crystal as our theoretical model system, we numerically calculate spatio-temporal evolutions of photo-generated excitons, their proliferations and domain pattern formations, full-quantum-mechanically.
As for the way of light excitation, we assume the case of pulse excitation composed of several successive ones with an equal time interval. In order to clarify the elementary process of exciton proliferation, we, at first, will show the time evolution of the total exciton number and the total energy, owing to only a single pulse excitation. After that, we will show how the whole exciton system develops during and after the several successive pulse excitations. We will show that there are two stages of exciton proliferation. One is the stage, which we call the early stage, and it is equal to the time region wherein the successive pulse excitation is going on. Another is the retarded stage, wherein the sequential pulse excitation is turned off. In the former stage, the total number of excitons drastically increases by making use of large excess phonon (or vibronic) energy just given by the light pulse. While, in the retarded stage, the whole exciton system reaches some local adiabatic potential energy minimum, and hence the total number of excitons only gradually increases, by the tunneling effect through various adiabatic potential energy barriers.
We will conclude that the spatial pattern of exciton domain formed in the early stage, sensitively inherits the spatial anisotropy of inter-exciton interactions. It will be also shown that this anisotropy makes the aforementioned tunneling quite efficient, and the proliferation quite successful in the retarded stage, as compared with the cases wherein the inter-exciton interaction is isotropic.
MANY-EXCITON PHONON COUPLED SYSTEM
Let us now define our relevant system composed of many excitons coupling strongly with Einstein phonons. The total Hamiltonian (= H s ) of our model system is written as (h = l)
where H s denotes the strongly coupled exciton-phonon system, which is given by (2) Here E is the energy of an exciton, BJ and bf are creation operators of an exciton and a phonon, respectively, at a lattice site specified by a position vector / in a 2-D square lattice. T is the exciton transfer which operates from site /' to / , a> is the energy of the Einstein-phonon, and S is an exciton-phonon coupling constant. G and V are the third-and the fourth-order anharmonic inter-exciton interactions, respectively, which come from a long range nature of Coulomb interaction among electrons and holes constituting these excitons.
H r represents a reservoir composed of the radiation field and the acoustic phonons, which are linearly coupling with the exciton and the Einstein phonon fields through H sr . Consequently, various relaxation channels can occur in our relevant system, such as vibrational relaxations, radiative and nonradiative decays of excitons, and they contribute to stabilize resultant photoinduced phases.
There may be various cases which can be described by these parameters T, V and G . However, in order to make our later discussions simple and clear, we focus only on two typical cases of these parameters, that is, an anisotropic case and an isotropic one as shown in TABL 2. All the used parameters for these cases are listed in TABLE. 1 and 2, and spatial extensions of T, V and G in the 2-D square lattice are illustrated in Fig.l , in which the same notation is used as that of TABLE 2. The isotropic case is the most standard one since it includes the interactions only between neighboring two sites. In this model, two excitons at neighboring two sites attract each other, and it tends to make an exciton-cluster. Throughout the present paper, the occupation of a single site by more than one exciton is excluded from the beginning. From eq.(2), we can easily see that the photo-excited excitons can proliferate through the third-order anharmonicity G . In the anisotropic case, on the other hand, the interactions between neighboring sites and that between next neighboring sites are assumed to be opposite in their signs. Such an anisotropy mainly comes from the nonlocal natures of Wannier functions of the electron and the hole constituting the exciton. These Wannier functions are usually extending over many sites from their central sites, and are oscillating from site to site. For this reason, we can expect various spatial anisotropies for T , V and G . However, in the present paper, we will not be concerned with their microscopic origins. We will treat them only phenomenologically, and compare aforementioned two typical cases in connection with the domain pattern formation and the proliferation. In order to perform practical calculations, we derive the master equation under Markov approximation for the reservoir. We also tacitly assume that our system is a three dimensional one with a layer structure, whose one layer is just this 2-D square lattice with only a weak inter-layer interaction. The total number of excitons in one layer is assumed to be restricted within 100 or so, because of this weak inter-layer interaction.
METHOD AND APPROXIMATIONS
At first, we introduce a set of basis states with n l ( = 1 or 0 ) exciton and m l ( =0,1, 2,. . . ) phonons at each lattice site / , as
where U l denotes the operator of phonon displacement, which appears or disappears, according to the presence or absence of an exciton at site / .
[6] Even if we have used this basis set, however, we still have serious difficulty, since the total number of excitons changes from 0 to about 1 00, while m l also changes from 0 to about S/co , almost independently at each site. Thus the direct calculation of this time evolution leads to too large dimensional ones. In order to overcome this numerical difficulty, we derive a new iterative method for the exciton proliferation. Its basic idea was developed by Mizouchi [7] only for the 1-D case. However, in the case of the present 2-D system, we have to extend this theory so that we can describe the problem of spatial pattern formation, which was absent in the 1-D case.
Our new iterative method is as follows. We focus only on the most forwardly expanding part ( the most front ) of the exciton domain boundary, wherein an exciton with the excess energy coming from the photo-excitation is always included. This most front is searched by try and error method, so that it will be the most efficiently growing part of the domain boundary. The contribution from other excitons not in this front is approximated by a mean field. As proliferation proceeds by using the excess energy, the position of this front also moves. For the practical reason mentioned before, the size of this front can not be so large. As schematically shown in the left part of Fig.2(B) , we take the shaded 4 lattice sites as this front. This front (the 4 sites) is our relevant system, within which we calculate excitons, Einstein phonons and their interactions, full-quantum-mechanically, as well as various damping and decay channels mentioned before.
Here, we define aliases of our exciton states; (1) "Mother exciton", denoted by the black circle in Fig.2(B) . It is in the front, and has an excess phonon or vibronic energy inherited from the light. (2) "Frozen exciton", denoted by the shaded circle in Fig.2(B) . It is in the outside of the front, and is always in the zero phonon state m t = 0 defined by eq. (3) As the proliferation proceeds, the total number of exciton in the front increases from 1 to 2, as shown in Fig.2 (B) . At this stage, we reconstruct a new front just as schematically shown in the right hand side of Fig.2(B) . The mother exciton is now frozen, and the new exciton becomes a new mother exciton. This new mother inherits the excess energy, which has now somewhat decreased from the initial excess energy, because of the dampings or the relaxations mentioned before. In this reconstruction, the site with the largest exciton density within the front, is taken as the site wherein the new mother is. We call this reconstruction procedure the "generation crossover". While, the new 4 sites (new front) of the new generation is chosen by try and error method, so that they will be the most efficiently growing part around the new mother. The total energy in the system is conserved before and after this generation crossover. We iterate this procedure, until we can get a large domain. Thus, using this method, we can numerically calculate the temporal evolution of a large system involving many excitons and phonons. It should be noted that this approximation is valid only when the excitons are rather localized, S »\T l 
FORMATION OF DOMAIN PATTERN AND ANISOTROPY
The pattern formation characteristics are well known in the studies for the diffusionlimited-aggregation phenomena. [8] For example, an anisotropy of surface tension forces a resultant cluster pattern to be a rod like one. Generally speaking, an anisotropy in the elementary process of the growth always brings some characteristic patterns of the resultant cluster. In the case of our present PIPT, the inter-exciton interactions are the main origin of exciton proliferation. Thus, we can expect that the domain pattern will sensitively reflect the anisotropy or the isotropy of those interactions. In some case, we can expect that even the success or the failure of the PIPT itself will also be dominated by the absence or the presence of the anisotropy. For these reasons, we have chosen the two typical cases mentioned in TABLE 2. Keeping these points in the mind, let us see the results of the numerical calculations, performed by using the model and the method given in previous sections.
RESULTS AND DISCUSSION
At first, we have shown in Figs.3 (A) and (B) , the temporal evolution of the total exciton number and the total energy, owing to only one photon pulse injection at time zero. This pulse is assumed to be strong enough to generate two excitons at once, as shown in Fig.2(A) and Fig.3(A) . Our process is the literal nonlinear one, and as already shown by Mizouchi [7] , a single exciton alone can not results in efficient proliferations. Moreover, even if two excitons are simultaneously created at the beginning, the resultant proliferation is also shown to sensitively depend on the initial inter-exciton distance, and this situation is called the initial condition sensitivity. [7] For this reason, in the present study, the inter-exciton distance is chosen to make the subsequent proliferation most efficient under the one-pulse excitation condition. From Fig.3(A) , we can clearly see that there are two stages in the exciton proliferation process. One is the early stage just after the pulse excitation, wherein the number of excitons increases very drastically from 2 to 6 or so. This rapid increase is easily seen to occur by making use of the excess vibronic energy just donated from the photon pulse, since the total energy also rapidly decreases at the same time, as shown in Fig.3 (B) . After this rapid process, the retarded stage starts. In this stage, the exciton number only gradually increases, and the total energy also decreases gradually. The whole exciton system has now reached some local adiabatic potential energy minimum, and hence the total number of excitons only gradually increases, by the tunneling effect through various adiabatic potential energy barriers.
In the next, let us proceed to the case of multi-pulse excitation by six successive ones with an equal time interval, which is 100 oscillation periods of the Einstein phonon, as shown in Fig.4 . The center of mass position of the two excitons generated by each photon pulse is randomly determined within the 2-D (15x15) lattice. We can easily see from Fig.4 that the 100 period time interval is long enough for each early stage associated with each pulse to finish. However, these early stages do not result in the same proliferation, since they are influenced by the frozen excitons created by the preceding pulse excitations. This effect due to the frozen excitons in the out side of the front is taken into account by the mean field approximation mentioned before. As inferred from Fig.4 , the effect of this successive six pulses excitation looks like saturated after 600 period. Hence, we can call that this time region from zero to 600 period the elongated early stage, since this stage is just after the successive six pulses excitation. However, after this six-pulse excitation, the domain still gradually grows, and this slow growth continues up to about 100000 period. This is the literal retarded stage relative to the aforementioned elongated early stage, and the slow growth is just due to the tunneling process, explained before.
Let us now proceed to the effects of the anisotropy of the inter-exciton interactions, as compared with the isotropic one. Figure.5 shows the characteristic exciton domain pattern obtained by using the anisotropic interactions in the elongated early stage, that is, just after 600 period in Fig.4 , and the shaded circle at each lattice site denotes the exciton in the 2-D (15x15) lattice. We can clearly see that the domain pattern has an "island", namy "capes" and many "peninsulas" stretched outside, with a "strait", "bays" and "gulfs" in between. These characteristics reflect the anisotropy of the inter-exciton interactions. Here, we should note that the interactions between neighboring sites and that between next neighboring sites are opposite in their signs. (TABLE. 2) Therefore, these interactions bring aforementioned structures to the domain pattern.
Next, let us proceed to the tunneling type slow proliferation in the retarded stage, that is from 600 period to 100000 period in Fig.4 . As is shown in Fig.6 , the strait, bays and gulfs are now filled up by newly grown excitons, which are denoted by the black circles. Thus, the characteristic pattern is lost by the tunneling process. That is, the pattern peculiar to the anisotropy of interactions, appears only in the early stage. However, this tunneling process itself is the result of the anisotropy. In the present case, 30-excitons are generated in the elongated early stage, and 26-excitons are added in the retarded stage. Thus the PIPT in this case is successful.
-i.-i~.~.- Let us proceed to the isotropic case. Figure.7 shows a domain pattern obtained by using the isotropic interactions with parameter values shown in TABLE.2. The calculations are performed by keeping the same conditions except for the inter-exciton interactions shown in TABLE. 1 and 2. The sites and the intervals of photon pulse injections are also same as that of the above two calculations for anisotropic case. In this isotropic case, however, only some small block type patterns are formed. Thus the PIPT in this case is not successful. Comparing these results, we can clearly see that the anisotropic interactions makes the proliferation successful, and the resultant larger domain formation possible.
CONCLUSION
In the present work, the early time relaxation process of photoexcited state with an excess phonon energy has been simulated by full-quantum-mechanical calculations. We have introduced the iterative method to overcome numerical difficulties, and to clarify how the exciton proliferation proceeds. Using this method, numerical calculations involving a large number of excitons and phonons are executed. Numerical results have indicated that the pattern of the exciton domain grown in the early stage sensitively reflects the anisotropy of the inter-exciton interactions, and that the successful proliferation is also realized by this anisotropic interactions.
To extend the front size to more than 4 sites is our future problem.
