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Abstract
As complement to Class. Quantum Grav. 30 (2013) 235036 we ana-
lyze Killing initial data on characteristic Cauchy surfaces in conformally
rescaled vacuum spacetimes satisfying Friedrich’s conformal field equa-
tions. As an application, we derive and discuss the KID equations on a
light-cone with vertex at past timelike infinity.
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1 Introduction
Gaining a better insight into properties and peculiarities of spacetimes which
represent (physically meaningful) solutions to Einstein’s field equations belongs
to the core of the analysis of general relativity. One question of interest concerns
the existence of spacetimes which possess certain symmetry groups, mathemat-
ically expressed via a Lie algebra of Killing vector fields on that spacetime. A
fundamental issue in this context is to systematically construct such spacetimes
in terms of an initial value problem. By that it is meant to supplement the
usual constraint equations, which need to be satisfied by a suitably specified
set of initial data, by some further equations which make sure that the emerg-
ing spacetime contains one or several Killing vector fields. In vacuum, such
Killing Initial Data (KIDs) are well-understood in the spacelike case as well as
in the characteristic case, cf. [1, 3, 10] and references therein. In this article we
would like to complement the analysis of the characteristic case given in [3] to
spacetimes satisfying Friedrich’s conformal field equations, and in particular to
analyse the case where the initial surface is a light-cone with vertex at past
timelike infinity.
In a first step, Section 3, we translate the Killing equation into the un-
physical, conformally rescaled spacetime. The so-obtained “unphysical Killing
equations” constitute the main focus of our subsequent analysis. Assuming the
validity of the conformal field equations, recalled in Section 2, we shall derive
necessary-and-sufficient conditions on a characteristic initial surface which guar-
antee the existence of a vector field satisfying the unphysical Killing equations,
cf. Theorem 3.4.1 In Section 4 we then restrict attention to four spacetime
1This issue has already been analysed in [8]. However, it is claimed there that regularity of
the principal part of a wave equation suffices to guarantee uniqueness of solutions, and counter-
examples of this assertion can be easily constructed. For instance, let Θ be the unique solution
of the wave-equation ✷gΘ = 1 which vanishes on the initial surface which we assume to be
2
dimensions (it will be indicated that the higher dimensional case is more intri-
cate). As in [3] we shall see that many of the conditions obtained in Section 3
are automatically satisfied. The remaining “KID equations” are collected in
Theorem 4.4 (cf. Proposition 4.9) for a light-cone, and in Theorem 4.13 for two
characteristic hypersurfaces intersecting transversally.
In Section 5 we then apply Theorem 4.4 to the “special cone” Ci− whose
vertex is located at past timelike infinity (assuming the cosmological constant
to be zero). As for “ordinary cones” treated in [3] it turns out that some of the
KID equations determine a class of candidate fields on the initial surface while
the remaining “reduced KID equations” provide restrictions on the initial data
to make sure that one of these candidate fields does indeed extend to a spacetime
vector field satisfying the unphysical Killing equations. However, contrary to
the “ordinary case”, and this explains our title, on Ci− the candidate fields can
be explicitly computed, and, besides, the reduced KID equations can be given
in terms of explicitly known quantities. The main result for the Ci− -cone is the
contents of Theorem 5.1.
Finally, in Appendix A we recall a result on Fuchsian ODEs which will be of
importance in the main part, in Appendix B we review conformal Killing vector
fields on the round 2-sphere.
2 Setting
Our analysis will be carried out in the so-called unphysical spacetime (M , g,Θ),
related to the physical spacetime (M˜ , g˜), g˜ being a solution to Einstein’s field
equations, via a conformal rescaling,
g˜
φ7→ g := Θ2g˜ , M˜ φ→֒ M , Θ|φ(M˜ ) > 0 .
The part of ∂φ(M˜ ) on which the conformal factor Θ vanishes represents “infin-
ity” in the physical spacetime.
In (M , g,Θ) Einstein’s vacuum field equations with cosmological constant λ
are replaced by Friedrich’s conformal field equations (cf. e.g. [7]), which read in
d ≥ 4 spacetime dimensions
∇ρdµνσρ = 0 , (2.1)
∇µLνσ −∇νLµσ = Θd−4∇ρΘ dνµσρ , (2.2)
∇µ∇νΘ = −ΘLµν + sgµν , (2.3)
∇µs = −Lµν∇νΘ , (2.4)
(d− 1)(2Θs−∇µΘ∇µΘ) = λ , (2.5)
Rµνσ
κ[g] = Θd−3dµνσ
κ + 2(gσ[µLν]
κ − δ[µκLν]σ) , (2.6)
with gµν , Θ, s, Lµν and dµνσ
ρ regarded as unknowns. The trace of (2.3) can be
read as the definition of the function s,
s :=
1
d
gµν∇µ∇νΘ+ 1
2d(d− 1)RΘ . (2.7)
a light-cone CO , i.e. Θ|CO = 0. Then Θ|I+(O) > 0, at least sufficiently close to O. Consider
the non-regular wave-equation ✷gf −
1
Θ
f = 0. For given initial data f |CO = 0 there exist at
least 3 solutions: f = 0,±Θ.
3
The tensor field Lµν is the Schouten tensor
Lµν :=
1
d− 2Rµν −
1
2(d− 1)(d− 2)Rgµν , (2.8)
while
dµνσ
ρ := Θ3−dCµνσ
ρ (2.9)
is a rescaling of the conformal Weyl tensor Cµνσ
ρ.
The conformal field equations are equivalent to the vacuum Einstein equa-
tions where Θ is positive, but remain regular even where Θ vanishes. The Ricci
scalar R turns out to be a conformal gauge source function which reflects the
freedom to choose the conformal factor Θ. It can be prescribed arbitrarily.
In (2.1)-(2.6) the fields s, Lµν and dµνσ
ρ are treated as independent of gµν
and Θ. However, once a solution has been constructed they are related to gµν
and Θ via (2.7)-(2.9). When talking about a solution of the conformal field
equations we therefore just need to specify the pair (gµν ,Θ).
The conformal field equations imply a wave equation for the Schouten tensor,
which will be of importance later on. It can be derived as follows: One starts by
taking the divergence of (2.2). Using then (2.1), (2.3), (2.6) and the tracelessness
of the rescaled Weyl tensor one finds (cf. [11] where the 4-dimensional case is
treated in detail),
✷gLµν = −2RµανβLαβ + gµν |L|2 + 1
2(d− 1)∇µ∇νR+
1
d− 1RLµν
+(d− 4)
[
Lµ
αLνα +Θ
d−5∇αΘ∇βΘdµανβ
]
,
with |L|2 := LµνLνµ. Supposing that Θ has no zeros, or that we are in the
4-dimensional case, we can use (2.2) to rewrite this as
✷gLµν = −2RµανβLαβ + gµν |L|2 + 1
2(d− 1)∇µ∇νR+
1
d− 1RLµν
+(d− 4)
[
Lµ
αLνα + 2Θ
−1∇αΘ∇[αLµ]ν
]
. (2.10)
3 KID equations in the unphysical spacetime
3.1 The Killing equation in terms of a conformally rescaled
metric
Lemma 3.1 A vector field X˜ is a Killing vector field in the physical spacetime
(M˜ , g˜) if and only if its push-forward X := φ∗X˜ is a conformal Killing vec-
tor field in the unphysical spacetime (M , g,Θ) and satisfies there the equation
Xκ∇κΘ = 1dΘ∇κXκ.
Proof: By definition X˜µ is a Killing field if and only if (set X˜µ := g˜µνX˜
ν and
4
Xµ := gµνX
ν)
∇˜(µX˜ν) = 0
⇐⇒ ∇˜(µ(Θ−2Xν)) = 0
⇐⇒ ∇(µ(Θ−2Xν)) + 2Θ−2X(µ∇ν) logΘ = gµνΘ−2Xκ∇κ logΘ
⇐⇒ ∇(µXν) = gµνΘ−1Xκ∇κΘ
⇐⇒ ∇(µXν) =
1
d
∇κXκ gµν & Xκ∇κΘ = 1
d
Θ∇κXκ (3.1)
(note that Θ|φ(M˜) > 0). ✷
Remark 3.2 The conditions (3.1), which replace the Killing equation in the
unphysical spacetime, make sense also where Θ is vanishing, supposing that
g can be smoothly extended across {Θ = 0} (note that the conformal Killing
equation induces a linear symmetric hyperbolic system of propagation equations
for φ∗X˜ which implies that φ∗X˜ is smoothly extendable across the conformal
boundary [6]).
Remark 3.3 We will refer to (3.1) as the unphysical Killing equations.
The main object of this work is to extract necessary-and-sufficient conditions
on a characteristic initial surface which ensure the existence of some vector field
X which fulfills the unphysical Killing equations, so that its pull-back is a Killing
vector field of the physical spacetime.
3.2 Necessary conditions for the existence of Killing vec-
tor fields
Let us first derive some implications of the unphysical Killing equations (3.1)
under the hypothesis that the conformal field equations (2.1)-(2.6) are satisfied.
From the conformal Killing equation we first derive a system of wave equa-
tions for X and for the function
Y :=
1
d
∇κXκ (3.2)
(set ✷g := g
µν∇µ∇ν):
✷gXµ +Rµ
νXν + (d− 2)∇µY = 0 , (3.3)
✷gY +
1
d− 1
(1
2
Xµ∇µR+RY
)
= 0 . (3.4)
With (3.1) and (2.7) we find
0 = ✷g(X
µ∇µΘ−ΘY )
≡ ✷gXµ∇µΘ+Xµ∇µ✷gΘ+XµRµν∇νΘ+ 2∇νXµ∇µ∇νΘ
−Y ✷gΘ−Θ✷gY − 2∇µΘ∇µY
= d(Xµ∇µs+ sY −∇µΘ∇µY ) . (3.5)
We set
Aµν := ∇µXν +∇νXµ − 2Y gµν . (3.6)
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Using the second Bianchi identity, (2.8), (3.3) and (3.4) we obtain
✷gAµν ≡ 2∇(µ✷gXν) + 2Rκ(µ∇κXν) − 2RµανβAαβ − 4RµνY
+2Xκ∇(µRν)κ − 2Xκ∇κRµν − 2✷gY gµν
= 2R(µ
κAν)κ − 2RµανβAαβ − 2(d− 2)(LXLµν +∇µ∇νY ) , (3.7)
(Recall that
LXLµν ≡ Xκ∇κLµν + 2Lκ(µ∇ν)Xκ . )
Hence the conformal Killing equation for X , which is Aµν = 0, implies
Bµν := LXLµν +∇µ∇νY = 0 . (3.8)
3.3 KID equations on a characteristic initial surface
3.3.1 First main result
We are now in a position to formulate our first main result. Here and in the
following we use an overbar to denote restriction to the initial surface.
Theorem 3.4 Assume we have been given, in dimension d ≥ 4, an“unphysical”
spacetime (M , g,Θ), with (g,Θ) a smooth solution of the conformal field equa-
tions (2.1)-(2.6). Assume further that Θ is bounded away from zero if d ≥ 5.
Consider some characteristic initial surface N ⊂ M (for definiteness we think
of a light-cone or two transversally intersecting null hypersurfaces). Then there
exists a vector field satisfying the unphysical Killing equations (3.1) on D+(N)
(i.e. representing a Killing field of the physical spacetime) if and only if there
exists a vector field X and a function Y which fulfill the following equations
(recall the definitions (2.7) and (2.8) for s and Lµν , respectively)
(i) ✷gXµ +Rµ
νXν + (d− 2)∇µY = 0,
(ii) ✷gY +
1
d−1
(
1
2X
µ∇µR +RY
)
= 0,
(iii) φ = 0 with φ := Xµ∇µΘ−ΘY ,
(iv) ψ = 0 with ψ := Xµ∇µs+ sY −∇µΘ∇µY ,
(v) Aµν = 0 with Aµν ≡ ∇µXν +∇νXµ − 2Y gµν ,
(vi) B˘µν := Bµν − 1dgµνBαα = 0 with Bµν ≡ LXLµν +∇µ∇νY .
Proof: “=⇒”: Follows from the considerations above if one takes X = Xˆ and
Y = 1
d
∇κXˆκ.
“⇐=”: We will derive a homogeneous system of wave equations from which
we conclude the vanishing of Aµν and φ as well as the relation Y =
1
d
∇κXκ,
and thus the validity of (3.1). Since by assumption (3.3) and (3.4) hold we can
repeat the steps which led us to (3.7),
✷gAµν = 2R(µ
κAν)κ − 2RµανβAαβ − 2(d− 2)Bµν . (3.9)
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With (i), (ii) and the definition (2.7) of s we find
✷gφ ≡ ✷gXµ∇µΘ+Xµ∇µ✷gΘ+XµRµν∇νΘ+ 2∇µXν∇µ∇νΘ
−Y✷gΘ−Θ✷gY − 2∇µΘ∇µY
= dψ − 1
2(d− 1)Rφ+Aµν∇
µ∇νΘ . (3.10)
We use (i), (ii), (2.7), (2.8) as well as the conformal field equations (2.3) and
(2.4) (which imply ✷gs = Θ|L|2 − 12(d−1) (sR+∇µΘ∇µR)) to obtain
✷gψ ≡ ✷gXµ∇µs+Xµ∇µ✷gs+XµRµν∇νs+Aµν∇µ∇νs
+3Y✷gs+ s✷gY + 2∇νs∇νY −∇µ✷gΘ∇µY − 2Rµν∇νΘ∇µY
−∇µΘ∇µ✷gY − 2∇µ∇νΘ∇µ∇νY
= |L|2φ+Aµν(∇µ∇νs− 2ΘLκµLνκ) + 2ΘLµνBµν
+
1
2(d− 1)
(
Aµν∇µR∇νΘ−∇µR∇µφ−Rψ
)
. (3.11)
As a straightforward consequence of the first Bianchi identity we observe the
identity
1
2
∇µAνκ +∇[νAκ]µ ≡ ∇µ∇νXκ +RνκµαXα − 2∇(µY gν)κ +∇κY gµν . (3.12)
Using this as well as the Bianchi identities a lengthy computation reveals that
✷gBµν ≡ (∇(µA|αβ| + 2∇[αAβ](µ)(2∇αLν)β −
1
4(d− 1)δν
α∇βR)
+Aαβ(∇α∇βLµν − 2L(µκRν)ακβ +
1
d− 2RµαRνβ)
− R
2
4(d− 1)2(d− 2)Aµν +∇µ∇ν [✷gY +
1
d− 1(
1
2
Xκ∇κR+RY )]
+(2L(µ
κ∇ν) +∇κLµν)[✷gXκ +RκαXα + (d− 2)∇κY ]
+(Xκ∇κ + 2Y )✷gLµν + 2✷gLκ(µ∇ν)Xκ −
1
2(d− 1)X
κ∇κ∇(µ∇ν)R
−2LκαR(µκ∇ν)Xα − 2XβL(µκ∇βRν)κ − 2LµκRνκY − 2Rµανβ∇α∇βY
+
1
d− 1[RLµνY −RLβ(µ∇
βXν) − Y∇µ∇νR−∇(µXκ∇ν)∇κR]
+2(d− 4)∇αY (∇(µLν)α −∇αLµν) . (3.13)
There is a second useful relation satisfied by Aµν which follows from the Bianchi
identities,
2Lαβ(∇β∇[αAν]µ −∇µ∇[αAν]β)
= 2LαβXκ∇κRα(µν)β + Lαβ(RβνµκAακ −RµβακAνκ)
+4Lαβ(Rα(µν)
κ∇[βXκ] +R(µ|βα|κ∇ν)Xκ)
−2gµνLαβ∇α∇βY + 4L(µβ∇ν)∇βY −
1
d− 1R∇µ∇νY . (3.14)
Employing (i), (ii), the conformal field equations, the wave equation for the
Schouten tensor (2.10) as well as the identities (3.12) and (3.14) we deduce
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from (3.13) in another tedious computation that
✷gBµν ≡ 2(gµνLαβ − Rµανβ)Bαβ − 2R(µκBν)κ +
2
d− 1RBµν
+2Lαβ(∇β∇[αAν]µ −∇µ∇[αAν]β)
+(∇(µA|αβ| + 2∇[αAβ](µ)(2∇αLν)β −
1
4(d− 1)δν)
α∇βR)
+Aαβ [∇α∇βLµν − 2L(µκRν)ακβ + 2LµαRνβ + Lακ(2Rµβνκ +Rνβµκ)
−2gµνLακLβκ] + |L|2Aµν + LαβRµαβκAνκ − 1
d− 1RL(µ
κAν)κ
+(d− 4)[2L(µβBν)β − LµαLνβAαβ −Θd−5∇αΘdκµνα(∇κφ−∇βΘAκβ)]
−(d− 4)Θd−6φ∇αΘ∇βΘdµανβ
+(d− 4)Θ−1∇αΘ[2∇[αBµ]ν + (∇[µA|νκ| + 2∇[νAκ][µ)Lα]κ] . (3.15)
While the before-last line contains negative powers of Θ merely in 5 dimensions,
the last line contains such powers in any dimension d ≥ 5. This is the point
where our assumption enters that Θ is bounded away from zero for d ≥ 5, since
this ensures that (3.15) is a regular equation also in higher dimensions.
Note that the right-hand side of (3.15) involves second-order derivatives of
Aµν , which is why we regard ∇σAµν as another unknown for which we derive
a wave equation. However, since the right-hand side of (3.9) does not involve
derivatives, such a wave equation is easily obtained by differentiation (and, once
again, the second Bianchi identity),
✷g∇σAµν = 2∇σ(R(µκAν)κ −RµανκAακ) + 2Aα(µ(∇ν)Rσα −∇αRν)σ)
−4Rσκ(µα∇κAν)α +Rασ∇αAµν − 2(d− 2)∇σBµν . (3.16)
In the current setting the equations (3.9)-(3.11), (3.15) and (3.16) form a closed
homogeneous system of regular wave equations for Aµν , φ, ψ, Bµν and ∇σAµν .
The assumptions (iii)-(v) assure that the first three fields vanish initially. By
(ii) and (v) we have
Bα
α =
1
2(d− 1)X
κ∇κR + 2Lµν∇µXν +✷gY = LµνAµν = 0 ,
which, together with (vi), implies
Bµν = 0 . (3.17)
It remains to verify the vanishing of∇σAµν . This follows from Lemma 3.5 below,
together with (i), (ii), (v) and (3.17). We thus have vanishing initial data for
the homogeneous system of wave equations (3.9)-(3.11), (3.15) and (3.16). Due
to standard uniqueness results for wave equations all the fields involved need to
vanish identically.
It is important to note that we had to treat X and Y as independent un-
knowns so far. The vanishing of Aµν and φ implies that the unphysical Killing
equations (3.1) hold for X only once we have shown that Y = 1
d
∇κXκ. Fortu-
nately we have
0 = Aα
α = 2∇κXκ − 2dY , (3.18)
and the theorem is proved. ✷
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3.3.2 Adapted null coordinates
Before we state and prove Lemma 3.5, which is needed to complete the proof
of Theorem 3.4, it is useful, also with regard to later purposes, to introduce
adapted null coordinates on light-cones and on transversally intersecting null
hypersurfaces. We will be rather sketchy here, the details can be found e.g. in
[2, 12].
First let us consider a light-cone CO ⊂ M with vertex O ∈ M in a d =
n + 1-dimensional spacetime (M , g). We use coordinates (x0 = 0, x1 = r, xA),
A = 2, . . . , n, adapted to CO in the sense that CO \ {O} = {x0 = 0}, r param-
eterizes the null geodesics generating the initial surface, and the xA’s are local
coordinates on the level sets {x0 = 0, r = const} ∼= Sn−1. On CO the metric
then reads
g = g00(dx
0)2 + 2ν0dx
0dx1 + 2νAdx
0dxA + gABdx
AdxB .
Note that these coordinates are singular at the vertex of the cone. Moreover,
we stress that we do not impose any gauge condition off the cone. The inverse
metric takes the form
g♯ = 2ν0∂0∂1 + g
11∂21 + 2g
1A∂1∂A + g
AB∂A∂B ,
with
ν0 = (ν0)
−1 , g1A = −ν0gABνB , g11 = (ν0)2(gABνAνB − g00) .
It is customary to introduce the following quantities:
χA
B :=
1
2
gBC∂1gAC null second fundamental form ,
τ := χA
A expansion ,
σA
B := χA
B − 1
n− 1τδA
B shear tensor .
Next, let us consider two smooth hypersurfaces Na, a = 1, 2, with transverse
intersection along a smooth submanifold S. Then, near the Na’s one can intro-
duce coordinates (x1, x2, xA), A = 3, . . . , n + 1, such that Na = {xa = 0}. On
N1 the coordinate x
2 parameterizes the null geodesics {x1 = 0, xA = constA}
generating N1 and vice versa. Since the hypersurfaces are required to be char-
acteristic the metric takes there the specific form, on N1 say,
g|N1 = g11(dx1)2 + 2g12dx1dx2 + 2g1Adx1dxA + gABdxAdxB ,
similarly on N2. The quantities τ , σA
B, χA
B are defined on N1 and N2 analo-
gous to the light-cone-case.
3.3.3 Some useful relations
In this section we consider a light-cone. However, we note that exactly the same
relations hold in the case of two intersecting null hypersurfaces.
Recall that the wave equations for X and Y , (3.3) and (3.4), imply a wave
equation which is satisfied by Aµν , namely (3.9),
✷gAµν = 2R(µ
κAν)κ − 2RµανβAαβ − 2(d− 2)Bµν . (3.19)
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Furthermore, one straightforwardly verifies that in adapted null coordinates
✷gAµν = 2ν
0(∇1∇0Aµν +R01(µαAν)α) + g11∇1∇1Aµν
+2g1A(∇1∇AAµν +RA1(µαAν)α) + gAB∇A∇BAµν . (3.20)
We equate the trace of (3.19) on the initial surface with (3.20). Making use of
the formulae for the Christoffel symbols in adapted null coordinates in [2, Ap-
pendix A], an elementary calculation yields the following set of equations where
f , fA and fAB denote generic (multi-linear) functions which vanish whenever
their arguments vanish.
(µν) = (11):
(∂1 +
τ
2
− Γ001 − 2Γ111)∇0A11 = (R11 + |χ|2)A01 − (d− 2)ν0B11 + f(Aij)(3.21)
(µν) = (1A):
(∂1 +
d− 4
2(d− 2)τ − ν
0∂1ν0)∇0A1A − σAB∇0A1B = 1
2
(R11 + |χ|2)A0A
+(R1A1
B + χC
BχA
C)A0B − (d− 2)ν0B1A + fA(Aij , A01,∇0A11)(3.22)
(µν) = (AB):
(∂1 +
d− 6
2(d− 2)τ − Γ
0
01)∇0AAB − 2σ(AC∇0AB)C
= −ν0(R1A1B + χACχBC)A00 − (d− 2)ν0BAB + fAB(Aij , A0i,∇0A1i) (3.23)
(µν) = (01):
(∂1 +
τ
2
+ Γ111 − 2ν0∂1ν0)∇0A01 = −(d− 2)ν0B01 + f(Aµν ,∇0Aij) (3.24)
(µν) = (0A):
(∂1 +
d− 4
2(d− 2)τ − 2Γ
0
01)∇0A0A − σAB∇0A0B
= −(d− 2)ν0B0A + fA(Aµν ,∇0Aij ,∇0A01) (3.25)
(µν) = (00):
(∂1 +
τ
2
− 3Γ001)∇0A00 = −(d− 2)ν0B00 + f(Aµν ,∇0Aij ,∇0A0i) (3.26)
3.3.4 An auxiliary lemma
Lemma 3.5 Assume that the wave equations for X and Y , (3.3) and (3.4), are
fulfilled. Assume further that Aµν = 0 = Bµν on either a light-cone or two
transversally intersecting null hypersurfaces. Then ∇σAµν = 0.
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Proof: We start with the light-cone case. By assumption the equations (3.21)-
(3.26) hold. Invoking Aµν = 0 = Bµν they become
(∂1 +
τ
2
− Γ001 − 2Γ111)∇0A11 = 0 , (3.27)
(∂1 +
d− 4
2(d− 2)τ − ν
0∂1ν0)∇0A1A − σAB∇0A1B = fA(∇0A11) , (3.28)
(∂1 +
d− 6
2(d− 2)τ − Γ
0
01)∇0AAB − 2σ(AC∇0AB)C = fAB(∇0A1i) , (3.29)
(∂1 +
τ
2
+ Γ111 − 2ν0∂1ν0)∇0A01 = f(∇0Aij) , (3.30)
(∂1 +
d− 4
2(d− 2)τ − 2Γ
0
01)∇0A0A − σAB∇0A0B = fA(∇0Aij ,∇0A01) ,(3.31)
(∂1 +
τ
2
− 3Γ001)∇0A00 = f(∇0Aij ,∇0A0i) . (3.32)
This is a hierarchical system of Fuchsian ODEs which can be solved step-by-step.
Regularity requires the following behaviour of ∇0Aµν near the vertex:
∇0A11 = O(1) , ∇0A1A = O(r) , ∇0AAB = O(r2) , (3.33)
∇0A01 = O(1) , ∇0A0A = O(r) , ∇0A00 = O(1) . (3.34)
Taking the behaviour of the metric components at the tip of the cone into
account, cf. the formulae (4.41)-(4.51) in [2], which hold in any sufficiently
regular gauge, (3.27)-(3.34) and standard results on Fuchsian ODEs (cf. e.g. [3,
Appendix A]) imply ∇0Aµν = 0.
In the case of two transversally intersecting null hypersurfaces one can derive
the same hierarchical system of ODEs on N1 and N2, respectively, which now
is a system of regular ODEs. The assumption Aµν = 0 implies ∇σAµν |S = 0.
We thus have vanishing initial data for the ODEs and the unique solutions are
∇1Aµν |N1 = 0 and ∇2Aµν |N2 = 0. ✷
3.4 A special case: Θ = 1
Let us briefly analyse the implications of Theorem 3.4 in the special case where
the conformal factor Θ is identical to one,
Θ = 1
(note that thereby the gauge freedom to prescribe the Ricci scalar is lost).
Then the unphysical spacetime can be identified with the physical spacetime.
The conformal field equations (2.1)-(2.6) imply the equations
s = 12(d−1)λ ,
Lµν = sgµν ⇐⇒ Rµν = λgµν ,
i.e. in particular the vacuum Einstein equations hold.
Let us analyse the conditions (i)-(vi) of Theorem 3.4 in this setting: Condi-
tion (iii) gives Y = 0, which we take as initial data for the wave equation (ii)
which then implies Y = 0, i.e. X needs to be divergence-free, as desired. We
observe that (iv) is automatically satisfied. Moreover,
Bµν = LXLµν = sLXgµν = 2s∇(µXν) ,
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so (vi) follows from (v). To sum it up, the hypotheses of Theorem 3.4 are
satisfied if and only if there is a vector field X which satisfies
✷gXµ + λXµ = 0 ,
∇(µXν) = 0 .
This was the starting point of the analysis in [3].
4 KID equations in four dimensions
Theorem 3.4 can be applied to dimensions d ≥ 5 only when the conformal factor
Θ is bounded away from zero. In fact, this situation is rather uninteresting since
then there is no need to pass to a conformally rescaled spacetime (or to put it
differently, it is just a matter of gauge to set Θ = 1). One reason why we included
this case, though, was to emphasize that their arise difficulties when one tries to
go from four to higher dimensions (which is in line with the observation that the
conformal field equations provide a good evolution system only in four spacetime
dimensions). Another reason was to be able to consider the limiting case Θ = 1
in any dimension d ≥ 4 where the unphysical spacetime can be identified with
the physical spacetime, and to compare the resulting equations with those in
[3]. This is also a reason why we avoided to make the common gauge choice
R = 0: Θ = 1 is compatible with R = 0 solely when the cosmological constant
vanishes. Henceforth we restrict attention to d = 4 spacetime dimensions.
4.1 A stronger version of Theorem 3.4 for light-cones
A more careful analysis of the computations made in the proof of Lemma 3.5
will lead us to a refinement of Theorem 3.4. We first treat the light-cone case.
We will assume the vanishing of Aij and Bij as well as the validity of the wave
equations (3.3) and (3.4) for X and Y , and explore the consequences concerning
the vanishing of other components of these tensors, including certain transverse
derivatives thereof.
4.1.1 Vanishing of A0µ
We start with the identity
∇νAµν − 1
2
∇µAνν ≡ ✷gXµ +RµνXν + 2∇µY , (4.1)
which together with the wave equation (3.3) for X implies
∇νAµν − 1
2
∇µAνν = 0 . (4.2)
On the initial surface that yields in adapted null coordinates,
0 = ν0(2∇(0A1)µ −∇µA01) + g11(∇1Aµ1 −
1
2
∇µA11)
+g1A(2∇(1AA)µ −∇µA1A) + gAB(∇AAµB −
1
2
∇µAAB) . (4.3)
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In the following we shall always assume that (3.3) and (3.4) hold (and thereby
in particular (4.3) and (3.21)-(3.23)).
With the assumptions Aij = 0 and B11 = 0 equation (3.21) becomes
(∂1 +
1
2
τ − Γ111 − ν0∂1ν0)∇0A11 = −A01(∂1 − Γ111)τ ,
where we have fallen back on the identity [2]
R11 ≡ −(∂1 − Γ111)τ − |χ|2 . (4.4)
Moreover, we deduce from the µ = 1-component of (4.3) that
τA01 +∇0A11 = 0 , (4.5)
which leads us to an ODE satisfied by A01,
τ(∂1 +
1
2
τ − ν0∂1ν0)A01 = 0 . (4.6)
Since τ has no zeros near the vertex it follows from regularity (which requires
A01 to be bounded near the vertex) that there A01 = 0 (and thus ∇0A11 = 0).
Even more, A01 will automatically vanish on the closure of those sets on which
τ is non-zero.
Next we assume Aij = 0, A01 = 0, ∇0A11 = 0, B1A = 0. Then, due to
(3.22), (4.4) and the identity
R1A1
B ≡ −(∂1 − Γ111)χAB − χACχCB (4.7)
we have
(∂1 − ν0∂1ν0)∇0A1A − σAB∇0A1B = −A0A(∂1 − Γ111)τ −A0B(∂1 − Γ111)σAB .
With the current assumptions the µ = A-component of (4.3) can be written as
∇0A1A + (∂1 + τ − Γ001)A0A = 0 , (4.8)
whence
(∂1 + τ − ν0∂1ν0)[(∂1 − Γ001)A0A − σABA0B ] = 0 . (4.9)
Regularity requires A0A = O(r), and A0A = 0 is the only solution with this
property. Then, of course, ∇0A1A vanishes as well.
In the final step we assume (in addition to the validity of (3.3) and (3.4))
Aij = 0, A0i = 0, ∇0A1i = 0 and gABBAB = 0. Taking the gAB-trace of (3.23)
and using again (4.4) we find
(∂1 +
1
2
τ + Γ111 − ν0∂1ν0)(gAB∇0AAB) = ν0A00(∂1 − Γ111)τ .
From the µ = 0-component of (4.3) we derive the equation
ν0(∂1 + τ + 2Γ
1
11 − 2ν0∂1ν0)A00 −
1
2
gAB∇0AAB = 0 ,
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and end up with an ODE satisfied by A00,
(∂1 + τ + Γ
1
11 − ν0∂1ν0)[ν0(∂1 +
1
2
τ + 2Γ111 − 2ν0∂1ν0)A00] = 0 .(4.10)
Regularity requires A00 = O(1), which leads to A00 = 0, which in turn implies
gAB∇0AAB = 0. Assuming BAB = 0 we further have ∇0AAB = 0 due to (3.23).
Altogether we have proved the lemma
Lemma 4.1 Assume that (3.3) and (3.4) hold, and that Aij = A01 = 0 = Bij .
Then A0µ = 0 and ∇0Aij = 0. On the closure of those sets where τ is non-zero,
in particular sufficiently close to the vertex of the cone, the assumption A01 = 0
is not needed, but follows from the remaining hypotheses.
4.1.2 Vanishing of B0µ
By the second Bianchi identity we have
∇νBµν − 1
2
∇µBνν ≡ Aαβ(∇αLµβ − 1
2
∇µLαβ)
+Lµ
κ(✷gXκ +Rκ
αXα + 2∇κY ) + 1
2
∇µ(✷gY + 1
6
Xν∇νR+ 1
3
RY ) .
Assuming the wave equations (3.3) and (3.4) for X and Y as well as Aµν = 0
this induces on the initial surface the relation
∇νBµν − 1
2
∇µBνν = 0 . (4.11)
As for Aµν , equation (4.3), we deduce that in adapted coordinates we have
0 = ν0(2∇(0B1)µ −∇µB01) + g11(∇1Bµ1 −
1
2
∇µB11)
+g1A(2∇(1BA)µ −∇µB1A) + gAB(∇ABµB −
1
2
∇µBAB) . (4.12)
Recall that (3.3), (3.4) and the conformal field equations imply a wave equation
(3.15) which is satisfied by Bµν . Assuming Aµν = 0, ∇0Aij = 0 and Bij = 0,
evaluation on the initial surface yields
✷gBij = 2(gijL
αβ −Riαjβ)Bαβ − 2R(iκBj)κ
+2Lαβ(∇β∇[αAj]i −∇i∇[αAj]β) . (4.13)
In adapted null coordinates we have, as for the corresponding expression (3.20)
for Aµν ,
✷gBij = 2ν
0(∇1∇0Bij +R01(iαBj)α) + g11∇1∇1Bij
+2g1A(∇1∇ABij +RA1(iαBj)α) + gAB∇A∇BBij . (4.14)
Moreover, we have seen that (3.3) and (3.4) imply the wave equation (3.16)
satisfied by ∇σAµν . Assuming Aµν = 0 and ∇0Aij = 0 we compute its trace
on the initial
✷g∇0Aij = 2ν0R1(i∇0Aj)0 − 2Riαjκ∇0Aακ
+4(ν0)2R011(i∇|0|Aj)0 − 4∇0Bij . (4.15)
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In adapted null coordinates and with the current assumptions the left-hand side
becomes
✷g∇0Aij = 2ν0∇1∇0∇0Aij + 2ν0R01(iµ∇|0|Aj)µ + 2g1A∇1∇A∇0Aij
+2g1ARA1(i
µ∇|0|Aj)µ + gAB∇A∇B∇0Aij . (4.16)
Recall that Aµν = 0 suffices to establish Bα
α = 0. In that case Bij = 0
implies
B01 = 0 , (4.17)
and, by (3.24),
∇0A01 = 0 .
As for Aµν , the µ = 1-component of (4.12) yields
τB01 +∇0B11 = 0 =⇒ ∇0B11 = 0 . (4.18)
The (ij) = (11)-component of (4.15) reads
✷g∇0A11 = 0 (4.16)=⇒ (∂1 + 1
2
τ − 2ν0∂1ν0)∇0∇0A11 = 0
=⇒ ∇0∇0A11 = 0
by regularity.
At this stage we can and will assume Aµν = ∇0Aij = ∇0A01 = ∇0∇0A11 =
Bij = B01 = ∇0B11 = 0. Then, with (3.25), we find for the (ij) = (1A)-
components of (4.13)
✷gB1A = 2ν
0R1A1
BB0B +
1
2
(ν0)2R11∇0∇0A1A
+
1
2
τ(ν0)2R11∇0A0A + 1
2
(ν0)2R11σA
B∇0A0B .
The (ij) = (1A)-components of (4.14) read
✷gB1A = 2ν
0(∂1 − ν0∂1ν0)∇0B1A − 2ν0σAB∇0B1B
−ν0(|χ|2B0A + 2χACχCBB0B) .
Equating both expressions for ✷gB1A and using (4.7) we deduce that
2(∂1 − ν0∂1ν0)∇0B1A − 2σAB∇0B1B
= −2B0B(∂1 − Γ111)χAB + |χ|2B0A +
1
2
ν0R11∇0∇0A1A
+
1
2
τν0R11∇0A0A + 1
2
ν0R11σA
B∇0A0B . (4.19)
Evaluation of (4.15) for (ij) = (1A) leads to
✷g∇0A1A = ν0R11∇0A0A + 2ν0R1A1B∇0A0B − 4∇0B1A ,
while (4.16) becomes
✷g∇0A1A = 2ν0(∂1 + Γ111 − 2ν0∂1ν0)∇0∇0A1A − 2ν0σAB∇0∇0A1B
−ν0|χ|2∇0A0A − 2ν0χACχCB∇0A0B .
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Using (4.4) and (4.7) we end up with
2(∂1 + Γ
1
11 − 2ν0∂1ν0)∇0∇0A1A − 2σAB∇0∇0A1B
= −2∇0A0A(∂1 − Γ111)τ − 2∇0A0B(∂1 − Γ111)σAB − 4ν0∇0B1A . (4.20)
The µ = A-components of (4.12) give, again in close analogy to the correspond-
ing equations for Aµν ,
(∂1 + τ − Γ001)B0A +∇0B1A = 0 . (4.21)
Recall that by (3.25) we have
(∂1 − 2Γ001)∇0A0A − σAB∇0A0B = −2ν0B0A . (4.22)
Taking the behaviour of the metric components at the vertex into account, cf.
[2, Section 4.5], we observe that the ODE-system (4.19)-(4.22) for B0A, ∇0B1A,
∇0A0A and ∇0∇0A1A is of the form
∂1 +


2r−1 +O(r) 1 0 0
−2r−2 +O(1) O(r) O(r−1) O(1)
2 +O(r2) 0 O(r) 0
0 2 +O(r2) −2r−2 +O(1) O(r)






B0A
∇0B1A
∇0A0A
∇0∇0A1A

 = 0 ,
where each matrix entry is actually a 2× 2-matrix. Regularity requires
B0A , ∇0B1A , ∇0A0A , ∇0∇0A1A = O(r) .
But then a necessary condition for (4.21) to be satisfied is
B0A = O(r
2) . (4.23)
whence it follows from (4.22) and (4.20) that
∇0A0A = O(r3) , ∇0∇0A1A = O(r2) , (4.24)
Setting B˜0A := r
−2B0A,
˜∇0B1A = r−1∇0B1A, ˜∇0A0A := r−3∇0A0A and
˜∇0∇0A1A = r−2∇0∇0A1A the ODE-system adopts the form
∂1 + r−1


4 1 0 0
−2 1 0 0
2 0 3 0
0 2 −2 2

+M

 v = 0 , (4.25)
where M = O(r) is some matrix and
v :=


B˜0A
˜∇0B1A
˜∇0A0A
˜∇0∇0A1A

 = O(1) (4.26)
a smooth vector field. Setting
v˜ := T−1v = O(1) , (4.27)
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where
T :=


0 −1/2 −1/3 0
0 1/2 2/3 0
−1 −1/2 2/3 0
2 0 0 1


is the change of basis matrix which transforms the leading order matrix to
Jordan normal form, we end up with the Fuchsian ODE-system
∂1v˜ + r
−1


3 1 0 0
0 3 0 0
0 0 2 0
0 0 0 2

 v˜ + M˜ v˜ = 0 , M˜ := T−1MT = O(r) . (4.28)
In Appendix A it is shown that any solution of (4.28) which is O(1) needs to
vanish identically (take, in the notation used there, λ = −1). Hence B0A =
∇0B1A = ∇0A0A = ∇0∇0A1A = 0, which we can and will assume in the
subsequent computations.
The gAB-trace of the (ij) = (AB)-component of (4.13) reads
gAB✷gBAB =
1
2
(ν0)2R11g
AB∇0∇0AAB − 1
2
τ(ν0)3R11∇0A00 ,
for the corresponding component of (4.14) we find
gAB✷gBAB ≡ 2ν0(∂1 + 1
2
τ − Γ001)(gAB∇0BAB) + 2(ν0)2|χ|2B00 ,
and thus
(∂1 +
1
2
τ − Γ001)(gAB∇0BAB) + ν0|χ|2B00
=
1
4
ν0R11g
AB∇0∇0AAB − 1
4
τ(ν0)2R11∇0A00 . (4.29)
From (4.15) we deduce
gAB✷g∇0AAB = −2(ν0)2R11∇0A00 − 4gAB∇0BAB ,
while from (4.16) we obtain
gAB✷g∇0AAB = 2ν0(∂1 + 1
2
τ − 2Γ001)(gAB∇0∇0AAB) + 2(ν0)2|χ|2∇0A00 .
Invoking (4.4) this leads us to the equation
(∂1 +
1
2
τ − 2Γ001)(gAB∇0∇0AAB)
= ν0∇0A00(∂1 − Γ111)τ − 2ν0gAB∇0BAB . (4.30)
The µ = 0-component of (4.12) reads
(∂1 + τ − 2Γ001)B00 −
1
2
ν0g
AB∇0BAB = 0 . (4.31)
Recall that by (3.26) we have
(∂1 +
1
2
τ − 3Γ001)∇0A00 + 2ν0B00 = 0 . (4.32)
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Using again the results of [2, Section 4.5] we find that the ODE-system (4.29)-
(4.32) for B00, g
AB∇0BAB, ∇0A00 and gAB∇0∇0AAB is of the form
∂1 +


2r−1 +O(r) − 12 +O(r2) 0 0
2r−2 +O(1) r−1 +O(r) O(r−1) O(1)
2 +O(r2) 0 r−1 +O(r) 0
0 2 +O(r2) 2r−2 +O(1) r−1 +O(r)






B00
gAB∇0BAB
∇0A00
gAB∇0∇0AAB

 = 0 .
Due to regularity we have
B00 , g
AB∇0BAB , ∇0A00 , gAB∇0∇0AAB = O(1) .
Even more, from (4.31) we conclude that
B00 = O(r) . (4.33)
From (4.32) and (4.30) we then deduce
∇0A00 = O(r2) , gAB∇0∇0AAB = O(r) . (4.34)
In terms of the rescaled fields B˜00 := r
−1B00,
˜∇0A00 := r−2∇0A00 and ˜gAB∇0∇0AAB =
r−1gAB∇0∇0AAB the ODE-system takes the form
∂1 + r−1


3 − 12 0 0
2 1 0 0
2 0 3 0
0 2 2 2

+M

 v = 0 ,
with M = O(r) being some matrix, and
v :=


B˜00
gAB∇0BAB
˜∇0A00
˜
gAB∇0∇0AAB

 = O(1) . (4.35)
The change of basis matrix
T :=


0 −1/3 −1/3 0
0 −2/3 0 0
1/
√
5 2/3 4/3 0
2/
√
5 8/3 0 1

 ,
transforms the indicial matrix to Jordan normal form, and we end up with
another Fuchsian ODE-system,
∂1v˜ + r
−1


3 0 0 0
0 2 1 0
0 0 2 0
0 0 0 2

 v˜ + M˜ v˜ = 0 , (4.36)
where v˜ := T−1v = O(1) and M˜ := T−1MT = O(r). Again, Lemma A.1 in
Appendix A (with λ = −1) implies
v˜ = 0 ,
and thus B00 = g
AB∇0BAB = ∇0A00 = gAB∇0∇0AAB = 0.
In this section we have proved:
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Lemma 4.2 Assume that (3.3) and (3.4) hold, and that Aµν = 0 = Bij =
∇0Aij . Then B0µ = 0, ∇0B1i = gAB∇0BAB = 0, ∇0A0µ = 0 and ∇0∇0A1i =
gAB∇0∇0AAB = 0.
4.1.3 Stronger version
As a straightforward consequence of Theorem 3.4 and the preceding considera-
tions which led us to Lemma 4.1 and 4.2 we end up with the following result:
Theorem 4.3 Assume that we have been given a 3 + 1-dimensional spacetime
(M , g,Θ), with (g,Θ) a smooth solution of the conformal field equations (2.1)-
(2.6). Let CO ⊂ M be a light-cone. Then there exists a vector field Xˆ satisfying
the unphysical Killing equations (3.1) on D+(CO) if and only if there exists
a pair (X,Y ), X a vector field and Y a function, which fulfills the following
conditions:
(i) ✷gXµ +Rµ
νXν + 2∇µY = 0,
(ii) ✷gY +
1
6X
µ∇µR+ 13RY = 0,
(iii) φ = 0 with φ ≡ Xµ∇µΘ−ΘY ,
(iv) ψ = 0 with ψ ≡ Xµ∇µs+ sY −∇µΘ∇µY ,
(v) Aij = 0 with Aµν ≡ ∇µXν +∇νXµ − 2Y gµν ,
(vi) A01 = 0,
(vii) Bij = 0 with Bµν ≡ LXLµν +∇µ∇νY .
Moreover, Xˆ = X and ∇κXˆκ = 4Y . The condition (vi) is not needed on the
closure of those sets where τ is non-zero.
4.1.4 The (proper) KID equations
The conditions (iv), (vi) and (vii) in Theorem 4.3 are not intrinsic in the sense
that they involve transverse derivatives of X and Y which are not part of the
initial data for the wave equations (i) and (ii). However, they can be eliminated
via these wave equations. In fact, this is useful if one wants to check for a certain
candidate field defined only on the initial surface whether it extends to a vector
field satisfying the unphysical Killing equations or not. In essence this is what
we will do next.
We have
✷gY ≡ 2ν0(∇1 + 1
2
τ)∇0Y + gijDiDjY , (4.37)
where Di is the derivative operator introduced in [3],
DiY := ∇iY ,
DiXµ := ∇iXµ ,
DiDjY := ∂iDjY − ΓkijDkY ,
DiDjXµ := ∂iDjXµ − ΓkijDkY µ − ΓνiµDjY ν ,
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i.e. one simply removes the transverse derivatives which would appear in the
corresponding expressions with covariant derivatives. Since the action of ∇i
and Di coincides in many cases relevant to us one may often use them inter-
changeably. Nevertheless, we shall use Di consistently whenever derivatives of
X or Y appear in order to stress that no transverse derivatives of these fields
are involved.
By (ii) and (4.37) the function Υ := ∂0Y (note that Υ is not a scalar) satisfies
the ODE
(∂1 +
τ
2
− Γ001)Υ − Γi01∇iY +
1
2
ν0
(
gijDiDjY +
1
6
Xµ∇µR+ 1
3
RY
)
= 0 .(4.38)
Regularity requires Υ = O(1).
It is useful to make the following definition
Sµνσ := ∇µ∇νXσ −RσνµκXκ − 2∇(µY gν)σ +∇σY gµν . (4.39)
It follows from the identity (3.12) that
Sµνσ = ∇(µAν)σ −
1
2
∇σAµν . (4.40)
Note that this implies the useful relations
2Sµ(νσ) = ∇µAνσ , (4.41)
S[µν]σ = 0 . (4.42)
Recall that (4.5) is a consequence of (i) and (v). Hence
S110 = ∇1A01 − 1
2
∇0A11
= (∂1 +
1
2
τ − ν0∂1ν0)A01 . (4.43)
We conclude that due to regularity we have, assuming (i) and (v),
A01 = 0 ⇐⇒ S110 = 0 .
This leads us to the following stronger version of Theorem 4.3:
Theorem 4.4 Assume that we have been given a 3 + 1-dimensional spacetime
(M , g,Θ), with (g,Θ) being a smooth solution of the conformal field equa-
tions (2.1)-(2.6). Let X˚ be a vector field and Y˚ a function defined on a light-
cone CO ⊂ M . Then there exists a smooth vector field X with X = X˚ and
∇κXκ = 4Y˚ satisfying the unphysical Killing equations (3.1) on D+(CO) (i.e.
representing a Killing field of the physical spacetime) if and only if
(a) the conditions (iii) and (v) in Theorem 4.3 hold,
(b) ψintr := X˚µ∇µs+ sY˚ −∇iΘDiY˚ − ν0Υ∇1Θ = 0,
(c) S110 ≡ D1D1X˚0 −R011κX˚κ − 2ν0D1Y˚ = 0,
(d) B1i ≡ X˚κ∇κL1i + 2Lκ(1Di)X˚κ +D1DiY˚ = 0,
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(e) BintrAB := X˚
κ∇κLAB + 2Lκ(ADB)X˚κ +DADB Y˚ + ν0ΥχAB = 0,
(f) X˚ and Y˚ are restrictions to the light-cone of smooth spacetime fields.
The function Υ is the unique solution of
(∂1 +
τ
2
− Γ001)Υ − Γi01DiY˚ +
1
2
ν0
(
gijDiDj Y˚ +
1
6
X˚µ∇µR+ 1
3
RY˚
)
= 0 (4.44)
which is bounded near the tip of the cone. The condition (c) is not needed on
the closure of those sets on which the expansion τ is non-zero.
Proof: It needs to be shown that (X˚, Y˚ ) extends to a pair (X,Y ) satisfying
(i)-(vii) in Theorem 4.3. From the considerations above it becomes clear that
(a)-(e) do imply (i)-(vii) in Theorem 4.3 if X˚ and Y˚ can be extended to smooth
solutions of the wave equations (3.3) and (3.4) for X and Y . However, this
follows from [5] due to (f). ✷
Remark 4.5 The conditions (a)-(e) will be called (proper)2 Killing Initial Data
(KID) equations (cf. Proposition 4.9 below which shows that condition (f) is
not needed).
Remark 4.6 Theorem 4.4 can e.g. be applied to a light-cone with vertex at past
timelike infinity for vanishing cosmological constant (this is done in Section 5), or
to light-cones with vertex on I − for vanishing or positive cosmological constant.
4.1.5 Extendability of the candidate fields
A drawback of Theorem 4.4 is the condition (f): Usually it is a non-trivial issue
to make sure that the candidate fields X˚ and Y˚ which are constructed from (a
subset of) (a)-(e) are restrictions to the light-cone of smooth spacetime fields.
(Nonetheless we shall see in Section 5 that (f) becomes trivial on the Ci− -cone.)
We therefore aim to prove that (f) follows directly and without any restrictions
from the KID equations (a)-(e).
Since the validity of (f) is only non-trivial in some neighbourhood of the
vertex of the cone, we can and will assume in this section that the expansion τ
has no zeros.
The proceeding will be in close analogy to [3, Section 2.5]. First we want to
compute the divergence ∇αSαβγ which contains certain transverse derivatives
of X˚ and Y˚ (which eventually drop out from the relevant formulae). For these
expressions to make sense let X and Y be any smooth extensions of X˚ and
Y˚ from the cone CO to a punctured neighbourhood of O. We stress that no
assumptions are made concerning the behaviour of X and Y as the tip of the
cone is approached.
By (4.39) and the second Bianchi identity we have
∇σSµνσ ≡ 1
2
∇µ∇νAσσ + 2Bµν + 1
6
RAµν + (Bσ
σ − LαβAαβ)gµν . (4.45)
In adapted null coordinates the trace of the left-hand side of (4.45) on the cone
reads,
∇σSµνσ = ν0(∇0Sµν1 +∇1Sµν0) + g1A(∇1SµνA +∇ASµν1)
+g11∇1Sµν1 + gAB∇ASµνB . (4.46)
2in the sense of “intrinsic”, they do not involve transverse derivatives of X or Y
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The undesirable transverse derivatives which appear in ∇0Sµν1 can be elimi-
nated via
∇0∇µ∇νXσ = ∇µ∇νA0σ −∇µ∇ν∇σX0 + 2g0σ∇µ∇νY +∇µ(R0νσκXκ)
+R0µν
κ∇κXσ +R0µσκ∇νXκ . (4.47)
Lemma 4.7 Assume Aij = 0. Then
2B11 = τν
0S110 .
Proof: Equation (4.45) with (µν) = (11) yields
∇σS11σ = ν0∇1∇1A01 + 2B11 . (4.48)
Note that it follows from (4.40) that the vanishing of A1i implies the vanishing
of S11i as well as all permutations thereof. Due to (4.46) we further have
S1AB = SA1B = 0 .
From (4.46) we then obtain with (µν) = (11)
∇σS11σ = ν0∇0S111 + ν0∇1S110 − 2χABS1AB + τν0S110 , (4.49)
while (4.47) gives
∇0S111 = ∇0∇1∇1X1 = ∇1∇1A01 −∇1S110 .
Equating (4.48) with (4.49) yields the desired result. ✷
Lemma 4.8 Assume Aij = 0 and S110 = 0. Then
2ν0B1A = (∂1 + τ − ν0∂1ν0)SA10 .
Proof: From the (µν) = (A1)-components of (4.45) we deduce
∇σSA1σ = 1
2
∇A∇1Aσσ + 2B1A . (4.50)
It follows from (4.47) that
∇0SA11 = ∇0∇A∇1X1 = ∇A∇1A01 −∇AS110
= ∇A∇1A01 + 2χABSB10 .
Recall that S11i as well as all permutations thereof vanish, and that SA1B =
S1AB = 0. Equation (4.46) then yields with (µν) = (A1)
∇σSA1σ = ν0∇0SA11 + ν0∇1SA10 + g1B∇BSA11 + gBC∇CSA1B
= ν0∇A∇1A01 + 2ν0χABSB10 + ν0∇1SA10 + 1
2
g1B∇B∇AA11
+gBC∇CSA1B , (4.51)
where we also used (4.41). Combining (4.50) and (4.51) and invoking again
(4.41) we obtain
2B1A = ν
0∇1SA10 + 2ν0χABSB10 + g1B(1
2
∇B∇AA11 −∇A∇1A1B)
+2gBC∇[CSA]1B . (4.52)
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Since
1
2
∇B∇AA11 −∇A∇1A1B = −∇AS11B = 0 ,
and
2gBC∇[CSA]1B = τν0SA10 − ν0χABSB10 + 2gBCχ[ADSC]DB︸ ︷︷ ︸
=0 by (4.40)
the lemma is proved. ✷
As in [3] one checks via the formulae in [2, Section 4.5] which hold in any
sufficiently regular gauge, and assuming
X˚1, ∂iX˚ = O(1) , X˚0, ∂iX˚0, ∂A∂1X˚0 = O(1) ,
X˚A, ∂BX˚A = O(r), ∂1X˚A = O(1), Y˚ , ∂iY˚ = O(1) ,
which is necessarily satisfied by any pair (X˚, Y˚ ) = (X, 14 divX) with X a smooth
vector field, that SA10 needs to exhibit the following behaviour near the tip of
the cone:
SA10 = O(r
−1) . (4.53)
It thus follows immediately from Lemma 4.7 and 4.8 that for any vector field X˚
and any function Y˚ which satisfy Aij = 0 and B1i = 0 the equations
Si10 = 0 (4.54)
hold sufficiently close to the vertex of the cone where τ has no zeros.
Let us define the antisymmetric tensor field F˚µν via
F˚ij := ∇[iX˚j] , (4.55)
F˚i0 := ∇iX˚0 − g0iY˚ . (4.56)
We also define the covector field H˚µ,
H˚i := ∇iY˚ , (4.57)
H˚0 := 0 . (4.58)
For the following computations we assume
Si10 = 0 = Aij = B1i . (4.59)
Then, due to the first Bianchi identity,
F˚1i ≡ ∇1X˚i − 1
2
A1i − Y˚ g1i = ∇1X˚i ,
∇1F˚ij ≡ ∇[iAj]1 − 2g1[iH˚j] −Rij1αX˚α = −Rij1αX˚α ,
∇1F i0 ≡ Si10 −Ri01αX˚α + ν0H˚i − g1i∇0Y = ν0H˚i −Ri01αX˚α .
Moreover,
∇1H˚i ≡ B1i −LXL1i ≡ B1i − L(1jAi)j − X˚α∇αL1i − 2L(1αF˚i)α − 2L1iY˚
= −X˚α∇αL1i − 2L(1α(F˚i)α + gi)αY˚ ) ,
∇1H˚0 ≡ −Γi01H˚i .
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Therefore the candidate fields X˚ and Y˚ solving (a)-(e) in Theorem 4.4 form
a solution of the following problem on CO,

∇1X˚µ = F˚1µ + g1µY˚ ,
∇1F˚µν = 2g1[νH˚µ] − Rµν1αX˚α,
∇1Y˚ = H˚1,
∇1H˚µ = −X˚α∇αL1µ − 2L(1α(F˚µ)α + gµ)αY˚ )
− g1µν0[Γi01H˚i − X˚α∇αL01 − 2L(1α(F˚0)α + g0)αY˚ )],
(4.60)
which is uniquely defined by the values of X˚µ, F˚µν , Y˚ and H˚µ at the vertex of
the cone.
We want to show that the fields which solve (4.60) are restrictions to the
cone of smooth spacetime fields: Given any vector ℓµ in the tangent space at O
define (xµ(s), Xµ(s), Fµν(s), Y (s), Hµ(s)) as the unique solution of the problem

d2xµ
ds2 + Γ
µ
αβ
dxα
ds
dxβ
ds = 0 ,
dXµ
ds − ΓαµβXα dx
β
ds = Fαµ
dxα
ds + gαµY
dxα
ds ,
dFµν
ds − ΓαµγFαν dx
γ
ds − ΓανγFµα dx
γ
ds = 2gγ[νHµ]
dxγ
ds −RµνγαXα dx
γ
ds ,
dY
ds = Hα
dxα
ds ,
dHµ
ds − ΓαµβHα dx
β
ds = {−Xα∇αLγµ − 2L(γα(Fµ)α + gµ)αY )
−gγµν0[Γi01Hi −Xα∇αL01 − 2L(1α(F0)α + g0)αY )]}dx
γ
ds ,
xµ(0) = 0 , dx
µ
ds (0) = ℓ
µ ,
(4.61)
for given initial data (Xµ(0), Fµν(0), Y (0), Hµ(0)). As in [3, Section 2.4] the sys-
tem (4.61), together with the property that solutions of ODEs depend smoothly
upon initial data, and that the trace of solutions of (4.61) on CO solve (4.60),
can be used to show that the fields solving (4.60) are restrictions to the cone of
smooth spacetime fields. We have proved:
Proposition 4.9 The condition (f) in Theorem 4.4 can be removed.
4.2 A stronger version of Theorem 3.4 for two transver-
sally intersecting null hypersurfaces
4.2.1 Stronger version
We want to establish the analogues of Lemma 4.1 and 4.2 for two transversally
intersecting null hypersurfaces.
Lemma 4.10 Assume that the wave equations (3.3) and (3.4) for X and Y hold,
and that, on N1, A2µ = AAB = 0 = B22 = B2A = BAB, similarly on N2.
Furthermore, we assume that ∇[1A2]A|S = 0. Then, on N1, A11 = A1A = 0 and
∇1A22 = ∇1A2A = ∇1AAB = 0, and a corresponding statement holds on N2.
On the closure of those sets where τ is non-zero the assumption A12 = 0 is not
needed but follows from the remaining assumptions, supposing that A12|S = 0.
Proof: We can repeat most of the steps which were necessary to prove
Lemma 4.1. The only difference is that the ODEs are not of Fuchsian type
anymore, but regular ones. To make sure that all the fields involved vanish on
24
N1 ∪N2 we therefore need to make sure that we have vanishing initial data on
S. This is the case if, on S,
A11 = A22 = A1A = A2A = ∇1A2A = ∇2A1A = gAB∇1AAB = gAB∇2AAB = 0 .
Observing that the analogue of (4.8) for light-cones holds, i.e.
∇(1A2)A = 0 .
this is an obvious consequence of the hypotheses made above. ✷
In analogy to Lemma 4.2 we have
Lemma 4.11 Assume that (3.3) and (3.4) hold, and that Aµν = 0. Moreover,
assume that, on N1, B22 = B2A = BAB = 0 and ∇1A22 = ∇1A2A = ∇1AAB =
0, similarly on N2. Then, on N1, B1µ = 0, ∇1B22 = ∇1B2A = gAB∇1BAB = 0,
∇1A1µ = 0 and ∇1∇1A22 = ∇1∇1A2A = gAB∇1∇1AAB = 0, and similar
conclusions can be drawn on N2.
Proof: Again, we just need to make sure that all the initial data for the ODEs
vanish on S. For all the field components involving covariant derivatives of Aµν
this follows directly from the vanishing of Aµν . The vanishing of those field
components involving (covariant derivatives of) Bµν follows from the same fact,
since, by (3.9), they can be expressed in terms of Aµν and covariant derivatives
thereof. ✷
Altogether we have proved
Theorem 4.12 Assume that we have been given a 3 + 1 dimensional space-
time (M , g,Θ), with (g,Θ) a smooth solution of the conformal field equations.
Let Na ⊂ M , a = 1, 2, be two transversally intersecting null hypersurfaces
with transverse intersection along a smooth 2-dimensional submanifold S. Then
there exists a vector field Xˆ satisfying the unphysical Killing equations (3.1) on
D+(N1 ∪N2) if and only if there exists a pair (X,Y ), X a vector field and Y a
function, which fulfills the following conditions:
(a) the conditions (i)-(iv) in Theorem 3.4 hold,
(b) AAB = 0 = A22|N1 = A2A|N1 = A11|N2 = A1A|N2 with Aµν ≡ ∇µXν +
∇νXµ − 2Y gµν ,
(c) A12 = 0,
(d) ∇[1A2]A|S = 0,
(e) BAB = 0 = B22|N1 = B2A|N1 = B11|N2 = B1A|N2 with Bµν ≡ LXLµν +
∇µ∇νY .
Moreover, Xˆ = X and ∇κXˆκ = 4Y . The condition (c) suffices to be fulfilled on
S and on the closure of those sets where τ is non-zero.
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4.2.2 The (proper) KID equations
Again, we would like to replace the non-intrinsic conditions (c), (e) and ψ = 0
by conditions which do not involve transverse derivatives of X and Y . For the
latter two this can be done as in the light-cone case. We just note that the
ODEs for ΥNa , a = 1, 2, corresponding to (4.38), need to be supplemented by
the boundary condition ΥNa |S = ∂aY . To replace (c) one needs to take into
account that, due to (4.43), we have
A12 = 0 ⇐⇒ A12|S = 0 = S221|N1 = S112|N2 .
Furthermore, (b) and (c) imply
SA12|S = 2∇(AA1)2 −∇2A1A = 2∇[1A2]A ,
i.e. (d) can be replaced by the condition
0 = SA12|S ≡ 2∇A∇1X2 − 2R21AκXκ − 4∇(AY g1)2 + 2∇2Y gA1
= 2∇A∇1X2 − 2R21AκXκ − 2g12∇AY .
As a direct consequence of Theorem (4.12) we end up with the following
result:
Theorem 4.13 Assume we have been given a 3 + 1-dimensional spacetime
(M , g,Θ), with (g,Θ) a smooth solution of the conformal field equations. Let X˚
be a vector field and Y˚ a function defined on two transversally intersecting null
hypersurfaces Na ⊂ M , a = 1, 2, with transverse intersection along a smooth
2-dimensional submanifold S. Then there exists a smooth vector field X with
X = X˚ and ∇κXκ = 4Y˚ satisfying the unphysical Killing equations (3.1) on
D+(N1 ∪N2) (i.e. representing a Killing field of the physical spacetime) if and
only if the KID equations are fulfilled (we suppress the dependence of Di on Na):
(i) X˚µ∇µΘ−ΘY˚ = 0,
(ii) X˚µ∇µs+ sY˚ −∇2ΘD2Y˚ −∇AΘDAY˚ −ΥN1g12∇1Θ|N1 = 0,
X˚µ∇µs+ sY˚ −∇1ΘD1Y˚ −∇AΘDAY˚ −ΥN2g12∇2Θ|N2 = 0,
(iii) D(AX˚B) − Y˚ gAB = 0,
D2X˚2|N1 = D(2X˚A)|N1 = 0,
D1X˚1|N2 = D(1X˚A)|N2 = 0,
(iv) D2D2X˚1 −R122κX˚κ − 2g12D2Y˚ |N1 = 0,
D1D1X˚2 −R211κX˚κ − 2g12D1Y˚ |N2 = 0,
(v) X˚κ∇κL2i + 2Lκ(2Di)X˚κ +D2DiY˚ |N1 = 0, i = 2, A,
X˚κ∇κL1i + 2Lκ(1Di)X˚κ +D1DiY˚ |N2 = 0, i = 1, A,
(vi) X˚κ∇κLAB + 2Lκ(ADB)X˚κ +DADBY˚ + ΥNag12χNaAB|Na = 0, a = 1, 2,
(vii) D(1X˚2) − Y˚ g12|S = 0,
(viii) 2DAD1X˚2 − 2R21AκX˚κ − 2g12DAY˚ |S = 0,
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where ΥN1 is given by ΥN1|S = D1Y˚ and
(∂2 +
τN1
2
− Γ112)ΥN1 − Γ212D2Y˚ − ΓA12DAY˚ +
1
2
g12
(
g22D2D2Y˚
+2g2AD2DAY˚ + g
ABDADB Y˚ +
1
6
X˚µ∇µR+ 1
3
RY˚
)
= 0 ,
similarly on N2.
The condition (vi) is not needed on the closure of those sets on which the
expansion τ is non-zero.
Proof: Once (i)-(viii) have been solved one uses the solutions X˚ and Y˚ as
initial data for the wave equations (3.3) and (3.4). A solution exists due to [12],
and the rest follows from the considerations above. ✷
Remark 4.14 As in [3] one could replace the condition gABD(AX˚B) − 2Y˚ = 0
of (iii) by certain conditions on S if one makes sure that (vi) holds regardless
of the (non-)vanishing of τ .
Remark 4.15 Theorem 4.13 can e.g. be applied to two null hypersurfaces in-
tersecting transversally with one of them being part of I −.
5 KID equations on the light-cone Ci−
Let us analyse now in detail the case where the initial surface is the light-cone
Ci− with vertex at past timelike infinity i
− in 3+1-spacetime dimensions (note
that this requires a vanishing cosmological constant λ). In particular that means
Θ = 0 . (5.1)
That the corresponding initial value problem is well-posed for suitably pre-
scribed data has been shown in [4]. Our aim is to apply Theorem 4.4 and
analyse the KID equations in this special situation.
5.1 Gauge freedom and constraint equations
5.1.1 Gauge degrees of freedom
To make computations as easy as possible it is useful to impose a convenient
gauge condition. We will adopt the gauge scheme described and justified in [11,
Section 2.2 & 4.1], where the reader is referred to for further details. Let us
start with a brief overview over the relevant gauge degrees of freedom.
The freedom to choose the conformal factor Θ, regarded as an unknown in
the conformal field equations (2.1)-(2.6), is comprised in the freedom to prescribe
the Ricci scalar R and the function s, where the latter one needs to be the
restriction to Ci− of a smooth function, non-vanishing at i
− (which ensures
dΘ|I − 6= 0).
As above, we will choose adapted null coordinates (x0 = u, x1 = r, xA),
A = 2, 3, on Ci− . The freedom to choose coordinates off the cone is reflected
in the freedom to prescribe an arbitrary vector field W σ for the gˆ-generalized
wave-map gauge condition
Hσ := gαβ(Γσαβ − Γˆσαβ)−W σ = 0 ,
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where gˆ denotes some target metric. The choice W σ = 0 is called wave-map
gauge.
This still leaves the freedom to parameterize the null geodesics generating
Ci− , due to which it is possible to additionally prescribe the function
κ := ν0∂1ν0 − 1
2
τ − 1
2
ν0(g
µνΓˆ0µν +W
0) .
The choice κ = 0 corresponds to an affine parameterization. Moreover, when
Hσ = 0 it holds that
κ = Γ111 .
5.1.2 Constraint equations in the (R = 0, s = −2, κ = 0, gˆ = η)-wave-
map gauge
Henceforth we choose as in [4, 11]
R = 0 , s = −2 , W σ = 0 , κ = 0 , gˆ = η , (5.2)
where
η := −(du)2 + 2dudr + r2sABdxAdxB
denotes the Minkowski metric in adapted null coordinates.
Let us assume we have been given a smooth solution (g,Θ) of the conformal
field equations (2.1)-(2.6) in the (R = 0, s = −2, κ = 0, gˆ = η)-wave-map gauge.3
It is shown in [11, Section 4] that then the following equations are valid on Ci− ,
gµν = ηµν , L1µ = 0 , LAB = ωAB , L0A =
1
2
∇˜BλAB , (5.3)
∂0Θ = −2r , ∂0g1µ = 0 , (5.4)
τ = 2/r , ξA := −2Γ11A = 0 , ζ := 2gABΓ1AB + τ = −2/r , (5.5)
(∂1 − r−1)λAB = −2ωAB , gABλAB = gABωAB = 0 , (5.6)
where λAB := ∂0gAB = O(r
3). The operator ∇˜ denotes the Levi-Civita con-
nection of g˜ := gABdx
AdxB . The sAB-trace-free tensor ωAB = O(r
2) with
s = sABdx
AdxB being the standard metric on S2, may be regarded as rep-
resenting the free initial data in the corresponding characteristic initial value
problem [4, 11].
For convenience we give a list of the Christoffel symbols in adapted null
coordinates on Ci− , which are easily obtained from (5.3)-(5.6) and the formulae
in [2, Appendix A],
Γ000 = Γ
µ
01 = Γ
µ
11 = Γ
0
0A = Γ
0
1A = Γ
1
0A = Γ
1
1A = 0 ,
Γ100 =
1
2∂0g00 , Γ
C
00 = g
CD∂0g0D , Γ
0
AB = −r−1gAB , ΓC1A = r−1δAC ,
ΓC0A =
1
2λA
C , Γ1AB = −r−1gAB − 12λAB , ΓCAB = Γ˜CAB = SCAB .
3In fact it is not necessary here to require the rescaled Weyl tensor to be regular at i−.
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5.2 Analysis of the KID equations
5.2.1 The conditions φ = 0, ψintr = 0, Aij = 0 and S110 = 0
With Θ = 0 and ∂0Θ = −2r it immediately follows that
φ = 0 ⇐⇒ X˚0 = 0 , (5.7)
i.e. any vector field satisfying the unphysical Killing equations necessarily needs
to be tangent to Ci− .
Taking further into account that s = −2 and ν0 = 1 we obtain (recall that
ψintr has been defined in Theorem 4.4)
ψintr = 0 ⇐⇒ (∂1 − r−1)Y˚ = 0 ⇐⇒ Y˚ = c(xA)r , (5.8)
for some angle-dependent function c. The condition A11 = 0 is then auto-
matically fulfilled. Furthermore, one readily checks that (we denote by D the
Levi-Civita connection associated to the standard metric on S2)
A1A = 0 ⇐⇒ ∂1X˚A = 0 ⇐⇒ X˚A = dA(xB) , (5.9)
gABAAB = 0 ⇐⇒ X˚1 = −1
2
rDAd
A + cr2 , (5.10)
A˘AB = 0 ⇐⇒ dA is a conformal Killing field on (S2, sAB) . (5.11)
Here and in what follows .˘ denotes the sAB- (equivalently the gAB-) trace-free
part of the corresponding rank-2 tensor field.
Since τ = 2/r > 0 the condition S110 = 0 holds automatically for all r > 0.
5.2.2 The conditions B1i = 0 and B
intr
AB = 0
First we solve (4.44) for Υ, which in our gauge becomes
(∂1 + r
−1)Υ +
1
2
r−2∆sY˚ + r
−1∂1Y˚ = 0 , (5.12)
where we have set ∆s := s
ABDADB. With Y˚ = cr and Υ = O(1) we obtain as
the unique solution of (5.12)
Υ = −1
2
(∆s + 2)c . (5.13)
For B1i we find
B11 ≡ X˚κ∇κL11 + 2Lκ(1D1)X˚κ +D1D1Y˚
= 0 ,
B1A ≡ X˚κ∇κL1A + 2Lκ(1DA)X˚κ +D1DAY˚
= ωAB∂1X˚
B + ∂A(∂1 − r−1)Y˚
= 0 .
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without any further restrictions on X˚, Y˚ or the initial data ωAB. It remains to
determine BintrAB ,
BintrAB = X˚
1∇1LAB + X˚C∇CLAB + 2L0(ADB)X˚0 + 2LC(ADB)X˚C
+DADBY˚ + r
−1gABΥ
= X˚1∂1ωAB + X˚
C∇˜CωAB + 2ωC(A∇˜B)X˚C
+∇˜A∇˜BY˚ + 1
2
λAB∂1Y˚ + r
−1gAB(∂1Y˚ +Υ) .
We first compute its trace,
gABBintrAB = 2ω
AB(∇˜AX˚B )˘ + ∆g˜Y˚ + 2r−1∂1Y˚ + 2r−1Υ
= 0 ,
again without any further restrictions. For its traceless part we find
B˘intrAB = X˚
1∂1ωAB + X˚
C∇˜CωAB + 2ωC(A∇˜B)X˚C − gABωCD(∇˜CX˚D )˘
+(∇˜A∇˜BY˚ )˘ + 1
2
λAB∂1Y˚
= LdωAB − 1
2
r∂1ωABDCd
C + cr2∂1ωAB +
1
2
cλAB + r(DADBc)˘ .
Recall that regularity of the metric requires ωAB = O(r
2) and λAB = O(r
3), in
particular LdωAB = O(r
2). Hence B˘intrAB = 0 if and only if
∇˚Ac is a conformal Killing field on (S2, sAB), (5.14)
LdωAB − 12r∂1ωAB∇˚CdC + cr2∂1ωAB + 12cλAB = 0 . (5.15)
5.2.3 Summary
By way of summary the conditions (i)-(vi) in Theorem 4.4 hold if and only if
X˚0 = 0 , (5.16)
X˚A = dA , (5.17)
X˚1 = −1
2
rDAd
A + cr2 , (5.18)
Y˚ = cr , (5.19)
such that
DAc and dA are conformal Killing fields on (S
2, sAB), (5.20)
LdωAB − 12rDCdC∂1ωAB + cr2∂1ωAB + 12 cλAB = 0 . (5.21)
In Section 4.1.5 we have shown that solutions of the KID equations are
restrictions to the light-cone of smooth spacetime fields. On Ci− this turns out
to be a trivial issue anyway: The candidate fields satisfying (5.16)-(5.20) are
explicitly known4 and coincide independently of the choice of initial data ωAB,
with the restriction to Ci− of the Minkowskian Killing vector fields.
4The function c satisfies the equation DA(∆s + 2)c = 0 and can thus be written as linear
combination of ℓ = 0, 1 spherical harmonics. Conformal Killing vector fields on the round
2-sphere are discussed in Appendix B.
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While in the Minkowski case ωAB = 0 every candidate field does extend
to a Killing vector field, equation (5.21) provides an obstruction equation for
non-flat data. We call (5.21) the reduced KID equations.
As a corollary of Theorem 4.4 we obtain:
Theorem 5.1 Assume that we have been given a 3 + 1-dimensional “unphys-
ical” spacetime (M , g,Θ) which contains a regular Ci− -cone (the cosmological
constant λ thus needs to vanish) and where (g,Θ) is a smooth solution of the
conformal field equations in the (R = 0, s = −2, κ = 0, gˆ = η)-wave-map gauge.
Then there exists a smooth vector field X satisfying the unphysical Killing equa-
tions (3.1) on D+(Ci−) (i.e. representing a Killing field of the physical space-
time) if and only if there exist a function c and a vector field dA on S2 with
DAc and dA conformal Killing fields on (S
2, sAB) such that the reduced KID
equations
LdωAB − 1
2
r∂1ωABDCd
C + cr2∂1ωAB +
1
2
cλAB = 0 (5.22)
are satisfied on Ci− (recall that λAB is the unique solution of (∂1 − r−1)λAB =
−2ωAB with λAB = O(r3)).
The Killing field satisfies
X0 = 0 , XA = dA , X1 = −1
2
rDAd
A + cr2 , ∇µXµ = 4cr . (5.23)
Remark 5.2 The reduced KID equations (5.22) can be replaced by one of their
equivalents (i)-(iii) in Lemma 5.3.
5.3 Analysis of the reduced KID equations
5.3.1 Equivalent representations of the reduced KID equations
We provide some alternative formulations of the reduced KID equations.
Lemma 5.3 The reduced KID equations (5.22) are equivalent to each of the
following equations:
(i) LdλAB − (12rDCdC − cr2)∂1λAB + (12DCdC − 2cr)λAB = 0,
(ii) (∂1 − r−1)LdωAB − 12r∂211ωABDCdC + cr2∂1(∂1 + r−1)ωAB = 0,
(iii) 2LdL0A + (1 − r∂1)L0ADBdB + rωACDCDBdB + 2cr2∂1L0A − (2ωAB +
r−1λAB)D
Bc = 0 (recall that L0A =
1
2∇˜BλAB).
Proof: (i) Applying (∂1−r−1) to equation (i) yields (5.22), equivalence follows
from regularity.
(ii) Applying (∂1 − r−1) to (5.22) yields equation (ii), equivalence follows from
regularity.
(iii) We use the fact that on (S2, sAB) the equations wAB = 0 and D
BwAB = 0
with wAB trace-free, are equivalent: Taking the divergence of (i) and invoking
the conformal Killing equation for dA then completes the equivalence proof. ✷
Both ωAB or λAB may be regarded as the freely prescribable initial data.
So (i) and (ii) in Lemma 5.3 provide formulations of the reduced KID equations
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which involve exclusively explicitly known quantities for all admissible initial
data. In the case of an ordinary cone, treated in [3], this was not possible:
For generic KIDs there, neither the candidate fields nor all the relevant metric
components can be computed analytically.
5.3.2 Some special cases
We finish with a brief discussion of some special cases: There exists a vector
field X satisfying the unphysical Killing equations (3.1) on D+(Ci−) with
1. ∇µXµ = 0 ⇐⇒ ∃ a conformal Killing vector field dA on (S2, sAB) with
LdωAB =
1
2r∂1ωABDCd
C ,
2. X1 = 0 ⇐⇒ ∃ a Killing vector field dA on (S2, sAB) with LdωAB = 0,
3. XA = 0 ⇐⇒ ∂1(∂1 + r−1)ωAB = 0 ωAB=O(r
2)⇐⇒ ωAB = 0
(ωAB ≡ L˘AB = O(r2) is a necessary condition on the Schouten tensor to
be regular at i−).
The third case shows that the property XA = 0 is compatible only with
the Minkowski case (supposing that i− is a regular point). In the non-flat case
any non-trivial vector field satisfying the unphysical Killing equations has a
non-trivial component XA = dA 6≡ 0. Since
gµνX
µXν = gABX
AXB = r2sABd
AdB ,
we see that there are no non-trivial vector fields satisfying the unphysical Killing
equations which are null on Ci− . To put it differently, possibly apart from
certain directions determined by the zeros of dA, any isometry of a non-flat,
asymptotically flat vacuum spacetime is necessarily spacelike sufficiently close to
I −. This leads to the following version of a classical result of Lichnerowicz [9]:
Theorem 5.4 Minkowski spacetime is the only stationary vacuum spacetime
which admits a regular Ci− -cone.
5.3.3 Structure of the solution space
Let X and Xˆ be two distinct non-trivial solutions of the unphysical Killing
equations (3.1). Since solutions of these equations form a Lie algebra,
ˆˆ
X :=
[X, Xˆ] is another, possibly trivial, solution. We have
ˆˆ
X0 = [X, Xˆ]0 = 0 ,
ˆˆ
XA = [X, Xˆ]A = [d, dˆ]A ,
ˆˆ
X1 = [X, Xˆ]1 = −1
2
rDB [d, dˆ]
B + r2(dBDB cˆ− dˆBDBc+ 1
2
cDB dˆ
B − 1
2
cˆDBd
B) .
Hence, by their derivation, the reduced KID equations are fulfilled with
ˆˆ
dA = [d, dˆ]A ,
ˆˆc = dBDB cˆ− dˆBDBc+ 1
2
cDB dˆ
B − 1
2
cˆDBd
B ,
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and
ˆˆ
dA and DA ˆˆc are conformal Killing fields on the standard 2-sphere. In-
deed, via the relation L[d,dˆ]λAB = [Ld,Ldˆ]λAB, this can be straightforwardly
checked. We refer the reader to Appendix B where the conformal Killing fields
on the standard 2-sphere are explicitly given.
Let us consider for the moment flat initial data λAB = 0 which generate
Minkowski spacetime. Then one has 10 independent isometries:
• The four translations are generated by the tuples (c, dA = 0) with c being
a spherical harmonic function of degree ℓ = 0 or 1.
• The three rotations are generated by the tuples (c = 0, dA) with dA being
a Killing field on (S2, sABdx
AdxB).
• The three boosts are generated by the tuples (c = 0, dA = DAf) with f
being a spherical harmonic function of degree ℓ = 1.
We have already seen above that translations (in the above sense) cannot
exists in the non-flat case λAB 6= 0 if the Schouten tensor is assumed to be
regular at i−.
Proposition 5.5 Minkowski spacetime is the only spacetime with a regular Ci− -
cone which admits translational Killing vector fields.
This is linked with another observation: Since, in the non-flat case, any
non-trivial Killing field of the physical spacetime (i.e. a vector field satisfying
the unphysical Killing equations) has a non-trivial dA, for a given dA there can
be at most one c such that (c, dA) solves the reduced KID equations. Now the
standard 2-sphere admits 6 independent conformal Killing vector fields dA. We
thus have:
Proposition 5.6 Any non-flat spacetime with a regular Ci− -cone admits at
most 6 independent Killing vector fields.
Now let us assume that there are two distinct rotations, i.e. 2 Killing fields
d(1) and d(2) on (S2, sABdx
AdxB) such that (c = 0, d = d(i)), i = 1, 2, solves
the reduced KID equations. Then (c = 0, d = d(3)) with d(3) = [d(1), d(2)] pro-
vides another independent, non-trivial solution of the reduced KID equations.
Altogether we have
Ld(i)λAB = 0 , i = 1, 2, 3 =⇒ λAB ∝ sAB =⇒ λAB = 0 ,
since λAB is trace-free. This recovers the well-known fact that two rotational
symmetries imply Minkowski spacetime.
Acknowledgements It is a pleasure to thank my advisor Piotr T. Chrus´ciel
for various valuable comments as well as for reading a first draft of this article.
Supported in part by the Austrian Science Fund (FWF): P 24170-N16.
33
A Fuchsian ODEs
As we have not been able to find an adequate reference, we state and prove here
a key result about Fuchsian ODEs which is used in our work.
Lemma A.1 Let a > 0, and for r ∈ (0, a) consider a first-order ODE-system of
the form
∂rφ = r
−1Aφ+M(r)φ , (A.1)
for a set of fields φ = (φI), I = 1, . . . , N , where A is an N × N -matrix, and
where M(r) is a continuous map on [0, a) with values in N ×N -matrices which
satisfies r‖M(r)‖op = o(1). Let λ denote the smallest number so that
〈φ,Aφ〉 ≤ λ‖φ‖2 .
Suppose that there exists ǫ > 0 such that
φ = O(rλ+ǫ) .
Then
φ ≡ 0 .
Proof: The proof is done by a simple energy estimate. Set
〈φ, ψ〉 :=
∑
I
φIψI , ‖φ‖2 := 〈φ, φ〉 ,
then for any k ∈ R
∂r(r
−2k‖φ‖2) = 2r−2kφ∂rφ− 2kr−2k−1‖φ‖2
= 2r−2k−1(〈φ,Aφ〉+ r 〈φ,M(r)φ〉 − k‖φ‖2)
≤ 2r−2k−1(λ− k + r‖M(r)‖op)‖φ‖2 .
Applying
∫ r
r0
yields (assume r0 < r)
r−2k‖φ(r)‖2 ≤ r−2k0 ‖φ(r0)‖2 + 2
∫ r
r0
(λ− k + r˜‖M(r˜)‖op)r˜−2k−1‖φ‖2 dr˜
≤ r−2k0 ‖φ(r0)‖2 + 2
(
λ− k + sup
0<r˜<r
(r˜‖M(r˜)‖op)
) ∫ r
r0
r˜−2k−1‖φ‖2 dr˜ .
Due to our assumption φ = O(rλ+ε) any λ < k0 < λ + ε satisfies r
−2k0‖φ‖2 =
O(r2δ), where δ := λ− k0 + ε > 0. We then take the limit r0 → 0,
r−2k0‖φ(r)‖2 ≤ 2
(
λ− k0 + sup
0<r˜<r
(r˜‖M(r˜)‖op)
) ∫ r
0
r˜−2k0−1‖φ‖2 dr˜
≤ 0 for sufficiently small r .
Thus φ vanishes for small r, but then it needs to vanish for all r. ✷
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B Conformal Killing fields on the round 2-sphere
We consider the 2-sphere equipped with the standard metric
s = sABdx
AdxB = dΘ2 + sin2Θdϕ2 .
It admits the maximal number of independent conformal Killing vector fields,
which is 6. There are three independent Killing vector fields,
K(1) = ∂ϕ ,
K(2) = sinϕ∂Θ + cotΘ cosϕ∂ϕ ,
K(3) = cosϕ∂Θ − cotΘ sinϕ∂ϕ ,
and three independent conformal Killing fields which are not Killing fields,
C(1) = sinΘ∂Θ ,
C(2) = cosΘ cosϕ∂Θ − sin−1Θsinϕ∂ϕ ,
C(3) = cosΘ sinϕ∂Θ + sin
−1Θcosϕ∂ϕ .
All the C(i)’s turn out to be gradients of ℓ = 1-spherical harmonics,
CA(1) = D
Ac(1) , where c(1) = cosΘ ,
CA(2) = D
Ac(2) , where c(2) = sinΘ cosϕ ,
CA(3) = D
Ac(3) , where c(3) = sinΘ sinϕ ,
Moreover,
DAC
A
(i) = DAD
Ac(i) = −2c(i) , i = 1, 2, 3 .
The conformal Killing fields satisfy the commutation relations
[
K(i),K(j)
]
= εijkK(k) ,[
C(i), C(j)
]
= −εijkK(k) ,[
K(i), C(j)
]
= εijkC(k) ,
i.e. they form a Lie algebra isomorphic to the Lie algebra so(3, 1) of the Lorenz
group in 4 dimensions. The Killing fields form a Lie subalgebra.
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