Abstract. Let P be a set of n points in the plane. The k-nearest neighbor (k-NN) query problem is to preprocess P into a data structure that quickly reports k closest points in P for a query point q. This paper addresses a generalization of the k-NN query problem to a query set Q of points, namely, the group nearest neighbor problem, in the L1 plane. More precisely, a query is assigned with a set Q of at most m points and a positive integer k with k ≤ n, and the distance between a point p and a query set Q is determined as the sum of L1 distances from p to all q ∈ Q. The maximum number m of query points Q is assumed to be known in advance and to be at most n; that is, m ≤ n. In this paper, we propose two methods, one based on the range tree and the other based on the segment dragging query, obtaining the following complexity bounds: (1) a group k-NN query can be handled in O(m 2 log n + k(log log n + log m)) time after preprocessing P in O(m 2 n log 2 n) time and space, or (2) a query can be handled in O(m 2 log n + (k + m) log 2 n) time after preprocessing P in O(m 2 n log n) time using O(m 2 n) space. We also show that our approach can be applied to the group k-farthest neighbor query problem.
Introduction
The nearest neighbor query problem, also known as the proximity query or closest point query problem, is one of the fundamental problems in computer science. The problem is, for a set P of points in a metric space M , to preprocess P such that given a query point q ∈ M , one can find the closest point of q in P quickly. Many areas in computer science including computational geometry, databases, machine learning, and computer vision use the nearest neighbor query as one of the most primitive operations. The k-nearest neighbor query (shortly, k-NN) problem is a generalization of the nearest neighbor query problem the goal of which is to find the k closest points of the query in the data set P .
Various solutions to the nearest neighbor query problem have been proposed. A straightforward algorithm for this problem is the sequential search. Several tree-based data structures [5, 12, 21] have been proposed to increase efficiency. Approximate nearest neighbor algorithms have also been studied [2, 11] .
In this paper, we focus on a generalized version of the k-NN query problem, namely, the group k-nearest neighbor query problem, where a query is associated with a set Q of more than one query points and a positive integer k, and is to find k closest data points in P with respect to Q. The distance (or, the closeness) of a data point p ∈ P with respect to the query set Q is determined to be the sum of distances between p and each q ∈ Q, that is, q∈Q dist(p, q). We shall call this quantity the sum-of-distance of p with respect to Q. The goal is, for a given set P of n data points in the plane, and to preprocess P into a data structure that efficiently handles group k-NN queries.
To our best knowledge, the group nearest neighbor query problem has been first studied and coined by Papadias et al. [17] . They proposed a heuristic method in the Euclidean plane and showed several applications of the group k-NN query and the sumof-distance function in GIS (Geographic information system), clustering and outlier detection [17] . Later, Papadias et al. [18] and Li et al. [14] considered a generalization, and Yiu et al. [24] studied the group nearest neighbor problem in road networks. Recently, Agarwal et al. [1] studied the expected NN-queries, where the location of each input point and/or query point is specified as a probability density function. Wang and Zhang [22] improved the result of Agarwal et al. on the expected NN-queries for the case of an uncertain query point.
A brute-force way handles a group k-NN query in O(nm) time by computing the sum-of-distances for all data points in O(nm) time and then using a selection algorithm to find the k closest points in P in O(n) time. It is unlikely that we achieve a o(n) time algorithm without any preprocessing because of the lower bound for the selection problem [4] . To avoid Ω(n) query time, especially when k is much smaller than n, we may consider the following approach: compute the region that has the minimum sum-ofdistance with respect to Q, and then expand this region by increasing the sum-of-distance value. During the expansion, we report the data points hit by the expanding region until we have k points reported. In this case, we may not need to consider all the points in P .
On the other hand, in the Euclidean space, this approach seems not easy to use because of the following reasons.
1. Computing a point that has the minimum sum-of-distance (known as the FermatWeber point [9] ) is known to be hard because the equations to compute the point cannot be solved into closed form for m > 2 [18] . 2. In the plane, the region that has the same sum-of-distance value from m points in the Euclidean space forms an m-ellipse, which is an algebraic curve with very high degree O(2 m ) [16] .
Our Results. We study the group k-NN query problem in the L 1 plane, that is, the distance of a data point is determined to be the sum of the L 1 distances, and present two efficient algorithms that solve the problem: RNGALGO and SGMTALGO. We assume that the maximum number m of query points is known in advance and m ≤ n. In many applications, this is a reasonable restriction.
-RNGALGO answers a group k-NN query in O(m 2 log n + k(log log n + log m)) time after preprocessing P into a data structure in O(m 2 n log 2 n) time and space.
-SGMTALGO answers a group k-NN query in O(m 2 log n+(k +m) log 2 n) time after preprocessing P into a data structure in O(m 2 n log n) time and O(m 2 n) space.
Note that both of our query algorithms spend o(n) time to answer a query when k and m are reasonably smaller than n. Moreover, our approach can easily be used for the problem in the L ∞ metric, and farthest neighbor queries in the same setting.
Observations on the Sum-of-Distance Function
In this section we investigate properties of the sum-of-distance function sumdist Q : R 2 → R with respect to a query set Q, defined to be sumdist Q (p) = q∈Q dist(p, q), where dist(p, q) is the L 1 distance between two points p and q.
We first observe that sumdist Q is a convex function. Note that the L 1 distance function dist is convex and piecewise linear. Since sumdist Q is the sum of those functions, it is also a convex function; the sum of convex functions is also convex [20] . For any real number c ∈ R, let A Q (c) := {x ∈ R 2 | sumdist Q (p) ≤ c} be the sublevel set of function sumdist Q . The sublevel set of a convex function is convex by definition [20] . We thus get the following lemma.
Lemma 1.
The sum-of-distance function sumdist Q is convex, and therefore its sublevel set A Q (c) is convex for any c ∈ R.
The Set of Points Minimizing sumdist Q
Consider the problem of identifying the region of points that minimize the function sumdist Q . This problem is well known as the Fermat-Weber problem [9] , and a result in the L p metric was given in 1964 [23] . We present a simple proof for the problem in the L 1 plane in the following. For each query point, draw a horizontal line and a vertical line passing through the point. See Fig. 1 . We denote by G(Q) the grid of Q constructed in this way. Let x v be the median among all the x-coordinates of the query points when |Q| is odd.
Lemma 2. For any data points
Proof. See Fig. 1 for an illustration to the proof. Without loss of generality, we assume that x > x v . Let Q 1 denote the set of query points whose x-coordinates are at most x v , and Q 2 = Q \ Q 1 . So we have |Q 1 | > |Q 2 |. For any q ∈ Q 1 and q ∈ Q 2 , we have the followings.
Let y v be the median among all the y-coordinates of the query points when |Q| is odd. Then, the point (x v , y v ) minimizes sumdist Q over all points in R 2 when |Q| is odd. When |Q| is even, the median cell of G(Q) is the cell bounded by the two consecutive g 1 Fig. 2 . The grid G(Q) (dashed lines), the median cell (gray region) that minimizes function sumdistQ and the boundary of the sublevel set A(c) that has the same sumdistQ value (solid line segments) vertical lines through the query points whose x-coordinates are the medians among all the x-coordinates of Q, and by the two consecutive horizontal lines through the query points whose y-coordinates are the medians among all the y-coordinates of Q. See Fig. 2 . The following lemma can be proved in a similar way to Lemma 2. 
Properties of Cells of G(Q)
Let g be any cell of G(Q). Because of the way in which G(Q) is constructed, every interior point of g has the same number of query points lying to the left of it; the same claim holds on the query points lying to the right, above, and below of the point. Therefore we denote by m l (g), m r (g), m t (g) and m b (g) the numbers of query points that are to the left, right, above, and below of any point in g, respectively.
Lemma 4. For an interior point r of any cell g of G(Q)
Let slp(g) =
By Lemmas 1 and 4, we know that A(c) is a convex polygon for any fixed c, and the complexity of the polygon is O(m).
Lemma 5.
One corner of a cell has the minimum sumdist Q value over all the points in the cell.
Proof. Assume that some point r of a cell g has smaller sumdist Q value than that of any corner of g. Let h be the horizontal line passing through r. Then the function sumdist Q on h ∩ g is either monotonically decreasing or monotonically increasing. Similarly, the function sumdist Q along the vertical line through r within g is either monotonically decreasing or monotonically increasing. This means that we can move r to one of the corners without increasing the sumdist Q value, a contradiction.
Let + and − be the right and the left sides of , respectively. Then, one of g ∩ + and g ∩ − contains a corner s that minimizes sumdist Q over g. By Lemma 1, every point of the side containing s has sumdist Q value at most sumdist Q (r), and every point in the side not containing s has sumdist Q value at least sumdist Q (r).
Algorithm
In this section, we present a query algorithm to compute the k nearest neighbors from P for a given query Q and k. The basic idea of our algorithm is as follows. Given a query with Q and k, we first compute the set A(min x∈R 2 sumdist Q (x)), and then expand A(c) by increasing c. During the expansion, we report each data point in P hit by A(c) until we report k data points. To do this efficiently, we preprocess P such that we consider A(c) for only O(k + m 2 ) distinct values of c in the increasing order of sumdist Q value and report the k nearest neighbors. We construct G(Q) and then compute A(c) setting c to be min x∈R 2 sumdist Q (x) using Lemma 3. If there are more than k data points in A(c), then we report k points among them. In the general case, we expand A(c) by increasing c. During the expansion, we encounter the following events.
-Point event:
A(c) hits a data point (Fig. 3(a) ).
-Corner event:
A(c) hits a corner of a cell (Fig. 3(b) ).
We keep these events in an event queue Q, which is a priority queue indexed by the sumdist Q value of its associated point. After initializing the event queue, we insert the events of the cells adjacent to the median cell. We then process events one by one in the order from Q as follows. For a point event e, we report the data point p associated with the event. If this point is the k-th point to be reported, we are done. In the other case, we find the next event in the cell containing p, and then insert it to Q. For a corner event e, we consider each cell having e as a corner and disjoint in its interior from A(sumdist Q (e)), and find the next event e in each such cell. We also find the next event in the cell that reports e. We then insert them to Q.
The correctness of our algorithm immediately follows from the convexity of A(c) and the fact that the events are processed in the increasing order of sumdist Q value. That is, when we process a point event e, the data point of e has the minimum sumdist Q value among all unreported data points, so our algorithm correctly reports the k nearest neighbors in P with respect to Q.
Let us now analyze the complexity of our algorithm. We preprocess P to construct the orthogonal range counting query structure, which takes O(n log n) time [8] . We then construct the grid G(Q) in O(m 2 ) time. In the worst case, we need to test all the cells for emptiness, which takes O(m 2 log n) time. Since A(c) is convex, the number of cells intersected by the boundary of A(c) is O(m) for any fixed c. There can be O(m 2 ) corner events and k point events until we report k nearest neighbors, so it takes O((m 2 + k) log m) time to insert and delete them from the event queue. The only remaining part of the algorithm is to process the data points contained in a cell to support the operation of finding next point events in the cell efficiently. We will describe two methods for this and analyze their time complexities.
Detecting Events in a Cell
We propose two methods to find events in a cell in the increasing order of their sumdist Q values. There are four corners in a cell, so finding them is easy. To find events in a cell g, we sweep g by a line with slope slp(g) from the corner with the minimum sumdist Q value over all points in the cell g. As aforementioned, the slope slp(g) is determined by m l (g), m r (g), m t (g) and m b (g) . For example, slp(g 1 ) = 1 in Fig. 2 . Since m is given in advance, we know all possible slopes of cells before Q is given. Let a set of all the possible slopes be S. There are O(m 2 ) slopes in S by Lemma 4. We preprocess P for all slopes in S as described in the following subsections.
Orthogonal Range Query Based Algorithm. The first algorithm, RNGALGO, is based on an orthogonal range query structure, namely, the range tree [8] . Rahul et al. [19] introduced a data structure based on the orthogonal range query structure such that the first k points from n weighted points in R d can be reported in sorted order in O(log d−1 n + k log log n) query time using the data structure. This structure can be constructed in O(n log d n) time and space in the preprocssing phase. Consider a slope s ∈ S. For each data point p, we set the weight of p to the yintercept value of the line of slope s passing through p. Then we construct the data structure of Rahul et al. for the weighted data points. We do this for every slope of S and maintain one data structure of Rahul et al. for each slope. Let R denote the set of these data structures.
By using R, we can get the first point event from each cell in O(log n) time, and then we spend O(log log n) time for finding the next point event in each cell. Therefore, it takes O(m 2 log n + k log log n) time to find k nearest neighbors in O(m 2 n log 2 n) preprocessing time and space.
Theorem 1. The algorithm RNGALGO reports the k nearest neighbors in O(m
2 log n+ k(log log n+log m)) time after preprocessing P into a data structure in O(m 2 n log 2 n) time and space. Segment Dragging Query Based Algorithm. The second algorithm, SGMTALGO, uses the segment dragging query [3, 6, 15] for preprocessing P with respect to slp(g). The segment dragging query, informally speaking, is to determine the next point hit by the given query segment of orientation θ when it is dragged along two tracks. There are three types of segment dragging queries:(a) dragging by parallel tracks, (b) dragging out of a corner, and (c) dragging into a corner (See Fig. 4 ).
Chazelle [6] and Mitchell [15] showed that one can preprocess a set P of n points into a data structure of size O(n) in O(n log n) time that answers the segment dragging queries of type (a) and (b) in O(log n) time. Bae et al. [3] proposed a data structure that answers segment dragging queries of type (c) in O(log 2 n) time. Those data structures require O(n) space and O(n log n) preprocessing time.
We sweep a cell using a segment in three different types (See Fig. 5 ). From the corner s with the minimum sumdist Q value, we sweep the cell using a segment dragging of type (b) 'dragging out of a corner' until the segment hits another corner. We then apply a segment dragging of type (a) 'dragging by parallel tracks' from the corner until it hits 
Group Farthest Neighbor Queries
The farthest neighbor query problem is also one of the fundamental problems in computer science. The group farthest neighbor (GFN) query problem is a generalization of the farthest neighbor query problem where more than one query point are given at the same time, and the distance of a data point is measured with respect to the query points. The group k-farthest neighbor (k-FN) query problem is an analogue to the group k-NN query problem.
There have been a few previous works on the k-FN query problem. Cheong et al. [7] studies the farthest neighbor query problem for a set of points on a convex polytope. Katoh and Iwano [13] proposed an algorithm for finding k farthest pairs. Gao et al. [10] presented heuristic algorithms to solve the problem in the Euclidean space.
We consider the group k-FN query problem in the L 1 plane. The basic idea is the same as done for the group k-NN query problem. For the group k-NN query problem, we expand A(c) until it hits k data points. In the group k-FN query problem, we sweep the plane in the opposite direction; we shrink A(c) from c = ∞ until the region contains only the n − k data points in P .
We preprocess P in the same way as done for the group k-NN query problem. Given a query with Q and k, we construct G(Q) and then sweep all the unbounded cells of G(Q) in the descending order of the sumdist Q value. To handle the point and the corner events, we construct a max-heap structure instead. We can handle each event in the same way as done for the group k-NN query problem in the previous sections. We repeat this process until we find the k farthest neighbor points in P . Since the boundary of A(∞) intersects only with the unbounded cells of G(Q), and we handle the events in order, the algorithm reports the k farthest neighbors correctly. The running time and space complexity of this algorithm are the same as those of the algorithms for the group k-NN query problem.
Concluding Remarks
In this paper, we propose two algorithms, RNGALGO and SGMTALGO, to solve the group nearest neighbor query problem in the L 1 plane. Our approach can be easily extended for the problem in the L ∞ metric by rotating all the data points and query points by π/4. We also show that the group farthest neighbor query problem in the L 1 metric can be solved by the similar approach.
As aforementioned, we can solve this problem in O(nm) time in a straightforward way. Without any preprocessing we cannot avoid Ω(n) time because of the lower bound for the selection problem [4] . The algorithm SGMTALGO requires smaller time and space for preprocessing than the other algorithm RNGALGO, and for the query time RNGALGO outperforms SGMTALGO.
