Abstract
Motivation
The most recent increase of activity in computational biology has created a big demand for affordable computing platforms that can run well established molecular dynamic codes, like CHARMM. Clusters of PCs can provide a tremendous compute power at a remarkably low cost once the application can deal with the characteristics that differ from traditional massively parallel multiprocessors (MPP). In most clusters currently used for CHARMM, the utilization of parallelism is limited to executing multiple CHARMM calculations at the same time (task parallelism) and little effort is made to speed up a single calculation. The goal of this paper is to quantify the benefits of data parallelism in CHARMM calculation executing on a variety of cluster platforms. In general, we want to answer the question whether there is any easy parallelism in a typical CHARMM calculation. More precisely, we want to know which number of processors can be assigned to a single calculation given certain characteristics of a cluster platform until we reach the limits of scalability. Since we are interested in the more recent versions of CHARMM, we consider the performance of the classic computation together with the enhanced computation in particle mesh Ewald (PME) model incorporating part of the electrostatic force calculations in the frequency domain. It is to be determined whether the advanced computational method requires a better cluster than the classical method or if the scalability will be limited. In particular, we look more closely at the compute platform on which CHARMM could run. There are several choices of interconnects among the compute nodes of a cluster that come at different costs. What is their impact on the performance and the scalability of the code? There are several software systems that can be installed to support the parallel version of CHARMM. Are any of them more suitable than others?
The PCs commonly used as cluster nodes can often accommodate a second processor at a low cost. Is the use of dualprocessor nodes worthwhile? In our performance characterization study, we present a collection of performance measurements that can help to provide answers to these questions. In Section 2, we introduce some previous work dealing with performance issues of CHARMM and give a condensed overview of the physics used in CHARMM with and without PME model. We describe the experimental molecular structure and the experimental platform used for our study. In Section 3, we present our experimental design and characterize the computational steps of CHARMM in terms of their resource usage. In Section 4, we go through a systematic performance analysis of a CHARMM calculation on different cluster platforms, discussing the impact of the networks, the middleware and the processor configuration of cluster nodes. In Section 5, we summarize our results and discuss the extrapolation of performance estimates beyond traditional cluster platforms.
CHARMM (Chemistry at HARvard Macromolecular Mechanics)
CHARMM is a program for simulating biologically relevant macromolecules (proteins, DNA, RNA) and complexes thereof [2] . It allows to investigate the structure and dynamics of large molecules (solute) in the condensed phase (solvent or crystal). CHARMM can be used to calculate free energy differences upon mutations or ligand binding [12] . Moreover, it has been used to simulate the reversible folding of structured peptides [5, 7] and determine folding free energy surfaces [1, 6] . It uses classical mechanical methods to investigate potential energy surfaces derived from experimental and "ab initio" quantum chemical calculations [14] . Furthermore, mixed quantum mechanical/classical systems can be defined to investigate chemical processes such as enzyme catalysis. One of the most common application of CHARMM is molecular dynamics (MD), in which the Newton equation of motion is discretized and solved by an integration procedure (Verlet algorithm). The force on the atoms is the negative gradient of the CHARMM potential energy [14] .
Particle Mesh Ewald (PME)
Current molecular dynamics simulations sample between 1 and 1000 nanoseconds (depending on the size of the solute the treatment of solvent and the computer) while large conformational transitions of biological relevance (e.g. protein folding) take place in microseconds to minutes. Hence, it is essential to evaluate the energy and its gradient (force) in an efficient way. On the other hand, because DNA (or RNA) and protein molecules have many formal charges, it is very important to use an accurate treatment of long-range electrostatic interactions. Therefore, the main problem is to find the right balance between the accuracy of the energy function (systematic error) and the length of sampling (statistical error). One accurate and rather efficient way of treating the long-range electrostatics is the particle mesh Ewald (PME) approach which scales as Nlog(N), with N denoting the system size. The total electrostatic energy is split into local interactions which are computed explicitely and long-range interactions which are approximated by a discrete convolution on an interpolating grid, using the 3-dimensional fast Fourier transform (FFT) to efficiently perform the convolution. In the PME method implemented in CHARMM the electrostatic energy is split into direct and reciprocal Ewald sum [4] . The latter is the solution of the Poisson's equation in periodic boundary conditions, with Gaussian charge densities as sources.
The Molecular System
The molecular system used in our simulations is myoglobin, a 153-residue single domain protein of structural class α (i.e. only α-helical secondary structure), a carbonmonoxide molecule, 337 water molecules and a sulfate ion for a total of 3552 atoms. This is an interesting medium-size molecular system of biological relevance. It has been chosen for this study which focuses on networks and the communication software infrastructure. Furthermore, myoglobin represents an archetypal single-domain protein. Hence, its choice is also justified by the fact that most of the experimental studies on protein folding focus on single domain proteins of about 50-150 amino acids and the need of comparing the simulation results with experimental data. The CHARMM input files were downloaded from [3] . The long-range electrostatics effects are approximated by the PME method. The FFT grid points for the charge mesh are 80 x 36 x 48.
Previous Work
In previous migrations from vector supercomputer to massively parallel multiprocessors (MPP), the code showed a remarkable scalability as long as sufficient networking performance was available on the machine [8, 16, 9] . However, migrating CHARMM to clusters of commodity PCs has been a mixed success and migration to widely distributed computing on the Internet (Grid) remains a particular challenge [15] . The increased use of the particle mesh Ewald (PME) method in frequency domain does affect the computation/communication balance and renders parallelization more difficult. In a preliminary technical report [17] , we have studied the overall organization of the CHARMM communication and its impact on the performance. Based on these first series of experiments alone, it can not be concluded if overlap of the computation and the communication is beneficial or detrimental to performance and scalability of CHARMM on a particular platform. Decoupling computation, synchronization and data transfer resulted in better performance for certain compiled parallel programs on the Cray T3D and other machines [21] .
The Experimental Platform
The performance tests are conducted on a well interconnected cluster of dual processor Pentium III nodes running at 1 GHz [20] . In particular, our cluster is interconnected by different high speed interconnect technologies, such as the Gigabit Ethernet (a typical LAN technology) and Myrinet 1 (a typical SAN technology). Linux has been used as operating system for our experiments with CHARMM. Our 16 node system is fully dedicated to performance studies and development of communication system software. Therefore, there is no overhead on the measurements due to a timesharing environment or other workloads. In the tests, every timing has been repeated several times and the results are checked for low variability and a good reproducibility. After a stable testing environment is reached, we conduct our study with a reduced amount of molecular dynamics (MD) simulation steps.
Workload Characterization of CHARMM
A proper understanding of the performance of CHARMM requires a proper and systematic workload characterization of the code. The systematic experimental design presented in this section will help to sort out the relevant and irrelevant effects of the numerous parameters that determine the performance of CHARMM on distributed platforms.
Experimental Design
Previous work reports simply about a successful implementation effort, about a new algorithm incorporated or a new target machine. For our study, we specified the goal of investigating a broader variety of software and hardware platforms that are systematically chosen and varied. We conducted the study according to a proper experimental design in which we deliberately specify the computation we are running according to the criteria of a computer scientist and systems architect. The measured performance of the system are considered to be response variables, the variables which affect the response variables are considered to be factors and the values of the factors are called levels [11] . With this systematic approach, we attempt to gather the maximum information with the minimum number of experiments. At the same time, we determine the factors that have a significant effect on the response variables and quantify their effect.
Since we are interested in quantifying the impact of PME as a variant of the algorithm in the application and the impact of the different software infrastructures, we look at classic and PME enhanced CHARMM computations. We particularly focus on factors which are directly or indirectly related to the network configuration. For additional factors like the processor type, the clock frequency or the compiler we refer the interested reader to a more technical report that deals with a similar topic [17] . types: (1) [17] . Surprisingly, the Fast Ethernet has almost the same performance characteristics and the same interactions as Gigabit Ethernet. The interesting part of the communication system is the software infrastructure which is closely tied to the underlying hardware. For the communication library, we take three different communication infrastructures into account. All of them offer a standard MPI API (Application Programming Interface) [19] but rely on different communication mechanisms:
Standard implementation of MPICH using the TCP/IP protocol over Gigabit Ethernet, Specialized SCore library 2 using its own protocol for reliable communication with high bandwidth and low latency communication over Gigabit Ethernet [10] , Vendor specific MPICH-GM library using the advanced coprocessor on the Myrinet network interface card and the specific properties of the Myrinet interconnect (large packets, link level error and flow control).
The middleware factor comprises the kind of communication routines used by the application code. We have two different implementations of CHARMM:
The standard implementation uses raw MPI calls in which point-to-point blocking communication routines are used and the necessary global synchronization operations are done by standard MPI barriers.
An alternative implementation relies on a middleware layer called CMPI or CHARMM MPI that relies heavily on nonblocking communication using split send/receive calls to MPI as communication primitives. For best possible portability, all remaining synchronization operations are implemented by repeated exchanges of empty messages (or one byte) among nearest neighbor-processes.
In our past studies, we investigated similar middleware packages [22] that claim to facilitate the implementation of distributed computation, while pretending to preserve good portability through high level abstraction. According to previous experience with such middleware, the firm grip on the communication system can be lost and the resulting performance can easily become unstable and highly sensitive to platform factors. Finally, as a third factor, multiple processors on a node can increase the compute performance at a remarkable low cost, especially if standard motherboards are prepared to accommodate a second processor. Therefore, we look at two cluster configurations with single and dual CPUs per nodes (1 GHz). In the dual-processor case, two processor share one memory and one communication system in a symmetric shared memory multiprocessor configuration. Our experimental CoPs cluster permits experiment with up to 16 nodes and a total of 32 processors. Although we gathered all data of a full factorial design [11] (we did benchmark CHARMM for all 12 cases with factors at all levels), we limit the discussion of our result to a fractional factorial design centered around the focal point of a most common cluster configuration based on MPICH using TCP/IP over Gigabit Ethernet, with uni-processor nodes.
For the study, we look at one factor at a time moving along the axes of the three dimensional space of test cases, as shown in Figure 1 .
Characterization of the Important Computational Steps
The calculation of the energy in general and the non-bonded energy interaction over all pairs of atoms in particular is the most resource demanding and consuming time phase of a MD simulation [17] . In CHARMM without PME model (electrostatic interactions shifted to zero at 10Å), the energy calculation comprises execution of multiple copies of the same routines without any communication. Only at the end of this computation, an all-to-all collective communication gathers the results from different processors. In the rest of the paper, we refer to this part of the calculation as the classic energy calculation. The variation of CHARMM based on the PME model, adds some additional computations in frequency domain to the classic energy calculation. The transformation from the time domain into the frequency domain and backwards requires two three dimensional FFTs.
In the parallel version, such a FFT adds a communication step with an all-to-all personalized communication pattern.
The global FFTs and the calculation of the additional energy and force contribution (electrostatic interactions between partial charges separated by more than 10Å) is accounted for in the PME energy calculation. Figure 2 shows the structure of the energy calculation without PME model composed of the classic energy calculation routine and the structure of the energy calculation with PME model composed of two different components: the classic energy calculation, which is independent from the PME model, and the PME energy calculation. For each of the several cases considered during the workload characterization, we measure the time of the two components classic calculation and pme calculation for ten MD simulation steps. sic energy calculation and the PME energy calculation for the reference case chosen (CHARMM running on TCP/IP, MPI middleware and uni-processor cluster). In the sequential version of CHARMM (one processor), the PME time is slightly less than half of the total calculation time. In the parallel version, the PME time is almost two thirds of the total calculation time and for two processors, the execution time of the PME calculation is actually larger than for a one processor. This adversely affects scalability. In search of the cause of those scalability problems, we broke down the execution time further into computation, communication and synchronization for both types of energy calculations. We label their computation time classic comp and pme comp, their communication time classic comm and pme comm and their synchronization time classic sync and pme sync. In this study, we split general communication overhead into time spent for data transfer, which we label communication time and time spent for control transfer and coherency maintenance, which we label as synchronization time. Figure 4 .a displays the percentages of the communication, computation and synchronization times for the classic energy calculation, while Figure 4 .b for the PME energy calculation. As expected, there is only computation in the one processor case. In the parallel case of the classic energy calculation, the overheads for communication and synchronization are less than 10% for two processors increasing to over 60% for eight processor. In the parallel case of the PME energy calculation, the overheads for communication and synchronization are climbing even more rapidly: from slightly more than 50% for two processors to over 75% for eight processors. This explains the inefficiency of the parallel version on the most common cluster configuration (TCP/IP, Ethernet, MPI). 
Performance Analysis of CHARMM
In this section, we investigate the effect of each factor reported in our experimental design (the network, the middleware, and the number of CPUs per host), starting from the reference case (focal point) in Figure 1 and moving to the extreme end one factor at a time.
Performance Impact of Network Technology
In our study, we consider different communication protocols on different network infrastructures with different cost and features. First, we look at the basic communication protocols of the Internet, TCP/IP on Gigabit Ethernet, which provides high bandwidth but does not optimize latency and overheads for small messages. Using the general Internet infrastructure with the TCP/IP protocol-stack is very popular in cluster computing since this software is readily available and free for every PC purchased. As an alternative, we look at the SCore communication infrastructure that works directly on top of the raw Ethernet and delivers the same bandwidth for large transfers, but has significantly lower latency and smaller per-packet-overheads. Finally, the vendor specific system area network (SAN) Myrinet is taken into account. Myrinet can deliver a communication performance that comes close to the massively parallel supercomputer of the past decade (e.g. the Cray T3D in 1993) [13] . Together with its software infrastructure using a communication coprocessor, the MPICH-GM for Myrinet delivers high bandwidth, low latency and small per-packet-overheads. The more powerful communication system systems come at a significant additional cost that can exceed 50% of the machine cost for Myrinet. Figure 5 compares the wall clock times in seconds measured for the total energy calculation with TCP/IP on Gigabit Ethernet, Score on Gigabit Ethernet and Myrinet (all other factors are kept at the same level). For all cases, we consider the time of the classic energy calculation (classic calculation) and the time of the PME energy calculation (pme calculation) for CHARMM on a uni-processor cluster and MPI middleware. The chart shows a better scalability for the networks with low latency and smaller overheads. This obser- vation is confirmed in Figure 6 .a and Figure 6 .b in which the relative amount of computation, communication and synchronization for the classic energy and PME energy are given in detail for the three networks. The pictures demonstrate clearly that the increased cost of communication and the loss of performance is strongly correlated to the amount of latency and overhead. The cost of synchronization alone remains within reasonable limits and is similar for all three networks considered. The performance of barriers and synchronization is determined mostly by the latency. The big difference arrises from the cost of the communication operations (i.e. the data transfers) providing solid evidence that differences in performance are due to different overheads in the communication infrastructure including the system software. The measurements confirm the high communication rate of Myrinet. In particular, the high variability of MPI transfers over TCP/IP starts abruptly with four processors and get worse with eight processors. The interaction between TCP/IP flow control and message passing communication on clusters is likely to result in highly uneven and unstable performance. This suspicion is confirmed by the low variability of SCore communication that uses the same network (Gigabit Ethernet) but does not rely on the TCP/IP flow control algorithm. The exceptionally powerful backplane of the switch used in our 16 node CoPs cluster excludes switch contention as a cause for the bottlenecks. This is confirmed by constant throughput of the software infrastructure based on SCore. Many Beowulf clusters are not yet equipped with Gigabit Ethernet and built with Fast Ethernet links connected to more or less powerful switches and hubs. The comparison of CHARMM running on a Fast Ethernet (lower bandwidth) vs. Gigabit Ethernet (higher bandwidth) is handled in previous work and is properly described in [17] . Gigabit Eth- 
Performance Impact of Middleware
Many parallel and distributed scientific codes use a layered software system to facilitate the programming of interprocess communication and to reach better portability. We call these extensions of the bare bone message passing libraries communication middleware. For a better understanding of the effect of this middleware on the performance of CHARMM, we compare the reference case of CHARMM with standard MPI calls to a version using CMPI (CHARMM MPI) middleware. Again the other factors are not varied. . With the increase of the number of slaves from four to eight, both parts of the execution time, i.e. the time for the classic energy calculation and the time for the PME energy calculation, are increasing instead of falling when CMPI is used. Since both parts show the same trends, we can look at the cumulative times for a more detailed explanation. Figure 8 .b shows the breakdown of the total energy calculation into the computation time (energy comp), communication time (energy comm) the synchronization time (energy sync). This chart explains the sudden slow down with a total loss of scalability in the synchronization operations that are performed in the CMPI middleware. A closer examination of the source code of CMPI reveals that a single synchronization call is built upon repeated send and receive calls transmitting a single byte with the neighbor-nodes and this operation is repeated p 1 times for p processors. This way of synchronization is inefficient for network protocols with per-packet-overheads such as TCP/IP on Ethernet.
Performance Impact of Multiprocessor Nodes
As a last consideration, we look at the effect of the number of processors used in each node of the cluster. Most motherboards of PCs provide a slot for a second processor as an cost effective mean to increase computation performance. Since the performance impact of the additional processor strongly depends on the network technology, we must look at two different places in the factors space. We consider the variation from the focal point (CHARMM with MPI over TCP/IP on Gigabit Ethernet) and, in parallel, the variation from the case of CHARMM over Myrinet from uni-processor to dual-processor nodes. Figure 9 .a shows the wall clock time of the classic energy calculation and PME energy calculation for CHARMM on Gigabit Ethernet, while Figure 9 .b displays the wall clock time of the classic energy and PME energy calculations on Myrinet. .a reveals a scalability problem for CHARMM on dual-processor clusters when the network infrastructure is MPI over TCP/IP on Ethernet. In Figure 9 .a, both the classic energy time (classic calculation) and the PME energy time (pme calculation) does not decrease but increases with the number of nodes in the dual processor case. Therefore, the use of dual processor nodes does adversely affect the scalability of CHARMM. This is not the case for network technologies such as SCore and Myrinet, as seen in Figure 9 .b. A possible cause for the loss of performance could be in the inefficient handling of the communication by the two processors that share same node with just one communication system. The results indicate that for CHARMM on a TCP/IP layer, the communication protocol is not able to route the incoming communication to the proper destination processor. In many operating systems, only one processor can handle interrupts of the network interface and this interrupt-handling may become a bottleneck [18] . On the other hand, Myrinet and SCore use a shared memory driver which is able to handle the communication in a more effective way.
Conclusion
The systematic and detailed performance characterization presented in this paper takes a closer look at the computation, communication and synchronization requirements of a typical CHARMM calculation on a cluster of PCs.
We differentiate between a classic CHARMM calculation, which takes place entirely in the time domain, and an advanced CHARMM calculation, which adds some particle mesh Ewald (PME) computation in the frequency domain. We show that the PME method increases the dependency on the better networks and better computation infrastructures. We study the scalability of the code on different network technologies (Gigabit Ethernet, Myrinet) and on different software infrastructures, including a conventional TCP/IP based MPICH library and SCore, a specialized MPICH library for Ethernet and Myrinet. For classic CHARMM calculation, the scalability to larger systems remains dissatisfactory as long as we rely entirely on the standard communication infrastructure of MPI over TCP/IP on Ethernet.
Only with improved communication system software, like e.g. the SCore communication library, we can achieve lower communication overheads and good scalability for larger problems and larger clusters. The amount of parallelism in CHARMM should suffice to run efficient parallel calculations on clusters with up to the 32 to 64 processors, which is the size of clusters that is most commonly installed. For more advanced calculations using the particle mesh Ewald method, good scalability is limited to parallel calculations spanning a reasonable fraction (e.g. a quarter) of such a cluster. For more parallelism, a low overhead, high speed interconnect like e.g. Myrinet must be included to achieve good scalability with PME. Since most research groups have multiple CHARMM calculations that could run in parallel, the cost of this additional network must be evaluated carefully. However, running a single CHARMM calculation faster provides a much shorter turn-around increasing research productivity.
We have further noted a strong dependency on the programming style and middleware used for the interprocess communication within CHARMM. The combination of weaker networks and general purpose protocols (e.g. TCP/IP on Ethernet) with a inefficient programming style (in portable CHARMM MPI) or multiprocessor nodes can heavily penalize communication performance and scalability even if sufficient network bandwidth is is available to both processors. A typical warning sign of an instable cluster configuration is a large variation of the communication throughput numbers. From the highly different communication overheads in Ethernet, SCore and Myrinet, we learn that optimizing the communication code with proper programming skills for software systems will add a significant amount of scalability to CHARMM at no extra hardware cost. Unfortunately, such optimized communication software is fairly costly to write and hard to maintain. We believe that the precise and detailed timings given in this study contribute to a better insight into how well CHARMM will execute on different flavors of PC clusters and on novel computing platforms like widely distributed computing on the global computational grid.
