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ABSTRACT  
Objective:  To investigate the correlations between age- and gender-specific measures of socio-economic 
status versus health status as measured by the SF-36. 
Design:  Population based study.  
Participants:  38187 people aged between 18 to 79 years who participated in the National Health Survey 
in 1995. 
Results: Factor analysis produced consistent results that were interpreted in terms of five conceptually 
meaningful domains (employment, housing, migration, family unit and education). The relative rank of 
the factors differs between groups and in some cases factor composition requires items to be added or 
deleted from the conceptual domains. 
Conclusions: Age- and gender-specific SES scores based on these factors had stronger associations with 
the physical and mental components of SF-36 than either an area based index or scores derived from 
males aged 40-44 years. Overall the results supported the hypothesis that SES measures composed of 
social and demographic items exhibit important age- and gender-specific differences which are relevant 
for health. 
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INTRODUCTION 
Socio-economic status (SES) is generally accepted as having broad and significant effects on health status 
and risk for disease, disability and death.  A vast body of international research supports associations 
between low SES and morbidity and mortality from a range of conditions, including cardiovascular 
disease (Brezinka & Kittel, 1996; Hallqvist, Lundbert, Diderichsen & Ahlbom, 1998; Osler et al., 2000; 
Tyroler, 1999), overweight and obesity (Sarlio-Lahteenkorva & Lahelma, 1999; Sobal & Stunkard, 1989), 
certain cancers (Logan, 1982), injury (Cubbin, LeClere & Smith, 2000) and suicide (Cantor, Slater & 
Najman, 1995).  Low SES has also been linked with risk of engaging in unhealthy behaviours including 
smoking (Graham & Hunt, 1994), poor diet (Baghurst, Record, Baghurst, Syrette, Crawford & Worsley, 
1990), physical inactivity (Crespo, Ainsworth, Keteyian, Heath & Smit, 1999), and failure to undertake 
preventive health practices (Rohlfs, Borrell, Pasarin & Plasencia, 1999). The similarity of the SES-
mortality gradient for a range of different conditions suggests that low SES may lead to an increase in 
general susceptibility to disease (Marmot, Shipley & Rose, 1984). 
 
Despite this strong evidence, the conceptualisation of SES, and hence the most appropriate means of 
assessing SES in health research, remain subject to debate.  Methods of assigning SES include the use of 
individual-based indicators, such as occupation, education, or income; family-based indicators, including 
household income, assets, or housing tenure; or area-based indices, including median income of residents 
in geographic areas or zones.  Composite area-based indices have also been used; these include, for 
example, aggregate scores based on census measures such as income, housing tenure and car or telephone 
ownership.  
 
The accurate measurement of SES is critical, since the use of an inappropriate indicator of SES can 
produce misleading results (Liberatos, Link & Kelsey, 1999). It is argued that the conceptualization and 
measurement of SES is particularly problematic for women, since typically-used methods of assigning 
SES are often inappropriate (McDonough, Williams, House & Duncan, 1999). In the past, it was argued 
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that a woman’s SES was best reflected by her husband’s occupational class (Goldthorpe, 1983). While 
this approach is not commonly used today, a satisfactory method of assessing SES for women has yet to 
be developed.   The use of occupational class, believed to be one of the most powerful single indicators, 
has been criticized, since occupation is presumed to have less stability in women’s lives than men’s 
(Martin & Roberts, 1984), and there are difficulties assigning SES to women whose occupation is 
classified as “housewife”, or who do not work outside of the home (Daniel, 1984; Martikainen, 1995).  In 
spite of changes to labour market participation of men and women in recent decades these difficulties are 
likely to persist. The use of income as an indicator is similarly problematic; the income of married women 
is likely to change as they move in and out of the labour force to cope with domestic and child-care 
responsibilities (Martikainen, 1995).  For similar reasons, measures of SES should also take into account 
the individual’s age. The use of occupation, for example, to assign SES to older adults, who may be 
retired or on  pensions, is difficult (Daniel, 1984); the same problem also arises for younger adults who 
are students.  The use of inappropriate measures of SES for groups such as women and older adults, may 
account at least partly for findings of age and gender differences in associations between SES and health 
outcomes (e.g., Der, MacIntyre, Ford, Hunt & West, 1999; MacIntyre & Hunt, 1997; Mackenbach et al., 
1999). 
 
In addition to problems inherent in relying on typical measures of SES for particular population groups, it 
has been suggested that relying on a single measure to indicate SES is problematic. Using this approach 
associations with health outcomes have been inconsistent, depending on the measure used.  For example, 
in a recent study in Britain (Chandola, 2000), income and housing tenure showed significant associations 
with risk of mortality.  When SES was assessed using an employment-based indicator of SES (the 
National Statistics Socio-Economic Classification), however, no relationships between SES and mortality 
were found.  In addition, different indices often assess different aspects of SES.  For instance, the 
correlations between area-based aggregate income measures and individual SES indices have been 
reported to be only moderate (Danesh, Gault, Semmence, Appleby & Peto, 1999).  Since different 
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indicators of socio-economic status are not completely interchangeable, the use of several indicators, or of 
multidimensional methods of assigning SES, has been recommended (Liberatos et al. 1999; Martikainen, 
1995).  While multidimensional and composite indices have been used in previous studies (e.g., Siskind, 
Copeman & Najman, 1987; Taylor, Quine, Lyle & Bilton, 1992), these are typically area-based indices.  
A reliance on area-based indices alone can produce misclassification of individuals and misleading results 
(Ben-Shlomo & Smith, 1999; Hyndman, Holman, Hockey, Donovan, Corti & Rivera, 1995), particularly 
with women (Byth, McIntosh & Piper, 1992).  
 
In Australia, ‘occupational class’ or ‘occupation’ is used frequently as a measure of SES (e.g., Baghurst et 
al., 1990; Lawson & Black, 1993; Najman, 1988; Quine, 1991).  Area-based measures have also been 
developed.  For example, national data have been used to derive a number of SES indices for areas 
(termed SEIFAs) - the first were produced in 1990 from the 1986 Census data (ABS, 1998).  However, 
such area-based measures are subject to the problems of misclassification described above.  There is no 
single officially recognised way of measuring SES.   
 
This study describes the investigation of individual-based, age- and gender-specific measures of SES, 
using factor analysis with national health survey data to determine the most consistent indicators of SES 
for individuals. A multi-factor method of assigning SES is developed, to examine the importance of 
different domains of SES (e.g., employment, education, income). It was hypothesised firstly that the main 
factors would clearly differ across age and gender groups. Secondly, age- and gender-specific 
multidimensional SES scores were hypothesised to be more strongly associated with physical and mental 
health than an area-based SEIFA index, or indicators developed for males aged 40-44 years but applied to 
other persons. 
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METHODS 
The Australian Bureau of Statistics (ABS) conducted the National Health Survey from February 1995 to 
January 1996 (NHS '95). The survey was carried out to obtain information on the 'health status of 
Australians, their use of health services and facilities and about health-related aspects of their lifestyle 
such as smoking, alcohol consumption and exercise' (ABS, 1995). A nation-wide sample of 23,800 
households was randomly obtained from a stratified multi-stage area sample. Detailed information about 
the survey is described elsewhere (National Health Survey: Users' Guide, 1995 (Cat No. 4363.0)). The 
sample for this study comprises people between the ages of 18 and 79 years (N= 38,187). Ages in years 
were categorised as 18 - 24, 25 - 29, 30 - 34, 35 - 39, 40 - 44, 45 - 49, 50 - 54, 55 - 59, 60 - 69 and 70 - 
79.  
 
Some of the demographic and socio-economic items from the NHS '95 were not included in the analysis. 
Of the total 39 items, 25 were selected with the remaining 14 items omitted due to lack of relevance for 
all the age- and gender- groups; for example, 'type of study' was mostly confined to younger age groups. 
For a number of items, some categories have already been collapsed due to insufficient cases. The 25 
items selected and their response options, are outlined in Table 1.  
 
Table 1 about here 
By using the method of factor analysis described in the next section, groups of these items or domains 
emerged to form the basis of the proposed SES indicator. A second indicator was constructed using the 
results from the group of males aged 40-44 years. The last indicator of SES obtained from the NHS '95 
data set was the index of relative socio-economic disadvantage, one of the five Socio-Economic Indexes 
For Areas (SEIFA). This is derived from characteristics such as low income and educational attainment, 
high unemployment and jobs in relatively unskilled occupations. The higher the index value, the less 
disadvantaged that area is compared with other areas (ABS, 1998). 
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The three indicators of SES were compared using their strength of correlation with the Medical Outcomes 
Study Health Survey Short-Form (SF-36), separated into the participants’ physical (PCS) and mental 
(MCS) health component summary scores. The SF-36 is a widely used and validated measure of health-
related quality of life. 
 
Unfortunately gross personal income could not be included as a stand alone indicator of SES due to the 
high percentage of missing values (>50% in some age groups). Similarly highest qualification could not 
be taken as an indicator since to preserve the confidentiality of individuals, the detail for this item had 
been reduced to the extent most participants were in one category.  
 
Statistical Analysis 
With the sample stratified by age and gender, exploratory factor analysis using the method of principal 
components and varimax rotation was performed on the 25 demographic and socio-economic items. 
Items, which cross-loaded on several factors or had loadings of 0.5 or less on all the factors, were 
subsequently eliminated. Inter-item reliability for each factor was assessed by Cronbach's coefficients for 
standardised variables. Kaiser's measure of sampling adequacy (MSA) was used to quantify the degree of 
intercorrelations among the items and the appropriateness of factor analysis is also reported (Hair, 
Anderson, Thatham & Black, 1997). Additionally the factor structures were compared with the results 
from the samples after they had been randomly split into two subsamples and the analyses repeated on 
each half.  Spearman correlations were used to determine the level of association of the indicators with 
PCS and MCS. 
 
RESULTS 
Exploratory factor analysis led to the deletion of 10 to 14 items depending upon the age and gender 
group. For all groups the eigenvalues corresponding to the first four principal components were greater 
than one, suggesting that a four-dimensional model was appropriate in each case, although the dimensions 
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were not the same for all groups. In total there were five identifiable factors. The overall sampling 
adequacies for the main factors were reasonable with MSA ranging from 0.60 to 0.81. The Cronbach 
coefficients varied from 0.40 to 0.95 indicating moderate to excellent internal reliability. In all but two 
age- and gender- groups the first four factors accounted for 70 to 85 % of the total variance; for the 60 - 
69 years age group the figure for men was 64% and for women 61%. Further support for the factor 
structure was obtained when the analyses were repeated on the split samples and the same structure was 
found for each age- and gender-group. The five main factors can be interpreted as the following 
conceptually meaningful domains: employment (empstat, hrswkd, incmsrc, occa, penben, whmojobr); 
housing (numbedr, typoccp); migration (wotlang, yoarr, abspeng); family unit (marstat, iuno); education 
(aglftscr, highqual). The relative rank of the factors differs between groups and in some cases factor 
composition requires items to be added or deleted from the conceptual domain. Table 2 presents the first 
four factors for each age- and gender- group in terms of the five conceptual domains. 
 
Table 2 about here 
 
Thus, for example, for men in the 40-44 years age group the four factors with eigenvalues greater than 1 
correspond to the employment, housing, migration and family unit domains; and accounted for 31%, 
15%, 12% and 9% respectively of the variation in the data.  The same four domains occur for women in 
the 40-44 years age group with the exception that in factor 1 the notation  - penben indicates this item 
(pension benefits received) is omitted from the employment domain.  
 
Across all age groups, in both genders the two most important factors exhibited a high degree of stability 
and were mostly described by variants of the employment domain and the housing domain. The 
remaining two factors differed more frequently with factor 3 usually describing  migration and factor 4 
shifting between family unit and variants of the education domain. An important exception was in the 70-
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79 age group where, as might be expected after retirement, the employment domain was removed 
completely as a major factor. The item geogarea only occurs as part of factor 4 in the 18-24 age groups. 
 
Similarly, comparing results for men and women, the factors exhibited broad similarities with some 
distinct features. For instance, for both genders across all age groups from 35 to 59 years the two most 
important factors were employment followed by housing, except that for women factor 1 was 
employment without the penben item. Another distinction was that the family unit domain occurred at an 
earlier age and continued longer as factor 4 for women (25-54 years) than for men (30-44 years). For both 
genders the same variants of the education domain occurred as factor 4 in the 18-24 years group, but then 
education did not reoccur until the 45-49 age group in men and even later (55-59 years) in women. These 
results provide support for the first hypothesis in that factors composed of socio-economic and 
demographics items exhibit age- and gender-specific differences. 
 
Table 3 about here 
 
Table 3 shows the correlations of the three SES indicators (the proposed indicator with four factors, 
SEIFA, and the factor scores for men aged 40-44) with MCS and PCS by gender and age group. While 
the SEIFA index produced some significant correlations for the older age groups, it failed to show any 
significant association with PCS and MCS for ages less than 35 years in men and 40 years in women. The 
age- and gender-specific indicators and those for men aged 40-44 showed generally similar associations 
for the first two factors. This was not the case for the third and fourth factors where the age- and gender-
specific indicators showed stronger associations, particularly for the 18-29 years age groups. Furthermore 
with few exceptions, in both genders and across all age groups there were statistically significant 
associations with MCS and PCS for at least one factor. For all indicators where association was evident it 
was generally slightly higher for PCS than MCS. These results provide support for the second hypothesis 
and the use of an age- and gender-specific multidimensional SES indicators for predicting MCS and PCS. 
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DISCUSSION  
Overall the results supported the hypothesis that factors composed of socio-economic and demographic 
items, which are widely-used proxies for SES, would exhibit age- and gender-specific differences.  The 
factor analyses demonstrated consistent structures for all age and gender groups, that additionally fitted 
well with conceptually meaningful domains. For all but two groups the four factors explained more than 
70% of the variance, and in all cases explained more than 60%.  These analyses were performed on a 
large, demographically representative sample on Australian adults. 
 
Despite broadly stable factor structures across age and gender groups, a number of age- and gender-
specific features were demonstrated. For example, there was a clear difference in underlying factor 
structure for both men and women aged 70-79, compared with young age groups.  These results are 
consistent with the occurrence of life events, such as the elimination of employment as an issue, and 
housing becoming critical for this age group.  The factor structure also differed slightly for men and 
women aged 18-24, where family unit did not appear as a factor. This is perhaps not surprising given that 
many young adults in this age group are likely to be in a transitional phase between leaving the household 
and ties of their parents and families, and establishing families of their own.  
 
Gender differences were also evident in the specific items included in several factors.  For example, for 
both men and women aged 30-69, the first factor mostly comprised the same employment items; however 
penben did not load on this factor for women, whereas it did for men.  This suggests that the receipt of a 
government pension or benefit was linked with employment-based SES for men but not for women.  This 
may reflect the fact that there is a government family allowance paid to all women with dependent 
children in Australia, subject to a means test but independent of their employment status.  Other income 
items such as gross personal annual income, gpainc, rarely appeared in the factors for either men or 
women.  This may be due to small number of categories in the item and the high level (>10%) of 'don't 
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know' or 'don't want to answer' responses. Similarly none of the health insurance items appeared in any of 
the factors. This could be a useful feature as it suggests that indicators of SES may not require the use of 
items sensitive to concerns about privacy. 
 
Another gender difference was demonstrated for the fourth factor.  For both men and women, family unit 
appeared as factor 4 relatively early, but it was replaced by education for men from the age of 45 and for 
women 10 years later (55 years onwards).  The stability of these results suggest that factors reflecting the 
family unit (marital status and number of incomes in the family unit) have a greater and longer role in 
determining the SES of women than men.  Again this may reflect a tendency for women to be more 
involved in childrearing for a longer time than men.  For both men and women, the change from family 
unit to education as important factors in older age groups is likely to reflect another life transition, 
changes to the family household and structure brought about by children leaving home.   
 
The results concerning migration items are interesting, since migration is not as commonly used as an 
index of SES as are other domains such as employment or housing.  For both men and women, migration 
items loaded on factor 3 relatively consistently across most age groups.  For certain groups, however, this 
did not include the ability to speak English.  This was most notable among younger people (18-39 for 
men; 18-24 and 35-39 for women) and may indicate greater English-speaking ability or less heterogeneity 
in ability among younger migrants. It may in turn reflect different migration patterns into Australia over 
the last fifty years, although this cannot be concluded from the present data. 
 
While it is speculated that the age and gender differences demonstrated in these results are partly 
attributable to the occurrence of major life events, such as leaving home, having children, entering and 
leaving the workforce, and children leaving home, this cannot be determined from the present study.  
Clearly further investigation of the impact of such life events on the SES of men and women over their 
lifespan is required. 
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Further evidence of age- and gender-specificity in the indicators was obtained in this study from the 
analyses examining associations of the proposed indicators with two health outcomes.  The results 
supported the second hypothesis, that age- and gender-specific multidimensional SES indicators would 
better predict MCS and PCS than either an area-based index (SEIFA), or indicators derived from the data 
of mid-aged men. While further validation of the derived indicators is required using other health 
outcomes, the results demonstrate the importance of using multidimensional indicators and preferably 
age- and gender-specific indicators of SES.  
 
A major limitation of this study is that the proposed indicators rely on only those socio-economic and 
demographic items included in the NHS '95 survey. There may be other important proxies for SES, such 
as inherited wealth (ABS, 1998), financial difficulties in the past year (Kolbe, Vamos & Fergusson, 
1997); or material possessions indicated by car and telephone ownership (Osborn, 1987), that would 
change the factor structure if they had been included in the study. Similarly information for some items 
has been lost when the ABS collapsed categories, in order to preserve confidentiality of participants. 
Nevertheless the results are generally consistent with those of previous studies suggesting age- and 
gender-specificity in SES constructs, and in relationships between SES and health outcomes (e.g., Der et 
al., 1999; MacIntyre & Hunt, 1997; Mackenbach et al., 1999; McDonough et al., 1999).  
 
A further limitation of this study is that the cross-sectional nature of the NHS ’95 data allows only for 
associations to be examined, exploring the relationships between SES indicators and health status as 
measured by SF-36. Thus no conclusions about causality can be drawn. An opportunity to address these 
issues in future research is presented by the Australian Longitudinal Study of Women’s Health (Brown et 
al., 1996).  This is a large, nationwide longitudinal study of the factors that impact on women’s health; it 
involves a representative sample of over 40,000 women in three separate age cohorts.  From the 
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longitudinal data it will be possible to use an age- and gender-specific indicator of SES to investigate 
women’s health and its changes over time and through life stages.  
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Table 1. Description and response options for 25 items included in analyses  
Item Group and 
Labels 
Description Response Options 
Indicative items 
    iutype 
 
Income unit type 
 
Single parent with dependent children; 
Married couple with dependent children; 
Married couple without dependent children; 
Single person 
    iuno Income unit number (number 
of related persons within a 
household whose command 
over income is shared) 
 
Not applicable; 1; 2; 3; 4; 5 
Person description 
    marstat 
 
Marital status 
 
Married/defacto; 
Never married/separated/divorced/widowed 
    COB Country of birth Australia; Others 
 
    yoarr Year of arrival in Australia Not applicable; 1965 or prior; 1966 or later 
 
    fampos Position in family Non-family individual; Relative of the head;  
Non-dependent child; Dependent child;  
Spouse of head; Head of family;  
 
    iupos Position in income unit Dependent child/relative of head;  
Spouse of head; income unit;  
Head of income unit 
Geographic Items     
  *geogarea 
 
Area of residence 
 
Capital city/other metropolitan centres/Brisbane/ACT;  
Other QLD metropolitan/rural centres;  
Large/small rural centres; 
Other rural areas/remote 
 
Language Items 
    lansah 
 
Usual language spoken at 
home 
 
 
English; other 
    abspeng Ability to speak English Interview conducted fully in English with difficulty or by 
proxies or in other language; 
Interview conducted fully in English easily 
 
    wotlang Whether household usually 
speaks English 
 
Yes; No 
 
*items have been reversed for coding.
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Table 1 (continued). Description and response options for 25 items included in analyses 
 
Item Group and 
Labels 
Description Response Options 
Labour Force Items 
    empstat 
 
 
Employment status 
 
Not applicable;  
Unemployed – looking for work;  
Not in labour force; 
Employed (including self employed ) 
 
    whmojob  
 
Whether has more than one 
job 
 
Not applicable; One job;  
More than one job 
 
    occa Occupation 
 
Not applicable; Labourers and related workers;  
Plant and machine operators and drivers;  
Clerks/salespersons and personal service workers; 
Member of the armed forces; 
Para-professionals/tradespersons;  
Managers and administrators/professionals 
 
    emptype Employment type Not applicable; For an employer for wages or salary;  
In own business/other 
 
    hrswkd Usual hours worked Not applicable; 39 hours or less; 40 hours or more 
 
Education 
    highqual 
 
Highest qualification 
 
Educational qualification inadequately described/not 
applicable; School only & no higher qualification;  
Undergraduate diploma/associate diploma/skilled 
vocational/ basic vocational;  
Higher degree/post-graduate diploma/bachelor degree 
  
    aglftscr Age first left school 
 
Not applicable; Under 15 yrs; 15 to 18 yrs 
 
Income 
    incmsrc 
 
Income main source 
 
Not applicable/other; Government pension or benefit/ 
superannuation/interest/dividends; 
Wages or salary; Own business or share in partnership;  
 
    gpainc Gross personal income Not applicable/don’t know/not stated;  
$19,999 or less; 
$20,000-39,999; 
$40,000 or more 
 
    penben Whether government pension 
or benefit received 
Yes; No 
Health Insurance 
    inspriv 
 
Whether has private insurance 
cover 
 
 
Not applicable; No; Yes 
    instype Type of health insurance 
 
Not applicable; No private insurance; Private insurance 
Housing 
    typoccp 
 
Type of occupancy 
 
Not applicable/other; Renter; Purchaser; Owner;  
 
    numbedr Number of bedrooms Not applicable; Less than 3; 3; 4 or more 
 
 20
Table 2. Main Factors determining  Socio-Economic Status by age group and gender: National Health Survey, 1995: eigenvalues and, in brackets, 
percentage of variation explained. 
 Men Women 
Age N Factor 1  Factor 2  Factor 3  Factor 4 N Factor 1  Factor 2  Factor 3  Factor 4 
18-24 2619 employment 
4.4(37) 
housing 
1.9(16) 
migration 
-abspeng 
1.4(12) 
aglftscr,  
geogarea 
1.1(9) 
2750 employment,  
-hrswkd, -whmojob 
2.8(28) 
housing 
2.0(20) 
migration 
-abspeng 
1.4(13) 
aglftscr 
geogarea 
1.0(10) 
25-29 1948 employment, 
+gpainc 
4.6(35) 
housing 
2.2(17) 
family unit 
1.4(11) 
migration 
-abspeng 
1.2(9) 
2101 employment,  
+gpainc 
4.7 (33) 
housing 
2.2(16) 
migration 
1.6(11) 
family unit 
1.2(9) 
30-34 2092 employment, 
+gpainc, -occa  
4.1(34) 
housing 
1.9(16) 
migration 
-abspeng 
1.5(12) 
family unit 
1.3(11) 
2299 employment, 
+gpainc,-penben 
4.4(34) 
housing 
2.2(17) 
migration 
1.5(12) 
family unit 
1.3(10) 
35-39 2103 employment  
4.2(35) 
housing 
1.9(16) 
migration 
-abspeng 
1.5(12) 
family unit 
1.2(10) 
2232 employment,  
-penben 
40(33) 
migration,  
-abspeng 
2.2(18) 
housing 
1.6(13) 
family unit 
1.2(10) 
40-44 2000 employment 
4.0(31) 
 
housing 
1.8(15) 
migration 
1.6(12) 
family unit 
1.2(9) 
2082 employment, 
-penben 
3.8(32) 
housing 
2.2(18) 
migration 
1.6(13) 
family unit 
1.2(10) 
45-49 1869 employment 
4.1(34) 
 
housing 
1.9(16) 
migration, 
-yoarr 
1.3(10) 
aglftscr 
1.1(9) 
1873 employment,  
-penben 
4.6(27) 
housing 
2.2(18) 
migration 
1.7(10) 
family unit 
1.3(8) 
50-54 1452 employment 
4.4(34) 
housing 
1.9(15) 
migration 
1.6(12) 
education 
1.2(9) 
1421 employment,  
-penben 
4.1(34) 
housing 
2.2(18) 
migration 
1.5(13) 
family unit 
1.1(10) 
55-59 1176 employment 
4.6(38) 
housing 
1.9(16) 
migration 
1.7(14) 
aglftscr 
1.1(9) 
1147 employment,  
-penben 
3.8(32) 
housing 
2.2(19) 
migration 
1.5(13) 
education 
1.2(10) 
 
60-69 1925 employment 
4.3(33) 
 
housing 
1.8(15) 
migration 
1.6(13) 
education  
1.1(9) 
1984 employment,  
-incmsr, -penben 
3.5(32) 
migration 
2.4(21) 
housing 
1.6(15) 
education  
1.1(10) 
70-79 1188 housing 
2.0(20) 
migration 
1.7(17) 
education, 
+gpainc  
1.3(13) 
family unit 
1.2(12) 
1483 housing 
2.3(25) 
migration 
1.6(18) 
incmsrc, 
penben 
1.4(15) 
education  
1.0(11) 
The factors structure: employment (empstat, hrswkd, incmsrc, occa, penben, whmojobr); housing (numbedr, typoccp); migration (wotlang, yoarr, 
abspeng); family unit (marstat, iuno); education (aglftscr, highqual). After the factor name the ‘+’ or ‘-’ sign in front of any specified items in the table 
indicates their inclusion or deletion from the domain.  
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Table 3: Correlation and p-values for Factors Scores, SEIFA index, Scores for men aged 40-44 versus Mental and Physical 
Components Summary Scores: National Health Survey, 1995; only coefficients with p-values less than 0.05 are shown. 
    Age- and gender-specific 
factor 
 Factors for men aged 40-44 
 
Gender Age N Item 1 2 3 4 SEIFA Employ-
ment 
Hous-
ing 
Migra-
tion 
Family 
unit 
             
Men 18-24 1163 mcs 0.12a   0.08a  0.13a    
   pcs    0.06c      
 25-29 909 mcs          
   pcs 0.07b 0.06c    0.08c    
 30-34 976 mcs 0.10a   0.10a      
   pcs          
 35-39 1000 mcs 0.07b     0.07b    
   pcs 0.16a 0.07c   0.09b 0.16a 0.08c   
 40-44 953 mcs 0.07c    0.08b 0.07c    
   pcs 0.08b     0.08b    
 45-49 835 mcs 0.18a  0.13a   0.18a  0.07c  
   pcs 0.16a  0.09b 0.08c  0.12a  0.07c  
 50-54 661 mcs     0.08c     
   pcs 0.25a   0.21a 0.10b 0.25a 0.11a   
 55-59 541 mcs 0.16a     0.16a    
   pcs 0.23a   0.10c 0.12b 0.21a  0.10c 0.16a 
 60-69 905 mcs   0.11a  0.07c   0.08c  
   pcs 0.24a 0.12a  0.10b 0.13a 0.21a 0.12a  0.13c 
 70-79 512 mcs   0.08c       
   pcs  0.10c        
             
Women 18-24 1267 mcs 0.11a     0.12a    
   pcs    0.07c      
 25-29 997 mcs 0.07c 0.08c 0.09b   0.08c 0.07c   
   pcs 0.11a   0.06c  0.09b    
 30-34 1068 mcs 0.06c     0.06c    
   pcs 0.08b     0.08b    
 35-39 1068 mcs 0.06c     0.06c    
   pcs 0.08b     0.08b    
 40-44 980 mcs 0.11a     0.12a    
   pcs 0.12a 0.12a   0.08b 0.12a 0.11a   
 45-49 880 mcs 0.08c 0.07c   0.09b 0.10b 0.09b   
   pcs 0.11a 0.07c 0.07c  0.08c 0.11a 0.09b   
 50-54 659 mcs 0.10b    0.09c 0.11b  0.09c  
   pcs 0.13a    0.13b 0.15a    
 55-59 545 mcs   0.10c    0.16b 0.14a  
   pcs 0.19a     0.18a    
 60-69 888 mcs  0.07c   0.10b   0.08b  
   pcs   0.07c  0.07c  0.08c 0.07c  
 70-79 691 mcs 0.07c       0.09c  
   pcs 0.07c      0.08c   
a p-value <=  0.001, b 0.001 <  p-value <= 0.01, c 0.01 <  p-value <= 0.05 
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