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Seznam uporabljenih simbolov 
PCIe / PCI Express Peripheral Component 
Interconnect Express 
Hitro vodilo povezovanja 
perifernih komponent 




SPI  Serial peripheral interface  Serijski periferni vmesnik 
I2C bus Inter-integrated Circuit bus Vodilo med integriranimi 
vezji 
DMA  Direct memory access  Direktni dostop do 
pomnilnika 
DDR2 memory double data rate Pomnilnik dvojne hitrosti 
SDRAM synchronous dynamic 
random-access memory 
Sinhron dinamičen 
pomnilnik z naključnim 
dostopom 
SODIMM Small Outline dual in-line 
memory module 
Majhen pomnilniški modul s 
priključki v dveh vrstah  




IP core Intellectual Property Core Jedro Intelektualne Lastnine 
CPU Central Processing Unit Centralno procesna enota 
TLP Transaction Layer Packet Paketek transakcijskega 
nivoja 
CRC Cyclic Redundancy Check Ciklična Kontrola 
Redundance 
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FIFO First in first out Prvi Not Prvi Ven 
BIOS Basic Input Output System Osnovni Vhodno Izhodni 
Sistem 
BAR Base Address Register Bazni naslovni register 
PIO Programmed Input/Output Programiran vhod/izhod 
MSI Message signaled interrupts Prekinitve prenašane s 
sporočili 
HDL Hardware description 
language 
Strojno opisni jezik 
FSM Finite state machine Avtomat končnih stanj 
TX Transmitter Oddajnik 





Diplomska naloga obravnava razvoj PCI Express vodila na FPGA čipu, kateri 
ima zaradi uporabe DMA enote visoko hitrost prenosa podatkov.  
Pri razvoju strojne opreme za pospeševanje obdelave in zgoščevanja podatkov 
je velik del problema, ki ga je potrebno rešiti to, kako bomo podatke dovolj hitro 
dostavljali strojni opremi, da se nam razvoj le-te sploh obrestuje. Večina vodil, ki se 
uporablja za komunikacijo med mikroprocesorji je za ta namen neuporabna, saj so 
hitrosti prenosa podatkov zelo nizke.  
Sam sem se odločil za razvoj PCI Express vodila prve generacije, saj nam to 
vodilo nudi zelo visoko prepustnost, do 250 MB/s na povezovalni pas v vsako smer. 
Vsaka naslednja generacija prepustnost podvoji, hkrati pa ohranja enak način 
delovanja, zato je tudi kompatibilna s prejšnjimi generacijami vmesnika. Pozitivna 
lastnost tega vodila je tudi to, da je trenutno najbolj razširjeno notranje vodilo v 
računalnikih.  
Vmesnik sem implementiral s pomočjo Xilinx Virtex 5 FPGA čipa, kateri se je 
nahajal na XUPV5 razvojni plošči. Moja implementacija je zaradi omejitev razvojne 
plošče uporabljala samo en povezovalni pas. Na razvojni plošči je nameščen tudi 
DDR2 SDRAM pomnilnik, katerega sem uporabil za vmesno hranjenje podatkov, 
katere se bo obdelovalo. 
V delu se najprej posvetimo osnovam PCI Express vodila, od razlik s 
predhodniki, preko zgradbe na strojnem in programskem nivoju, razloženo pa je tudi 
delovanje vodila. Nato si pogledamo tudi delovanje DDR2 SDRAM pomnilnika, na 
koncu pa predstavim zgradbo in delovanje implementiranega PCI Express vmesnika 
skozi vse faze razvojnega postopka, prav tako pa je predstavljen tudi razvoj in 
delovanje Linux gonilnika za PCI Express vmesnik ter testne aplikacije. 
 
 
Ključne besede: PCI Express vodilo, DDR2 SDRAM pomnilnik, FPGA, Linux 







This thesis describes development of a PCI Express bus on an FPGA chip, which 
has a very high data throughput when using DMA transactions. 
When developing hardware for accelerating data compression or data 
processing, one of the bigger problems is how to get the data to the co-processor 
hardware fast enough, that the development of such hardware is even reasonable. Most 
buses, used for communication between processor, are useless for this kind of 
application, because of low data throughhput.  
I decided to develop the PCI Express interface of first generation, because this 
bus offers very high throughput, up to 250 MB/s per lane in each direction. Every 
following generation doubles the data throughput, while maintaing the same mode of 
operation, which also ensures compatibility through different generations of interfaces. 
Another positive feature of the PCI Express bus is also, that it is currently the most 
common internal interface in modern computers. 
My interface is implemented using Xilinx Virtex 5 FPGA device on XUPV5 
development board. My implementation used only one lane, because of hardware 
limitations on the development board. The development board also features a DDR2 
SDRAM memory, used for intermediate storage of data to be processed. 
In this thesis we first explain the basics of PCI Express bus, starting with the 
differences between its predecessors, through different layers of hardware and 
software, and the inner operations of this bus. Then we look at the operation of DDR2 
SDRAM memory and finally, we introduce the structure and operation of my 
implemented PCI Express interface, through all stages of the hardware development 
process, ending with presentation of development and operations of Linux device 
driver and test application for this PCI Express interface. 
 
 
Key words: PCI Express bus, DDR2 SDRAM memory, FPGA, Linux device 







1  Uvod 
 
Pri razvoju strojne opreme za pospeševanje obdelave podatkov na tak ali 
drugačen način je zelo velik del problema dovolj hiter prenos podatkov. Namreč, če 
nam prenos podatkov do naprave za strojno pospeševanje vzame preveč časa se nam 
bolj splača obdelavo teh podatkov opraviti kar na centralnem procesorju, ne glede na 
to, koliko hitreje bi isto nalogo opravila posebna strojna oprema.  Večina vodil, ki se 
pogosto uporabljajo za povezovanje med (mikro) procesorji je namreč prepočasna. Ta 
vodila so npr. SPI, I2C, RS232, itd.. V splošnem so notranja vodila računalnika hitrejša 
od zunanjih, vendar pa je trenutno najbolj razširjeno hitro notranje vodilo PCI Express, 
za katerega sem tudi naredil vmesnik na FPGA napravi, kateri je tudi predstavljen v 
tej diplomski nalogi. Primerjava hitrosti različnih zunanjih in notranjih vodil se nahaja 
v Tabeli 1.1. 
Drugo poglavje (PCI Express vodilo, str. 17) je namenjeno razširjeni predstavitvi 
PCI Express vodila. Predstavljeni so različni načini delovanja, notranja arhitektura 
vodila, naslovni prostori, sestava podatkovnih paketkov in prekinitve. 
Tretje poglavje (DDR2 SDRAM pomnilnik, str. 29) nam predstavi zgradbo in 
delovanje DDR2 SDRAM pomnilnika. 
Četrto poglavje (Opis strokovne naloge, str. 31) predstavi projekt, na katerem 
temelji ta diplomska naloga. V tem poglavju je opisan razvoj in delovanje PCI Express 
vmesnika v različnih fazah razvoja, kjer se v vsaki fazi doda nova funkcionalnost. Prav 
tako je predstavljen razvoj in delovanje gonilnika ter testne aplikacije, katera delujeta 
na računalnikih z operacijskim sistemom Linux. 
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Vodilo Osnovna največja hitrost Razširjena največja hitrost 
PCI Express Gen.1 250 MB/s (1x) 4 GB/s (16x) 
PCI Express Gen. 3 985 MB/s (1x) 15.75 GB/s (16x) 
PCI Express Gen. 4 1969 MB/s (1x) 31.51 GB/s (16x) 
PCI 266 MB/s 533 MB/s (64bit @ 66MHz) 
AGP 266 MB/s Do 2133 MB/s 
PATA (IDE) 16 MB/s Do 133 MB/s 
SATA 1.0  150 MB/s  
SATA 3.0 600 MB/s 1969 MB/s (SATA 3.2) 
Thunderbolt 2.5 GB/s (v2) 5 GB/s (v3) 
USB 2.0 35 MB/s  
USB 3.0 400 MB/s  
IEEE 1394 (Firewire) 49 MB/s (Firewire 400) 400 MB/s (Firewire 800) 
I2C 425 KB/s  




2  PCI Express vodilo 
2.1  Predstavitev PCI Express vodila 
PCI Express (Peripheral Component Interconnect Express), uradno skrajšan na 
PCIe, je standard serijske komunikacije visoke hitrosti, ki je zamenjal starejše PCI, 
PCI-X in AGP standarde. PCIe ima številne prednosti pred omenjenimi standardi. 
Omogoča hitrejši prenos podatkov, manjše število fizičnih povezav, zasede manj 
prostora, ima boljše mehanizme za zaznavo in odpravljanje napak ter podpira 
funkcionalnost menjave pri delovanju (ang. Hot-plug).  
Ključna razlika med PCIe ter starejšim PCI vodilom je topologija vodila. PCI 
uporablja deljeno paralelno arhitekturo vodila, kjer si PCI gostitelj in vse ostale 
naprave delijo skupni nabor naslovnih/podatkovnih/kontrolnih linij. V nasprotju z PCI 
vodilom, je PCIe vodilo bazirano na topologiji točka s točko (ang. Point-to-point), kjer 
je vsaka naprava povezana z ločenim naborom serijskih linij do gostitelja (ang. root 
complex). Zaradi svoje topologije deljene povezave je dostop do starejšega PCI vodila 
omejen na eno sočasno povezavo, z eno smerjo pretoka podatkov hkrati. Prav tako je 
pri starejšem PCI vodilu hitrost omejena z najpočasnejšo napravo, povezano na vodilo. 
V nasprotju s PCI vodilom, PCIe vodilo podpira dvosmerno dual-simplex 
komunikacijo med dvema napravama, brez privzetih omejitev hitrosti zaradi ostalih 
naprav, ki so povezane na vodilo, prav tako pa podpira sočasni pretok podatkov med 
različnimi napravami. V smislu protokola vodila je PCIe komunikacija strnjena v 
paketke.  
Zaradi paketne komunikacije in topologije točka s točko je PCIe vodilo v bistvu 
mrežna povezava med napravami na vodilu. Vsaka naprava je namreč povezana do 
mrežnih stikal z lastnim naborom povezav. Enako kot pri lokalnem Ethernet omrežju 
ima vsaka naprava lastno fizično povezavo do omrežja. Komunikacija, ki bazira na 
paketkih, ponuja tudi nadzor pretoka, zaznavo napak in ponovni prenos poškodovanih 
paketkov. Sicer pri PCIe vodilu MAC naslovi ne obstajajo, ima pa vsaka naprava svoj 
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"geografski" naslov, določen na višjem nivoju ob vklopu računalnika, ko BIOS preveri 
in oštevilči naprave, priključene na PCIe vodilo. 
Kljub vsemu je notranja organizacija PCIe vodila narejena tako, da lahko PCI 
naprave migrirajo direktno na PCIe vodilo, brez sprememb. PCIe vodilo je v svoji 
notranjosti še vedno razdeljeno na tri nivoje, ima isti naslovni in konfiguracijski 
prostor kot PCI vodilo ter deluje z istimi tipi paketkov in se odziva na enake ukaze. 
 
Slika 2.1:  Primer topologije PCIe vodila [9] 
PCI Express povezava je sestavljena iz večih povezovalnih pasov (ang. Lanes). 
Najbolj osnovna povezava je sestavljena iz enega samega pasu, lahko pa jih ima do 
x32. Specifikacija definira operacije za x1, x2, x4, x8, x16 in x32 pasovno širino 
povezave. Vsak pas je sestavljen iz dveh enosmernih diferencialnih povezav, 
implementiranih kot sprejemni in oddajni par. Ura je vgrajena med podatke s pomočjo 
kodirne sheme 8b/10b, kar omogoča zelo visoke hitrosti prenosa podatkov. Vsak pas 
PCI Express vodila prve generacije deluje z 2 Gbit/s, oziroma 250 MB/s. Torej, pri 
povezavi PCIe prve generacije z x16 pasovi pridemo do hitrosti prenosa podatkov 4 
GB/s. Vsaka nova generacija praktično podvoji hitrost prejšnje, kar pomeni, da ima 
PCIe tretje generacije, ki uporablja x16 pasov, maksimalno pretočnost podatkov 
15,754 GB/s. Število pasov mora biti simetrično, kar pomeni da mora biti enako število 
oddajnih, kot sprejemnih pasov. Ob inicializaciji naprav se testira in vzpostavi vsaka 
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PCIe povezava, čemur sledi dogovor glede širine povezave (št. pasov) in delovne 
frekvence, ki je med generacijami PCIe vodila različna. 
2.2  Notranja arhitektura PCI Express vodila 
Notranja arhitektura PCI Express vodila je sestavljena iz treh diskretnih logičnih 
nivojev: transakcijskega nivoja (ang. Transaction Layer), podatkovno – 
povezovalnega nivoja (ang. Data Link Layer) in fizičnega nivoja (ang. Physical 
Layer). Vsak nivo je sestavljen iz dveh delov, eden procesira izhodne (oddajne) 
podatke, drugi pa vhodne (prejete) podatke.  
 
Slika 2.2:  Diagram nivojev PCI Express vodila [9] 
PCI Express uporablja paketno komunikacijo za prenos podatkov med 
napravami. Paketi so formirani v transakcijskem nivoju. Ko paketki potujejo skozi 
ostale nivoje, so razširjeni z dodatnimi informacijami, potrebnimi za delo s paketki na 
tistem nivoju. Na sprejemni strani se postopek ponovi v obratni smeri, kjer se paketku 
s potjo skozi nivoje odstrani odvečne informacije in se ga na transakcijskem nivoju 
predstavi sprejemni logiki naprave. Obstajajo tudi posebni paketki, ki so vidni samo 
na podatkovno-povezovalnem nivoju, ki so namenjeni za vzdrževanje in regulacijo 
povezave. 
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2.2.1  Transakcijski nivo (ang. Transaction Layer) 
Zgornji nivo arhitekture vodila PCI Express je transakcijski nivo. Glavna 
funkcija transakcijskega nivoja je sestavljanje in razstavljanje paketkov 
transakcijskega nivoja – TLPjev (ang. Transaction Layer Packet). TLPji se 
uporabljajo za sporočanje transakcij, kot sta branje in pisanje, kot tudi določenih 
dogodkov. Transakcijski nivo je zadolžen tudi za upravljanje nadzora pretoka, 
temelječega na kreditih.  
Vsak TLP, ki zahteva odgovor je implementiran kot razcepljena transakcija – ti 
TLPji se uporabljajo pri zahtevku za branje. Vsak paketek ima edinstveni identifikator, 
ki omogoča, da  paketki odgovora prispejo do naprave, ki je poslala zahtevek. Format 
paketkov omogoča različne načine naslavljanja, odvisno od tipa transakcije, prav tako 
pa imajo paketki lahko dodeljene različne atribute.  
Transakcijski nivo PCI Express vodila podpira štiri naslovne prostore: vključuje 
tri PCI naslovne prostore (pomnilniški, vhodno/izhodni in konfiguracijski – ang. 
Memory, I/O, configuration), doda pa še sporočilni prostor (ang. Message Space). 
Sporočilni prostor se uporablja za vse prejšnje dodatne signale, kot so prekinitve, 
upravljanje napajanja, in tako dalje, kateri so sedaj implementirani kot dodatni paketki. 
PCI Express sporočilne prenose si lahko predstavljamo kot "virtualne povezave", saj 
so zamenjale dodatne povezovalne poti, ki so bile potrebne pri PCI vodilu. 
 
2.2.2  Podatkovno – povezovalni nivo (ang. Data Link Layer) 
Srednji, podatkovno – povezovalni nivo, služi kot povezovalna stopnja med 
transakcijskim in fizičnim nivojem. Glavne naloge podatkovno – povezovalnega 
nivoja so upravljanje povezave in zagotavljanje podatkovne integritete, kar vključuje 
zaznavo in odpravljanje napak. 
Oddajna stran podatkovno – povezovalnega nivoja sprejme TLPje iz 
transakcijskega nivoja, izračuna in doda CRC kodo ter sekvenčno kodo TLP paketka 
ter vse skupaj odda na fizični nivo, ki paketek nato pošlje do druge naprave. Sprejemna 
stran podatkovno – povezovalnega nivoja je odgovorna za preverjanje integritete 
prejetih TLPjev in oddajanje TLPjev na transakcijski nivo, kjer jih čaka nadaljnja 
obdelava. Ob zaznavi napake je ta nivo odgovoren za zahtevo po ponovnem prenosu, 
dokler informacije ne prispejo do naprave nepoškodovane, oziroma se določi, da je 
povezava neuspešna. Zaradi odpravljanja napak in ponovnega pošiljanja pokvarjenih 
paketkov, je na tem nivoju potreben tudi majhen FIFO spomin, ki si zapomni zadnje 
paketke, in jih hrani, dokler paketki ne prispejo do ciljne naprave nepoškodovani. 
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Ta nivo je odgovoren tudi za ustvarjanje in sprejemanje paketkov, potrebnih za 
funkcije upravljanja povezave. 
 
2.2.3  Fizični nivo (ang. Physical Layer) 
Fizični nivo vključuje vsa potrebna vezja za sprejemanje in pošiljanje podatkov, 
kar vključuje oddajne in sprejemne medpomnilnike, paralelno-v-serijsko in serijsko-
v-paralelno pretvorbo, PLL urina vezja in vezje za usklajevanje impedanc. Vključuje 
tudi logične funkcije, potrebne za inicializacijo in upravljanje vodila. Fizični nivo si 
izmenjuje informacije s podatkovno – povezovalnim nivojem v formatu, ki je 
specifičen posamezni implementaciji. Ti podatki se nato na fizičnem nivoju obdelajo 
in pošljejo preko PCI Express vodila s frekvenco in širino, ki je kompatibilna z napravo 
na drugi strani vodila. K obdelavi spada pretvorba med paralelnim in serijskim 
zapisom podatkov, 8-bitno/10-bitno kodiranje in dekodiranje simbolov ter okvirjanje 
paketa podatkov. Zaradi 8b/10b kodiranja, tudi pride do 20% višje porabe vodila, tako 
da je najvišja hitrost prenosa 250 MB/s za vsak pas, medtem ko je frekvenca vodila 
2,5 GHz, kar predstavlja surovo hitrost prenosa 312 MB/s. Ostale funkcionalnosti, ki 
jih zagotavlja fizični nivo so: zamenjava polaritete, širina in preslikava pasov, 
upravljanje napajanja povezave, razstavljanje in sestavljanje podatkov, kadar je 
pasovna širina večja od x1 (enega pasu). 
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2.3  Naslovni prostori in tipi transakcij 
Transakcije so osnova pretoka informacij med napravo, katera pošlje zahtevek 
(ang. Requester, v nadaljevanju povpraševalec) in napravo, ki temu zahtevku odgovori 
(ang. Completer, v nadaljevanju zaključevalec). Znotraj arhitekture PCI Express 
vodila so definirani štirje naslovni prostori in različni tipi transakcij, vsak s svojim 
lastnim namenom uporabe.  
 
Naslovni prostor Tip transakcije Namen uporabe 
Pomnilniški Branje 
Pisanje 
Prenos podatkov v / iz pomnilniško preslikane 
lokacije 
Vhodno / Izhodni Branje 
Pisanje 




Inicializacija in nastavljanje naprave 
Sporočilni Osnovne transakcije Razno: od sporočanja dogodkov, prekinitev do 
splošno namenskega sporočanja 
Tabela 2.1:  Tipi transakcij za različne naslovne prostore 
2.3.1  Pomnilniški ter vhodno/izhodni naslovni prostor 
Pomnilniški naslovni prostor in pripadajoče pomnilniške transakcije so najbolj 
pogost način dostopanja do podatkov pri PCI Express vodilu. Pomnilniške transakcije 
vključujejo zahtevek za branje podatkov in njegov odgovor ter zahtevek za zapis 
podatkov. Pri teh transakcijah se uporabljata dva različna formata naslavljanja: 32 in 
64 bitno naslavljanje. Vhodno/Izhodne transakcije so pri PCIe vodilu prisotne zaradi 
zagotavljanja kompatibilnosti z PCI napravami. Transakcije tega tipa so na las 
podobne pomnilniškim transakcijam, s to razliko, da tu obstaja samo 32 bitno 
naslavljanje.  
S pomočjo teh dveh  naslovnih prostorov poteka vsa komunikacija podatkov med 
napravami, ki se sporazumevajo preko PCI Express vodila. S pomočjo teh naslovnih 
prostorov lahko dostopamo do registrov, s katerimi se nastavlja delovanje naprave 
(delovanje PCIe vodila se nastavlja s pomočjo Konfiguracijskega naslovnega prostora) 
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2.3.2  Konfiguracijski naslovni prostor 
 
Slika 2.3:  Standardni registri konfiguracijskega naslovnega prostora [9] 
Konfiguracijski naslovni prostor se uporablja za dostop do registrov, s katerimi 
se nastavlja delovanje PCI Express vodila na posamični napravi. Do konfiguracijskega 
prostora se dostopa vedno ob oštevilčenju, lahko pa tudi kasneje, med samim 
delovanjem naprave. V konfiguracijskem prostoru se skriva osnovni opis naprave, 
njenih funkcij in omejitev.  
2.3.3  Sporočilni naslovni prostor 
Sporočilne transakcije, oziroma na kratko sporočila se uporabljajo za sporočanje 
dogodkov in prekinitev med PCIe napravami. Poleg standardnih sporočil se sporočilni 
naslovni prostor lahko uporablja tudi za sporočila, specifična za posamezne 
proizvajalce. S pomočjo sporočilnega naslovnega prostora se je pri PCI Express vodilu 
zmanjšalo število potrebnih povezav med napravami, saj se vsa sporočila prenašajo po 
istih povezavah, kot 'navadni' podatkovni paketki. 
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2.4  Oštevilčenje PCI Express vodila 
Da lahko dostopamo do PCIe naprave, mora biti le-ta omogočena s pomočjo 
preslikanja v sistemski naslovni prostor. Vse naprave morajo biti priklopljene in 
pripravljene najkasneje 100 ms po vzpostavitvi napajanja.  
Ob zagonu sistema BIOS PCIe naprave oštevilči. To se stori tako, da se poizkusi 
prebrati identiteto proizvajalca in naprave. V kolikor se z nekega mesta ne dobi 
odgovora, se smatra da na temu mestu ni priključene naprave in prične se preverjati 
naslednje mesto. V primeru da je naprava priključena in pripravljena, mora naprava 
zahtevku po branju odgovoriti. BIOS nato prebere še preostali del konfiguracijskega 
prostora, s pomočjo česar tudi vidi koliko spomina je potrebno preslikati v sistemski 
naslovni prostor. Na tem mestu BIOS zapiše naslov, na katerem se bo nahajal 
pomnilnik PCIe naprave v sistemskem naslovnem prostoru, v konfiguracijski prostor 
PCIe naprave. Ta naslov se zapiše v posebne registre, znotraj konfiguracijskega 
prostora, imenovane Base Address Register, oziroma skrajšano BAR. Vsaka naprava 
ima lahko implementiranih od 1 do 6 BAR-ov. V BAR-e se zraven samega naslova, 
na katerem bo sistem našel pomnilnik določene naprave, zapiše tudi tip (lahko je 
spominski ali pa vhodno/izhodni) ter druge lastnosti. Ta zapis je veljaven do 
naslednjega zagona sistema, kadar se celoten postopek ponovi. Tak avtomatski 
postopek odkrivanja in dodelitve naslovnega prostora zagotavlja plug-and-play 
kompatibilnost PCI Express vodila. 
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2.5  Sestava paketkov transakcijskega nivoja (TLPjev) 
PCI Express uporablja protokol, ki temelji na paketni izmenjavi informacij med 
transakcijskimi nivoji dveh naprav. PCIe podpira štiri tipe in dva naslovna formata 
paketkov.  
Transakcije se izvajajo s pomočjo zahtevkov (ang. Requests) in odgovorov (ang. 
Completions). Odgovori se uporabljajo le, ko je to potrebno, na primer, za prenos 
branih podatkov ali pa za potrditev pisanja (kjer je to potrebno). Odgovori so povezani 
z njihovimi zahtevki s pomočjo vrednosti v glavi paketka. 
Vsi paketki sledijo istemu formatu in so sestavljeni iz glave paketka ter 
podatkov, kadar so le-ti potrebni. Glava je lahko dveh različnih dolžin, tri ali štiri 32-
bitne besede, odvisno od formata naslova (32 ali 64 bitni format). V glavi vsakega 
paketka je zapisan format in tip paketka, dolžina podatkov, identifikacija 
povpraševalca ter ostali atributi.  
 
Slika 2.4:  Primer paketka Transakcijskega nivoja (TLPja) [6] 
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2.6  Direct Memory Access (DMA) in PCI Express vodilo 
Direct Memory Access, skrajšano DMA, je lastnost računalnikov, ki omogoča 
določenim hardverskim podsistemom znotraj računalnika komunikacijo s 
pomnilnikom ter ostalimi napravami neodvisno od CPU-ja. 
Brez DMA-ja, ko CPU uporablja programiran vhodno/izhodni način (ang. 
Programmed Input/Output), oziroma PIO način, je CPU tipično popolnoma  zaposlen 
z branjem ali pisanjem in zato ni na voljo za ostala opravila. Z uporabo DMA, CPU 
samo sproži prenos, med prenosom pa je prost za opravljanje drugih opravil. Ko se 
prenos konča, prejme procesor prekinitev, ki jo je sprožil DMA kontroler. Ta lastnost 
(DMA prenos) je uporabna vedno, kadar procesor ne more dohajati hitrosti prenosa, 
ali pa mora biti na voljo za druga opravila. DMA prenose uporablja mnogo sistemov, 
vključujoč trde diske, grafične kartice, mrežne kartice ter zvočne kartice. DMA prenos 
se lahko uporablja tudi za prenos podatkov iz enega naslova pomnilnika na drug 
naslov, znotraj istega pomnilnika. 
PCI Express arhitektura, tako kot PCI  nima centralnega DMA kontrolerja, 
temveč lahko vsaka naprava, priključena na PCIe vodilo prevzame kontrolo vodila in 
tako postane gospodar vodila (ang. Bus master). Naprava, ki je gospodar vodila, lahko 
pošlje drugi napravi zahtevek za pisanje in branje. Primer dostopanja do sistemskega 
pomnilnika z uporabo PIO in DMA načinov je prikazan v poglavju 6.3 Postopek PIO 
in DMA prenosa, str. 62 . 
Pred PCI Expressom je bil DMA malce bolj zastrašujoč, navsezadnje je nekaj 
vsiljivega pri zahtevanju, naj se CPU umakne in prepusti periferni napravi kontrolo 
nad vodilom.  Pri PCI Express vodilu je to precej manj eksotično. Poenostavljeno pri 
PCIe vodilu to pomeni, da lahko katerakoli naprava na vodilu pošlje TLP zahtevke za 
branje in pisanje, prav tako kot Root Complex. To omogoča perifernim napravam 
direkten dostop do sistemskega pomnilnika ali pa izmenjavo TLPjev med perifernimi 
napravami – do te mere, ki jo podpirajo stikala na poti. 
Preden pa lahko PCIe naprava prevzame kontrolo nad vodilom pa morata biti 
izpolnjena dva pogoja. Prvi je to, da mora biti periferni napravi dodeljeno dovoljenje, 
da prevzame kontrolo vodila – da lahko postane gospodar vodila (ang. Bus master). 
To se naredi tako, da se postavi "Bus Master Enable" bit v enem izmed standardnih 
konfiguracijskih registrov. Drug pogoj pa je to, da mora gonilnik sporočiti periferni 
napravi relevanten naslov pomnilnika, nad katerim bo periferna naprava izvajala 
operacije branja ali pisanja. To se po navadi naredi tako, da se dobljeni fizični naslov 
pomnilnika zapiše v register, ki je preslikan preko BAR-a v sistemski naslovni prostor. 
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2.7  Prekinitve na PCI Express vodilu 
 
PCI Express vodilo podpira dve vrsti prekinitev: Legacy INTx ter MSI.  
INTx prekinitve so podprte zaradi kompatibilnosti s starejšimi programi in 
napravami, s tem pa je tudi omogočeno povezovanje klasičnega PCI vodila in PCI 
Express vodila. Ker so INTx prekinitve nivojsko prožene (kar pomeni, da je zahtevek 
po prekinitvi aktiven, dokler je fizična INTx linija v nizkem logičnem stanju), sta 
potrebna dva TLP paketka – eden, ki pravi da je INTx linija v nizkem logičnem stanju 
(aktivna), ter drugi ki pravi, da je INTx linija v visokem logičnem stanju. Razen tega, 
se tudi ne znebimo problemov, ki nastanejo zaradi deljene prekinitvene linije, zaradi 
česar mora prekinitvena rutina preveriti katera naprava je sprožila prekinitev.  
Zaradi teh problemov so naredili nov prekinitveni standard, MSI, ki so ga 
predstavili v standardnem PCI vodilu, verzije 2.2. Vsaka naprava na PCI vodilu je 
lahko gospodar vodila, zato se prekinitve lahko izvedejo tako, da naprava, ki želi 
sprožiti prekinitev to zapiše v vnaprej določen naslov v sistemskem pomnilniku.  
PCI Express naprave uporabljajo enak postopek za MSI prekinitve. 
Signaliziranje prekinitve poteka tako, da naprava pošlje TLP paketek, kateri je 
enostaven zahtevek za pisanje na poseben naslov, ki ga je gostitelj (sistem) zapisal v 
konfiguracijski naslovni prostor periferne naprave ob inicializaciji. Vsak moderen 
operacijski sistem lahko potem sproži pravilno prekinitveno rutino, ne da bi bilo 
potrebno uganiti katera naprava je sprožila prekinitev.
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3  DDR2 SDRAM pomnilnik 
 
DDR2 SDRAM (angleška okrajšava za double data rate synchronous dynamic 
random-access memory)  je najbolj razširjen tip pomnilnika, ki ga najdemo v osebnih 
računalnikih. Poleg delovanja pri obeh urinih frontah, DDR2 dopušča višje hitrosti 
vodila in potrebuje manj moči za delovanje, saj interna ura pomnilnika teče pri 
polovični hitrosti vodila. Ta dva faktorja pomenita, da imamo na vodilu štiri prenose 
podatkov v enem ciklu interne ure.  
Tako kot vse SDRAM implementacije tudi DDR2 shranjuje podatke v 
pomnilniške celice, ki so aktivirane s pomočjo urinega signala, kateri poskrbi tudi za 
sinhronizacijo internih operacij z eksternim podatkovnim vodilom. DDR2 pomnilnik, 
tako kot DDR(1), prestavlja podatke ob obeh frontah ure, kar nam pove tudi samo 
okrajšava DDR – double data rate, oziroma prevedeno dvojna hitrost podatkov.  Ura 
DDR2 pomnilnika teče pri četrtini hitrosti vodila, zato je potreben 4 bite globok 
medpomnilnik, posledično pa lahko DDR2 deluje pri dvakratni hitrosti DDR(1). 
Zaradi še enkrat večjih medpomnilnikov je latenca pri DDR2 pomnilniku še enkrat 
večja od latence DDR(1) pomnilnika.  
DDR2 pomnilnik deluje pri nižji napetosti (1.8 V) , kar je posledica izboljšanem 
proizvodnem procesu, kateri omogoča manjše čipe z istim številom pomnilnikih celic. 
Še dodatno pa lahko porabo znižamo tudi z nižjo frekvenco pomnilnika, pri aplikacijah 
kjer ne potrebujemo najvišjih hitrosti pretoka podatkov.
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4.1  Osnovna verzija PCI Express vmesnika 
Za osnovo PCI Express vmesnika sem uporabil Xilinxovo IP jedro Xilinx 
LogiCORE IP Endpoint Block Plus for PCI Express, verzije 1.15 [6]. Jedro podpira 
uporabo na Xilinx Virtex-5 FPGA vezjih in podpira 1, 2, 4 ter 8 pasov, odvisno od 
fizičnih omejitev izbranega FPGA vezja. Jedro je v vseh konfiguracijah skladno s 
protokolom in električnimi specifikacijami PCI Express v1.1 [9], katere je določila 
interesna skupina PCI-SIG (angleška okrajšava za PCI Special Interest Group). Za 
svoje delovanje potrebuje vsaj en prost par RocketIO oddajno-sprejemnih vezij, ki so 
vgrajena v Xilinx Virtex-5 FPGA vezja.  
Razvoj je potekal na Xilinx Virtex-5 XC5VLX110T FPGA vezju, zato IP jedro 
uporablja vgrajene GTP sprejemnike in oddajnike, kateri so optimizirani tako, da 
delujejo kot fizični nivo (ang. Physical Layer) PCI Express vodila. IP jedro omogoča 
do 512 bajtov podatkov v posamičnem TLPju, podpira zaporedne transakcije brez 
prekinitve, obračanje vrstnega reda pasov ter polaritete linij in skrbi za 8b/10b 
kodiranje na fizičnem nivoju.  
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Slika 4.1:  Blokovni diagram IP jedra Endpoint Block Plus for PCI Express [6] 
 
Naloga tega IP jedra je vzpostavitev fizičnega in podatkovno-povezovalnega 
nivoja ter vseh funkcij, za katere sta odgovorna ta dva nivoja PCIe vodila. 
Implementacija transakcijskega nivoja pade na pleča razvijalca, saj je delovanje 
transakcijskega nivoja odvisno od specifične aplikacije. Jedro nam tudi pripelje uro, 
sinhrono z delovanjem jedra, saj bi drugače med jedrom in našo logiko potrebovali 
dodatne FIFO elemente. Endpoint Block Plus for PCI Express jedro nam dostavi 
transakcijske paketke (TLPje) v 64 bitnem formatu, četudi so paketki na PCIe vodilu 
oblikovani v 32 bitnem formatu. Preureditev iz 32 bitnega v 64 bitni format je vidna 
na Sliki 4.2 in 4.3. 
 
 
Slika 4.2:  Vrstni red bajtov po PCI Express specifikaciji [6] 
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Slika 4.3:  Vrstni red bajtov na izhodu IP jedra [6] 
 
Aplikacijski del PCI Express vmesnika komunicira z IP jedrom preko raznih 
signalov, kateri so razdeljeni na 3 sklope: sistemskega, konfiguracijskega ter 
transakcijskega. Sistemski sklop nam dostavi urin ter reset signal, preko 
konfiguracijskega sklopa lahko dostopamo do konfiguracijskega naslovnega prostora, 
iz katerega moramo za delovanje razbrati vsaj nekaj nastavitev, večina dogajanja pa se 
odvija preko transakcijskega sklopa. Transakcijski sklop signalov je drugače rečeno 
povezava med podatkovno-povezovalnim nivojem, ki je implementiran v IP jedru, ter 
transakcijskim nivojem, katerega moramo razviti in implementirati sami. 
Transakcijski sklop se nadalje razdeli na oddajni, sprejemni ter skupni del, saj lahko 
podatke pošiljamo in prejemamo sočasno. 
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Slika 4.4:  Blok diagram PCI Express vmesnika v prvi fazi razvoja 
4.1.1  Transakcijski nivo PCI Express vmesnika 
Na tem nivoju se začne del, katerega sem naredil sam, torej celoten transakcijski 
nivo PCI Express vodila. Najbolj osnovna različica PCIe vmesnika potrebuje samo 
oddajno in sprejemno logiko ter pomnilnik za zapis podatkov. 
Po rešitvi začetnih težav s fizično povezavo razvojne plošče in računalnika sem 
začel z razvojem transakcijskega nivoja PCI Express vmesnika. Po posvetu z 
mentorjem se začel z izdelavo logike, katera skrbi za dostop do registrov. 
4.1.2  Registri 
Registre sem zasnoval s končnim izdelkom v mislih. Ker nam Xilinxovo IP jedro 
za PCI Express dostavi na transakcijski nivo podatke v 64 bitnem zapisu so vsi registri 
64 bitni, s 64 bitnim naslovnim prostorom. Končna aplikacija potrebuje 
statusno/kontrolni register, registre za kontrolo nad DMA prenosi ter registre, potrebne 
za delovanje aplikacije. Vsi registri so izdelani dvo-vhodno (ang. Dual-port), saj je 
potrebno zagotoviti hkraten dostop do registrov. Večina registrov je kodiranih s 
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tehniko, katera po sintezi na FPGA vezju registre implementira kot flip-flope, sklop 
registrov, ki jih potrebuje logika aplikacije za pomnjenje pogostosti simbolov 
(potrebno pri algoritmu za stiskanje) pa je kodiran tako, da se implementira kot 
blokovni RAM (ang. Dual-port block RAM).  
HDL blok, v katerem so izdelani registri, ima ločene povezave za oddajno in 
sprejemno logiko, prav tako pa ima izdelane povezave, potrebne za kontrolo DMA 
prenosa ter priključke za logiko aplikacije. Povezave s strani transakcijskega nivoja so 
narejene kot klasičen pomnilnik, pri katerem do nekega registra pridemo preko 
njegovega naslova, podatkovna in naslovna linija pa sta skupni vsem registrom. 
Seveda za pisanje potrebujemo tudi signal, ki zapis omogoči, pri naši aplikaciji pa 
potrebujemo tudi signal za branje, saj se nekateri biti v statusnem registru brišejo ob 
branju. Branje s strani transakcijskega nivoja PCIe vodila je omogočeno za vse registre 
ob vsakem trenutku, pisanje pa le za nekatere. Registri, namenjeni kontroli DMA 
prenosov so DMA kontrolerju ves čas dostopni vzporedno, torej brez naslavljanja, saj 
je drugi izhod registrov direktno povezan s kontrolerjem.  
DMA registre za branje in pisanje sestavlja par registrov z naslovom pomnilnika 
nad katerim se bo operacija izvajala ter par registrov za količino podatkov. Te registre 
potrebujemo v parih, saj je v primeru, da je velikost prenosa večja od maksimalne 
dovoljene velikosti posamičnega zahtevka potrebno poslati več zahtevkov. Kadar 
moramo prenos razdeliti na več zahtevkov morajo biti vsi naslednji zahtevki izvajani 
nad naslovom pomnilnika, zamaknjenim za že preneseno število podatkov. Da to lahko 
pomnimo, potrebujemo statični register v katerega zapišemo začetni naslov in delovni 
register z naslovom, katerega povečujemo skladno s prenesenimi podatki. Podobna 
zgodba je pri registru, kateri hrani velikost prenosa. Tam nam delovni register velikosti 
prenosa kaže preostalo število podatkov, ki jih moramo prenesti.  
Oba delovna registra se prepišeta iz statičnih registrov (v katere veljaven naslov 
vpišemo preko PCI Express vodila), ko postavimo bit veljavnosti bralnih ali pisalnih 
DMA registrov v statusnem registru. Ko se vrednosti prepišejo iz statičnih registrov v 
delovne se prične DMA prenos. Med DMA prenosom se izvajajo operacije nad 
delovnimi registri ob koncu prenesenega zahtevka/paketka, odvisno ali gre za branje 
ali za pisanje. Ko delovni register preostalih podatkov postane enak 0 se DMA prenos 
zaključi. Direktno pisanje preko PCIe vodila v delovne registre ni omogočeno, z 
branjem teh registrov pa lahko izvemo koliko podatkov smo že prenesli. Pisalni DMA 
prenos potrebuje še dodaten register, v katerem je shranjeno število poslanih podatkov, 
saj podatki po stiskanju zasedejo manj prostora. 
Statusni register nam služi za preverjanje stanja PCI Express vmesnika ter za 
kontrolo DMA prenosov in aplikacijske logike. Z branjem statusnega registra izvemo 
36 4  Razvoj PCI Express vmesnika 
 
ali poteka DMA prenos, ali se je zaključil in ali je prišlo do kakšnih napak. Ob branju 
statusnega registra se pobrišejo zastavice, ki nam povedo da se je DMA prenos 
zaključil in ali je prišlo do napak. To je potrebno zaradi tega, ker je naslednji DMA 
prenos onemogočen, dokler so postavljene zastavice, ki kažejo na zaključek prejšnjega 
prenosa ali napako pri prenosu. Ob koncu DMA prenosa ali ob napaki se sproži 
prekinitev. Prekinitvena rutina v gonilniku (gonilnik opisan v podpoglavju 4.4, str. 45) 
prebere statusni register, iz česar potem ugotovimo zakaj je do prekinitve prišlo in 
lahko izvedemo potrebne operacije. Kontrolni del statusnega registra nam omogoča 
kontrolo nad DMA prenosi, kar vključuje sporočanje, da so vrednosti v statičnih DMA 
registrih pravilne (in se lahko prepišejo v delovne registre), kateri dogodki nam prožijo 
prekinitve, omogoča nam ponastavljanje transakcijskega nivoja PCIe vmesnika ter 
aplikacijske logike in nastavljanje delovanja logike aplikacije, za katero se razvija 
PCIe vmesnik.  
Blok diagram modula z registri se nahaja v podpoglavju 6.4, Slika 6.8. 
4.1.3  Sprejemna logika transakcijskega nivoja – RX Engine 
Naslednji košček sestavljanke, katerega sem razvil je bila sprejemna logika na 
transakcijskem nivoju PCI Express vmesnika. Vhodi in izhodi sprejemne logike so: 
signali do povezovalno-podatkovnega nivoja (Xilinxovo IP jedro), povezave z 
oddajno logiko PCIe vmesnika, povezave do registrov,  povezava z DMA kontrolerjem 
ter kasneje dodana še povezava do modula, kateri komunicira z DDR2 pomnilnikom. 
Sprejemni blok je sestavljen iz relativno velikega avtomata končnih stanj (ang. Finite 
State Machine, oziroma krajše FSM) ter nekaj dodatne logike. 
Začetno stanje skrbi za to, da sprejemni blok postavi signale, ki gredo do 
povezovalno-podatkovnega nivoja tako, da z njimi naznanja svojo pripravljenost na 
naslednji paketek. Ko dobimo dostavljen prvi paketek iz prvega dela glave paketka, 
katera se nahaja v prvih 64 bitih, ki ji prejmemo, razberemo za kakšen paketek gre. Na 
začetku razvoja sta grobo rečeno bila samo dva možna paketka (branje ali pisanje), 
kasneje se je dodal še tretji tip (completion - opisano v podpoglavju 4.2., str. 40). V 
resnici gre za 6 različnih tipov paketkov, saj se vsak izmed prvih dveh tipov razdeli 
glede na dolžino glave paketka: tri 32-bitne besede (32 bitno naslavljanje), štiri 32-
bitne besede (64 bitno naslavljanje) in vhodno/izhodni tip, kateri ima vedno glavo 
paketka dolgo tri 32-bitne besede. Razlika med temi paketki je seveda v dolžini glave 
paketka, kar posledično pomeni zamik podatkov glede na 64 bitni okvir, v katerem 
nam IP jedro dostavlja delčke paketka. Glede na podatke v glavi paketka se avtomat 
stanj premakne v naslednje stanje, kjer sprejme še drugi del glave ter v primeru glave 
velikosti treh 32-bitnih besed še prvih 32 bitov podatkov. 
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Pri zahtevku za pisanje si zraven tipa zapomnimo tudi dolžino paketka, v drugem 
delu glave pa preverimo v kateri register bomo pisali. Ker so registri interno 
organizirani po 64 bitov je potrebna dodatna logika, katera pretvori naslovni prostor v 
32 bitno naslavljanje. Po prejetju celotne glave paketka se začnejo vrstiti podatki. Po 
prejetju vseh najavljenih podatkov se avtomat stanj vrne v začetno stanje in tam ostane 
do naslednjega paketka. 
Pri zahtevku za branje je potrebno pomniti veliko več podatkov, je pa stanj v 
sprejemnem bloku veliko manj, saj se večina dogajanja odvija v oddajnem bloku. Pri 
zahtevku za branje si moramo zraven tipa, količine podatkov in naslova registra 
zapomniti še atribute paketka, identiteto povpraševalca ter označbo (ang. Tag) 
zahtevka, s katerim povpraševalcu sporočimo na kateri zahtevek odgovarjamo. Vse te 
informacije nato iz sprejemnega bloka pošljemo v čakalno vrsto za zahtevke.  
Čakalna vrsta zahtevkov 
Čakalna vrsta je potrebna za primer, ko so zahtevki veliki in dobimo naslednji 
zahtevek še pred dokončanjem trenutnega. Čakalna vrsta podpira 16 hkratnih 
zahtevkov, ki jih dokonča v takem vrstnem redu, kot so prišli. 
Iz čakalne vrste se nato podatke sporoči oddajnemu bloku, skupaj s signalom, ki 
sporoča začetek odgovora. Oddajni blok nato pošlje odgovor. 
4.1.4  Oddajna logika transakcijskega nivoja – TX Engine 
Zaradi zahtevkov branja sem moral že na tej stopnji razviti tudi oddajno logiko 
PCI Express vmesnika. Sestava oddajnega bloka je podobna kot pri sprejemnem, torej 
relativno velik avtomat končnih stanj ter nekaj spremljevalne logike.  
Na tej stopnji je oddajni blok znal sestaviti in oddajati samo dva tipa paketkov: 
odgovor brez podatkov in odgovor s podatki. Kontrolo nad tipom paketka preko 
sprejemnega bloka vrši povpraševalec s poslanim zahtevkom. Podatke o sestavi 
paketka tako oddajni blok dobi iz sprejemnega bloka, kar vključuje podatke o dolžini 
paketka, o naslovu s katerega vzame zahtevane podatke ter informacije o 
povpraševalcu in zahtevku samem.  
Odgovor oziroma completion je sestavljen malce drugače kot zahtevek. Glava 
odgovora ne vključuje naslova, mora pa vsebovati informacije, katere so bile poslane 
v zahtevku ter identiteto naprave, ki odgovarja – zaključevalca.  
Ko oddajni blok sprejme signal za sestavo odgovora v začetnem stanju preveri 
ali bo odgovor vseboval podatke ali ne. Odgovor brez podatkov se uporablja pri 
oštevilčenju PCI Express vodila, odgovore s podatki pa se uporablja za branje. Na 
podlagi tega potem oddajna logika transakcijskega nivoja sestavi in začne pošiljati 
38 4  Razvoj PCI Express vmesnika 
 
glavo paketka. Pri odgovoru s podatki hkrati pošlje naslov iz katerega se podatki berejo 
v blok, ki skrbi za dostop do registrov, saj zaradi registrov pravilne vrednosti pridejo 
z enim urinim ciklom zamika. Za usklajevanje naslova in podatkov skrbi dodatna 
logika v oddajnem bloku. Ko se odpošljejo vsi podatki se avtomat stanj vrne v začetno 
stanje in čaka na naslednji zahtevek. 
4.1.5  Prehajanje podatkov iz transakcijskega nivoja v Xilinxovo IP jedro 
Za usklajeno prehajanje podatkov med oddajnim/sprejemnim blokom na 
transakcijskem nivoju in Xilinxovim IP jedrom za PCI Express (povezovalno-
podatkovni nivo) skrbi handshaking protokol. Signali tega protokola so: signal, ki 
sporoča da so podatki pri viru podatkov veljavni (trn_src_rdy_n); signal, ki sporoča 
da je ponor podatkov pripravljen na naslednji okvir (ang. Frame) podatkov 
(trn_dst_rdy_n); signal, ki sporoča začetek paketka (trn_sof_n); signal, ki sporoča 
konec paketka (trn_eof_n); signal ki sporoča kateri podatki so veljavni (trn_rem_n). 
Vsi ti signali so aktivni na nizkem logičnem nivoju. Primera handshakinga sta na 
slikah 4.5 in 4.6. 
 
Slika 4.5:  Primer dveh zaporednih paketkov na sprejemnem bloku [6] 
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Slika 4.6:  Primer dveh paketkov na oddajnem bloku [6] 
 
4.2  PCI Express vmesnik s podporo DMA prenosom 
Čeprav so pri PCI Express vodilu DMA prenosi enostavno zahtevki za branje in 
pisanje, ki jih pošlje neka periferna naprava, potrebuje ta periferna naprava veliko 
krmilne logike. Periferna naprava mora vedeti s katerim naslovom bo operirala, koliko 
podatkov bo zahtevala, imeti pa mora tudi dober sistem sledenju zahtevkom, saj 
kontrole nad tem, kateri zahtevek se bo vrnil prvi ni. Za implementacijo DMA 
prenosov je bilo potrebno dodelati sprejemno in oddajno logiko ter čakalno vrsto. 
Potrebno je bilo tudi dodati blok, ki skrbi za prekinitve ter blok, v katerem se nahaja 
DMA kontroler. 
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Slika 4.7:  Blok diagram PCI Express vmesnika v drugi fazi razvoja 
4.2.1  DMA kontroler 
Ko smo sprožili DMA prenos s pomočjo zapisa v statusni register se to sporoči 
v DMA kontroler. Le-ta je sestavljen iz pomnilnika, ki s pomočjo označb skrbi za 
naslove, kamor bomo zapisali prejete podatke in spremljevalne logike. Poslana 
označba je v svojem bistvu naslov pomnilnika, v katerem je shranjen naslov, kamor 
bomo zapisali prejete podatke.  
DMA kontroler glede na to, ali smo sprožili DMA prenos pisanja ali branja 
pošlje potrebne informacije v čakalno vrsto. Te informacije vključujejo tip prenosa, 
vrednost označbe, velikost prenosa, naslov pomnilnika nad katerim se bom DMA 
prenos vršil ter signal, ki sproži DMA zahtevek v oddajnem bloku. V kolikor je število 
podatkov, ki jih želimo prenesti večjo od največje dovoljene velikost zahtevka se v 
DMA kontrolerju to razdeli na več zahtevkov. 
4.2.2  Blok čakalne vrste 
V prejšnji fazi razvoja je blok čakalne vrste vključeval samo čakalno vrsto za 
zahtevke po branju. Sedaj je bilo potrebno dodati še čakalno vrsto za DMA zahtevke. 
Ker gresta obe vrsti zahtevkov v isti oddajni blok je bilo potrebno dodati še logiko, ki 
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skrbi za preklapljanje med enimi in drugimi zahtevki. Odločil sem se za sistem round-
robin, saj je najenostavnejši za implementacijo, hkrati pa prepreči, da bi en tip 
zahtevka onemogočil drugega do svojega dokončanja (na primer, da nebi mogli 
prebrati registrov do konca DMA prenosa). 
4.2.3  Oddajna logika na transakcijskem nivoju – TX Engine 
Vsak DMA prenos se začne z zahtevkom, poslanim iz oddajnega bloka. V 
oddajni blok je bilo tako potrebno dodati še štiri tipe paketkov, potrebne za DMA 
prenose: 32 in 64 bitno pisanje ter 32 in 64 bitno branje.  
Ko dobi oddajni modul signal za sestavo paketka iz bloka čakalne vrste se 
preveri ali gre za odgovor ali za DMA zahtevek, nadalje pa še za kakšen DMA 
zahtevek gre.  
V primeru, da gre za DMA branje se pošlje zahtevek za branje, ki je po sestavi 
enak zahtevku za branje, ki ga dobimo od root complex-a, s to razliko, da je sedaj naš 
PCIe vmesnik povpraševalec, root complex (oziroma ciljani pomnilnik) pa bo 
zaključevalec. Označbo dobimo iz DMA kontrolerja preko čakalne vrste. Naslov, iz 
katerega hočemo podatke brati dobimo preko DMA kontrolerja iz registra, kamor smo 
predčasno zapisali veljaven naslov. Ko se zahtevek pošlje bomo dobili na sprejemni 
strani odgovor s podatki. 
V primeru, da gre za DMA pisanje se pošlje zahtevek za pisanje, ki je prav tako 
po sestavi enak tistemu, ki ga dobimo od root complex-a. Tudi tu smo sedaj mi 
povpraševalec. Pri zahtevku za pisanje označba ni pomembna, razen če zahtevamo 
potrditev (ta zahtevek ni implementiran). Naslov, na katerega hočemo podatke zapisati 
dobimo preko DMA kontrolerja iz registra, kamor smo predčasno zapisali veljaven 
naslov. V tej fazi smo za testiranje podatke za zapis dobili iz registrov, 
implementiranih v BRAM-u, ki jih bo kasneje uporabljala logika aplikacije. Ko je 
glava paketka sestavljena in poslana sledijo podatki. Tu nastane podoben problem, kot 
v sprejemnem bloku pri zahtevku za pisanje; namreč tudi tu imamo lahko glavo dolgo 
tri ali štiri 32-bitne besede kar posledično zamakne podatke v 64-bitnem okvirju, s 
katerim delamo. To sem tudi tu rešil z dodatnimi stanji, ki sledijo toku podatkov. 
4.2.4  Sprejemna logika na transakcijskem nivoju – RX Engine 
V sprejemnem bloku je bilo potrebno dodati samo en tip paketka: completion, 
oziroma odgovor. Vsi podatki, ki jih hočemo prebrati z uporabo DMA prenosa, 
prispejo do povpraševalca v odgovorih (completion). Sedaj sprejemna logika v 
začetnem stanju avtomata preverja še, ali je morda prejeti paketek odgovor na naš 
zahtevek.  
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V primeru, da gre za odgovor je glava paketka dolga tri 32-bitne besede, iz nje 
pa si je potrebno zapomniti označbo odgovora, dolžino trenutnega odgovora in število 
podatkov, ki jih še moramo prejeti (vključno z trenutnim paketkom – tu pride do 
razlike kadar je potrebno odgovor razdeliti na več delov ker je bil poslan zahtevek po 
velikem številu podatkov). Zaradi glave, dolge tri 32-bitne besede so podatki 
zamaknjeni za 32 bitov glede na 64 biten okvir v katerem jih dobimo, kar je tudi 
potrebno upoštevati.  
Na tej stopnji sem za testne namene podatke zapisoval v BRAM spomin znotraj 
registrov, ki ga bo kasneje uporabljala aplikacija. Naslov, kamor se podatki zapisujejo 
dobi sprejemna logika iz DMA kontrolerja, kateri ta naslov določi iz prejete označbe. 
Na koncu prejetega paketka se za število prejetih podatkov poveča interni naslov za 
zapis podatkov. To je potrebno zaradi možnosti večjih prenosov, ki jih je potrebno 
razdeliti na več odgovorov – če se internega naslova ne bi povečalo bi naslednji prejeti 
podatki prepisali prejšnje. 
4.2.5  Prekinitve 
Da računalniku sporočimo, da smo zaključili z operacijo uporabljamo 
prekinitve, saj so veliko bolj učinkovite, kot povpraševanje (ang. polling). Pri 
povpraševanju bi bilo potrebno na regularnih časovnih intervali brati statusni register 
in tako preverjati, ali smo z DMA prenosom že končali, kar bi upočasnilo DMA 
prenos, če se le-ta še ni zaključil. Da se temu izognemo uporabimo prekinitve, ki 
operacijskemu sistemu sporočijo kdaj se je operacija zaključila, in šele takrat se preveri 
zakaj je do prekinitve prišlo (prebere se statusni register).  
Prekinitve so pri Xilinxovem IP jedru Endpoint Block Plus for PCI Express 
implementirane kot del konfiguracijskega vmesnika. Kot opisano že v povzetku o PCI 
Express vodilu poznamo dve vrsti prekinitev: INTx ter MSI. Moj PCIe vmesnik 
podpira oba standarda, katerega uporabi pa je odvisno od nastavitev v 
konfiguracijskem naslovnem prostoru. Te nastavitve se določijo ob oštevilčenju 
vodila. Modul, ki skrbi za prekinitve preveri te nastavitve in potem sproži prekinitev. 
Kateri dogodki prožijo prekinitve je potrebno predčasno nastaviti z zapisom ustreznih 
bitov v statusni register. Xilinxovo IP jedro omogoča več vektorjev prekinitev (4 pri 
INTx ter 32 za MSI), ker pa je pri naši aplikaciji potrebna samo ena prekinitev je tudi 
implementirana samo prva.  
Pri MSI prekinitvi prekinitve modul postavi (active-low) signal za prekinitve in 
ga drži dokler IP jedro ne postavi (active-low) signala, da je prekinitev sprejeta za en 
urin cikel. Ob naslednjem urinem ciklu modul postavi signal za prekinitve na logično 
1 in s tem je prekinitev poslana.  
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Pri INTx prekinitvah je postopek malce bolj zapleten, saj je potrebno emulirati 
dogajanje na liniji, kot je to bilo včasih. Modul prvo postavi (active-low) dva signala, 
enega za prekinitev in enega, ki pošlje ukaz da se virtualna povezava v prekinitvenem 
kontrolerju znotraj računalnika postavi na logično 1, nato IP jedro postavi (active-low) 
signal, da je prekinitev prejeta in poslana, ob naslednjem urinem ciklu pa prekinitveni 
modul sprazni (active-low) signal za prekinitve. Ko modul ugotovi da je bil razlog 
prekinitve preverjen (z branjem statusnega registra) se zopet postavi signal za 
prekinitev, hkrati pa se umakne signal za virtualno povezavo, kar pošlje ukaz, da se 
virtualna povezava postavi na logično 1. S tem je končana INTx prekinitev. 
 
Slika 4.8:  Primer zahtevka prekinitve: INTx ter MSI [6] 
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4.3  PCI Express vmesnik s podporo večjim DMA prenosom z 
uporabo vgrajenega DDR2 pomnilnika 
Da bi lahko resnično dobro testirali DMA prenose je potrebno teste izvajati z 
večjimi količinami podatkov. Ker je te podatke potrebno tudi na razvojni plošči nekam 
shraniti in ker se bo DDR2 pomnilnik uporabljal tudi za potrebe končne aplikacije sem 
implementiral tudi vmesnik, s katerim lahko dostopamo do DDR2 pomnilnika. 
Vmesnik je do neke mere že narejen s strani Xilinx-a, vendar pa je vseeno za dostop 
do DDR2 pomnilnika potrebno veliko več dela, kakor pa za dostop do blokovnega 
RAMa. Tukaj bi lahko potegnil vzporednico s PCIe IP jedrom, kateri nam pretvori 
fizične signale v vmesnik, s katerim je lažje delati. DDR2 SDRAM Memory Interface 
IP jedro, katero pride med mojo logiko in fizičnimi povezavami DDR2 pomnilnika 
sem ustvaril s pomočjo Xilinxovega orodja Memory Interface Generator. 
 
Slika 4.9:  Blok diagram PCI Express vmesnika v tretji fazi razvoja 
4.3.1  DDR2 SDRAM Memory Interface IP jedro 
DDR2 SDRAM Memory Interface skrbi za vse fizične povezave, vključno z uro 
potrebno za DDR2 SDRAM modul ter sinhronizacijo podatkov z le-to. IP jedro skrbi 
tudi za izdajanje potrebnih ukazov ter preslikavo linearnega naslovnega prostora, ki se 
nahaja na strani logike, v naslovni prostor sestavljen iz banke, vrstice in stolpca.  
Branje in pisanje na DDR2 pomnilnik se izvaja v kratkih paketkih (ang. burst-
ih), po 4 ali 8 32-bitnih besed naenkrat. Jaz sem izbral nastavitev dolžine 4 32-bitnih 
besed, saj to omogoča manjšo minimalno količino podatkov, ki jih lahko zapišemo, to 
je 128 bitov. Zaradi tega so podatkovne linije v in iz IP jedra široke 128 bitov. Za 
vsako operacijo (branje ali pisanje) se izda ukaz IP jedru, pri čemer je potrebno, da je 
ob izdaji ukaza tudi dolžina branja ali pisanja, ter seveda prvih 128 bitov podatkov 
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kadar gre za pisanje, veljavna. Največji paketek, katerega lahko zapišemo ali 
preberemo z enim ukazom je dolg 512 bajtov.  
Pri pisanju je potrebno zagotoviti konsistenten tok podatkov v dolžini paketka, 
saj po izdanem ukazu za pisanje IP jedro pošlje nastavljeno število podatkov brez 
preverjanja, ali so veljavni.  Po veljavnem ukazu branja nam DDR2 pomnilnik čez par 
urinih ciklov vrne podatke v strnjeni obliki – z vsakim urinim ciklom novih 128 bitov. 
Zaradi tega je na naslednji stopnji tudi potreben FIFO, ki te podatke ulovi in zadrži 
dokler nismo pripravljeni za delo z njimi. Reprezentacija nivojev delovanja tega jedra 
se nahaja v poglavju 6.5, Slika 6.9.  
4.3.2  DDR2 – DMA povezovalni modul 
Za povezavo med DDR2 SDRAM Memory Interface IP jedrom ter logiko, ki 
skrbi za DMA prenos sem kot bazo uporabil modul, ki je vključen v Xilinx Application 
Note 859 (XAPP859) [5]. Ta modul z uporabo FIFO pomnilnikov skrbi za povezavo 
ure DDR2 IP jedra (200 MHz) ter ure, pri kateri teče PCIe logika (62,5 MHz) ter 
seveda za potrebno sinhronizacijo podatkov z obema urama. Povezovalni modul tudi 
generira ukaze za branje in pisanje, kar pa se proži iz PCIe logike. FIFO pomnilniki so 
potrebni tudi za potrebe branja in pisanja. Pri pisanju je potrebno zapisati željeno 
število podatkov v vhodni FIFO pomnilnik, saj ob izdaji ukaza IP jedro ne preverja 
veljavnosti podatkov – za to moramo poskrbeti mi sami. Ob branju pa izhodni FIFO 
pomnilnik skrbi za 'lovljenje' podatkov, saj nam jih DDR2 IP jedro vrne brez čakanja.  
Zraven FIFO pomnilnikov je v temu modulu prisotna tudi logika, ki skrbi za 
pravilno delovanje in usklajevanje FIFO pomnilnikov. Le-ta je implementirana kot dva 
avtomata končnih stanj (FSM), po eden na vsaki strani FIFO pomnilnikov, torej eden, 
kateri deluje pri uri DDR2 IP jedra ter eden, ki deluje pri uri PCIe logike. FSM na 
strani PCIe logike skrbi, da se pri pisanju FIFO ne napolni, pri branju pa se ukaz za 
branje zadrži toliko časa, da se v izhodnem FIFO pomnilniku sprosti dovolj prostora 
za brane podatke. FSM na strani DDR2 IP jedra se krmili s signali stanj FIFO 
pomnilnikov ter s signali, ki jih dobimo iz DDR2 IP jedra. Ta avtomat končnih stanj 
skrbi za pravilno delovanje signalov, s katerimi krmilimo DDR2 IP jedro. Blok 
diagram tega modula se nahaja v poglavju 6.6, Slika 6.10.  
4.3.3  Oddajna in sprejemna logika transakcijskega nivoja – RX in TX  
Pri stanjih oddajne in sprejemne logike transakcijskega nivoja, kateri skrbijo za 
DMA prenose je bilo potrebno spremeniti kodo, katera krmili pisanje in branje iz 
pomnilnika. Ker sedaj delamo z DDR2 pomnilnikom je potrebno zadostiti nekaterim 
dodatnim zahtevam.  
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Vse podatkovne linije, ki so na poti do DDR2 pomnilnika so 128 bitne, medtem 
ko je PCIe logika 64 bitna, zato je bilo potrebno spremeniti stanja avtomata tako, da 
se podatki pravilno prerazporedijo iz 32 oziroma 64 bitnega okvirja v 128 bitni okvir. 
Prav tako je bilo potrebno dodati logiko, katera skrbi za dinamično določanje dolžine 
paketka podatkov, kateri se bo zapisal, oziroma prebral iz DDR2 pomnilnika z enim 
ukazom. Ta dolžina se določa na podlagi dolžine trenutnega DMA paketka na 
transakcijskem nivoju PCI Express vmesnika. Potrebno je bilo tudi spremeniti 
delovanje logike, da upošteva latenco, ki je prisotna pri delu z DDR2 pomnilnikom. 
Spremljati je potrebno tudi signale, kateri nas obveščajo o stanju FIFO pomnilnikov v 
povezovalnem modulu, saj drugače lahko pride do izgubljanja podatkov. Pri oddajni 
logiki je potrebno biti še posebno pozoren na to, da traja dalj časa med zahtevo po 
branju podatkov in dostavo podatkov. To sem rešil z dodatnim stanjem, ki po poslanem 
zahtevku za branje iz DDR2 pomnilnika, čaka dokler je izhodni FIFO pomnilnik v 
povezovalnem modulu prazen. Vsa stanja, pri katerih imamo opravka z DDR2 
pomnilnikom prav tako vključujejo tudi preverjanje statusnih signalov FIFO 
pomnilnikov.  
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4.4  Razvoj ter delovanje gonilnika in testne aplikacije 
 
Gonilnik in testna aplikacija sta razvita za Linux operacijske sisteme, saj je ta 
operacijski sistem bil na računalniku, kjer sem testiral delovanje, pa tudi gradiva je 
veliko več, kot na primer za Windows. Za razvoj gonilnika in testne aplikacije sem 
vzel kot osnovo gonilnik in testno aplikacijo, ki sta v sklopu Xilinx Application Note-
a 1022 (XAPP1022) [1] javno dostopna na Xilinxovi spletni strani. Pri razvoju 
gonilnika sem si zelo pomagal s knjigo Linux Device Drivers 3rd Edition [10].  
 
4.4.1  Uvod v pisanje gonilnika za Linux 
 
Pri pisanju gonilnika je potrebno razumevanje in razlikovanje med "jedrnim 
prostorom" (ang. Kernel space) ter "uporabniškim prostorom" (ang. User space 
oziroma Userland). Prostor v imenih se nanaša na naslovni prostor. V Linuxu vsak 
program teče v svojem virtualnem naslovnem prostoru, kar poveča robustnost in 
varnost sistema. Slaba stran tega je to, da je direkten dostop do jedrnega prostora 
nemogoč, prav tako pa je tudi onemogočen (razen v nekaterih primerih) dostop do 
virtualnega prostora nekega drugega programa.  
 Jedrni prostor. Linux (ki je jedro (ang. Kernel)) nadzoruje hardver naprave 
na preprost in učinkovit način, ter nam ponuja  enoten programski vmesnik. Na 
isti način jedro in predvsem gonilniki naprav tvorijo most, oziroma vmesnik 
med končnim uporabnikom ter hardverom. Vse sub-rutine in funkcije, ki 
sestavljajo jedro (moduli in gonilniki na primer) se štejejo kot del jedrnega 
prostora. 
 Uporabniški prostor. Programi končnega uporabnika, kot na primer UNIX-
ov shell in ostale grafične aplikacije so del uporabniškega prostora. Očitno te 
aplikacije za delovanje potrebujejo dostop do hardvera. Direkten dostop do 
hardvera iz uporabniškega prostora je omogočen le preko jedra, kateri je skrbno 
nadzorovan. 
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Slika 4.10:  Naslovni prostori UNIX sistemov 
 
Jedro nam ponuja številne sub-rutine in funkcije v uporabniškem prostoru, ki 
omogočajo programom interakcijo z hardverom. V UNIX in Linux sistemih je ta 
dostop omogočen z pomočjo funkcij, ki izvajajo operacije nad datotekami. Razlog za 
to je ta, da v UNIX okolju vse naprave sistem z vidika končnega uporabnika prikaže 
kot datoteke, katere se da brati in pisati. Po drugi strani pa nam v jedrnem prostoru 
Linux ponuja funkcije, katere omogočajo direkten dostop do hardvera in funkcije, 
katere se uporabljajo za prenos podatkov med jedrnim in uporabniškim prostorom. V 
večini primerov je za vsako funkcijo v uporabniškem prostoru (katera omogoča dostop 
do naprav kot operacije z datotekami) ekvivalentna funkcija v jedrnem prostoru (katera 
omogoča prenos podatkov med jedrnim in uporabniškim prostorom).  
4.4.2  Razvoj gonilnika 
Gonilnik, priložen k XAPP1022 je vključeval samo najnujnejše funkcije za 
delovanje, pa tudi napisan je bil za PCIe vmesnik, narejen z XAPP1022. Problemi so 
se pojavljali tudi, ker je bil napisan za starejšo verzijo jedra, kar pomeni, da so nekatere 
funkcije med tem časom zastarale in so jih zamenjale novejše. Tudi pri prevajanju 
gonilnika je G++ izpisal precej opozoril, kar pa sem z nadaljnjim razvojem rešil. 
Gonilnik vključuje 7 glavnih funkcij, do katerih lahko dostopamo iz uporabniškega 
prostora: write, read, ioctl, open, release, module_init ter module_exit.  
Do funkcij module_init in module_exit dostopa z ukazi insmod in rmmod, katero 
vpišemo v terminal. Pri vpisu insmod se sproži funkcija module_init, katera namesti 
modul (gonilnik) v jedro. To se naredi z vrsto sub-rutin. Grob opis vrstnega reda 
izvajanja sub-rutin bi bil:  
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1. Poišče se zahtevano napravo, kar se doseže z primerjanjem Vendor ter 
Device ID. Podatke o napravi se zapiše v posebno strukturo 
2. Iz strukture se prebere naslov in velikost BAR-ov 
3. I/O blok register se preslika v naslovni prostor jedra, da se do njega 
lahko varno dostopa 
4. Pridobi se ekskluzivni nadzor nad pomnilnikom naprave 
5. Zahteva se vzpostavitev prekinitvene rutine znotraj jedra 
6. Napravo se omogoči kot gospodarja vodila (ang. Bus Master) 
7. Napravo se registrira v jedru kot znakovno napravo (ang. Character 
device) 
Pri tem je potrebno poskrbeti za vzpostavitev prvotnega stanja, če pride med 
nameščanjem modula do neke napake. To pomeni, da je potrebne vse prejšnje uspešne 
korake razveljaviti, preden se funkcija zaključi, drugače lahko s tem povzročimo 
nestabilnost sistema. Diagram izvajanja gonilnika po vpisu ukaza insmod je prikazan 
v poglavju 6.7, Slika 6.11. 
Funkcijo module_exit se sproži z vpisom ukaza rmmod v terminal. Ta funkcija 
odstrani naš gonilnik iz jedra. Zraven razveljavitve ukazov, katere se izvedejo ob 
nameščanju, je potrebno s to funkcijo tudi sprostiti ves pomnilnik, katerega smo med 
delovanjem gonilnika zahtevali, kar pomeni da potrebujemo nek sistem evidence. Sam 
sem to izvedel s pomočjo zastavic, katere se ob odstranjevanju gonilnika preveri in na 
podlagi tega ustrezno ukrepa.  
Funkciji open in release se izvedeta ko dostopamo in nekaj časa po tem ko 
nehamo dostopati do gonilnika. V Xilinxovem primeru, prav tako kot v našem sta te 
dve funkciji prazni, vendar pa morata obstajati. 
Funkcije read, write ter ioctl se uporabljajo za zapis in branje podatkov z 
naprave. Razlika med read/write in ioctl  je v načinu dostopanja do naprave, v samem 
bistvu pa velike razlike ni. Ključna razlika je ta, da je funkcija ioctl  sestavljena iz case 
stavka, write/read funkciji pa se uporabljata samo za branje in pisanje. V case stavku 
ioctl funkcije lahko izvajamo tudi številna druga opravila, kot na primer prenos 
podatkov med uporabniškim in jedrnim prostorom. Tako lahko tudi združimo več 
opravil, kar pride še posebno prav pri DMA prenosih. Kadar na primer zapisujemo 
naslovni register za DMA branje, pred samim zapisom prvo alociramo pomnilnik v 
jedrnem prostoru, v ta pomnilnik prepišemo podatke iz uporabniškega prostora, nato 
pa pomnilnik preslikamo v fizični naslovni prostor. Dobljeni naslov nato zapišemo v 
naslovni register in postavimo zastavico, s katera nam pove, da moramo pred izhodom 
50 4  Razvoj PCI Express vmesnika 
 
počisti za seboj. Splošno rečeno se funkcija ioctl uporablja za nastavljanje naprave, saj 
je pogosto za to potrebno storiti še kaj, poleg prenosa podatkov, funkciji read in write 
pa se uporabljata za prenos podatkov (brez DMA). 
Pri prenosu podatkov je potrebno paziti tudi na fizični vrstni red zapisa vrednosti 
v našem operacijskem sistemu. Večina osebnih računalnikov, ki imajo Linux deluje v 
sistemu "Little Endian", naša naprava pa je narejena v sistemu "Big Endian". Vse 
podatke (vključno z nastavitvami) je zaradi tega potrebno pred zapisovanjem obrniti. 
Trenutno se endiannes operacijskega sistema preverja med delovanjem gonilnika, 
boljše pa bi bilo, če bi se to preverilo ob prevajanju gonilnika. 
Prekinitvena rutina v našem primeru prebere statusni register in njegovo 
vrednost izpiše v dnevniško (ang. Kernel log) datoteko. Ker je v naši aplikaciji edini 
razlog za prekinitev dokončanje DMA prenosa ali pa napaka pri prenosu se v 
prekinitveni rutini tudi pomnilnik, nad katerim se je DMA prenos izvajal preslika nazaj 
v jedrni prostor, saj drugače nad njim nimamo kontrole. V primeru, da je šlo za DMA 
prenos branja lahko ta pomnilnik tudi sprostimo, če pa je šlo za pisanje, pa bomo 
pomnilnik sprostili, ko bomo podatke iz njega prestavili v uporabniški prostor.  
4.4.3  Testna aplikacija 
Testna aplikacija je narejena zelo enostavno. Najprej se generirajo testni podatki, 
kateri so narejeni kot štetje od nič do števila podatkov, saj se tako lahko preveri ali so 
se vsi podatki pravilno prenesli. Ko imamo pripravljeno zbirko testnih podatkov se 
najde in odpre gonilnik in nato se preveri pisanje in branje v registre. Registre se pred 
nadaljevanjem pobriše, pri čemer se preveri tudi delovanje softverskega reseta, 
implementiranega v statusnem registru. Nato se preko ioctl funkcije pošlje v gonilnik 
naslov zbirke testnih podatkov, kot ga dobimo v uporabniškem naslovnem prostoru. 
Le-ta se nato v ioctl funkciji po zgoraj opisanem postopku pripravi in preslika tako, da 
do podatkov lahko dostopamo z naprave, nakar se fizični naslov pošlje v register v 
napravi. Po tem se pošlje še število podatkov, nato pa se postavi bit v statusnem 
registru, ki sproži DMA branje. Po končanem DMA prenosu se isti postopek ponovi 
še za DMA pisanje in na koncu se prejete podatke primerja z začetnimi in izpiše 
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4.5  Razvoj PCI Express vmesnika z uporabo delne rekonfiguracije 
V skladu s specifikacijo vmesnika PCI Express [9] morajo biti vse PCIe naprave 
pripravljene za oštevilčenje najkasneje 100 ms po vključitvi napajanja. Vse naprave, 
ki ob tem času še niso pripravljene ne bodo oštevilčene in posledično ostanejo za 
operacijski sistem nevidne do naslednjega zagona. Konfiguracija večjih zasnov na 
modernih FPGA napravah večinoma traja več kot 100 ms, zaradi česar se večje PCIe 
zasnove na FPGA napravah oštevilčijo šele po ponovnem zagonu. Pri ponovnem 
zagonu se napajanje namreč ne izključi, zato FPGA naprave ostanejo konfigurirane in 
so posledično pripravljene na oštevilčenje. 
Ker je ponovni zagon sistema okoren, je zaželeno, da so vse naprave ob zagonu 
oštevilčene. To lahko na FPGA napravi dosežemo tako, da razdelimo dosedanjo 
logično zasnovo na dva dela. Manjši del, kateri se konfigurira ob zagonu, vsebuje le 
logiko, potrebno za oštevilčenje in kasnejšo rekonfiguracijo. Temu delu rečemo tudi 
statična particija. Drugemu, večjemu delu rečemo tudi dinamična particija, saj se 
konfigurira kasneje, z uporabo delne rekonfiguracije. Ta del vsebuje vso uporabniško 
logiko. 
Parcialna konfiguracija FPGA naprave se prične kot pri navadni konfiguraciji, z 
nalaganjem celotne slike zasnove ob zagonu. Ta slika zasnove je statična particija, 
katere logika je prostorsko omejena in ima večji del zasnove prazen, saj bomo tu 
kasneje naložili dinamično particijo. Ker je večji del zasnove prazen lahko statično 
particijo zgoščimo in tako zmanjšamo čas nalaganja pod 100 ms. Po tem, ko je statična 
particija v celoti naložena, s pomočjo konfiguracijske datoteke dinamične particije 
naložimo preostalo logiko na predefinirano prazno mesto v statični particiji, med tem 
ko logika statične particije deluje ostane aktivna in nemoteno nadaljuje z delovanjem. 
Delna rekonfiguracija FPGA naprave lahko poteka z uporabo različnih 
vmesnikov. Xilinx Virtex 5 FPGA naprave ponujajo sledeče konfiguracijske 
vmesnike: Slave SelectMap, Slave Serial, JTAG in ICAP jedro (Internal Configuration 
Access Port).  Na začetku tega dela razvoja sem uporabljal JTAG programski kabel, 
saj nam ta omogoča lažji in hitrejši razvoj. Na koncu sem implementiral tudi možnost 
rekonfiguracije skozi PCIe vmesnik z uporabo ICAP jedra za proces rekonfiguracije. 
52 4  Razvoj PCI Express vmesnika 
 
 
Slika 4.11:  Vsebina statične in dinamične particije [16] 
 
4.5.1  Statična particija 
Statična particija je particija, ki se naloži ob priključitvi napajanja. Vsa logika, 
katera skrbi za ure, vhodno/izhodne komponente in oddajno/sprejemne komponente 
se mora vedno nahajati v statični particiji, da med rekonfiguracijo ne bi prišlo do 
neželenih sprememb na zunanjih povezavah FPGA naprave. Zasnove PCI Express 
vmesnika z uporabo delne rekonfiguracije so nekoliko specifične, saj mora vsa logika, 
katera je potrebna za oštevilčenje ostati v statični particiji.  
V našem projektu se v statični particiji nahaja Endpoint Block Plus for PCI 
Express [6], preklopna logika (ang. Switcher), nalagalnik delne rekonfiguracije, ICAP 
jedro [13], zagonski modul in vmesnik za DDR2 pomnilnik. 
Po Endpoint Block Plus for PCI Express bloku gredo TLPji preko preklopne 
logike sprva v blok za nalaganje parcialne rekonfiguracije, kasneje pa v uporabniški 
del logike.  
Nalagalnik delne rekonfiguracije vsebuje enostaven PCIe vmesnik 
transakcijskega nivoja in ICAP jedro. Transakcijski nivo tega bloka zavrže vse 
paketke, razen tistih, za ukaze parcialne rekonfiguracije in podatkov konfiguracijskih 
datotek. Ko transakcijski nivo dobi ukaz za pričetek rekonfiguracije se podatki vseh 
nadaljnjih TLPjev posredujejo ICAP jedru. ICAP jedro [13] je modul, kateri opravlja 
dejansko rekonfiguracijo dinamične particije. 
Zaradi omejitev dinamičnih particij, katere ne smejo vsebovati vhodno/izhodnih 
ter urinih komponent, je logika povezana z DDR2 modulom razdeljena med statični in 
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dinamični del. Statična particija vsebuje Xilinxovo IP jedro, katero skrbi za upravljanje 
DDR2 ure, pripravljanja podatkov za pisanje, nalaganje prebranih podatkov, 
samodejno osveževanje spomina in pretvorbo linearnega naslavljanja v naslavljanje 
DDR2 modula.  
4.5.2  Dinamična particija 
Testna dinamična particija vsebuje logiko transakcijskega nivoja PCI Express 
vmesnika, DMA kontrolerja, statusnega in kontrolnega registra ter DDR2 kontrolni 
modul.  
Zaradi dejstva, da naprava, ki uporablja PCI Express vmesnik določi specifične 
funkcije PCIe transakcijskega nivoja je logika transakcijskega nivoja vključena tudi v 
dinamični particiji. Namen in funkcionalnost PCIe transakcijskega nivoja v dinamični 
in statični particiji sta skoraj popolnoma različni. 
DDR2 kontrolni modul, kateri se nahaja v dinamični particiji je zadolžen za 
medpomnjenje prebranih podatkov in podatkov za pisanje, za prehod med DDR2 in 
PCIe uro. Ta modul bi lahko bil tudi v statični particiji na račun večje statični particije 
in posledično daljšega časa konfiguracije. 
 
 
Slika 4.12:  Koraki delne rekonfiguracije [16] 
 
4.5.3  Postopek konfiguracije in rekonfiguracije 
Ob zagonu se statična particija naloži z zunanjega PROM pomnilnika na razvojni 
plošči. Čeprav se morajo Xilinx Virtex 5 FPGA naprave po vklopu napajanja 
konfigurirati v celoti je uporabljena logika statične particije majhna in je lahko 
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omejena na majhno območje celotne FPGA naprave. Skupaj z zgoščevanjem  
konfiguracijske datoteke tako omogočimo FPGA napravi da zaključi začetno 
konfiguracijo pravočasno za inicializacijo PCI Express vodila in oštevilčenja po 
zagonu. Na tej točki je statična particija naložena in pripravljena za uporabo, hkrati pa 
uporabniška logika še ni bila naložena. Območje FPGA naprave, namenjeno za 
dinamično particijo in vsa neuporabljena logika je zapolnjena s "prazno logiko" med 
začetno konfiguracijo. Naprava je tako pripravljena in čaka na ukaz za začetek 
rekonfiguracije. 
Skupen čas konfiguracije po mrzlem zagonu je sestavljen iz zagonskega časa za 
ponastavitev (ang. Power-on reset time), kateremu prištejemo čas potreben za 
konfiguracijo statične particije. Za Xilinx Virtex 5 naprave je navedeno, da je zagonski 
čas za ponastavitev med 10 ms in 50 ms [14]. 
Bitstream konfiguracijska datoteka statične particije je zgoščena, saj s tem 
zmanjšamo velikost datoteke in posledično tudi čas konfiguracije. Zgoščevanje 
uporablja možnost bitstream datoteke imenovano lastnost zapisovanja večih okvirjev 
(ang. Multiple frame write feature), katera se uporablja za konfiguracijo večih 
identičnih ali praznih konfiguracijskih okvirjev hkrati, za razliko od zaporednega 
konfiguriranja vsakega okvirja posebej. Ker je večina statične particije prazne ta 
možnost bistveno skrajša konfiguracijski čas statične particije. 
Nezgoščena bitfile datoteka za Xilinx Virtex XC5VLX110T FPGA napravo je 
velika 3.79 MB. Zgoščena bitfile datoteka statične particije v našem primeru znaša 
približno 1.8 MB. Čas konfiguracije naše razvojne plošče, ki uporablja Xilinx XCF32P 
PROM pomnilnik [15], kateri teče pri 33 MHz je približno 55 ms za nezgoščeno 
datoteko in 25 ms za zgoščeno.  
Skupen čas konfiguracije ob uporabi nezgoščene konfiguracijske datoteke pri 
naši FPGA napravi torej lahko presega mejo 100 ms, ob uporabi večje FPGA naprave, 
pa bi to še toliko bolj prišlo do izraza. Da to preprečimo je uporaba delne 
rekonfiguracije nujna. V večini primerov je zaželeno, da minimaliziramo uporabo 
sredstev statične particije in le-to omejimo na čim manjše območje na FPGA napravi, 
saj tako optimiziramo zgoščevanje in s tem tudi konfiguracijski čas. 
Rekonfiguracija z uporabo JTAG programskega kabla se lahko izvede v vsakem 
trenutku, vendar pa je za končnega uporabnika ta način okoren. Rekonfiguracija z 
uporabo PCI Express vmesnika je zato zaželena, saj je veliko bolj uporabniku prijazna 
in brez dodatnih zunanjih povezav. 
Ko se naloži operacijski sistem in gonilnik naprave lahko zaženemo 
rekonfiguracijsko aplikacijo. Aplikaciji ob zagonu podamo pot do konfiguracijske 
datoteke dinamične particije, ta pa preskoči glavo datoteke in najde začetek 
4.5  Razvoj PCI Express vmesnika z uporabo delne rekonfiguracije 55 
 
konfiguracijskih podatkov. Po poslanem ukazu za začetek konfiguracije – SOC (ang. 
Start of Configuration), se pošljejo konfiguracijski podatki in ukaz za konec 
konfiguracije – EOC (ang. End of Configuration). Vse komunikacije potekajo z 
uporabo PIO mehanizma. Na koncu se zažene še preverjanje ali se je rekonfiguracije 
uspešno izvedla. 
Reset signal uporabniške logike je omogočen pred, med in nekaj časa po končani 
rekonfiguraciji, da onemogočimo napačen ali ne sinhroniziran zagon uporabniške 
logike. Do tega bi lahko prišlo če se celotna logika še ne bi naložila in bi že naložena 
logika pričela delovati še preden je konfiguracija v celoti končana. Po uspešni 
rekonfiguraciji se reset signal uporabniške logike sprosti ko zagonski modul v statični 
particiji dobi potrditev uporabniške logike da je pripravljena za delovanje. 
Ko zagonski modul potrdi delovanje dinamične particije naroči preklopnemu 
modulu da preda nadzor nad transakcijskim nivojem PCI Express vodila uporabniški 
logiki in odklopi modul za nalaganje delne rekonfiguracije. Hkrati se sprosti reset 
signal DDR2 pomnilnika in se vzpostavi povezava med DDR2 vmesnikom ter 
uporabniško logiko. Na tej točki je uporabniška logika v celoti povezana z vsemi 
potrebnimi moduli iz statične particije in je pripravljena za komunikacijo s centralnim 
procesorjem z uporabo PCI Express vodila. 
Statična particija ostane v FPGA napravi tudi po tem, ko začne delovati 
uporabniška logika, vendar zaradi cilja, da je statična particija čim manjša to nima 
večjega vpliva na porabo sredstev FPGA naprave. 
4.5.4  Generiranje konfiguracijskih datotek (bitfile) 
Za generiranje statičnih in dinamičnih konfiguracijskih datotek sem uporabljal 
Xilinx ISE Design Suite, bolj specifično XST orodje za sintezo in orodje PlanAhead. 
V postopku, uporabljenem pri delni rekonfiguraciji je potrebno PlanAhead-u priskrbeti 
različni netlist datoteki za statično in dinamično particijo, kar pomeni, da moramo 
zagnati sintezo za vsako particijo posebej. 
Prva sinteza vključuje vso logiko, ki bo v statični particiji, skupaj s "črno 
škatlico" namesto logike, katera bo v dinamični particiji. V tej črni škatlici definiramo 
vse povezave, katere obstajajo v modulu dinamične particije, vendar notri ne opišemo 
nobene logike. Druga sinteza vključuje samo logiko, katera bo v dinamični particiji, 
pri kateri mora biti vrhnji modul navzven identičen črni škatlici, katera je vključena v 
prvo sintezo. Pri sintezi za dinamično particijo je ključnega pomena, da je možnost 
iobuf onemogočena, saj nam drugače ta možnost doda vhodno/izhodne komponente 
na vse signale, kateri gredo v in iz dinamične particije, kar pa za rekonfiguracijske 
datoteke ni dovoljeno (te komponente morajo biti v statični particiji).  
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Po končanih sintezah uvozimo vse netlist datoteke v PlanAhead 
rekonfiguracijski projekt, dinamične datoteke pa uvozimo kasneje. Naslednji korak je, 
da odpremo sintetizirane datoteke, kar pa nam odpre orodje Netlist Planner znotraj 
PlanAhead-a. S pomočjo tega orodja ustvarimo particijo črne škatlice ter 
rekonfiguracijsko (dinamično) particijo in uvozimo datoteke sinteze dinamične 
particije. Nato ustvarimo fizične omejitve, s katerimi programski opremi povemo, 
katero območje je namenjeno statični in katero dinamični particiji znotraj izbrane 
FPGA naprave. 
Da dobimo različne bitstream konfiguracijske datoteke moramo ustvariti dve 
zasnovni poti (ang. Design run). Prva zasnovna pot bo vsebovala statično particijo z 
dejansko dinamično particijo, druga zasnovna pot pa bo vsebovala statično particijo s 
črna škatlica verzijo dinamične particije. Po implementaciji prve zasnovne poti je 
potrebno "napredovati" (ang. Promote) statično particijo prve zasnovne poti. Že 
povezana in "napredovana" statična particija se nato uporabi pri drugi zasnovni poti, 
katero lahko nato zaženemo. Če ta korak preskočimo se bodo lokacije povezav med 
statičnim in dinamičnim delom v prvi in drugi zasnovni poti spremenile, zato bi bile 
končne datoteke med seboj nekompatibilne. Ključnega pomena je, da pri drugi 
zasnovni poti, tj. tisti s črno škatlico, uporabimo možnost zgoščevanja. 
Vsaka zasnovna pot ustvari dve konfiguracijski datoteki: ena je polna 
konfiguracijska datoteka z obema particijama, druga datoteka pa vsebuje samo 
dinamično particijo. Datoteki, kateri nato uporabimo sta torej dinamična datoteka iz 
prve zasnovne poti in statična (polna) datoteka druge zasnovne poti, katera ima za 
dinamično particijo črno škatlico, katera je v resnici prazna in katero bomo kasneje 




5  Zaključek  
Zasnoval in razvil sem PCI Express vmesnik na FPGA napravi, kateri uporablja 
zunanji DDR2 pomnilnik ter DMA prenose, hkrati pa podpira tudi delno 
rekonfiguracijo. Tak vmesnik se lahko s pridom uporablja pri prenosih velikih količin 
podatkov, kar nam je v veliko pomoč pri strojnem pospeševanju obdelave podatkov, s 
čimer sem dosegel zadani cilj. 
Kljub relativni zahtevnosti razvoja PCI Express vmesnika mi je največ časa vzel 
ravno zadnji del, torej razvoj vmesnika, ki uporablja delno rekonfiguracijo. 
Vključevanje nove logike, potrebne za rekonfiguracijo v delujoč načrt odpre veliko 
novih problemov, od povezave novih in starih modulov do pravilnega ponastavljanja 
modulov ob rekonfiguraciji. Deljenje projekta na statični in dinamični del prinese 
svoje probleme, katere je bilo potrebno rešiti.  
PCIe vmesnik sem razvijal in testiral na razvojni plošči Xilinx XUPV5, katera 
je opremljena z XC5VLX110T FPGA napravo srednjega razreda. Zaradi uporabe 
DDR2 pomnilnika se je povečala poraba logičnih sredstev statične particije iz 4% na 
6%. Na omenjeni razvojni plošči je začetna konfiguracija trajala približno 25 ms. S 
trenutnimi nastavitvami nam ostane 11,760 rezin prostih za uporabniško aplikacijo, 
kar se prevede v približno 70% vseh logičnih rezin na uporabljeni FPGA napravi.  
Trenutne nastavitve projekta dovoljujejo še nekaj izboljšav, še posebno pri 
velikosti statične in dinamične particije. Menim, da je možno skrčiti statično particijo 
na manj kot 15% vseh logičnih rezin, kar bi pustilo več prostora za uporabniško logiko, 
hkrati pa izboljšalo konfiguracijski čas statične particije. Trenutno je projekt narejen 
tako, da se delna rekonfiguracija uporablja samo za reševanje problema oštevilčenja, 
ob nekaj spremembah, pa bi se dalo delno rekonfiguracijo uporabiti večkrat zapored, 
kar bi pomenilo, da bi lahko uporabili eno dinamično particijo za npr. strojno stiskanje 
podatkov, kasneje pa bi jo zamenjali za drugo dinamično particijo, katera bi podpirala 
strojno ekstrahiranje podatkov. 
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Možnosti za uporabo PCIe vmesnika kot ogrodja za hiter prenos podatkov je 
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6.1  Razvojna plošča za vezja FPGA Xilinx XUPV5-LX110T 
 
 
Slika 6.1:  Razvojna plošča XUPV5-LX110T – sprednji pogled         
[http://www.xilinx.com/univ/xupv5-lx110t.htm] 
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6.2  Primer uporabe programa Xilinx ChipScope Pro 
 
Slika 6.3:  Primer uporabe programa ChipScope Pro za spremljanje branja preko PCIe vodila 
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6.3  Postopek PIO in DMA prenosa 
 
Slika 6.4:  Primer dostopanja do sistemskega pomnilnika z uporabo PIO načina – vse je pod 
konstantnim nadzorom procesorja 
 
 
Slika 6.5:  Začetek DMA prenosa: procesor sproži DMA prenos 
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Slika 6.6:  DMA prenos: PCIe naprava dostopa do sistemskega pomnilnika brez nadaljnjega 
posredovanja procesorja - procesor med tem opravlja druga opravila 
 
Slika 6.7:  Ob koncu DMA prenosa PCIe naprava to sporoči procesorju, kateri se zopet posveti 
opravilu, ki je sprožilo DMA prenos 
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6.4  Blok diagram VHDL modula registrov 
 
 
Slika 6.8:  Blok diagram VHDL modula, kateri se uporablja za dostop do registrov 
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6.5  DDR2 SDRAM Memory Interface IP jedro 
 
Slika 6.9:  Reprezentacija nivojev delovanja v DDR2 SDRAM Memory Interface IP jedru 
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6.6  DDR2 – DMA povezovalni modul 
 
Slika 6.10:  Blok diagram povezovalnega modula DMA logike ter DDR2 kontrolerja 
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