In this paper we investigate the infinite convergent sum T = ∞ n=0
Introduction
In this paper we will investigate the transcendence of the infinite convergent sum
where P (x) ∈ Q[x], Q(x) ∈ Q[x] and Q(x) has only simple rational zeros. Owing to the reduction procedure described in Tijdeman [10, 11] , we have
where A ∈ Q, we take q > 1 to be a positive integer and f (x) is a number theoretic function which is periodic mod q with q i=1 f (i) = 0, which we will assume throughout the paper.
About forty years ago, Chowla [4] and Erdős (see [7] ) formulated some conjectures related to whether there exists a rational-valued function f (n) periodic with prime period p such that ∞ n=1 f (n) n = 0. One of the conjectures was proved by Baker, Birch and Wirsing [3] in 1973. They used Baker's theory on linear forms in logarithms to establish that S = 0 if f (n) is a non-vanishing function defined on the integers with rational values and period q such that i) f (r) = 0, if 1 < gcd(r, q) < q, ii) the cyclotomic polynomial Φ q is irreducible over Q(f (1), · · · , f (q)). They further showed that their result would be false if i) or ii) is omitted (see [3] ).
In 1982, T. Okada [8] established a result which provides a description of all functions for which ii) holds and S = 0. Okada's proof depends on the basic result on the linear independence of the logarithms of algebraic numbers and on the non-vanishing of L(1, χ) = ∞ n=1 χ(n) n if χ is a non-principal Dirichlet character. The precise result is stated in Section 2.
In 2001, S.D. Adhikari, N. Saradha, T.N. Shorey and R. Tijdeman [2] proved that if S = 0, then S is transcendental. They used this result to prove that if P (x) ∈ Q[x] and Q(x) ∈ Q[x], where Q(x) is a polynomial with simple rational roots which are all in the interval [−1, 0), then the infinite convergent sum T = ∞ n=0
is 0 or transcendental. Further, if Q(x) is a polynomial with simple rational roots, then T is a computable rational number or a transcendental number. For more information on the developments sketched above we refer to [1] and [10, 11] . In particular, if the degree of Q(x) is 2, then
with q, s 1 , s 2 integers, α ∈ Q nonzero, is transcendental if and only if s 1 ≡ s 2 (mod q). On the other hand, by above results, it is easy to see that
are transcendental. The second equality was also proven by Lehmer [6] in 1975.
In 2003, N. Saradha and R. Tijdeman [9] rephrased Okada's theorem so that it becomes a decomposition lemma and gave sufficient and necessary conditions for the transcendence of T = ∞ n=0
if the degree of Q(x) is 3. They proved that
is transcendental if s 1 , s 2 , s 3 are not in the same residue class mod q. However, when the degree of Q(x) is 4, the example
2 + 12n − 1 (4n + 1)(4n + 2)(4n + 3)(4n + 4) = 0
shows that the corresponding result is not valid. The main purpose of the present paper is to give sufficient and necessary conditions for the transcendence of T if the degree of Q(x) is 4, that is
where α, β, γ ∈ Q, s 1 , s 2 , s 3 , s 4 are distinct integers. By the reduction procedure described in Tijdeman [10, 11] , without loss of generality, we may assume that 0 < s 1 , s 2 , s 3 , s 4 ≤ q, gcd(αx 2 + βx + γ, (qx + s 1 )(qx + s 2 )(qx + s 3 )(qx + s 4 )) = 1 and gcd(s 1 , s 2 , s 3 , s 4 , q) = 1 throughout the paper. The following simple example shows how the reduction procedure works,
.
In Section 2 we shall give some preliminaries that will be useful for our further discussions. In Section 3 we prove the following Theorem.
where s 1 , s 2 , s 3 , s 4 are distinct positive integers ≤ q and α, β, γ ∈ Q. Suppose gcd(αx 2 +βx+γ, (qx+s 1 )(qx+s 2 )(qx+s 3 )(qx+s 4 )) = 1 , gcd(s 1 , s 2 , s 3 , s 4 , q) = 1 and Φ q is irreducible over Q(α, β, γ). Then T is transcendental except when
Preliminaries
In this section we shall introduce some notations and state the related results that will be needed in the sequel. We denote by ϕ(n) the Euler function and P the set of all primes dividing q. We call the polynomial
and it has only simple rational zeros which are all in the interval [−1, 0). We denote by v p (n) the exponent to which p|n for any prime p and n ∈ Z. We write
and
For p ∈ P and r ∈ L ′ , we define
For r ∈ L ′ and a ∈ J, we define
As a consequence of Lemma 2.1, they derived the following result.
The following result given by S.D. Adhikari, N. Saradha, T.N. Shorey and R. Tijdeman [2] is essential for the transcendence of
, and let Q(x) ∈ Q[x] be reduced. If
converges, then T is 0 or transcendental. When the degree of Q(x) is 3, N. Saradha and R. Tijdeman [9] obtained necessary and sufficient conditions for the transcendence of T = ∞ n=0
, where α, β ∈ Q, and |α| + |β| > 0. Let Φ q be irreducible over Q(α, β) and s 1 , s 2 , s 3 be distinct integers such that qn + s 1 , qn + s 2 , qn + s 3 do not vanish for n ≥ 0. Assume that s 1 , s 2 , s 3 are not in the same residue class mod q. Further let
The following result in [5] will be useful in Section 3. For the convenience of the reader, we provide the sketch of a proof suggested by Frazer Jarvis. Lemma 2.3 Let n, d, and r be integers such that n > 1, d > 0, d|n, and gcd(r, d) = 1, then there are precisely ϕ(n)/ϕ(d) ≥ ϕ(n/d) numbers which are coprime to n in the set S = {r + td, t = 1, 2, · · · ,
Proof. For primes p|d there is no condition, but for primes p|n but p |d, the congruence classes for r + td are equally distributed mod p, so that numbers considered, the number we seek is
and the result easily follows. 2 3 Proof of Theorem 1.1
,
Our main purpose is to consider the transcendence of T . By the reduction procedure given in Tijdeman [10, 11] , we may restrict ourselves to the case that i)
Therefore we need only consider the case T = 0 by Theorem B, which we shall assume from now on. By partial fractions, we get
where
all nonzero numbers with
We define f (n) for n ≥ 0 as follows:
Then f (n) is a periodic function with period q taking only m non-zero values
It is easy to see that (4), (5) and (6) are valid by Theorem A and Lemma 2.1. We have
Proof. By the above arguments, if all of {r 1 , · · · , r m } are coprime to q, then f (r) = 0 for all r ∈ L ′ . Applying (4) with a ∈ J we have f (a) = 0 for all a ∈ J, a contradiction. This completes the proof.
2
The main purpose of the present paper is to investigate the transcendence of T in the case that m = 4, that is
and f (n) is a periodic function with period q taking only four non-zero values
We divide the proof of Theorem 1.1 into four cases depending on the number ρ of elements of {r 1 , r 2 , r 3 , r 4 } which are coprime to q. By Proposition 3.1, we have ρ ≤ 3. First suppose that ρ = 3, then without loss of generality we may assume that gcd(r 1 , q) > 1 and gcd(r 2 r 3 r 4 , q) = 1. If p|gcd(r 1 , q) and p ∤ r i , i = 2, 3, 4, then by (5) we get f (r 1 )ε(r 1 , p) = 0, and so f (r 1 ) = 0 since ε(r 1 , p) = 0, a contradiction. Consequently if T = ∞ n=0 αn 2 +βn+γ (qn+r 1 )(qn+r 2 )(qn+r 3 )(qn+r 4 ) = 0 and there exists an integer r ∈ {r 1 , r 2 , r 3 , r 4 } with gcd(r, q) > 1, then there exists at least another integer s ∈ {r 1 , r 2 , r 3 , r 4 }\{r} with gcd(r, s, q) > 1. Now suppose ρ = 2. We have
where r 1 , r 2 , r 3 , r 4 are distinct positive integers ≤ q and α, β, γ ∈ Q. Suppose gcd(αn 2 +βn+γ, (qn+r 1 )(qn+r 2 )(qn+r 3 )(qn+r 4 )) = 1, gcd(r 1 , r 2 , r 3 , r 4 , q) = 1 and Φ q is irreducible over Q(α, β, γ). Suppose ρ = 2. Then T is transcendental except when
2 + 36n − 1 (6n + 1)(6n + 2)(6n + 4)(6n + 5) .
Proof. Suppose ρ = 2. Without loss of generality we may assume that gcd(r 1 , q) > 1, gcd(r 2 , q) > 1 and gcd(r 3 r 4 , q) = 1. By the above arguments, we have gcd(r 1 , r 2 , q)
By Lemma 2.3, there are precisely
Observe that for every m ∈ M, we have
It follows that f (r 3 ) = f (a i 0 ) = f (a j 0 ) = 0, which contradicts to our assumptions. Now we consider the case ϕ(d) ≤ 2, that is d = 2, 3, 4, 6. Case 1. d = 2. First we consider the subcase of 2 q. If 2 q, we choose u 0 to be the smallest positive integer such that 2
). It is easy to see that ε(r 1 , 2) = ε(r 2 , 2) = 2, applying (5) with p = 2, we get
Now we prove the following Claim: Claim: If there are positive integers k and c ∈ J such that r 1 ≡ 2 k c (mod q), then f (c) = 0.
Otherwise, if f (c) = 0, applying (6) with a = c we have
Since gcd(r 1 , r 2 , q) = 2, then cm ≡ r i (mod q), i = 1, 2 can occur only when m = 2 x for some positive integer x. If the congruence r 2 ≡ 2 x c (mod q) has no solution x, then by (8), we have
and so f (r 1 ) = 0, a contradiction. If the congruence r 2 ≡ 2 x c (mod q) has solutions, we take l to be the smallest positive integer solution, then all positive solutions can be expressed as l + tu 0 , t = 0, 1, 2, · · · . Let k 0 be the smallest positive integer solution of the congruence r 1 ≡ 2 k c (mod q). Then (8) becomes
Combining (7) and (9), we get k 0 = l, which implies that r 1 ≡ r 2 (mod q), a contradiction. We have proved the Claim. For given positive integers n, a, and i with gcd(a, q) = 1, since 2 q, then the congruence 2 n a ≡ 2 i x i (mod q) has precisely one solution x i such that 0 < x i < q and gcd(x i , q) = 1. On the other hand, if 1 ≤ i < j ≤ u 0 , then
), u 0 |j − i, a contradiction. Let r 1 = 2 k R 1 , r 2 = 2 l R 2 , where k, l, R 1 , R 2 are positive integers and gcd(R 1 R 2 , q) = 1. Let x i be the unique solution of congruence
By the Claim and the above arguments we have f (x i ) = 0, i = 1, 2, · · · , u 0 , gcd(x i , q) = 1 and x i = x j (i = j), and so u 0 ≤ 2 since we have f (x) = 0 for x ∈ J\{r 3 , r 4 }. If u 0 = 1, then q = 2, a contradiction. If u 0 = 2, then q = 6. Without loss of generality we may assume that r 1 = 2, r 2 = 4, r 3 = 1, r 4 = 5. Applying (5) with p = 2 and (6) with a = r 3 and a = r 4 , we have
By Lemma 2.1 we get
36n 2 + 36n − 1 (6n + 1)(6n + 2)(6n + 4)(6n + 5) = 0.
Next we consider the case that q = 4, without loss of generality we may assume that r 1 = 2, r 2 = 4, r 3 = 1, r 4 = 3. Applying (5) with p = 2 and (6) with a = r 3 and a = r 4 , we have
By Lemma 2.1 we have
Now we deal with the case 4|q and q > 4. Since d = gcd(r 1 , r 2 , q) = 2, 4|q, without loss of generality we may assume that q = 2 α 0 Q, r 1 = 2R 1 , and r 2 = 2 l R 2 , where Q, l, R 1 , R 2 , α 0 are positive integers, α 0 ≥ 2, 2 ∤ Q, l ≥ 1 and gcd(R 1 R 2 , q) = 1. Let
Since 4|q, then gcd(a 0 a 1 , q) = 1. Note that {m ∈ M| ma 0 ≡ r i (mod q)} = {m ∈ M| ma 1 ≡ r i (mod q)}, i = 1, 2.
Applying (6) with a = a 0 and a = a 1 we get
Since a 0 = r 3 and f (x) = 0 for x ∈ J\{r 3 , r 4 }, we have a 1 = r 4 and f (r 3 ) = f (r 4 ). Note that
If the congruence r 2 ≡ 2 x R 1 (mod q) has no solution, then by applying (6) with a = R 1 we get f (R 1 ) + f (r 1 ) 2 = 0, and so f (R 1 ) = − f (r 1 ) 2 = 0, it follows that
. Since f (r 1 ) + f (r 2 ) + f (r 3 ) + f (r 4 ) = 0, so f (r 2 ) = 0, a contradiction. Now we assume that l ′ is the smallest positive solution of the congruence r 2 ≡ 2 x R 1 (mod q). Let u 0 be the smallest positive integer such that 2 u 0 ≡ 1 (mod Q). We consider the following four subcases. (i) If f (R 1 ) = 0 and l ≥ α 0 . Applying (5) with p = 2 and (6) with a = R 1 , we get
, and so α 0 = l ′ = u 0 = 1, a contradiction.
(ii) If f (R 1 ) = 0 and l < α 0 , then l = l ′ and
Applying (5) with p = 2 and (6) with a = R 1 , we get
, and so l = l ′ = 1 and r 2 ≡ 2R 1 ≡ r 1 (mod q), a contradiction.
(iii) If f (R 1 ) = 0 and l ≥ α 0 . Similarly, we have
by the definition of l and l ′ , and so r 2 ≡ 2R 1 = r 1 (mod q), again a contradiction.
Case 2. d = 3. Let
and let
If 9|q, then
Applying (6) with a = a 0 , a 1 and a 2 , we have
and a 0 , a 1 , a 2 are distinct, which contradicts to the fact that f (x) = 0 for x ∈ J\{r 3 , r 4 }. If 3 q, then by Lemma 2.3 we can choose a j 0 ∈ {a 1 , a 2 } such that gcd(a j 0 , q) = 1. Similarly, we have f (a 0 ) = f (a j 0 ), so a j 0 = r 4 and f (r 3 ) = f (r 4 ). Applying (5) where r 1 , r 2 , r 3 , r 4 are distinct positive integers ≤ q and α, β, γ ∈ Q. Suppose gcd(αn 2 +βn+γ, (qn+r 1 )(qn+r 2 )(qn+r 3 )(qn+r 4 )) = 1 , gcd(r 1 , r 2 , r 3 , r 4 , q) = 1 and Φ q is irreducible over Q(α, β, γ). Then ρ = 1.
Proof. Suppose ρ = 1. Without loss of generality we may assume that gcd(r i , q) > 1, i = 1, 2, 3, and gcd(r 4 , q) = 1.
First we consider the case that there exist distinct integers r i , r j ∈ {r 1 , r 2 , r 3 }, such that ϕ(gcd(r i , r j , q)) > 1, say ϕ(gcd(r 2 , r 3 , q)) > 1. Let
By Lemma 2.3, we may choose a i 0 such that a i 0 = 1 and gcd(a i 0 , q) = 1. Applying Lemma 2.2 with k = a i 0 , we have
where r since a i 0 ≡ 1 (mod q) and gcd(r 4 , q) = 1. Subtracting T from (10), we obtain 
The first equality is impossible since q > 4. If the second equality holds, then q = 6, {r 2 , r 3 } = {3, 6} and 3 |r 1 . Applying (5) with p = 3, we get f (r 2 )+f (r 3 ) = 0, which implies that f (r 1 ) + f (r 4 ) = 0. But in the second equality we have f (r 1 ) = 3f (r 4 ) or f (r 1 ) = −3f (r 4 ), a contradiction. Now we assume that ϕ(gcd(r i , r j , q)) ≤ 1 for all distinct integers r i , r j ∈ {r 1 , r 2 , r 3 }, then gcd(r 1 , r 2 , q) = gcd(r 1 , r 3 , q) = gcd(r 2 , r 3 , q) = 2.
(i) If 2 q, then applying (5) with p = 2, we have f (r 1 ) + f (r 2 ) + f (r 3 ) = 0, and so f (r 4 ) = 0, a contradiction.
(ii) If 4|q, let
, then a 1 = 1 , gcd(a 1 , q) = 1, and a 1 r i ≡ r i (mod q), i = 1, 2, 3. Applying Lemma 2.2 with k = a 1 , we have
where r
(mod q) and 0 < r ′ 4 < q. Subtracting T from (11), we obtain where r 1 , r 2 , r 3 , r 4 are distinct positive integers ≤ q , and α, β, γ ∈ Q. Suppose gcd(αn 2 +βn+γ, (qn+r 1 )(qn+r 2 )(qn+r 3 )(qn+r 4 )) = 1 , gcd(r 1 , r 2 , r 3 , r 4 , q) = 1 and Φ q is irreducible over Q(α, β, γ). Then ρ = 0.
Proof. Suppose ρ = 0. We divide the proof into two cases. Case 1. There exist distinct integers r i , r j , r k ∈ {r 1 , r 2 , r 3 , r 4 } such that gcd(r i , r j , r k , q) > 1, say, d = gcd(r 1 , r 2 , r 3 , q) > 1. Let
where q ′ = q gcd(r 3 ,r 4 ,q) , a = , h, −h} for all h ∈ Q. If (14) holds, then q ′ = 6, {a, b} = {2, 4} and u v = 3, that is q = 6gcd(r 3 , r 4 , q). Note that gcd(r 3 , q) = gcd(r 3 , r 4 , q) gcd(a, q ′ ) and gcd(gcd(r 1 , r 2 , q), gcd(r 3 , q)) = 1. It follows that gcd(r 1 , r 2 , q)gcd(a, q ′ )|6.
Since gcd(a, q ′ ) > 1 and ϕ(gcd(r 1 , r 2 , q)) > 1, then gcd(a, q ′ ) = 2 and gcd(r 1 , r 2 , q) = 3. If gcd(r 3 , r 4 , q) = 2, then ϕ(gcd(r 3 , r 4 , q)) > 1. Similarly, using the same argument as above we obtain that gcd(r 3 , r 4 , q) = 3, a contradiction. If gcd(r 3 , r 4 , q) = 2, then q = 12 and {r 1 , r 2 } = {3, 9}. Applying (5) with p = 3 we have f (r 1 ) + f (r 2 ) = 0. It follows that f (r 3 ) + f (r 4 ) = 0 which contradicts with f (r 3 ) = −3f (r 4 ) since 
