Abstract: A common approach for stability and performance control design in Takagi-Sugeno fuzzy models is to solve an LMI problem which proves global stability and an upper bound of a given quadratic performance function for any shape of membership functions. This paper improves efficiency of the controllers in Takagi-Sugeno fuzzy models, by having into account the shape of the membership functions in a particular region of interest. A multiple-gain piecewise PDC controller is designed for several particular regions ensuring global stability as well as increased performance as the state approaches the origin.
INTRODUCTION
Takagi-Sugeno (TS) fuzzy systems approach nonlinear systems by a combination of several linear systems and memberships functions, as in Takagi and Sugeno (1985) . The sector-nonlinearity modelling technique Tanaka et al. (2001) ; Sala and Ariño (2009) can be used to transform a wide class of nonlinear systems to the TS framework. The TS models are equivalent to the original nonlinear system in a validity region Ω where the nonlinearities are bounded.
In this region Ω, stability conditions and performance requirements have been successfully developed via Linear Matrix Inequalities (LMI) techniques Tanaka et al. (2001) ; Sala et al. (2005) .
Guaranteed-cost fuzzy controllers are a generalisation of LQR ones proving that a controlled system moving from an initial condition to the origin will never exceed a guaranteed bound of a user-defined quadratic performance function Tanaka et al. (2001) .
The issue, however, is that the guaranteed-cost bounds obtained with these fuzzy controllers are much worse than those from the linearised model. That indicates that, in the case the initial conditions are close to the origin, the fuzzy approach is very conservative. Indeed, it is because the usual designs in literature are membership-shapeindependent Sala (2009) .
This work provides an LMI-based shape-dependent approach to guaranteed cost control. If the state is close to the origin, a local fuzzy model (with closer vertices) will be able to eke out extra performance. Some invariant set argumentations are needed to prove that controller switching between different controllers with different Lyapunov ⋆ This work was supported by CICYT project number DPI2008-06731-C02/DPI. functions does not actually incur any risk of unstability. For the record, a more involved, iteration-based, multiparametric quadratic programming approach yielding also piecewise fuzzy controllers has been also developed by the authors in Arino et al. (2010) .
In summary, the objective of this paper is to develop procedures to obtain control laws that improve the performance of the system for local conditions around the set point, but keeping the global guaranteed performances.
The structure of this paper is as follows: First we discuss notation and widely known global stability and performance theorems. Secondly, we introduce an expression of the membership functions as a convex combination of other ones allowing us to recast the original model for a local region. Later, we apply the previous results to design the controller that combines local and global stability and performance. Finally, some examples are provided, and a conclusion section that summarizes the main results.
PRELIMINARIES
In this section, we present the Fuzzy Takagi-Sugeno Models, the guaranteed cost fuzzy control and the local fuzzy modeling technic.
Fuzzy Takagi-Sugeno Models
Let us consider a Takagi-Sugeno Takagi and Sugeno (1985) (TS) fuzzy model where fuzzy IF-THEN rules represent local linear dynamics of a nonlinear system. The rules of the TS fuzzy models are usually expressed as:
The local models represented by A i x + B i u are used to compute the final output as follows:
where µ i represents the membership functions of fuzzy set M i such that:
Considering the control input vector commonly known as parallel distributed compensations (PDC), as in Tanaka et al. (2001) :
The closed-loop system can be rewritten as:
Guaranteed Cost Fuzzy Controller Design
The Guaranteed cost fuzzy control under LMIs was presented in Tanaka et al. (2001) . Given positive definite weighting matrices W and R and a quadratic performance function of the form
the designed controller minimizes an upper bound of it defined by a quadratic positive definite function V = x T P x, so that: (8) the expression ofẋ and y as stated in (1) and (2) and defining u by a parallel distributed compensator (PDC) control law as in (3) PDC the double summation condition (9) is obtained
where Q ij is defined as
where X = P −1 and F i = M i P . The optimization problem to solve is max λ −1 subject to:
in order to obtain a bound for the cost (6) given by J ≤ λx T 0 x 0 . For details, see Tanaka et al. (2001) . The above expression (9) is a double fuzzy summation which is not, directly, an LMI. There are many wellknown procedures in order to transform (12) into an LMI problem, see Tanaka 
Local Fuzzy models
In order to optimize local performance, the original model is modified using the information of the membership functions, as in Ariño and Sala (2006) . Lemma 1. The membership functions µ(x) of a fuzzy system described in (4) in a region of Ω * ∈ Ω can be themselves expressed as a convex sum of some vectors v p :
where:
Then, inside the region Ω * , the system (1) and the PDC controller (3) can be expressed as:
where
Proof: The expression (13) can be substituted in the system equation (4):
so the local representation of the system in Ω *
Remark: This transformation can be extended to several regions Ω * k k = 1...m, where m is the number of desired regions. Then, the notation applied A * pk , B * pk , C * pk and F * pk refers to matrixes transformed to Ω * k . We will see this concept more deeply in the followings sections.
CONTROL DESIGN
In this section, we will combine stability conditions and performance optimization for global and local models, in order to set up the LMI problems that allow designing the feedback controller.
Local performance and global stability
In this section, we present an optimization problem that allows us to design a PDC controller that ensures stability in the global region Ω and minimizes a guaranteed bound of the performance function (6) in a local region closed to the equilibrium point Ω * .
This control design strategy is interesting in systems that are usually working inside a local region, but the stability for a large region of the state space is needed. The fact of considering the global region as a designing condition, even if the system will be rarely located out of the local region, impose more severe constraints and the controller cannot match the optimal performance desired. Lemma 2. The PDC controller (3) that minimizes the guaranteed bound of the performance function (6) inside the region Ω * , and that assures stability of the global system (4) in all the region Ω, can be obtained by solving the following optimization problem. From the problem solution, the feedback gains are obtained as
for all i. 
Note that, the double sum inequalities (18) and (19) can to be expressed as an LMI problem following Sala and Arino (2007) .
Proof: The inequalities (18) and (17) prove Lyapunov stability if λ −1 is positive.
On the other hand, (19) implies that the performance function (6) is bounded by λx T 0 x 0 in the region Ω * where is defined the local TS model (14).
In order to apply this lemma, first we select a local area Ω * where we expect the system to be working more frequently. Then we obtain the vertices of the membership functions µ i inside this region, With these vertices, we can calculate the matrices of the local fuzzy model (14). Finally, by solving the above optimization problem the feedback gains of the PDC controller are obtained.
Remark: Lemma 2 can be also applied to the linearization of the system in the origin, which is what we obtain when Ω * is reduced to a single point. The "limit" local fuzzy system results in:
In this way, the design would obtain the maximum performance controller for the linearised system which would keep the overall nonlinear fuzzy system stable. This is a very sensible robust control goal.
Guaranteed cost piecewise fuzzy controller
In this subsection, a piecewise fuzzy controller is presented. This controller is defined by a set of local PDC controllers obtained in order to minimize a bound of the performance function (6) inside some local regions.
As a first step, an arbitray collection of symmetric polytopes
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is defined in such a way that Ω * k ⊂ Ω * k+1 . Then the local models below are obtained following the procedure in section 2:
A guaranteed cost PDC controller is designed for the local models (26). It can be done solving the optimization problem:
subject to:
The PDC controller is defined as
k . In this way, for all initial conditions x 0 inside Ω ⋆ k such that the time trajectory x(t) keeps inside Ω ⋆ k , the cost will be bounded by x T 0 X −1 k x 0 and, anyway, by λx T 0 x 0 . If k = 1, as the system is stable, the state will eventually enter region Ω ⋆ k−1 which, given that the constraints are less restrictive, will obtain a better performance there (see below for details). Hence, the cost bound λ has a "transient" interpretation.
As discussed above, this PDC controller F k holds the conditions only inside its validity region Ω * k : then the controller will only stabilize the system for initial points that belong to the closed-loop maximum invariant set inside Ω * k . So the next step is to obtain an invariant set Θ k that contains the largest spherical basin of attraction in a symmetric polytopic region Ω * k . This set is given by the solution of the following LMI problem: min λ (31) subject to:
This set is, obviously, larger and rounder than the one arising from the optimal-control setting above asV ≤ 0 is less stringent thanV ≤ −x
Therefore there are a PDC controller F k , an invariant set Θ k and a performance bound λ k associated to Ω * k . So we define the three elements sorted set
The piecewise fuzzy controller is defined as
Note that, the controller switching is based on the invariant sets and not on the original working regions where local models were obtained. Note also that, even if Ω * k ⊂ Ω * k+1 , it might be the case that Θ k ⊂ Θ k+1 (see examples in next section).
Finally, we want to remark that the local membership functions β ik do not have to be obtained, as the piecewise controller in (33) depends on the original membership functions µ i and there are methodologies to solve the optimization problems (27) and (31) that are independent of β ik .
Stability analysis
The stability of the presented piecewise fuzzy controller can be shown taking into account that the regions Θ k are invariant sets. Considering a fixed region Θ k0 , the PDC controller F k0 (x) is the control law only if the state x is inside the invariant region Θ k0 , i.e., k(x) = k 0 , so the state will remain inside Θ k0 forever. But in fact the fuzzy control law will change if x ∈ Θ j and j < k 0 , and this will actually occur as F k0 (x) gives rise to an asymptotically stable closed loop and all regions contain a small enough ball around the origin where the state will eventually enter.
Hence, when controller reaches Θ j ∩ Θ k0 , the control law changes to F j (x) remaining the state in Θ j . The controller F k0 (x) will never again be in operation (under no disturbances), even if entering Θ k0 in the future: it is guaranteed that x will actually lie in Θ j ∩ Θ k0 as Θ j is invariant, and, then k(x) = j.
As all the fuzzy controllers F k (x) are asymptotically stable, and all the regions Θ k contain the origin, after some time the control law will be F 1 (x), non-switching, which is asymptotically stable towards the origin.
EXAMPLES
Let us consider a two-rule TS fuzzy systeṁ
Defined for |x| ≤ 1, with the membership functions and the matrices A i , B i and C i given by:
A 2 = 6 −10 1 0
B 2 = 10 0
The performance function is defined as
with W = 1 and R = 0.1.
Non-piecewise local performance and global stability controller
Selecting the local region Ω * as a symmetric polytope defined as
with a = (1/ρ 0) and ρ = 0.3, we apply the LMI problem presented in 2 to obtain the following controllers:
(1) Global guaranteed-cost controller, λ = 97.92, (2) Local guaranteed-cost controller, λ = 1.409; possibly non-globally stabilising, (3) Local guaranteed-cost controller, with global stability constraint, λ = 10.09, (4) Linearized guaranteed-cost controller, with global stability constraint, λ = 7.388.
The initial point is very close to the validity region of controller 2, and its controller obtains the best quadratic cost J = 0.0064, but stability is not guaranteed as its starting point is outside Θ. The following better controller is the linearized-target 4, with actual J = 0.0107. The controller 3 follows in performance, as global stability constraint is included. And then we observe that the global controller 1 doesn't match the design conditions as well as the other controllers, with J = 0.0615. Inner ellipse shows largest invariant set proved by the LMIs in region Ω * for controller 3 and 2; outer ellipse shows the shape of the invariant sets from global controller 1. 
Multiple-region piecewise controller
The regions Ω * k have been chosen as symmetrics polytopes defined in (25) with a = (1/ρ k 0), k = 1, . . . , 10 and ρ k = 0.1k.
Following the procedure presented in subsection 3.2, we obtain a multiple controller for which the performance bound decreases, as expected, as the modelling zones get smaller around the origin: λ 10 = 97.9247, λ 9 = 35.7483, λ 8 = 15.8498, λ 7 = 7.9896, λ 6 = 4.5149, λ 5 = 2.8297, λ 4 = 1.9315, λ 3 = 1.4090, λ 2 = 1.0817, λ 1 = 0.8639.
In Figure 2 we can see the trajectory of the system using only the non-piecewise PDC controller (3), and the piecewise controller (33) which switches between five different gains.
Comparing the actually achieved cost value applying for each case, we obtain:
• J = 0.0134 with the piecewise PDC fuzzy controller.
• J = 0.0318 with the non-piecewise guaranteed-cost PDC controller.
so the piecewise controller achieves 2.37 times better performance than the ordinary PDC.
This effect is much more manifest if we choose a initial point closer to the origin (its starting zone has a much better performance bound), such as • J = 0.0146 with The guaranteed PDC controller.
which amounts to almost 19 times better performance starting from the same initial point.
CONCLUSIONS
This paper has presented a piecewise guaranteed-cost fuzzy controller which switches between different PDC controllers with increasing performance as it approaches the origin. Even if there is a change in Lyapunov functions, invariant set arguments prove stability of the proposed setup as all except one of the controllers operate for a finite time. Simulation examples show the achieved improvement. Disturbance rejection cases are under research at this moment.
