We introduce a class of induced representations of the degenerate double affine Hecke algebra H of gl N (C) and analyze their structure mainly by means of intertwiners of H . We also construct them from sl m (C)-modules using Knizhnik-Zamolodchikov connections in the conformal field theory. This construction provides natural quotients of the induced modules, which correspond to the integrable sl m (C)-modules. Some conjectural formulas are presented for the symmetric part of them.
Introduction
In this paper, the representations of the degenerate double affine Hecke algebra H are discussed from view points of the conformal field theory associated to the affine Lie algebra sl m (C). The relations between the KZ-connections of the conformal field theory and the representations of the degenerate affine Hecke algebra was first discussed by Cherednik [1] . And Matsuo [2] succeeded to clarify the relations between the differential equations satisfied by spherical functions and KZ-connections.
At first part of this paper we discuss the properties of the parabolic induced modules of H, which are induced from a certain one dimensional representations of parabolic subalgebras of H.
Secondly we will give an explicit construction of H-modules from sl m (C) modules through KZ-connections. It will be shown that these Hmodules arising from Verma modules of sl m (C) correspond to parabolic induced modules of H.
In the final part of this paper, we will discuss the structure of the representations of affine Hecke algebra arising from level ℓ integrable representations of sl m (C).
We describe the contents of the paper more precisely: In §1 we introduce basic notions about the degenerate double affine Hecke algebra H. In particular, intertwiners of weight spaces of H play essential roles in the analysis of H-modules.
In §2, we introduce parabolic induced modules and investigate their structure when the parameter is generic (Definition 2.4.1), and the results are these (Proposition 2.4.3, Theorem 2.4.6, Corollary 2.4.7):
(1) The irreducibility of the standard modules are shown and their basis are described by intertwining operators.
(2) Decompositions of the standard modules asH-modules are obtained.
(3) The symmetric part of the standard modules are decomposed into weight spaces with respect to the action of the center ofH, and their basis are constructed again by using intertwiners.
In non-generic case, we present a sufficient condition for an induced module to have a unique irreducible quotient (Corollary 2.5.4).
§3 is devoted to some preliminaries on affine Lie algebras and in §4, we realize H-modules as a quotient space of a tensor product of g = sl m (C)-modules. More precisely, for g-modules A, B, we consider the space
where C[z
±1
i ] ⊗ C m is an evaluation module of g and g ′ = [g, g] acts diagonally on the tensor product. By combining the Knizhnik-Zamolodchikov connection with the Cherednik-Dunkl operator, we define an action of H on F (A, B) (Theorem 4.2.2).
In §5, we construct the isomorphism between a parabolic induced module and M(µ, λ) := F (M(µ), M * (λ)) for highest and lowest Verma module M(µ) and M * (λ), λ and µ being weights of g (Proposition 5.2.3). Since our construction turns out to be functorial, V(µ, λ) := F (L(µ), L * (λ)) gives a quotient module of M(µ, λ), where L(µ) and L * (λ) are the irreducible quotients of M(µ) and M * (λ) respectively. We focus on the case where λ and µ are both dominant integral weights and study about V(µ, λ).
In the last section §6, we focus on the symmetric part of V(µ, λ) for dominant integral weights λ, µ, and present a description of the basis by intertwiners (Conjecture 6.2.6) as a consequence of the character formula (85), which is still conjectural since it is proved under the assumption that a certain sequence of H-modules (coming from BGG exact sequence of g) is exact (Conjecture 6.1.1).
It is interesting that character formula (85) also appears in the theory of the solvable lattice model [10] .
Preliminaries
In this section, we review the basic notions about the degenerate double affine Hecke algebra H. Cǫ i be the dual space oft and t * = t * ⊕ Cδ ⊕ Cc * be the dual space of t, where ǫ i , δ and c * are the dual vectors of ǫ ∨ i , d and c respectively. We often identify t * with t via the correspondences ǫ i → ǫ ∨ i , δ → c and c * → d. Let ζ ∨ ∈ t denote the vector corresponding to ζ ∈ t * . Define the systems R of roots, R + of positive roots and Π of simple roots of type A 
Affine root system
whereR,R + andΠ are the systems of roots, positive roots and simple roots of type A N −1 respectively: 
Affine Weyl group
N −1 as its subgroup. Let s α ∈W be the reflection corresponding to α ∈R. The action of W on an element ξ ∈ t is given by the following formulas:
The dual action on t * is given by
With respect to these actions, the inner products in t and t * are Winvariant. The action (2) preserves the set R of roots.
The following action on (t ′ ) * is called the affine action:
For an affine root α =ᾱ + kδ (ᾱ ∈R, k ∈ Z), define the corresponding affine reflection by s α = t −kᾱ ·sᾱ. Set s i = s α i for i = 0, . . . , N −1. We often identify the set {0, . . . , N − 1} with the abelian group Z/NZ throughout this article. Let π = t ǫ 1 · s 1 · · · s N −1 . The following is well-known. 
and the subgroup W a is generated by the simple reflections s 0 , . . . , s N −1 . In particular,
where
For w ∈ W , let S(w) = R + ∩ w −1 (R − ), where R − is the set of negative roots R\R + . The length l(w) of w ∈ W is defined as the number ♯S(w) of the elements in S(w). For w ∈ W , an expression w = π k · s j 1 · · · s jm is called a reduced expression if m = l(w). PutS(w) = S(w) ∩R + . 
The degenerate double affine Hecke algebra was introduced by Cherednik ( [1] ).
Definition 1.3.1 The degenerate double affine Hecke algebra (DDAHA)
H is the unital associative C-algebra defined by the following properties: (i) As a C-vector space,
(ii) The natural inclusions C[W ] ֒→ H and S[t ′ ] ֒→ H are algebra homomorphisms (the images of w ∈ W and ξ ∈t ′ will be simply denoted by w and ξ).
(iii) The following relations hold in H:
Remark 1.3.2 By definition, the element c ∈ H belongs to the center Z(H). And the original algebra defined in [1] is the quotient algebra 
The following proposition is easy to prove (see [3] ).
In particular,
where 
The proof for (ii) is the same.
Let us identify the group algebra C[P ] with the Laurent polynomial ring C[z
The following proposition gives another description of the algebra H:
The algebra H is the unital associative C-algebra such that Let W ≥0 ⊂ W be the subsemigroup generated by s i (i = 1, . . . , N) and π. Define
Then it is easy to see that H ≥0 is the subalgebra of H by the above proposition.
Intertwiners
For an H-module V and ζ ∈ (t ′ ) * , define the weight space V ζ and the generalized weight space V gen ζ with respect to the action of S[t ′ ]:
for ξ ∈ t ′ and i ∈ Z/NZ (Eq. (8) is nothing but the defining relation (5)).
The above defined elements satisfy the following relations:
Proof. We only show
The rest is easy. Note that ϕ i has its inverse in H. ¿From Proposition 1.3.4 (i), one can prove that
for some p ∈ S(t ′ ). By comparing the coefficient of s i ·s i+1 ·s i = s i+1 ·s i ·s i+1 of both sides, we get the desired equality.
. These elements are well-defined by the Proposition 1.4.1, and Eq.(7) reads as
Hence, we have
Here recall that the action of W on (t ′ ) * is the affine action (defined by Eq (3)). The element ϕ w is called the intertwiner (of weight spaces).
Proof. (i) follows from the well-known fact S(w) = {s
(ii) follows from the last relation of Proposition 1.4.1.
Representations
In this section we study some important class of representations of H for the next section.
Induced representations
Recall that every irreducible representation of the degenerate affine Hecke algebraH can be obtained as the unique irreducible quotient of a standard module (see [5] ), which is a representation induced from some parabolic subalgebra" ofH. Hence it is natural to start with investing such induced modules:
Let us denote β ⊢ N if an ordered sequence β = (β 1 , . . . , β m ) of positive integers is a (ordered) partition of N, i.e.,
LetW β be the subgroup ofW generated by s α (α ∈Π β ). Then clearlȳ W β is a parabolic subgroup ofW :
Define subalgebras
We call H β (resp.H β ) the parabolic subalgebra of H (resp. ofH) associated with β ⊢ N.
Then an element ζ ∈ (t ′ ) * β (resp. ζ ∈t * β ) defines a well-defined onedimensional representation C1 ζ of H β (resp. ofH β ):
The cyclic vectors 1 ⊗ 1 ζ will be denoted by 1 ζ .
Clearly,
Letζ be the image of ζ ∈ (t ′ ) * β by the projection (t
where H(κ) = H/ c − κ id and κ = ζ(c).
Basis
Define the following subsets of W for β ⊢ N:
The following well-known proposition will be frequently used in the rest of this section.
(ii) For any w ∈ W (resp.W ), there exist a unique
Hence the space Y β (ζ) has a basis w · 1 ζ | w ∈ W β with the partial ordering among them induced from the Bruhat ordering.
Let us give more precise description of this basis:
Definition and Proposition 2.2.2 For η ∈P , define γ η as the element ofW with shortest length possible such that
with b < c < a. Then γ η = 1 2 3 4 5 6 7 8 9 9 1 2 6 7 8 3 4 5 .
Lemma 2.2.4 (i) For the partition (N) (the partition such that
(ii) For a general partition β ⊢ N,
Proof. follows from Proposition 2.2.1 and Definition and Proposition 2.2.2.
Representatives in double coset
In this subsection we want to give a description of the double coset W \W/W β , which is related to the decomposition of Y β (ζ) into a direct sum ofH-modules. In this subsection β ⊢ N is fixed. 
Note that γ η = 1 for η ∈P − and thus X β ⊆ W β by Lemma 2.2.4.
Proof. It is easy to see that the right hand side is included inP − (w). To prove the opposite inclusion, we suppose that η ∈P − (w) and (η, α ij ) = 0 (i < j) and will show that α ij / ∈ w(R + \R β,+ ) ∩R + . Since η ∈P − , it follows that (η, α ij ) = 0 implies (η, α k ) = 0, and thus
The following lemma is easy to see.
Lemma 2.3.5 Let η ∈P β,− and let w ∈W be such that w(η) = η − . Suppose that s i ∈W β and l(ws i ) < l(w). Then s i (η) = η.
and we shall show α i ∈ ω(R β,+ ). Note that this implies (η − , α i ) = 0 ⇒ (η ω , α i ) = 0 and thus completes the proof of η − ∈P − (ω). Write ω = ωz, whereω =ω η and z ∈W β . Since (η − , α i ) = 0 we have
, and this is equivalent toω
. Now the statement follows from Lemma 2.3.5.
The statement (iii) is a direct consequence of (ii).
Proposition 2.3.7
The set X β ⊆ W gives complete representatives in the double cosetW \W/W β .
Proof. By Lemma 2.3.6, we can define the map f :
Thus we have w = ω η as required. Now the statement follows from Lemma 2.3.1 and Lemma 2.3.6-(iii). 
Definition 2.3.9 For w ∈ W , define β(w) as an ordered partition of N such thatΠ
The proof of the following lemma is elementary.
Lemma 2.3.10 (i) For w ∈ W β , the followings are equivalent:
Proposition 2.3.11 For x ∈ X β , we havē
. We will prove u ∈W [x] ⇒ u ∈W β(x) by the induction on l(u). The case l(u) = 1 has been proved in Lemma 2.3.10-(i). Let l(u) > 1. It is enough to show that there exists s i ∈W [x] such that s i u ∈W [x] and l(u) = l(s i u) + 1. BecauseW η is generated by the simple refrections s i such that (η, α i ) = 0, we can find
If
we have
Structure in generic
In this section β ⊢ N is still fixed. 
Proof. The β-genericity of ζ ∈ (t ′ ) * β implies that (ζ, α) = 0 for any α ∈ R. ¿From this, the statements follow easily.
Proof. Since s i w = ws w −1 (α i ) and w −1 (α i ) ∈R β,+ , we have l(ws w −1 (α i ) ) = l(s i w) = l(w)
* is β-generic and (ζ, δ) = 0. Then
Moreover, eachH · ϕ x 1 ζ is isomorphic toȲ β(x) (x(ζ)) and irreducible as anH-module.
Proof. First we will prove the latter part. It is easy to check thatx(ζ) ∈ t * β(x) and it is β(x)-generic. HenceȲ β(x) (x(ζ)) is irreducible. By Lemma 2.4.5, there exists a surjectiveH-homomorphism For an H-module V , define itsW -invariant part by VW = {v ∈ V | wv = v for all w ∈W }. Then S[t ′ ]W acts on VW . For a character χ :
By Proposition 2.4.4-(ii) and Theorem 2.4.6, we have
Moreover, for each
Unique irreducible quotients
Proof. Use the fact from Proposition 1.3.4 (i), that for any ξ ∈ t ′ and 
Then w(ζ) = ζ for any w ∈ W β \ {1}, where 1 denotes the unit element of W . In particular Y β (ζ)
Proof. (Step 1) First we prove that w(ζ) = ζ for any w ∈W β \{1}. Suppose that w(ζ) = ζ for w ∈W β \ {1}. Let p be the smallest number such that w(p) = p, and let
. This contradicts the condition (18).
(
Step 2) Let x ∈ W β . By Lemma 2.2.4, we can write
Suppose that x(ζ) = ζ. By (Step 1), it is sufficent to prove η = 0. Suppose η = 0. Putting ǫ = N i=1 ǫ i , we have (ζ, ǫ) = (x(ζ), ǫ) = (t γη(η) w(ζ), ǫ) = (ζ, ǫ) + (ζ, δ)(γ η (η), ǫ), and thus (γ η (η), ǫ) = 0. This implies r := −(γ η (η), ǫ 1 ) ∈ Z >0 as γ η (η) ∈P − . Since t γη (η) w(ζ) = γ η (ζ), we have
Note that w −1 (1) = k a for some a. Write γ −1 η (1) = p and let k b ≤ p < k b+1 . Then (19) leads 0 = −(ζ, rδ − α ka,p ) and thus
It is easy to see that (20) never occurs under the condition (18).
As a consequence of the results above, we have 
Affine Lie algebras and classical r-matrices
We introduce some notations and basic facts on affine Lie algebras, which will be used in the next section.
Affine Lie algebra of type
Letḡ be the Lie algebra sl m (C) and g =ḡ ⊗ C[t, t −1 ] ⊕ Cc g ⊕ Cd g be the affine Lie algebra sl m (C) associated withḡ with the commutation relations
for X, Y ∈ḡ and f, g ∈ C[t, t −1 ], where the invariant bilinear form ( , ) g is defined by
(21)
A Cartan subalgebra h of g is given by h =h ⊕ Cc g ⊕ Cd g , whereh is a Carten subalgebra ofḡ. Its dual space is denoted by h * =h * ⊕ Cc * g ⊕ Cδ g , where c * g and δ g denote the dual of d g and c g respectively: c * g (x) = (d g , x) g , δ g (x) = (c g , x) g for any x ∈ h. We write the root system and the set of positive roots ofḡ by Rḡ and Rḡ + respectively. Then we have the root space decompositionḡ =h ⊕(⊕ γ∈Rḡḡγ ). We choose the set {E γ ∈ḡ γ | γ ∈ Rḡ} of root vectors such that (E γ , E −γ ) = 1 for each γ ∈ Rḡ + , and putn ± = ⊕ γ∈Rḡ +ḡ ±γ = ⊕ γ∈Rḡ + CE ±γ . Let {H a } m−1 a=1 be an orthonormal basis ofh.
The classical r-matrix ofḡ is defined bȳ
Choose a set {γ 0 , . . . , γ m−1 } of simple roots of g, then the Weyl group W g of g is generated by the simple reflections σ a corresponding to γ a (a = 1, . . . , m − 1). We put ρḡ = 1 2 γ∈Rḡ + γ, and denote its dual by ρˇḡ ∈h. Put
. and put b ± = n ± ⊕ h. Define the subalgebra g ′ of g, and its subalgebra h ′ and b
The universal classical r-matrix
We introduce the universal classical r matrix of g and some of its properties, which are used in the next section. Let {J k } k=1,...,dimḡ be an orthonormal basis ofḡ.
Definition 3.2.1 The universal classical r-matrix r of g is defined by
For each X ∈ g, we put
Although the r-matrix itself contains an infinite sum, b(X) always belongs to g ⊗ g, and thus we have the map b : g → g ⊗ g called the Lie bi-algebra structure of g. We let T be the transposition on g ⊗ g and ̟ be the natural projection from g ⊗ g to U(g):
The following two lemmas play important roles in the next section and can be shown by direct calculations:
For a (possibly infinite) sum 
Representations of g
Recall the category O of left g-modules: its object set (which will be denoted also by O) consists of left g-modules which are finitely generated over g, n + -locally finite, and h-diagonalizable with finite dimensional weight spaces. We also define the lowest version O † of O: its objects are finitely generated over g, n − -locally finite, and h-diagonalizable with finite dimensional weight spaces. For a weight λ ∈ h * , let M(λ) denote the highest-weight Verma module with highest-weight λ, and M † (λ) the lowest-weight Verma module with lowest-weight −λ. Their irreducible quotients are denoted by L(λ) and
For ℓ ∈ C, a g-module is said to be of level ℓ if the center c g acts as the scalar ℓ. In the following we fix a complex number ℓ. Let O(ℓ) (resp. O † (ℓ)) be the full subcategory of O (resp. O † ) whose object set consists of level ℓ (resp. −ℓ) objects in O (resp. O † ). Put h * (ℓ) = {λ ∈ h * | λ(c g ) = ℓ} and let P g (ℓ) (resp. P g + (ℓ)) be the subset of h * (ℓ) consisting of integral (resp. dominant integral) weights. Note that L(λ) and L † (λ) become integrable for λ ∈ P g + (ℓ) and that P g (ℓ) is empty unless ℓ in an integer.
We also introduce the evaluation module, which do not belong to 
We identify the space
For a g (resp.ḡ)-module V and a weight λ ∈ h * (resp.h * ) let V λ denote the weight space of V of weight λ. For λ ∈ h * (ℓ), the image of λ under the projection h * →h * is denoted byλ and called the classical part of λ.
Construction of H-modules
Throughout this paper we use the notation
for a Lie algebra a and an a-module M. For A ∈ O(ℓ) and B ∈ O † (ℓ), we put
where g ′ acts diagonally on the numerator. We will define an action of the degenerate double affine Hecke algebra H on the space F (A, B) using the expression
KZ connections
We first define an action of W =W ⋉P as follows; define the action ofW on
where τ 1 denote the action on C[P ] and
for w ∈W , and v 1 , . . . , v N ∈ V 2 . Let the elements of
⊗ B by usual multiplication. Apparently this action defines an action of W on F (A, B) .
To define an action of S[t ′ ], we introduce the KZ-connections in terms of the universal classical r-matrix of g. Since they do not preserve F (A, B) or
⊗ B, we need to consider localizations of these spaces once. Consider the manifold
Let R be the sheaf of holomorphic functions on X and let R(U) is the ring of holomorphic functions on an open submanifold U of X.
⊗ B extends naturally to the one on 
and is extended to the map g → End C (A ⊗ R(X) ⊗ V ⊗ N 2 ⊗ B), which are denoted by the same symbol θ i . We set θ ij = θ i ⊗ θ j and put
which are well-defined operators on
On the other hand, for i, j ∈ {1, . . . , N} with i < j, we have formally
where Ω =r + T (r). These operators converge simultaneously only on the region 
The following proposition follows from direct calculations using Lemma 4.1.1.
Proposition 4.1.3 The followings hold in End (
for each i = 1, . . . , N, and X ∈ g, where θ i ⊗ θ i (b(X)) means θ i ̟(b(X)). In particular, the KZ connections ∇ i preserve the subspace
:
Proof. For X ∈ g, it is obvious that [r (ij) , (θ i + θ j )(X)] = θ ij (b(X)), and thus we have
The second equality follows from (27) and (28).
The Cherednik-Dunkl operator
We generalize the Cherednik-Dunkl operators by combining with the KZ connections to the operators on A ⊗ R(X) ⊗ V ⊗ N 2 ⊗ B, which turn out to act on F (A, B).
For each κ ∈ C and ξ ∈t, the Cherednik-Dunkl operator
defines an action of H on R(X) and on C[P ].
Let us generalize the Cherednik-Dunkl operators to our case. For ξ ∈t, we set
and define the operator
⊗ B) are preserved by the above action. Therefore the correspondence (48) induces an action of H on the space F (A, B) .
Proof. (i) By Proposition 4.1.3, the relations between the operators ∇ ξ , w and f are same with the ones between (ℓ + m)∂ ξ , w and f . Therefore the statement is shown exactly as Proposition 4.2.1.
⊗ B follows from direct calculations. The rest is straightforward from the definition of the action and Proposition 4.1.4.
In the rest of this paper, we put κ = ℓ + m. It is easily checked that our construction is functorial in the following sense: for g-homomorphisms f 1 : A → A ′ and f 2 : B → B ′ between g-modules, the induced maps
are both H-homomorphisms. Therefore we have the bifunctor from O(ℓ)× O † (ℓ) to the category of H(κ)-modules.
Structure of H-modules
Our next aim is to study H-module structures of F (A, B) for A ∈ O(ℓ) and B ∈ O † (ℓ). For each µ ∈ h * (ℓ), we can define the right exact functor
from O † (ℓ) to the category of H-modules. We put
for each λ, µ ∈ h * (ℓ). When λ, µ ∈ P g + (ℓ), the space V(λ, µ) is related to the dual space of conformal blocks (see Proposition 5.1.3 and [7] ).
Fundamental properties
In this subsection, we study some properties of the bifunctor F , which will be used later. Let v(µ) and v † (λ) denote the highest (and lowest) weight vector of M(µ) and M † (λ) respectively.
Proof. Follows from the following well-known g-isomorphism for any g-
and its lowest version, where on the left-hand-side of (52), g acts diagonally and on the right-hand-side by left multiplication.
Again by (52), there is an isomorphism of vector spaces
Notice that the space on the right-hand-side is an H-submodule of
) ⊗ M † (λ) with respect to the action (48). Hence we have
as H-modules.
Proof.
It is obvious that the induced map
To show the injectivity, recall that the maximal submodule of M(µ) is generated by the singular vectors v a ∈ M(µ) σa•µ (a = 0, . . . , m − 1) satisfying Xv a = 0 for any X ∈ n + , where σ a • µ = σ a (µ + ρ g ) − ρ g . By elementary calculations, it can be checked that, for any number n ≥ 0, there exists a non-zero constant c n such that E n γa E n −γa v a = c n v a , where E γ denotes the root vector corresponding to γ ∈ R g . Put
for any u ∈ V . Since V is integrable and thus n + -locally finite, there exists a number n > 0 such that E n a i u = 0, and we have
, that implies (55).
Isomorphisms to induced modules
We shall describe the H-module structure of M(λ, µ), which will be shown to be isomorphic to an induced module Y β (ζ) = H(κ) ⊗H β C1 ζ (see §2.1) associated to an appropriate parameter (β, ζ) determined by λ, µ ∈ h * (ℓ). Recall thatē a ∈h * (a = 1, . . . , m) denotes the weight of the standard basis u a of V 2 . Let us associate an ordered partition β of N and an element ζ ∈ (t ′ ) * to each pair λ, µ ∈ h * . Assume that λ, µ ∈ h * (ℓ) satisfyλ −μ ∈ wt (V 
Here, we allowed appearance of zeros as elements of an ordered partitions. We keep the assumption thatλ −μ ∈ wt(V ⊗ N 2
). Put µ a = (µ,ē a ) (a = 1, . . . , m) and consider the set
which we represent just by Y below. A bijection T : Y → {1, . . . , N} is called a tableau on Y . We let T (λ,μ) denote the set of tableaux on Y . Define T 0 ∈ T (λ, µ) by
Now, defineζλ ,μ ∈t * and ζ λ,µ ∈ (t ′ ) * bȳ
For T ∈ T (λ,μ), let w T denote the inverse image of T ∈ T (λ,μ) under the isomorphismW → T (λ,μ) w → wT 0 : (a, p) → w (T 0 (a, p) ).
Note that
The following lemma can be checked easily.
) (see (11) for the definition of (t ′ ) * β ).
Let u(µ) and u † (λ) be the highest and lowest weight vector in M(µ) and M † (λ) respectively, and put
(62) By direct calculations, we have the following lemma.
), the vector u λ,µ is a weight vector with the weight ζ λ,µ :
By Proposition 5.1.2 and Lemma 5.2.2, we get the following conclusion:
which sends u λ,µ to 1 ζ λ,µ .
Finite analogue of the functor F
It is possible to construct the "finite version" of our functor F , which is easier to study and has some suggestive properties. Consider the categorȳ O (resp.Ō * ) of highest (resp. lowest) weightḡ-modules. Forḡ-modules A ∈Ō and B ∈Ō * , we put
and consider the operator
It can be shown thatD i acts onF(A, B) and the correspondence
defines an action ofH onF (A, B). For each µ ∈h * , we define a functor from the categoryŌ * to the category of finite dimensionalH-modules bȳ
and putFμ(M
, whereM(λ) denotes the highest weight left Verma module ofḡ with highest weightλ ∈h * etc. As an analogue of Proposition 5. 
where βλ ,μ andζλ ,μ are defined by the similar formulas as (56) and (59) respectively.
Under finite situations, standard arguments using the infinitesimal characters deduce the following:
then the functorFμ is exact. Now, let us suppose thatλ,μ are both dominant integral. ThenL(λ) is finite dimensional and the dimension ofFμ(L(λ)) is calculated using Shur-Weyl reciprocity law and turns out to equal the number of standard tableaux on the skew Young diagram Yλ ,μ : A tableau T ∈ T (λ,μ) on Yλ ,μ is called a standard tableau if T satisfies the following two conditions:
Let T s (λ,μ) denote the set of standard tableaux on Yλ ,μ (then dim V(λ,μ) = #T s (λ,μ)), Note that w T ∈W β λ,µ for T ∈ T s (λ, µ). The following proposition can be proved by using Proposition 1. 
Dominant integral case
As a consequence of Proposition 5.2.3, we have that the H-module M(λ, µ) is irreducible if ζ λ,µ is β λ,µ -generic (Definition 2.4.1).
Let us consider the case where λ and µ are both dominant integral. The following statement is a corollary of Corollary 2.5.4:
Proof. It can be checked that the condition µ ∈ P g + (ℓ) implies the condition (18) in Corollary 2.5.4 for ζ λ,µ . 
Symmetric part
In the rest of this paper we focus on theW -invariant part of V(λ, µ) for λ, µ ∈ P g + (ℓ) and attempt to give a description corresponding to Corollary 2.4.7.
Specialized characters
As an approach to investigate the H-modules, we consider their characters with respect to the operator
To this end, we introduce "the polynomial part" of H and F µ (B) (see
Then F ≥0 µ (B) has the H ≥0 -module structure. For a vector space M with a semisimple action of L 1 with a finite dimensional eigen space decomposition, we put
and call ch M the specialized character of M, where q is a parameter. It is easily checked that ch
). The same argument as Lemma 5.1.2 shows that
as an H-module. On the right-hand-side, we have
where △λ = 1 2(ℓ+m) (λ,λ) + 2(ρ g ,λ) . ¿From (73), the specialized char-
It is natural to attempt to construct a resolution of V(λ, µ) by induced modules to calculate the character for V(λ, µ). Recall the BGG resolution for L † (λ), which is the exact sequence
of g-modules with
where W g (i) is the subset of the Weyl group of g consisting of elements of length i. Sending by the functor F µ (resp. F ≥0 µ ), we have the complex of H (resp. H ≥0 )-modules respectively:
where we put
is a direct sum of induced modules:
Therefore if the sequence (76) is exact, we can calculate the character of V ≥0 (λ, µ). It can be shown the above sequences are exact when κ is large enough, but in general case it is still conjecture: 
Main conjecture
In the following we fix a pair (λ, µ) ∈ P g + (ℓ) × P g + (ℓ) satisfyingλ −μ ∈ wt (V ⊗ N 2 ). Recall that we associated a partition β λ,µ of N such that λ −μ = m a=1 β aēa , and a diagram Y λ,µ = {(a, p) ∈ Z × C | a = 1, . . . , m ; p = µ a + 1, µ a + 2 . . . , µ a + β a } .
(79) whereμ a = (µ a ,ē i ). As in §5.3, let T (λ, µ) (resp. T s (λ, µ)) denote the set of tableaux (resp standard tableaux) on Y = Y λ,µ .
For T ∈ T (λ, µ) and a number n ≤ N, let β Then it is checked that λ (n) T belongs to P g (ℓ). A standard tableau T ∈ T s (λ, µ) is said to be ℓ-restricted if all the weights λ 
(ii) For any α ∈R + , we have (w T ζ λ,µ , α) ≤ κ − 2.
Recall that we associated η w ∈P − (w) for each w ∈W β in Definition 2.3.2.
Lemma 6.2.2 For each T ∈ T (ℓ)
s (λ, µ), we have
Here
with T (a, p) = i and T (a ′ , p ′ ) = i + 1. 
By the above remark, the following holds by using standard arguments in the solvable lattice model (see [8] , [9] ): Theorem 6.2.4 In particular, we have
Proof. Take any x ∈ X β λ,µ ℓ
. It is easy to see x(ζ λ,µ ) ∈t * β(x) . Direct calculations using Lemma 6.2.1 and Lemma 6.2.2 implies that
and (ζ λ,µ , α) = 0, ±1 for any α ∈ S(x). In particular, ϕ x is invertible on 1 ζ λ,µ .
By Lemma 2.4.5, we have s i ϕ x 1 ζ λ,µ = ϕ x 1 ζ λ,µ for all α i ∈Π β(x) . Thus we have an H-homomorphism Y β(x) (x(ζ λ,µ )) →Hϕ x 1 ζ λ,µ
defined via 1 x(ζ λ,µ ) → ϕ x · 1 ζ λ,µ .
It follows from (86) thatȲ β (x)(x(ζ λ,µ )) is irreducible, and thus Y β (x)(x(ζ λ,µ )) ∼ =Hϕ x 1 ζ λ,µ . Therefore Qϕ x 1 ζ λ,µ = 0.
Next let us prove that {Qϕ x 1 ζ λ,µ } x∈X β λ,µ ℓ is linearly independent.
Note that µ ∈ P + g (ℓ) implies that β λ,µ and ζ λ,µ satisfies the condition (18) in Proposition 2.5.3. Hence we have
Combining with (87), it follows that the map X β λ,µ ℓ → (t ′ ) * β given by x → x(ζ λ,µ ) is injective.
For any x ∈ X β λ,µ ℓ , it can be proved from Lemma 6.2.1 and Lemma 6. CQϕ tη ·w T · 1 ζ λ,µ .
