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Hazard analysis methods such as HAZOP and STPA have proven to be effective methods
for assurance of system safety for years. However, the dimensionality and human factors
uncertainty of many assistive robotic applications challenges the capability of these
methods to provide comprehensive coverage of safety issues from interdisciplinary
perspectives in a timely and cost-effective manner. Physically assistive tasks in which a
range of dynamic contexts require continuous human–robot physical interaction such as
e.g., robot-assisted dressing or sit-to-stand pose a new paradigm for safe design and
safety analysis methodology. For these types of tasks, considerations have to be made for
a range of dynamic contexts where the robot-assistance requires close and continuous
physical contact with users. Current regulations mainly cover industrial collaborative
robotics regarding physical human–robot interaction (pHRI) but largely neglects direct
and continuous physical human contact. In this paper, we explore limitations of commonly
used safety analysis techniques when applied to robot-assisted dressing scenarios.
We provide a detailed analysis of the system requirements from the user perspective
and consider user-bounded hazards that can compromise safety of this complex pHRI.
Keywords: assistive robotics, collision avoidance, SHARD, system-theoretic process analysis, unified modeling
language, pHRI, safety, industry standards
I INTRODUCTION
Assistive robotics is increasingly becoming recognized as a potential enabler in helping people
improve their quality of life and live independently, particularly in later life (Zafrani and Nimrod,
2019). Fundamental to the successful design and deployment of any assistive solution for non-expert
users of robotics is ensuring safety. Therefore, the focus of this paper is on methods for hazard
analysis used for safety assurance during close proximate physical Human–Robot Interaction (HRI).
We have considered user requirements and scenarios in the context of robot-assisted dressing.
We know that in other application domains such as the use of industrial co-bots for
manufacturing (El Zaatari et al., 2019), safe HRI has been possible due to existing
regulations that dictate limited contact and compliant physical interaction (Haddadin et al.,
2008). However, from a practical point of view, industrial robotic standards, lacking
consideration of direct physical contact between the person and the robot, are not suitable
for physically assistive robots. Another added challenge is that industrial regulations normally
count on trained users that could supervise the robot’s operation with expert intuition and
understanding of safety guidelines. In domestic environments, assistive technologies are likely to
be used by people (for example, frail older people, physiotherapists, carers) who are currently not
expected to have the similar experience and training as engineering experts. As such, where
domestic applications are concerned, safety standards and safety assessment approaches need to
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and social care, accounting for extended physical
Human–Robot contact and non-expert service users.
This paper is structured into 5 sections. In Section I we
introduce the motivations for this paper. Section II reviews
existing hazard analysis methods and critically overviews
safety of existing physical Human–Robot Interaction (pHRI)
studies, emerging standards for pHRI design and user
modeling in this context. In Section III we present a pHRI
for dressing assistance use case (see Figure 1)and apply two
hazard assessment approaches (SHARD-UML and STPA) to
analyze safety. Lastly, in Section IV, we explore safety
measures to mitigate the limitations identified, drawing on
human factors, physical Human–Robot Interaction modeling
for control and monitoring, emerging approaches for
collaboration between the user and robotic systems and
inter-disciplinary design approaches. Our aim is to identify
and raise awareness of the safety challenges that need to be
considered during pHRI in assistive robotics applications, so
that they can be addressed and resolved earlier in the
development stage.
The specific contributions of this paper to the research
community include: a review of the existing hazard analysis
methods and ISO regulatory guidance; an investigation that
queries if these tools are fit to purpose for our use case when
PHRI is a requirement; a method for analyzing the outcomes of
hazard techniques and evaluate their scope and limitations; and
guidance for similar pHRI use cases that struggle to implement
hazard mitigation and safety guidance, and still meet their
application pHRI requirements.
II LITERATURE REVIEW
This section reviews some of the conventional hazard assessment
approaches and techniques applied to pHRI safety analysis, and
discusses their shortcomings, particularly in relation to the
assisted dressing use case being considered in this paper.
A Hazard Assessment for pHRI
Well-established tools for assessing safety in industrial
processes date back to the 1950’s, and they are still included
in the current guidelines, for example, ISO31010 (IEC 31010,
2019). The most notable techniques are FMEA (Failure Mode
and Effects Analysis) (IEC 60812, 2018); HAZOP (HAZard
and Operability study) (BS EN 61882, 2019) and its variant
SHARD (Software Hazard Analysis and Resolution in Design)
(Pumfrey, 1999), and STPA (Systems Theoretic Process
Analysis) (Leveson, 2004). The bottom-up nature of these
methods provides comprehensive coverage of failures by
scrutinizing every component of the system in industrial
applications typically using extensive expert knowledge to
review the system at a fine level of granularity. With
increasing complexity of robotics systems, this approach
may become unfeasible. To embed safety and trust in pHRI,
knowledge from different disciplines is now required (Salem
et al., 2015; Eder et al., 2014). Moreover, hazard analyses
normally take place before or in the proof of concept phase
to facilitate efficient design early in the conception of the
system. Even at this stage there may be incomplete
information to assess issues emerging from deployment in
real-world environments (Bolbot et al., 2019). Both HAZOP
(BS EN 61882, 2019) and FMEA have also been found to be
limited when it comes to their application in complex systems
which are highly inter-linked (Bolbot et al., 2019). There are
other hazard analysis techniques such as STPA that claim to
provide a wider coverage of the development process and
address not only physical failures, but also potentially
unsafe behaviors (Leveson, 2004). An STPA analysis for the
“Lane change” action of an Automated Driving System
[Cruising Chauffeur® with Safety in Use (SiU)]
(Abdulkhaleq et al., 2018) acknowledged some improvement
during the brainstorming process and a multi-interaction
consideration in early stages of development (driving
system, user, and external agents). Other research studies
have preferred STPA over other traditional hazard
assessment methods to evaluate multi-robot mobile system
risk level (Bensaci et al., 2018). However, STPA still requires
engineer’s expertize to be adapted and completed, and it can be
more exhaustive than traditional methods due to the higher
level of variables to assess (Bolbot et al., 2019).
A number of researchers have combined traditional hazard
analysis techniques such as the HAZOP+UML approach (Do
Hoang et al., 2012; Guiochet, 2016) to make them more relevant
for pHRI analysis. By combining these techniques they found that
they were able to get more comprehensive and rigorous coverage
of risks. In the European Commission funded project SAPHARI
(2011–2015) (De Luca, 2015), researchers successfully used more
recent versions of HAZOP and UML techniques (Guiochet et al.,
2012) in pHRI studies that feature collision avoidance in
industrial settings (Guiochet, 2016). A notable attempt to
classify pHRI according to the interaction contact type is
considered in (Guiochet et al., 2017) defining continuous
pHRI as ’physical interaction that occurs continuously over
extended periods of time’. This term was defined for industrial
robots which does not necessarily address complexity of physical
assistive robots.
In physical care assistance robotics, the presence of vulnerable
users with different health conditions adds an additional layer of
complexity. This is due to a high level of variance emerging from
the range of health conditions which need to be represented in
user modeling. If dynamic user profiles and real-world
environments are part of the system under risk consideration,
HAZOP and FMEA are not suitable for hazard assessment as they
would miss errors produced by the synthesis of models from
different disciplines such as engineering and healthcare (Salem
et al., 2015).
Additionally, the impact that these conditions have on the
users’ physical and cognitive abilities are also likely to affect the
types of risks that need to be considered. As robots migrate from
the shop floor in industrial applications to care homes in an
assisted living setting, so must the regulations that govern them
to comply with more niche user requirements such as
psychological support among other things (García-Soler
et al., 2018).
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In industry, the risk assessment also accounts for human
factors by using Human Reliability Analysis where the
behavior model of operators, engineers, users, and others
human agents is considered to mitigate hazards. Methods such
as HAZOP and STPA that focus on the system structure also infer
similar hazards but they address human errors indirectly. If many
accidents have been caused by long-term organisational or
managerial problems that are lacking human factor attention
(Fossum et al., 2018), traditional techniques such as HAZOP and
STPA also lose coverage for this reason.
We observed how some studies propose the insertion of HRA
(Hazard Risk Analysis) in healthcare with influential factors
including Environment, Software, Hardware, and Liveware
(Onofrio and Trucco, 2018) (where Liveware includes
categories such as fatigue, familiarity, workload, and
communication, among others). Regarding robotic healthcare
applications, expert operators may not be constantly present
during the service execution for real world environments,
delegating the handling and responsibility of potentially unsafe
situations to the user.
B Emerging Standards and Regulations for
the Design of pHRI
Robot design is currently regulated by the ”ISO/TC
299—Robotics” previously known as ”ISO/TC 184—Industrial
automation” when conceived in 1983. Physical contact safety is
addressed for industrial collaborative robots, AKA co-bots using
the ISO 15066:2016 (Haddadin et al., 2008); and for Personal care
robots using the ISO 13482:2014 (ISO 13482, 2014) (including
only exoskeletons as physically assistive robots). The
consolidation of pHRI safety regulations for these standards
have been mainly supported by the PHRIENDS EU project
(2006–2009) and, by its successor: SAPHARI project
(2011–2015).
The concern is that reference standards still assume
deterministic and known actions and may lose effectiveness as
the application starts to involve more non-deterministic or
unpredictable actions. For instance, emergency stops or
reactive approaches are frequently recommended by
regulations to avoid collision hazards whereas, in healthcare
scenarios, they could result in harming the user or other
objects, for example if the robot is in the process of dressing a
person or helping them to keep their balance. While there are
many studies which have addressed collision avoidance as per
the regulations, such as in the PHRIENDS project (http://www.
diag.uniroma1.it//∼labrob/research/PHRIENDS.html#Papers)
(Haddadin et al., 2008; Haddadin et al., 2009; Albu-Schäeffer et al.,
2008; De Luca et al., 2006; De Luca et al., 2009), and SAPHARI
project (http://www.saphari.eu/index.php?optioncom_content&vi
ewarticle&id120:publications-2&catid29&Itemid185) (De
Luca and Flacco, 2012; Beetz et al., 2015; Zube, 2015; Walther and
Guhl, 2014) through reactive control and compliance design
toward lightweight robots with variable stiffness, their focus
remains on human–robot collision avoidance. These studies
mostly consider physical human robot interaction within the
industrial environment, generally considering the presence of
physical contact as a hazard to the user’s safety. However in
certain physical assistance tasks, physical contact is a key feature
of the interaction, but we have not found any safety standards or
regulations which provide guidance relating to this.
C Current Approaches for Exploiting
Physical Human–Robot Contact to Improve
Interaction
In most industrial contexts, physical human–robot contact is
avoided and contact between humans and robots is considered a
safety hazard. There is scope however, to consider pHRI as a
potential means of communication. The SAPHARI project
introduced a prototype of a tactile sensor multi-array that
perceives the intensity of the force and its location with a
certain resolution (Cirillo et al., 2016).
This led us to investigate what has been done to implement
continuous physical contact interfaces in the literature,
particularly those inspired by Human-Human Interaction
(HHI). A number of studies have explored the role of touch-
force in cooperative human–robot tasks to extract features that
could be useful in HRI as a meaningful source of information.
Takagi et al. (2018) considered how the user’s comfort can be
maximized by modeling force feedback from the user,
Nishimura et al. (2015) investigated how the cooperation
status level for assistance can be optimized based on user
force feedback too, Mortl et al. (2012) and Gienger et al.
(2018) explored how force information can be used for active
and passive role allocation changes in cooperative tasks, and
Ansari et al. (Ansari et al., 2018) considered how the user’s hand
orientation can be estimated when carrying an object with the
robot. Although these studies still need more empirical evidence,
they have provided new insights on how physical contact can be
exploited to support pHRI, identifying how soft and hard
interactions occur at different points of a physical interaction
and how a physically assistive robot could make use of this
information.
A further example of using pHRI for communication was
presented in a robotic wheelchair study where haptic force,
combined with artificial intelligence learned haptic control
policies from Human–Human Interaction demonstrations
(Kucukyilmaz and Demiris, 2018). Even though no significant
difference was noticed in terms of effort and performance when
haptic feedback was applied, higher levels of comfort and
enjoyment among the participants in the interaction were
identified, which accounted for long-term psychological effects.
In another assistive application example, force feedback and
vision were used to improve the estimation of the user’s
trajectory, which was demonstrated on a robotic walking guide
(Moon and Seo, 2019) where the forces exerted on the handles
and the information of a depth camera were used as inputs to a
neural network. Similarly, a reinforcement learning approach has
also been tested to enhance force feedback to the user by
providing haptic cues to guide the user hand movements
(Walker et al., 2018).
To summarize, the current studies envisage ways of using force
feedback and body monitoring from the user to model pHRI.
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Relevant outcomes suggests that force feedback can be modeled
to optimize human–robot cooperative tasks by assigning active or
passive roles; that the user’s trajectory and location can be
partially or entirely estimated by using force feedback during
cooperative tasks; and that user’s comfort and acceptance seems
to increase when force feedback is integrated with artificial
intelligence in assisted tasks.
D User Modeling and Safety Assessment
In domestic applications, task-qualified engineers, who have
operational knowledge of the robotic platforms, may not
always be physically present. Instead, it is likely that people
with a range of varying user profiles would be most frequently
using or co-operating with assistive robotic systems. An
understanding of user conditions, needs and limitations is
therefore required for effective deployment of assistive robots,
particularly to support Activities of Daily Living (ADLs) (Bedaf
et al., 2015). In addition, people requiring these technologies are
also likely to be supported by other people, such as their relatives,
health professionals and caregivers, and as such their specific
needs also have to be taken into consideration (García-Soler et al.,
2018; Beer et al., 2012). This information can serve as a starting
point in safe user-centred design that considers the combined
needs of the all potential users of the systems.
User modeling seems to be a key aspect to address their needs,
and to understand their limitations through a personalized
interaction, as depicted by some publications (García-Soler
et al., 2018). For instance, user modeling studies involving
kinematic evaluation tests can determine the user safe
workspace in the robot’s movement envelope (Zhang et al.,
2019). Similarly, an estimation of the range of physical forces
exerted by a modeled arm during a simulated assisted dressing
task was performed by Erickson et al. (2017). Kapusta et al. (2016)
also conducted kinematic studies to map the relationship between
clothing and users from data-driven haptic perception modeling.
Furthermore, people who need physical assistance may present
personal traits such as limited mobility or special sensitivity to
touch. Therefore, it would be important to tailor or personalize
robot’s assistance, so that there is no unintentional exacerbation
of a known user condition. Given the generic nature of current
safety standards, they are unable to fully cover the high variance
of the user requirements needed for designing safe assistive
robots.
E Gaps in the Current Research
The review of the literature has identified the following issues that
are significant when considering safety of physically assistive
robots:
• For complex, non-deterministic contexts, there are no existing
hazard analysis techniques that can provide comprehensive
coverage for risks associated with physically assistive robotic
applications.
• Physical contact during interaction is generally regarded as a
safety hazard and safety standards relate to collision avoidance,
although some studies show that contact forces could be used
constructively for feedback and safe operation.
A clear methodology for pHRI personalization has not been
identified.
III ROBOT-ASSISTED DRESSING: PHRI
SAFETY ANALYSIS CASE STUDY
The application considered in this paper is robot assisted
dressing. It was developed as part of the project ‘Assistive
interactive robotic system for support in dressing—I-DRESS’
(i-dress-project.iri.upc.edu) funded by CHIST-ERA
(chistera.eu) and EPSRC to develop a multi-modal interaction
framework and intuitive user interfaces to facilitate safe physical
interaction and cognitive robot behavior. The project considered
proactive assistance for dressing tasks (shoes, jackets) to support
people with disabilities, or high risk healthcare workers (personal
protective equipment such as surgical gowns). A key objective for
the project was ensuring safety by using multi-modal inputs
accounting for environment dynamics, human errors and
ergonomic limits. We used a Baxter robot to investigate
dressing dynamics thanks to its similarity with the human
arms (bi-manual operation) (Chance et al., 2016; Chance
et al., 2017). To enable dressing assistance, we defined the
overall system requirements taking into account a user to be
dressed, a garment, and the environment (Table 1 shows those
relevant to pHRI).
A Methodology
For understanding the safety requirements for a physically
assistive robot to support dressing, we started with evaluating
the suitability of existing hazard assessment approaches for
identifying safety-related issues. We applied two hazard
analysis techniques to our assistive dressing task scenario with
the aim of evaluating their applicability and limitations. The
results are presented in this section and a risk register which
emerged from applying these techniques is presented in
Supplementary Appendix. In Section IV, we analyze and
discuss these results against the gaps exposed in the literature
review in Section II, and against our pHRI requirements to
suggest safety analysis approaches for pHRI in social care
applications.
In our method, SHARD+UML (a HAZOP+UML variant) was
used to assess the robot’s operational safety while STPA was used
for analyzing safety-related issues resulting from human actions.
The reason for choosing these techniques was not only to evaluate
their suitability for our particular application, but also to consider
their general applicability for similar physically assistive
HRI tasks.
The method followed in this study was divided into two
investigations, Section III and Section IV, for which two
research parties worked separately. This is important to
prevent bias between sections (e.g., Section IV affecting
Section III results. In other words, once the hazard
identification and risk analysis are performed by one
researcher, an evaluation of the tools shortcomings was
performed by a different researcher to validate the concerns
exposed in the literature review.
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B IDRESS: Scenario Description
In this section, we present our use case that consists of an assisted
dressing task performed by a robotic platform (Baxter robot).
From a systems engineering perspective, this function is achieved
by the concatenation of modules that expect a series of inputs and
outputs. To help a user put on a jacket or a surgical gown, we first
need to confirm their willingness to participate. From then on, the
robot will use different sensors such as microphones, cameras,
motor currents and others to advance in an orderly fashion
through the expected dressing sequence. In Figure 2, we see
an example of this sequence in which after a voice confirmation,
the robot detects, grasps and positions the garment so that it can
be donned on the person in an ergonomically appropriate
manner, ending with a user voice confirmation. This is a
simplified scenario that does not consider all possible
outcomes that could arise due to unexpected user actions or
environmental factors at the time of execution, but defines the
objective and physical contact implications.
Figure 2 shows a flow chart of one possible scenario during a
jacket dressing assistance tasks. This will be useful to identify the
situations in which the system must make decisions, monitor the
user and handle basic errors in future sections. In this chart, all
possible robot errors are not considered, and we make the
assumption that the user complies with the predefined
dressing sequence.
C UML: System Software Analysis
At this stage, we will apply “Unified Modeling Language” (UML),
an extensively used tool for software applications to address the
thorough breakdown of possible outcomes. A UML diagram is
created by defining the logical connection between blocks and the
reasoning flow. Supplementary Appendix Figure 4 shows
representative user related errors that may occur in different
stages of a shoe fitting task. When the UML analysis is completed,
the subsequent SHARD analysis (HAZOP variant) can be
initialised.
D SHARD: Robot Hazard and Error Analysis
For the hazard analysis of the robot’s operation we chose SHARD
to focus on what errors the robot (not the user) can encounter.
Here we examine the UML flowchart (Supplementary Appendix
Figure 4) based on the logical path of actions the robot may take.
At each point or node of the UML (identified with the ID:
UMLXX) we apply the SHARD analysis technique.
For each node of the UML, we apply one of the guide words:
Omission, Commission, Early, Late and Value, as suggested in the
FIGURE 2 | Jacket or gown dressing scenario.
FIGURE 1 | Dressing assistance task performed by a robot.
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SHARD analysis (Pumfrey, 1999) (See Supplementary
Appendix Table 2). This gives 5 possible hazards for each
node for a total of 20 nodes. Every guide word analyzed against
a node is referred to as an entry. For every entry, a rudimentary
hazard severity level is assigned: no hazard, user annoyance,
low, medium and high hazard (See Supplementary Appendix
Table 2) where an “annoyance” implies user waiting and/or
distracted; “low” implies a trivial injury risk (discomfort);
“medium” implies a minor injury risk (bruising, abrasion);
and “high” implies a serious injury risk (strain, sprain,
incapacitated). This hazard severity level corresponds
approximately to existing hazard severity standards such as
the Abbreviated Injury Scale (AIS) (Loftis et al., 2018), a widely
used scale of injury severity used in the automotive and
medical sectors. The severity levels described in
Supplementary Appendix Table 2 correspond
approximately to levels 1–3 of the AIS Severity Scale.
A full list of potential hazards from this exercise can be found
in Supplementary Appendix Table 5, stating the causes of the
hazards and proposed design recommendations. The most
relevant hazards identified in the process are related to but not
limited to: communication delays or long conversation
performed by the robot; not clear sensor interpretation by the
robot; garment snagging errors; user distraction; second actor
interventions among others.
After exploring this SHARD+UML combination, we
confirmed it is good for software flow, however, some human
related-aspects were superficially developed hence STPA was
tested to check if more information could be retrieved.
E STPA: User Error Analysis
STPA, or Systems-Theoretic Process Analysis, is based on
systems thinking and a new model of accident causation based
on systems theory rather than reliability theory. While traditional
techniques were created to anticipate component failure
accidents, STPA was engineered to also address increasingly
common component interaction accidents arising from design
flaws or unsafe interactions among non-failing (operational)
components (Leveson and Thomas, 2018). For this reason,
STPA is often described as a super-set of the hazards causes
identified by traditional techniques. STPA was conceived to
address the evolving complexity of technology from mid-20th
century which led to computers and digital systems. However, we
have to consider that STPA still requires to be adapted and
completed to the specific task and we should expect a higher level
of variables to assess compared to traditional methods (Bolbot
et al., 2019).
The range of possible human actions within a given context is
finite but could be numerous. We therefore use the task scenario
in Section IIIB to define the essential actions and the STPA
method to provide an initial abstraction of potentially unsafe
behaviors.
The task scenario is segmented and shown in the top row of
Figure 3A). Under each task segment, there are a few examples of
FIGURE 3 | (A) User error analysis in a dressing scenario. (B) User errors common to any task scenario element.
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the user initiating or undertaking actions that could result in a
potential hazard. Each part of the task is identified with an ID
starting UEAXX (for User Error Analysis) which is used for
identifying hazards. This part of the hazard analysis is particularly
pertinent given that this system may be used for older adults with
memory or mobility issues who can also make unpredictable
movements, gestures or utterances. The list of user errors
attempts to cover a range of the potential issues that is
enough to explore the ideas proposed in this paper.
IV INCLUSIVE MEASUREMENTS FOR SAFE
REAL WORLD ROBOTICS DESIGN
In this section the results from Section III are discussed followed
by pHRI design recommendations based on our use case study.
A Hazard Identification
The hazard assessment methods exposed 41 user-error based
hazards using STPA and 105 robot-error based hazards using a
combination of SHARD and UML which are fully documented
in Supplementary Appendix. In summary, the high and
medium risks associated with the user can be summarized
in three topics which also cover the low risks related to physical
damage:
• Collision, friction or pulling between the user and the robot due
to the user’s loss of balance or entanglement with the garment.
• Obstruction or occlusion of the robot’s trajectory by the user or
by an 2nd party affecting robot performance and/or leading to
collision.
• Dynamic natural character of the user actions (sudden
movements, distractions, change of intention, confusion and
miscommunication).
These risks also appear to be widespread across the dressing
sequencemeaning that, for example, the user could loss balance at
different stages of the dressing task. In other words, we could also
say that all examples belong to one or more of the following types:
• Wrong user actions due to mistakes or wrong/unclear
information received from the robotic system.
• Invalid request performed by the robot due to the lack of
knowledge about the user (e.g., user mobility or joint movement
limitation).
• Timing of the collaborative actions.
This focused exposition of the hazards facilitates the
understanding of the challenges that a robot handles and how
they could result in the state explosion problem affecting the
completeness of the technique. As an example, hazards from
complex interactions that could damage external agents were not
reflected in the analysis; instead, the risk assessment focuses on
the user distraction and possible injuries caused by 2nd actors.
This is the case of failures due to interactions with pets, relatives
or other external agents in the vicinity that could result in damage
to these 2nd actors inside the robot workspace. This disregard to
real world applications (especially within the assistive care field)
could degenerate in the state-space explosion problem for
possible hazards, mainly because real world applications are
less constraint than deterministic robotic technologies.
Furthermore, addressing this increasing complexity could
become unfeasible when applying traditional hazard
identification methods as they normally have to be manually
tailored by engineering experts.
In the assessment process, a type of hazard was identified and
labeled as “annoyance.” This hazard occurs as a result of a bad
timing, false positives, and wrong actions of a non-hazardous risk,
however they can produce a delayed action, distraction, or even
user’s trust loss in the technology. The “annoyance” hazard
considers the user’s mood or change of mind during the task
execution, and over long periods of exposure to the robot’s
failures. In this case, user modeling would be required, and it
should account for health care and engineering models of this
hazardous phenomenon. Completeness could be compromised
when the engineer alone may lack the ability to address the
clinical nuances of the long-term “annoyance” risk during the
hazard analysis stage.
These features still need rigorous protocols as seen in the
Literature Review Section IIA) which may invalidate the sole use
of traditional methodologies due to an increase in the range of
variables that could break a safety clause in a real-world robotics
design. Hence, traditional approaches could be combined with
interdisciplinary assessments of safety and user modeling
resulting in improved versions of, for instance HAZOP, STPA
and HRA for the human-machine interface safety assessment.
To illustrate how modifying traditional methods could help to
solve these type of issues, we propose some practical solutions.
We first recommend the use of new keywords as other studies
propose for performing SHARD analyses (Bolbot et al., 2019); but
with a clinical tweak. For example, we suggest using a keyword
that considers periodicity in SHARD (e.g., “Periodically”) or, at
least, a reiteration counter for each module in the UML diagram,
that could estimate the long-term harmful effects of repetitive
robot action loops on the user. Therefore, this loop would be
clinically assessed by a healthcare experts providing a hazard such
as“excessively frequent assistance could lead to dependence.” In
this solution, we propose a newmanagement of the user modeling
component for real world technologies. In other words, We raise
a call for regulating the intervention of experts of different
disciplines to maximize the completeness in the design of
standard methods and guidelines for its management and
application.
B Safe Design Recommendations
Safe design implies awareness of possible hazard which requires
understanding of all the agents involved in the scene and their
interactions. In our use case, we observed a prominent presence of
continuous contact, and high-risk hazards identified with
collision (See UEA 03;04;06;09;10;11 and UML 19 in
Supplementary Appendix Table 3 and Supplementary
Appendix Table 5). In this scenario, a severity of a failure is
highly dependent on the amount, concentration and duration of
the pressure that is exerted on the user. Therefore, a model of this
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phenomenon could infer the actual force applied on the contact
surfaces and identification of potential unsafe configurations. For
example, model of the force exerted on the user could be used to
improve the robot’s compliance in the user interaction. In fact,
general models of these interactions could be retrofitted for other
approaches of modeling continuous contact for assisted dressing
as seen in Section IIC, Kapusta et al. (2016), Zhang et al. (2019),
Erickson et al. (2017), Cirillo et al. (2016).
Certain dressing scenarios could produce hazardous
situations that can become an instantaneous high risk for
the user In these situations, the user could play an
important role by validating the robot’s perception and
supervising the robot’s behavior to alleviate risk escalation.
This collaborative perspective of HRI could be used to set
active and passive roles adapted to the user preferences and
cues to start or follow actions in cooperation with the robot. In
fact, a relevant study (Roncone et al., 2017) claims that the task
efficiency increases when the user has an active role. A survey
performed with older adults regarding assistive robots revealed
the possibility to verify the robot’s action plan before it is
executed through a display screen (García-Soler et al., 2018)
was a desired attribute for most participants. Although some
physical and cognitive impairments may hinder the
supervision of robotic assistance, users can still contribute
to safe interaction by monitoring correct functioning of the
platform and providing inputs using interactive graphic
displays or voice confirmation, thereby, enhancing the robot
decision making in real time. Taking advantage of the physical
and non-physical human–robot communication channels
should be a new paradigm to mitigate uncertainty and
instill trust in the use of the technology.
We propose an extension of the official standards scope
regarding pHRI modeling where the safe physical continuous
contact is included as a performance requirement rather than a
hazard to be avoided. Contributions in this direction should be
sought outside engineers remit, consulting widely the fields of
social, medical and legal domains. At the moment, (ISO 13482,
2014; Haddadin et al., 2008; IEC 60601-1-11, 2015; ISO/TR
22411, 2008) treat different topics that affect assistance
robotics separately when an integrated standard would be
more useful. For example, the IEC standard associated with
medical robots for rehabilitation, assessment, compensation or
alleviation (IEC/FDIS 80601, 2019) and the ISO 9241–910
standard associated with ergonomics of human-system
interaction regarding tactile interfaces (ISO 9241-910, 2011)
could cross-reference (Haddadin et al., 2008) and (ISO 13482,
2014) and introduce interdisciplinary documents. This could be
done by introducing topics such as the user capabilities evaluation
for collaboration with robots; the impairment assessment for use
of robotic assistive services, among others.
V CONCLUSION
The field of physically assistive robotics aims at consolidating
effective healthcare support for the growing population of older
adults and professional treatment of infectious diseases. Physical
contact, direct or indirect, over extended periods of time is often
an essential part of the assistance (e.g., for dressing). Industry
standards, intended only for manufacturing robotics
applications, do not directly cover the continuous physical
interaction or user modeling guidelines associated with
healthcare applications. In fact, many hazard identification
methods remain optimized for reactive approaches such as
collision avoidance missing expansion to the high
dimensionality typical of pHRI. An application example of
two hazard analysis methods was conducted by one researcher
to produce typical approaches to risks, and, consecutively,
another researcher proceeded to assess the effectiveness of
such methods. SHARD+UML and STPA were conducted and
a risk register for each technique was produced. Many hazard
were correctly identified but the methods could fail at fully
covering action timing during user-robot collaboration; user
and 2nd parties (e.g., pets or relatives) errors and behavior;
and familiarity with user health profile to account for long-
term effects. Finally, the importance of some safe design
recommendations is presented including guidelines on
continuous physical contact modeling; the encouragement
TABLE 1 | System requirements.
ID Description
UR001 The system must respond to voice commands in <1s
UR002 The system must be able to determine the task type requested
UR005 The system must be able to identify garments using sensors specified
UR006 The system must be able to grasp the garment correctly and hold it in a suitable position for dressing
UR007 The system must be able to determine handedness or orientation of the garment
UR008 The system must be able to detect the user and environment to within ±5 mm
UR009 The system must be able to detect and differentiate arms, legs and torso with onboard sensors and processing
UR010 The system must be able to move the garment toward the user
UR011 The system must be able to track the position of the target limb through small movements ±200 mm
UR012 The system must be able to detect dressing errors based on force limitations
UR013 The system must be able to initiate HRI strategies based on error detection
UR014 The system must know when a dressing task is complete
UR015 The system must contain a user profile that can be adapted during learning and operation
UR016 The system must be able to learn dressing motions in learning mode and during opetation
UR017 The system must employ a safety executive function at all times
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of task validation through collaboration with the user, and the
multidisciplinary assessment of risks and the system’s design.
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