Abstract. The curvature estimates of quotient curvature equation do not always exist even for convex setting [24] . Thus it is natural question to find other type of elliptic equations possessing curvature estimates. In this paper, we discuss the existence of curvature estimate for fully nonlinear elliptic equations defined by symmetric polynomials, mainlly, the linear combination of elementary symmetric polynomials.
introduction
The existence of curvature estimates or C 2 estimates for fully nonlinear elliptic partial differential equations is one of the central topics in this field. One of the most popular fully nonlinear equation is the k-Hessian equations. Let's give some setting and a short review. Suppose M is some n dimensional compact hypersurface in Euclidean spaces R n+1 . We let ν(X), κ(X) are the outer-normal and principal curvatures of hypersurface M ⊂ R n+1 at position vector X respectively. The prescribed k-Hessian curvature equations are σ k (κ(X)) = ψ(X, ν), (1.1) for 1 k n. When k = 1, curvature estimate comes from the theory of quasilinear PDE. If k = n, curvature estimate in this case for general ψ(X, ν) is due to CaffarelliNirenberg-Spruck [6] . For f independent of the normal vector, the C 2 -estimate was proved by Caffarelli-Nirenberg-Spruck [8, 9] for a general class of fully nonlinear operators, including Hessian type and quotient Hessian type. Ivochkina [31, 32] considered the Dirichlet problem of the above equation on domains in R n , C 2 estimate was proved there under some extra conditions on the dependence of ψ on ν. In [13] , C 2 estimates for Hessian equations have been studied deeply by ChouWang. C 2 estimate was also proved for equation of prescribing curvature measures problem in [23, 22] . If the function ψ is convex respect to the normal ν, it is well known that the global C 2 estimate has been obtained by B. Guan [15] . Recently, Guan-Ren-Wang [24] obtained global C 2 estimates for a closed convex hypersurface and partially solved the long standing problem. In the same paper [24] , they also proved the estimate for starshaped 2-convex hypersurfaces. In [34] , Li-Ren-Wang relaxed the convex to k + 1-convex for any k Hessian equations. In [43] , RenWang totally solved the case k = n − 1, that is the global curvature estimates of σ k (κ(X)) σ l (κ(X)) = f (X, ν), (1.2) for any positive integers k, l. The last section in [24] gives some counterexamples which implies curvature estimates do not hold for these quotient equations even for convex setting.
It is natural to ask that except Hessian equations, which type of elliptic equations can always possess curvature estimates for general right hand side? It means that we need to consider the following general curvature equations:
Q(κ(X)) = ψ(X, ν(X)), (1.3) where Q is a symmetric function with respect to κ 1 · · · , κ n . The above example requires that function Q should exclude the quotient type. Therefore, Q needs some restrictions. In view of proof in [24] , the quotient concavity has been extensively used which implies that "order" is enssential for our function. Thus, a suitable choice for Q may be the symmetric polynomials. On the other hand, we mainly discuss the convex solutions which means that Q should satisfy elliptic conditions in convex cone, Q > 0, and Q ii = ∂Q ∂κ i > 0.
Hence, as the first step, the simplest choice for Q to satisfy the above requirements may be the linear combinational k hessian operators, namely
α s σ s (κ), (1.4) where α m are non negative constants and α k > 0, k n. We also need some quotient concavity assumption which we call Condition (Q) corresponding k Hessian cases.
Condition (Q):
There are k − 1 polynomials S 1 , · · · , S k−1 defined by
where constants β l s 0 such that (Q/S l ) 1/(k−l) are concave functions for 1 l k − 1.
Using Condition (Q), we obtain the curvature estimates of convex solutions for equation defined by (1.4) in section 2. Theorem 1. Suppose M ⊂ R n+1 is a closed convex hypersurface satisfying curvature equation
for some positive function ψ(X, ν) ∈ C 2 (Γ) and nonnegative coefficients α 0 , · · · , α k , where Γ is an open neighborhood of unit normal bundle of M in R n+1 × S n . Further assume that the polynomial Q satisfies Condition (Q), then there is a constant C depending only on n, k, M C 1 , inf ψ and ψ C 2 , such that
The type of linear combinational k Hessian operators also has been studied and been applied in geometry. Harvey-Lawson [28] have considered the special Lagrangian equations which is one of this type. Krylov [33] also considered such type of equations and obtained some concavity for the opposite sign of the coefficients. In [21] , Guan-Zhang studyed the curvature estimates for such type of equations with the right hand side not depending on gradient term but with coefficients do depending on the position of the hypersurfaces. The geometry problems in hyperbolic space also raise these type of equations naturally [14] .
According to Theorem 1, the curvature estimates become to find suitable quotient concavity: Condition (Q). At first, let's consider the simplest case in which only two terms in (1.5) appear,
where 1 k n and α is nonnegative. We will call this type of Hessian equations: The Sum Type Equations. In section 3, we will study quotient concavity of sum type equations. We will prove that Theorem 2. The sum type equations satisfy the Condition (Q) in their admissible sets cone.
Here the concept of admissible set will be defined in section 3 and it includes convex cone.
For the general case, we need a general condition to recover Condition (Q). Therefore, in section 4, we introduce the following: Condition (C).
Condition (C):
There is some b ∈ R N and N k such that for m = 0, 1, · · · , k, we have
In other words, the following real coefficient polynomial only has real roots
This is something like hyperbolic polynomials [10, 30] . Using Condition (C), in section 4, we will prove that Theorem 3. If the coefficients of the order k polynomial Q defined by (1.4) satisfies Condition (C), then Q should satisfy Condition (Q) in Γ k cone.
Here Γ k cone is the Garding's cone. See section 3 for more detail. Using Theorem 1 and Theorem 3, we have the following main result for convex solutions in the present paper.
Theorem 4. Suppose M ⊂ R n+1 is a closed convex hypersurface satisfying curvature equation (1.5) for some positive function ψ(X, ν) ∈ C 2 (Γ) and nonnegative coefficients α 0 , · · · , α k satisfying Condition (C), where Γ is an open neighborhood of unit normal bundle of M in R n+1 × S n , then there is a constant C depending only on n, k, M C 1 , inf ψ and ψ C 2 , such that
With appropriate barrier, we have the following existence result coming from the above main Theorem.
Theorem 5. For equation (1.5) , assume that the coefficients of Q satisfy Condition (C). Suppose ψ ∈ C 2 (R n+1 ×S n ) is a positive function and suppose there is a constant r > 1 such that
and ψ −1/k (X, ν) is a locally convex in X ∈ B r (0) for any fixed ν ∈ S n , then equation (1.5) has a strictly convex C 3,α solution insideB r .
These results also can be extended to linear combinational Hessian equations defined in some domains in Euclidean space. At last, we give the following Lemmas, which will be needed in our proof.
Lemma 6. Denote Sym(n) the set of all n×n symmetric matrices. Let F = f (κ) be a C 2 symmetric function defined in some open subset Ψ ⊂ Sym(n). At any diagonal matrix A ∈ Ψ with distinct eigenvalues, letF (B, B) be the second derivative of C 2 symmetric function F in direction B ∈ Sym(n), then
The proof of this lemma can be found in [4] and [7] . The paper is organized by 4 sections. In the section 2, we generalize the curvature estimates of convex solutions for equation (1.5) with Condition (Q). In section 3, we study the admissible set and concavity of sum type equations. Section 4 mainly studies the quotinet concavity of polynomial defined by (1.4) with Condition (C). The last section stats some conclusions using Condition (C) and previous estimtaes for convex hypersurfaces. We also discuss the admissible solutions for sum type equations.
The curvature estimates
In this section, let's consider the global curvature estimates for linear combination of k Hessian equations (1.5). We mainly prove Theorem 1 in this section.
Since the Lemma proved in [34] need some more special property of the σ k , we have to give some restriction on Q. Thus, we require Q satisfying equation (1.5) where α m are non negative constants and α k > 0 and satisfying Condition (Q) defined in the first section. Using the Condition (Q), we have the following result similar to the Hessian equations. The detail of the proof can be found in [22] and [24] .
Then, for h = 1, · · · , n, we have the following inequality
Furthermore, for any δ > 0, we have
Set u(X) = X, ν(X) which is the support function of M . By the assumption of Theorem 1 that M is convex with a C 1 bound, u is bounded from below and above by two positive constants. At every point in the hypersurface M , choose a local coordinate frame {∂/(∂x 1 ), · · · , ∂/(∂x n+1 )} in R n such that the first n vectors are the local coordinates of the hypersurface and the last one is the unit outer normal vector. Still denote ν to be the outer normal vector as in section 1. We let h ij be the second fundamental form of the hypersurface M . The following geometric formulas are well known (e.g., [22, 24] ).
and (2.4)
where R ijkl is the (4, 0)-Riemannian curvature tensor. We also have (2.5)
As in [34] , we also use the m-polynomials. Here, m should be sufficiently large and determined later. We consider the following test function ϕ = log P m − mZ log u, where
Here Z is some undetermined constant. Suppose that function ϕ achieves its maximum value on M at some point X 0 . Rotating the coordinates, we assume that (h ij ) is diagonal matrix at X 0 , and
Differentiating our test function twice and using Lemma 6, at X 0 , we have
and we have
At X 0 , differentiating equation (1.5) twice, we have
and we also have
where C is some uniform constant depending on C 0 and C 1 setting of the hyperurface. Using (2.7) and (2.9), we have
On the other hand, using Lemma 6, we have
Then, contacting Q ii in both side of (2.8), and using (2.9), (2.10), we have
Let's deal with the third order derivatives. Denote
We divide two cases to deal with the third order deriavatives, i = 1 and i = 1.
Lemma 8. For any i = 1, we have
for sufficiently large m.
Proof. At first, by Lemma 7, for sufficiently large K, we have
Hence, A i 0.
Then, we also have
Note that
For any index j = i, using the above inequality, we have,
Using Cauchy-Schwarz inequality, we have
Hence, using (2.13) and (2.14) in (2.12), we obtain
Obviously, Q jj > Q ii for κ j < κ i and κ j Q jj > κ i Q ii for κ j > κ i . Thus, for m 6, and only use l = m − 3, m − 4 we get
Then, (2.15) becomes
Here, we have used, for m 6,
The left case is i = 1. Let's continue to prove the following Lemma which is modified from [24] .
Lemma 9. Suppose that function Q satisfying Condition (Q). For µ = 1, · · · , k − 1, suppose that there is some positive constant δ 1 satisfying κ µ /κ 1 δ and α 1 = · · · = α µ = 0 in (1.5). Then there exits another sufficient small positive constant δ ′ depending on δ, such that, if κ µ+1 /κ 1 δ ′ , we have
Proof. At first, note that Q jj Q 11 for all j > 1, just like (2.16) in Lemma 8, for m 6, we have
Using Condition (Q) and Lemma 7, we have
For µ = 1, notice that S aa 1 = 1 and S aa,bb 1 = 0. Then, we have
Then, by equation (1.5), we obtain
(2.20)
The last two inequalities comes from Q κ 1 Q 11 , and
For µ 2 and a = b, we have
It is obvious that we have, for any a, b µ,
For a, b µ, if κ 1 is sufficient large, we have
Then, by (2.23), we have, for any undetermined positive constant ǫ,
Here, we choose a sufficiently small δ ′ , such that
For a µ and b > µ, we have
Then, for a µ, b > µ, if κ 1 is sufficient large, we have
By (2.26), we also have
For a, b > µ, we have
Then, for a, b > µ, if κ 1 is sufficient large, we have
By (2.28), we have
Hence, combing (2.18), (2.24), (2.27) and (2.29), then we get
For a > µ, we have
For a µ, we have
Then, for sufficient large κ 1 , we have
Here, the last inequality comes from that we choose δ ′ and ǫ satisfying
Using (2.17) and (2.20) or (2.30), we have
Now, for k j > µ, we have
For j k + 1, similar to the above argument, we have
For both cases, chose δ ′ small enough satisfying
then (2.31) is nonnegative. We have our desired results.
Hence, by Lemma 8 and Lemma 9 and similar argument in [24, 34] , we have the following Corollary. 
and α 1 = α 2 = · · · = α r = 0 in the expression (1.5), then, for sufficiently large K, we have
Now, we can prove Theorem 1. By Corollary 10, there exists some sequence {δ i } k i=1 . We use similar tricks as in [24, 34] . The only difference is that for case (B)
which implies the bound of κ 1 .
The sum type
In this section, we will discuss the simplest type of our equations (1.5). It is the sum type equations defined by (1.7), where integer k 1 and α 0.
Corresponding our problem, we need a new convex coneΓ k compatible our equations. We define
Here Γ k is the k-convex Garding's cone introduced by Caffarelli-Nirenberg-Spruck [7] ,
By the definition of Γ k andΓ k , we note that
This section is composed by two parts. In the first part, we will prove that the coneΓ k is the suitable admissible solutions set. Then in second part, we will discuss the quotient concavity and it can imply the curvature estimates for sum type equations.
Theorem 12. The setΓ k is a convex set. In the coneΓ k , the equation (1.7) is elliptic.
Proof. At first, let's prove the convexity ofΓ k . Suppose λ,λ ∈Γ k and 0 t 1. We let
Then we have
Here a l , b l are two sequences of positive constants and σ l,k−l , σ s,k−1−s are the polarization of σ k and σ k−1 . Let's explain the last inequality. Since λ,λ both are in Γ k−1 , by the definition of Garding's cone and Garding's inequality, we have
for 1 l k − 1 and 1 s k − 2. Now, we can prove that Q k S (λ t ) is nonnegative. In fact, we clearly have σ k−1 (λ) > 0, σ k−1 (λ) > 0. If σ k (λ) > 0, the first term of the last line in (3.3) is nonnegative. If σ k (λ) 0, we have
for 0 t 1. The second term of the last line in (3.3) can be discussed in the same way which implies Q k S (λ t ) is nonnegative. Thus, in any case, we have the convexity. Then, we will prove the elliptic. P. Guan and C.-S. Lin [19] observed that function
is a degenerated elliptic function in Γ k−1 cone and it is only degenerate on the set {σ k = 0}(i.e. it is strongly elliptic even in the set {σ k < 0} ∩ Γ k−1 ). In fact, the degenerated elliptic property can be easily get by the following calculation. Since we have
then, by Newton inequality, it is non negative. Furthermore, if σ k−1 (λ|i) = 0, it is positive.
Hence, for our equation (5.4), direct calculation shows
which gives the elliptic inΓ k .
Before we discuss the quotient concavity, we need the following little Lemma.
is concave for any λ ∈Γ k .
Proof. It is well know that function
is also a concave function. Thus, we obtain that function
is concave for λ ∈Γ k and positive α.
Then, we have the following quotient concavity similar to Hessian equations. Our idea comes from [27, 35] .
Lemma 14. The quotient functions
Proof. We use induction to prove it. Let's consider q 1 at first. For all λ ∈ Γ 1 and ξ ∈ R n , we have
Combining (3.5) and (3.4), we get
Using the above equality, for all λ ∈ Γ 1 and ξ ∈ R n , we obtain
Thus, the right-hand side of the last line is positive which implies that q 1 is a concave function.
For arbitrary k, if we assume that q k−1 is concave, we will prove that q k is also concave. Using
we have
Here the notation q k−1:i (λ) means q k−1 (λ|i), namely, excluded i in the indices set 1, · · · , n. Take sufficiently small ξ ∈ R n satisfying λ ± ξ ∈ Γ k . By (3.6), we get
.
Using Lemma 13, we have 2σ
Thus, combining the previous two formulas, we obtain
which implies that, for any ξ, we have
Here [ξ] i , [λ] i denote the vectors ξ and λ of which the i-th component is vanish. We obtain the concavity for q k .
A direct corollary of the above theorem is that Proof. By the definition of q k in the previous Lemma, we observe that
k . Since, again by the previous Lemma, q k−1 , · · · , q 1 and Q 1 S are all concave functions, our corollary comes from some well known fact that the geometric mean of the finite positive concave functions is also a concave function.
The above quotient concavity directly leads to Theorem 2.
Discussion of quotient concavity
In section 2, we see that Condition (Q) is the key for the curvature estimates. The previous section gives the quotient concavity for sum type. In this section, we try to study the quotient concavity for the general type, namely, linear combination of σ m .
For any x ∈ R n , we letᾱ k−m = α m in (1.4). Without loss of generality, we assume that α k =ᾱ 0 = 1. Let θ = (1, 1, 1, · · · , 1). For any t ∈ R we have
Therefore, by (1.4), we have
Now by Condition (C), forᾱ m , there is some b ∈ R N and N k such that for m = 0, 1, · · · , n, we have
With our condition, we can rewrite that
where b 1 , · · · , b N are the component of vector b.
Lemma 16. For any x ∈ R n , the order k polynomial Q(tθ + x) always has k real roots.
Proof. By induction, we only need to prove that
has k real roots. For b m = 0, this comes from
and generalized Roll's theorem. In fact, for b m > (<)0, e t bm σ k (tθ + x) has k + 1 roots, since, σ k (tθ + x) has k roots and −∞(+∞) is also a root. For b m = 0, it is obvious.
Hence we have the following Proposition.
Proposition 17. For a ∈ R n and σ k (a) = 0, for any x ∈ R n , we can write that
Proof. The proof is following the paper [29] . We consider the following polynomial, for s ∈ R, Q(sθ + at + x). By Lemma 16, we have
Here the λ m (at + x) in fact depends onᾱ 0 , · · · ,ᾱ k , but we will always use notion λ m (at+x) to present λ m (at+x,ᾱ 1 , · · · ,ᾱ k ) without ambiguity. We call the sequence λ 1 (at + x), λ 2 (at + x), · · · , λ k (at + x) the sign ordered eigenvalues, if for t > 0, we have λ 1 λ 2 · · · λ k and for t < 0, we have λ 1 λ 2 · · · λ k . We call the sequence λ 1 , λ 2 · · · , λ k the ordered eigenvalues if we require λ 1 λ 2 · · · λ k . Obviously, the sign ordered eigenvalues are ordered eigenvalues for t > 0.
We know that λ m is continuous. By the same argument as Lemma 2.10 in [29] , we also can prove that λ m (at + x) is real analytic for variable t. Now, let's follow the argument of Theorem 2.9 in [29] . For t = 0, we have
It is obvious thatᾱ
Hence, by Lemma 16 and (4.2), we have
Here λ 1 λ 2 · · · λ k are ordered eigenvalues. Hence, we obtain, for m = 1, · · · , n,
By the continuity of λ m , for t → ±∞, we have
Since λ m (a, 0, · · · , 0) = 0, then, for t → ±∞, we have
By continuity, λ m (at + x) always has one real solution t m , namely,
τ is at least l multiple root of the polynomial Q(at + x).
It is obvious that
We know that Q(aτ + x) = 0. Since λ m (at + x) is real analytic for t, then
The claim is proved. By the claim, we know that t 1 , · · · , t k are exactly k real roots for polynomial Q(at + x). Now we can obtain some concavity.
Lemma 18. If for any x, y ∈ R n and σ k (x) = 0, Q(xt + y) has k real roots, then,
Proof. For any x, y ∈ Γ k and 0 t 1, we need to prove that Q(yt + (1 − t)x) 1/k is a concave function. Let a = y − x, and then we have
If σ k (a) = 0, by Lemma 17, we have
where λ(x, θ) = (λ 1 (x, θ), · · · , λ k (x, θ)). Then, by Newton-Maclaurin inequality, we get
For σ k (a) = 0, we can have some sequence a l → a and σ k (a l ) = 0. Then, the previous results tells us that
Taking l → ∞, we obtain our result. Now, we study the quotient concavity of these polynomials. For
we denote that
which is a order k − 1 polynomial.
, and
Proof. For x, y ∈ Γ k , let ty + (1 − t)x = at + x, where a = y − x. If σ k (a) = 0, by Proposition 17, we have
Since, it is clear that, by (4.4), we have
Hence, taking s = 0, we get
. By the same argument as Lemma 2.10 in [29] , we also can prove that λ m (sθ + x, a) is real analytic for variable s.
is well defined. We assume the ordered eigenvalues of σ k (a) are
For any fixed 0 t 1 and τ ∈ R, we have
Assume that, for τ 0,
are sign ordered eigenvalues. Hence, we have, for any τ > 0,
If τ approaches to +∞, we have
That is the all k ordered eigenvalues of σ k (a), which is the ordered eigenvalues. Hence, we obtain that λ m (a, 0, 0, · · · , 0) = µ m .
By the continuity of the function λ m (aτ +at+x), for any given s 0 and the equation λ m (aτ + at + x) = s 0 respect to variable τ , we always have a unique solution. The argument is similar to Proposition 17. Hence, we know that, function λ m (aτ +at+x) is a monotone function for variable τ . On the other hand, since at + x ∈ Γ k and α m > 0, it is clear that
for 0 l k − 1, which implies σ l (λ(at + x)) > 0 for 0 l k.
is a monotone increasing(decreasing) function for τ . Hence, the root of this function τ m is negative (positive) since λ m (at + x) > 0, which implies µ m λ m (at + x, a) > 0. Here −λ m (at + x, a) is the root of the polynomial Q(aτ + at + x), namely
and τ m +λ m (at+x, a) = 0. Note that λ m (at+x, a)s are note sign ordered eigenvalues. Its index just comes from τ m .
Since, we also have
then, combing the previous two equalities, we have λ m (at + x, a) = t + λ m (x, a).
The discussion of τ m gives us the order of τ m which is
Thus, we have the order of λ m (at + x, a),
which implies that
Since for s 0, sθ + x ∈ Γ k , we also have
Hence, we have
Since λ m (sθ + x, a) is also a monotone function, then the sign of the functions dλ l ds (x, a), and λ l (θ, a, 0, 0, · · · , 0)
are same for any l. Here, λ l (θ, a, 0, 0, · · · , 0) are the roots of the polynomial
The roots of the above polynomial in fact are
Thus, we have
Let's prove the concavity. Define some function
and g ′′ l (t) = 0. Then, we have 1
The second order derivative of the above function is that
For σ k (a) = 0, we take some a l with σ k (a l ) = 0 and converges to a. Hence, the first function defined in our Lemma is a concave function. For the second function, we can rewrite it to be
Hence, it is also a concave function.
A direct corollary of the above Lemma is the following result.
Corollary 20. In Γ k , the functions
are concave functions.
Proof. Obviously, we have
Hence, by Lemma 19 and the proof of Corollary 15, we have our first result. For N = k, since, we have
we have our second one using the concavity of the first two functions.
We can use the previous result to revisit the quotient concavity of sum type equations.
Corollary 21. The function
Proof. Since, we have
then, we get
Both of the above two functions are concave functions by Corollary 20 and Lemma 13. Hence, we have the concavity of q k (x) in Γ k+1 cone.
Remark 22. The major difference between previous Corollary and Lemma 14 is the definition field of the function q k . Since, it is clear that Γ k+1 ⊂Γ k , Lemma 14 is better.
By Corollary 20, we can conclude the main result of this section by Theorem 3.
The conclusion
Combing discussion of section 2 and section 4, we have our main result of this paper, Theorem 4. With appropriate barrier, we can prove the existence result Theorem 5 coming from the Theorem 4.
Proof of Theorem 5:
The proof can be deduced by the degree theory as in [17, 24] . We only give a brief review following [24] . Consider the modified auxiliary equation
The assumptions of ψ t satisfies the structural condition in the Constant Rank Theorem (Theorem 1.2 in [25] ) which implies our convexity of solutions. Theorem 4 gives curvature estimates. If we have C 0 bound, the proof of the rest part of this theorem is same as [24] . The C 0 upper bound comes from our barrier condition with maximum principal. Same as [24] , the lower bound only needs the uniform lower bound of the convex body's volume which we need to discuss here. By our equation and uniform upper bound, there is some m k such that α m = 0 and
where C is some constant only depending on ψ and uniform upper bound. Thus, using Alexsandrov-Frenchel inequality and same argument in [24] , we have the lower bound of the volume.
A corresponding C 2 estimates of convex solutions for Hessian equations defined in some domain also holds:
Corollary 23. Suppose function u defined in some domain Ω ⊂ R n is a convex solution of the linear combination of k Hessian equation
for some positive function ψ(x, u, Du) ∈ C 2 (R n × R × R n ) and nonnegative coefficients α 0 , · · · , α k satisfying Condition (C), then there is a constant C depending only on n, k, u C 1 , inf ψ and ψ C 2 , such that
In section 3, the admissible solution sets of the sum type equations have been obtained. Thus, we can state some existence results for admissible setting for sum type equations (1.7). We need pose some frequently used barrier [3, 45, 8] . We denote ρ(X) = |X|. Assume that Condition (1). There are two positive constant r 1 < 1 < r 2 such that Proof. The proof comes from Theorem 12, Corollary 15 and standard argument for concave equations, seeing for example [18] for more detail.
For three special cases k = 1, 2, 3 and α > 0, we have the following result.
Theorem 25. Suppose k = 1, 2, 3 and suppose positive function ψ ∈ C 2 (B r 2 \ B r 1 × S n ) satisfies conditions (5.4) and (5.5), then equation (1.7) has a unique C 3,α starshapedΓ k solution M in {r 1 ≤ |X| ≤ r 2 }.
Proof. k = 1 is the linear case which is well known. For k = 2, 3, in its admissible set, we have
where C is some uniform constant. The curvature estimates for 2-Hessian equations case at first obtained in [24] . We also can generalize these idea to present cases. But we also can adopt the calculation used by Guan-Jiao [18] and the previous formula to obtain curvature estimates for any concave functions. On the other hand, Corollary 15 tell us that we can rewrite our equation to be some concave function. Thus we have our result.
At last, inspired by [43] , the global C 2 estimates for Q n S Hessian equation inΓ n also can be solved. That is the following existence theorem.
Theorem 26. Suppose k = n and suppose positive function ψ ∈ C 2 (B r 2 \ B r 1 × S n ) satisfies conditions (5.4) and (5.5), then equation (1.7) has a unique C 3,α starshaped Γ k solution M in {r 1 ≤ |X| ≤ r 2 }.
The detail proof of this theorem will be carried out in a forthcoming paper by Ren [42] .
