In time-interleaved analog-to-digital converters (TIADCs), the timing mismatches between the channels result in a periodically nonuniformly sampled sequence at the output. Such nonuniformly sampled output limits the achievable resolution of the TI-ADC. In order to correct the errors due to timing mismatches, the output of the TI-ADC is passed through a digital time-varying finite-length impulse response (FIR) reconstructor. Such reconstructors convert the nonuniformly sampled output sequence to a uniformly spaced output. Since the reconstructor runs at the output rate of the TI-ADC, it is beneficial to reduce the number of coefficient multipliers in the reconstructor. Also, it is advantageous to have as few coefficient updates as possible when the timing errors change. Reconstructors that reduce the number of multipliers to be updated online do so at a cost of increased number of multiplications per corrected output sample. This paper proposes a technique which can be used to reduce the number of reconstructor coefficients that need to be updated online without increasing the number of multiplications per corrected output sample.
ments on the individual ADCs [1, 2] . The performance of such a time-interleaved ADC (TI-ADC) depends to a major extent on how well the individual ADCs are matched. Mismatches in gain, offset, and timing affects the overall performance of the ADC [3, 4] . In an ideal TI-ADC, the relative time-skew between the channel clocks should be uniform so as to form uniformly spaced samples at the output of the TI-ADC as shown in Fig. 1(a) . However, timing mismatches between the channels result in a nonuniformly sampled sequence at the output. Reducing the effect of these timing mismatches can be done either in the analog or in the digital domain. In this paper we focus on the digital correction of errors introduced due to timing mismatches between the channels. Digital signal processing techniques are applied on the output samples of the TI-ADC to digitally correct for the mismatch errors. At very high bandwidths, the channel mismatches are frequency dependent. Hence, to achieve very high resolutions at high sampling frequencies, the reconstructors should compensate for the mismatches in the frequency responses between the channels [5] [6] [7] [8] . For applications with moderate bandwidth and resolution, the timeskew errors can be considered as frequency-independent. Here, we consider the digital correction of errors due to static timing mismatches in M-channel TI-ADCs. It should be noted that even though the emphasis here is on TI-ADCs, these techniques can be applied to other applications where reconstructors are used to convert periodically nonuniform samples to uniformly spaced samples [9] .
In a TI-ADC, static time-skew errors will result in a periodically nonuniformly sampled sequence as shown in Fig. 1(b) . Several techniques have been proposed to reconstruct such bandlimited nonuniformly sampled signals [5, [10] [11] [12] [13] [14] [15] [16] [17] [18] . The complexity of such reconstructors are usually measured in terms of the number and the type of multipliers used to implement the reconstructor. For example, variablecoefficient multipliers are required if the coefficients of the reconstructor need redesign whenever the time-skew errors change. Also, to implement the online redesign block, additional circuitry will be required which results in increased area and power consumption. Even though the power consumption of the online redesign block can be neglected if the redesign rate is much lower than the rate at which the reconstructor runs, the operation of the online redesign block may be time-critical. So it is still important to have a simpler online redesign block. Compared to the redesign block, the reconstructor always runs at the output rate of the TI-ADC. Hence, a rough measure of the reconstructor power consumption is the number of multipliers, adders, and delay elements that it contains. Since the number of adders scale proportionally with the number of multipliers, for complexity comparison, we consider only the number of multipliers and delay elements.
At one end of the complexity spectrum is the regular reconstructor [13] which uses a time-varying finite-length impulse response (FIR) structure to reconstruct M-periodic nonuniformly sampled signals. The regular reconstructor has the minimum order and requires the minimum number of delay elements. Since all the coefficients of the regular reconstructor need online redesign when the time-skew errors change, all the multipliers are implemented using expensive variable-coefficient multipliers. However, the regular reconstructor has the least number of multiplications per corrected output sample 1 . On the other end of the complexity spectrum is the reconstructor in [16] which does not require any online redesign. The iterative M-channel reconstructor in [16] uses differentiator-multiplier cascade (DMC) or DMC with reduced delay (DMC-RD) structures. In general, for a given M-channel specification, the DMC reconstructor requires the least number of fixed and variable-coefficient multipliers. However, due to a cascaded structure which does not allow sharing of delay elements, the DMC reconstructor requires more delay elements and larger group delay compared to the regular reconstructor. The DMC reconstructor also requires more multiplier operations per corrected output sample compared to the regular reconstructor.
The two-rate based (TRB) reconstructors [14, 19] have complexities in-between those of the regular and the DMC reconstructor. The TRB approach splits the reconstructor into two subfilters. All the coefficients in one of the subfilters are fixed and are implemented using less expensive fixedcoefficient multipliers. The coefficients of the second subfilter need to be redesigned online whenever the time-skew errors change. However, compared to the regular reconstructor, the second subfilter has fewer coefficients resulting in a simpler online redesign block. Compared to the DMC reconstructor, the TRB reconstructors require fewer multiplications per corrected output sample and fewer delay elements. While the TRB reconstructor design methods in [14, 19] are applicable only for the two-periodic case, the TRB multivariate impulse response (TRB-MIR) reconstructor in [17] can be used for the reconstruction of any M-periodic nonuniformly sampled sequence. Even though the TRB-MIR reconstructor do not require online redesign and needs fewer delay elements compared to the DMC reconstructor, the structure is attractive only for relatively smaller values of timeskew errors. The reconstructor in [5] uses the Gauss-Seidel iteration (GSI) method to derive an efficient iteration-based reconstructor that achieves faster convergence compared to other iteration-based reconstructors like the DMC reconstructor or the one in [7] . However, as [5] uses a recursive structure, the comparison with non-recursive structures is nontrivial as the effects of maximal sample-rate limitations [20] and numerical stability issues [21] need to be considered. Hence, [5] is not used here for comparison.
In this paper, we extend the two-periodic TRB reconstructor [19] , to reconstruct any M-periodic nonuniformly sampled signal. Here we deal with the correction of the timeskew error and assume that the time-skew errors are estimated and available beforehand. Efficient correction schemes are desirable, for example, where reconstruction is performed by minimizing an appropriate cost measure using simultaneous estimation and correction [22] . Immediately following this introduction, a brief background on nonuniform sampling and reconstruction is provided in Section 2. In Section 3, the structure and design methodology for the M-periodic TRB reconstructor are outlined. Section 4 uses design examples to illustrate the savings obtained using the proposed structure. Section 5 concludes the paper.
Background
Uniform sampling of a continuous-time signal x a (t) at sampling instants t = nT results in a discrete-time sequence x(n) given by
A nonuniformly sampled sequence, v(n), is obtained if the sampling instants of x a (t) are t = nT + ε n T . Hence,
where ε n is the percentage deviation (time-skew error) of the nth sample from the desired sampling instant nT . In an Mchannel TI-ADC where the output samples are formed by interleaving the outputs from the individual subADCs, the time-skew error is M-periodic such that
The output of such a TI-ADC will be an M-periodic nonuniformly sampled sequence. Figure 1 (b) shows the periodically nonuniformly sampled sequence at the output of a three-channel TI-ADC. In order to simplify the design and implementation of the reconstructor, one of the TI-ADC channels is considered to be the reference channel. The timeskew errors of all the remaining channels are then expressed relative to the reference channel. Without loss of generality, here it is assumed that the zeroth channel is the reference channel. Also, we are interested in correcting the relative time skew between the channels. Hence, it suffices to assume that ε 0 = 0, ε 1 is the time-skew error between the first and the zeroth channel, ε 2 is the time-skew error between the second and the zeroth channel, and so on. In order to recover the uniformly sampled sequence x(n) from the nonuniformly sampled output v(n), a time-varying discrete-time FIR reconstructor, h n (k), is used. To simplify derivations, h n (k) is assumed to be noncausal and of even order in all the equations. The reconstructor thus designed can be easily converted to its causal counterpart by adding suitable delays. By applying minor modifications to the indices, the same design methodology can be used to design odd-order reconstructors. The output of the reconstructor, y(n), is given by
Assuming that x a (t) is bandlimited to ω 0 such that
it can be shown that the Fourier transforms of x(n) and x a (t) are related as [13] X(
Representing v(n − k) in terms of its inverse Fourier transform and using (2) and (6), it can be shown that (4) can be rewritten as [13] y(n) = 1 2π
where
For perfect reconstruction,
so that the right-hand side of (7) will be equal to the inverse Fourier transform of x(n). Hence, by suitably selecting h n (k) such that (9) is satisfied, it is theoretically possible to reconstruct x(n) from y(n). However, since the impulse response of the reconstructor h n (k) is of finite length, it is not practically feasible to make A n ( jωT ) exactly equal to unity. In practice, the coefficients of h n (k) are determined such that, in the band of interest, A n ( jωT ) approximates unity with a certain error margin [13] . For a nonuniformly sampled sequence y(n) with a periodically varying time-skew error as given in (3), the impulse response of the time-varying reconstructor in Fig. 2 (a) will also be periodic such that
Using multirate theory [23] and (10), the reconstructor in Fig. 2 (a) can be represented as an M-channel maximally decimated filter-bank (FB) as shown in Fig. 2(b) 2 . Since the time-skew error of the reference channel (assumed here to be the first channel) is zero, the samples from the first channel will be passed directly to the output without any correction. Hence, in Fig. 2(b) , H 0 (z) = 1 which corresponds to h 0 (k) = δ (k). So the reconstructor design for an M-channel TI-ADC involves designing the coefficients of h n (k) for n = 1, 2, . . . , M − 1 such that, for a given bandwidth ω 0 T , the error between A n ( jωT ) and unity is minimized in some sense. The least-squares based reconstructor design approach [13] involves minimizing an error power function
The time-skew errors in a TI-ADC can change over a period of time, for example, due to temperature variations. The magnitude of these time-skew errors do not change from sample to sample, but rather between blocks of samples. An approach for designing the reconstructors H n (z) in Fig.  2 (b) was introduced in [13] . With this approach, all the coefficients of h n (k) had to be redesigned when ε n changes. In [13] , (11) is used to derive a closed-form solution for the least-squares minimization problem which can then be implemented online using matrix inversion. Since the online redesign block use matrix inversion, as the number of reconstructor coefficients to be redesigned increases so does the complexity of the online redesign block. For example, in the online redesign of a reconstructor of order 2N, for each h n (k) where n = 1, 2, · · · , M − 1, a (2N + 1) × (2N + 1) matrix should be inverted which has an implementation complexity of O(N 3 ).
M-channel Two-Rate Based Reconstructors
The TRB reconstructor, which extends the basic two-rate approach [24, 25] , helps to reduce the implementation complexity by splitting the regular reconstructor H n (z) in Fig.  2 (b) into two subfilters namely F(z) and G (n) (z) as shown in Fig. 3(a) . The subfilter F(z) is designed such that the coefficients of this filter can be used for all combinations of time-skew errors ε n ∈ [−ε max , ε max ]. The coefficients of the subfilter G (n) (z) is redesigned online whenever ε n change. The subfilter F(z) is a linear-phase half-band filter [26] whose every odd impulse response coefficient is equal to zero. Using multirate theory [23] , the TRB structure in Fig.  3(a) can be converted into an equivalent single-rate structure shown in Fig. 3(b) . Here, F 0 (z), F 1 (z) and G (n)
are the Type-I polyphase components [23] of F(z) and G (n) (z), respectively, such that
and
Since F 0 (z) is the zeroth polyphase component of a linearphase half-band filter, its impulse response coefficients are symmetric whereas F 1 (z), which is the first polyphase component of F(z), is a pure delay equal to z −(D F −1)/2 with D F being the delay of F (n) (z). As shown in Fig. 4 , the reconstructor can be designed such that a single F 0 (z) can be shared among all the channels resulting in fewer fixedcoefficient multipliers. Here, D G is the delay of G(z). The delay z −1 in Fig. 3(b) is propagated into F 1 (z) to get
Hence, the impulse response of the nth reconstructor h n (k) can be expressed as
In Fig. 4 , the multipliers in all the subfilters operate at the input rate. Figure 5 shows a lower-rate implementation of the TRB reconstructor for an M-channel TI-ADC. The structure in Fig. 5 is obtained by polyphase decomposing the subfilters G Single-rate realization of (a) using Type-I polyphase components of F (n) (z) and G (n) (z). 
Offline design of F 0 (z)
A least-squares approach is used to design F 0 (z) and the design problem is formulated as:
Given the orders of the subfilters F 0 (z), G
0 (z), and G
1 (z) as well as all the possible combinations of M time-skew errors ε n , n = 0, 1, . . . , M − 1 where each ε n can take either −ε max or ε max , determine the coefficients of these subfilters and a parameter δ , to minimize δ subject to 1 2π
Usually, the requirement on the maximal reconstruction error, δ e , is satisfied if, after optimization, δ ≤ δ e . It should be noted that in the above problem formulation, the subfilters are designed assuming that also the time-skew error of the reference channel (corresponding to n = 0) is either −ε max or ε max . This is required in the offline design step, since the coefficients of F 0 (z) are determined in such a way that (18) holds for channel zero for all the possible combinations of ε n ∈ [−ε max , ε max ]. However, in the reconstructor implementation, the time-skew error of the reference channel is assumed to be equal to zero. Since the TRB reconstructor consists of a cascade of subfilters, the optimization problem in (18) is nonlinear in nature. Hence, to avoid a poor local optimum, a good starting point is used for the coefficients of the subfilters. The following steps summarize the design procedure to avoid a poor local optimum. 1 (z), determined in Steps 3(a) and 3(b), as the initial values for the optimization. Save the subfilter coefficients if the δ obtained 3 We use √ δ e since the error power in (18) is a square of the error magnitude. after the optimization routine is smaller than the specified δ e . 4. From all the saved results in Step 3(c), select the one with the least N G as the final solution in order to minimize the complexity of online design of G (n)
The subfilter F 0 (z), designed using the above steps, can be used for all ε n ∈ [−ε max , ε max ]. As the magnitude of the time-skew errors reduce, the sampling pattern becomes less nonuniform and a lower-order reconstructor can be used to achieve the same reconstruction error [13] . Therefore, when the time-skew error starts to decrease from the extremes ±ε max and approaches 0, the reconstruction system becomes simpler. Hence, only the coefficients of the subfilters G 
Online design of G
Using a least-squares approach for the design of the subfilters G (n) 0 (z) and G (n) 1 (z) allows us to implement the online redesign block using matrix inversions.
If the order of F(z) is assumed to be 4N F + 2 (since F(z) is a half-band filter), the length of the subfilter F 0 (z) will be 2N F . Hence, the impulse response of F 0 (z) is denoted as
whereas the delay term z −(D F +1)/2 in Fig. 4 is a sequence of length 2N denoted by
with
If g (n)
0 and g (n)
1 are the impulse response vectors of G
where both g (n)
1 are assumed to have a length of 2N G + 1 to simplify the calculations. By adjusting the indices, the design can be easily modified for any combination of impulse response lengths for g (n) 0 and g (n)
1 . Now, (17) can be expressed as
Also,
where Z r,q is an r × q zero matrix and F tr is a (2N F + 2N G 
Using (24) to express (8) in matrix form and substituting the result in (11) followed by some algebraic manipulations, we get
with p, k = −R, −R + 1, . . . R − 1 and 2R = 2N F + 2N G is the length of h n (k). Solving
gives the value of g n that minimizes the error power function P n . Substituting (29) in (34) gives
From (35), it can be seen that, the online design of G 
Design Example
In this example, we consider the design of a reconstructor for a four-channel TI-ADC with the following specification: ω 0 T = 0.8π, ε max ∈ [−0.02, 0.02], and a maximum reconstruction error of P n ≈ 80 dB. This specification is the same as that considered in [13] , [16] , and [17] . Thus, we can compare the complexity of the four reconstructors since all the reconstructors are designed to meet the same specification. Following the design steps in Section 3.1, the coefficients of the subfilter F 0 (z) are determined so that they can be used for any value of time-skew error, ε n ∈ [−0.02, 0.02]. The number of coefficients in the subfilter F 0 (z), which resulted in minimum complexity of the variable-coefficient subfilter, turned out to be 8. For this F 0 (z), the length of G (n) 0 (z) and 4 In TI-ADC implementations, the typical values of time-skew errors is less than 10%. For values of time-skew errors in this range, the matrix to be inverted in (35) is not ill-conditioned. However, it should also be possible to use other online methods such as the RLS algorithm for the design of G (n)
1 (z) turned out to be 4 and 3, respectively. Hence, the above reconstructor requires 8 fixed-coefficient multipliers and 21 variable-coefficient multipliers. To meet the above specification, the regular reconstructor [13] would require 15 variable-coefficient multipliers in each of the three channels. In addition to an increase in the number of variablecoefficient multipliers, the online redesign block for each channel of the regular reconstructor will require inverting a 15 × 15 matrix whereas the online redesign for each channel of the proposed TRB reconstructor can be implemented with a 7×7 matrix inversion. For the above specification, the TRB-MIR reconstructor [17] requires 40 fixed-coefficient and 5 variable-coefficient multipliers. While the reconstructor in [17] needs no online redesign, it is noted that compared to the proposed method, the design method in [17] is applicable only for relatively smaller time-skew errors. The DMC reconstructor [16] that meets the specification in this example would require 33 fixed-coefficient multipliers, 3 variable-coefficient multipliers and no online redesign. However, the DMC reconstructor needs 66 delay elements whereas, using direct-form implementation, the proposed TRB reconstructor would require only 20 delay elements. Using the lower-rate implementation shown in Fig.  5 , the fixed-coefficient multipliers operate at the input rate whereas the variable-coefficient multipliers operate at onefourth the input rate. It should be noted that all the polyphase decomposed components, except G (n) 13 (z), n = 1, 2, 3, will have 1 multiplier each whereas G (n) 13 (z), n = 1, 2, 3 does not require any multiplier. The proposed reconstructor thus requires 15 multiplications to generate one corrected output sample which is the same as that required by the regular reconstructor [13] . At the same time, the DMC [16] and the TRB-MIR [17] reconstructors require, respectively, 36 and 45 multiplications per corrected output sample. Table 1 summarizes the reconstructor complexity when the above specification is implemented using the regular [13] , DMC [16] , TRB-MIR [17] , and the proposed TRB reconstructor design approaches. Here, we assume that, all the channel reconstructors are implemented in parallel using separate general multipliers. This helps to avoid the need for extra memory which will be required to store the variable-coefficients if the same set of general multipliers were shared between the channel reconstructors. From Table 1 , it can be seen that, even though the complexity of the online design block in the proposed TRB reconstructor is in-between that of the regular and the DMC reconstructor, the overall complexity of the reconstructor designed using the proposed method is less compared to the regular and the DMC reconstructors. Figure 6 shows the reconstructor errors for the first, second, and third channel where the coefficients of G (n) 0 (z) and G (n) 1 (z) are designed using the online design method outlined in Section 3.2 when the channel time-skew errors are Figure  7 shows the spectrum (normalized to 0 dB) of a nonuniformly sampled 16-bit multi-sine signal, v(n), with the same channel time-skew errors as above. The spectrum of the reconstructed sequence, y(n), is shown in Fig. 8 . Figure 9 shows the histogram of the SNDR after reconstruction for uniformly distributed time-skew errors. For the histogram, we used a nonuniformly sampled sinusoidal signal whose frequency was increased in steps, from 0 to 0.8π, for each set of uniformly distributed time-skew errors. As can be seen from Fig. 9 , the reconstructor is designed such that it gives an SNDR of at least 80 dB for the different combinations of time-skew errors.
Conclusion
This paper introduced a TRB reconstructor for correcting the effect of time-skew errors in an M-channel TI-ADC. With the help of design examples, it was shown that, compared to the regular reconstructor, the M-periodic TRB reconstructor offers savings in the total number of multipliers. The savings come at the cost of a slightly larger overall delay of the reconstructor. However, the TRB method sig- nificantly reduces the number of reconstructor coefficients that need online redesign. This directly translates to lower complexity for the online redesign block. Compared to the regular reconstructor, the reduced complexity of the online redesign block as well as fewer multipliers help to reduce the overall area and power consumption. As outlined in the paper with the help of a design example, compared to the DMC reconstructor which do not need online redesign, the TRB reconstructor requires significantly fewer delay elements, lower group delay, and fewer multiplication per corrected output sample. The TRB reconstructor gives the designer an alternative where the online design complexities is in-between those of the regular and the DMC based reconstructor whereas the overall reconstructor complexity is lower compared to the regular and the DMC reconstructors.
