Introduction
All notation is standard and follows [5] . In particular, if G is a graph then |G| denotes the number of its vertices. A minimal bipartification of a graph G is defined as a set of edges F ⊆ E(G) having the property that the graph (V (G), E(G)\F ) is bipartite and for every e ∈ F the graph (V (G), E(G)\(F \e)) is not bipartite. A homomorphic preimage of a graph G is a preimage of G under some graph homomorphism. The present short note is concerned with the following special class of graphs.
Definition 1 (Andrásfai graphs). For every integer k ≥ 2 the graph And k is defined as the graph with vertex set {v 0 , v 1 , . . . , v 3k−2 } and two vertices v i and v j being adjacent iff |i − j| ≡ 1 mod 3.
By Lemma 6.10.1 in [6] , every graph And k is a triangle-free graph of diameter two, which is the same as saying that it is maximal triangle-free.
In the proof below, the following lemma will be used for the inductive step.
Lemma 2 (Inductive construction of Andrásfai graphs). Deleting from And k the path v 3k−4 v 3k−3 v 3k−2 leaves the graph And k−1 .
Proof. This is stated above Lemma 6.11.2 in [6] and easy to see from the definition of And k .
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Main result
The following theorem exhibits a minimal bipartification for the graphs And k .
Theorem 3. For every integer k ≥ 2 the set of edges F k := U
(1)
k , where
is a minimal bipartification of And k in the stronger sense that omitting an element from it creates a 5-cycle. Moreover, the bipartite graph And k − F k admits the bipartition A k ∪ B k where
Moreover, the set F k consists of exactly
Proof. This will be proved by induction on k. For k = 2, the graph And k is the 5-cycle v 0 v 1 v 2 v 3 v 4 v 5 v 0 and the lemma correctly states that the single edge {v 1 , v 2 } is a minimal bipartification in the stronger sense stated above and that
The statement about the number of edges is correct, too. Now suppose that k ≥ 3 and that the statement is true for k − 1. By 2, it is known that And k − v 3k−4 v 3k−3 v 3k−2 = And k−1 . By induction, F k−1 is a minimal bipartification for And k−1 in the stronger, 5-cycle-sense, and A k−1 ∪ B k−1 is a bipartition of And k−1 − F k−1 .
To prove the statement about being a bipartification for k, it suffices to show that in And k every edge having at least one endvertex v which is either new (i.e.
From the definition of A k and B k it is clear that (
As to v 3k−4 ∈ B k , from the definition of And k it is clear that this vertex is adjacent to exactly the k vertices in {v 3k−3 } ∪ {v 3k−5−3j : j = 0, . . . , k − 2}. Of these, exactly those in {v 3k−5−3j : j = 0, . . . , As to v 3k−3 ∈ A k , from the definition of And k it is clear that this vertex is adjacent to exactly the k vertices in {v 3k−2 } ∪ {v 2+3i : i = 0, . . . , k − 2}, all of which lie in B k .
As to v 3k−2 ∈ B k , from the definition of And k it is clear that this vertex is adjacent to exactly the k vertices {v 3i : i = 0, . . . , k − 1}, all of which lie in A k .
From the definition of A k and B k it is clear by divisibility that v ∈ B k ∩ A k−1 = {v 3i+1 : ⌊(k − 1)/2⌋ , . . . , k − 1} ∩ {v 3i+1 : i = 0, . . . , ⌊(k − 2)/2⌋ − 1} and this intersection is clearly empty for every integer k ≥ 2. Thus, a vertex in class A never changes over to the class B.
. . , k − 1}, but now this is non-empty iff k is odd with the intersection being equal to {v 3⌊
. From the definition of And k it is easy to see that v 3⌊ k−2 2 ⌋+1 ∈ A k is adjacent exactly to the k vertices
Of these, exactly those in the first set lie in A k , so it remains to check that the set of edges
is a subset of F k . To see this, fix j =
thus obtained is equal to (6) . This completes the induction as far as being a bipartification is concerned.
For proving the strong minimality of F k using the strong minimality of F k−1 (which is know by induction), it suffices to show that for every edge in F k \F k−1 , there is a 5-cycle in And k which intersects F k in this edge only and is disjoint from F k−1 , which implies that the edge in question is indispensable.
To prepare for the determination of the set F k \F k−1 , note that for every pair of integers k 1 ≥ 2 and k 2 ≥ 2, since none of the edges in U (1) k1 contains a vertex with an index divisible by 3 whereas every edge in U (2) k2 does, the intersections U
k2 are both empty. In particular, for every integer k ≥ 2,
Obviously, for sets S 1 , S 2 , S 3 , S 4 , the condition that
As to U
, and that, due to the different parities of the indices, for all integers i 1 , i 2 , j 1 , j 2 ≥ 2, the two edges e and f i2,j2 , are equal iff i 1 = i 2 and
− 1, hence, by the criterion for equality of two edges f i1,j1 and f i2,j2 ,
and
where the penultimate equality is true by the criterion for equality of two edges e i1,j1 k and e i2,j2 k
. Using (8) it follows that, if k is odd,
If k is even, then
k−1 = ∅, and
showing that U
k \U
(1) k−1 is given by the same formula regardless of the parity of k. Using (8), it follows that, if k is even,
To prove the indispensability of each of the edges in ⌊
{v 3k−4 , v (3k−5)−3j } , for every k and every j ∈ {0, 1, . . . , ⌊k/2⌋ − 1} define
and note that this is a 5-cycle since four of the needed five adjacencies are obvious and since the identity k = ⌊(k − 1)/2⌋ + ⌊k/2⌋ + 1 implies that (3k − 5) − 3j ≥ 3⌊(k−1)/2⌋ for every integer k and every j ∈ {0, 1, . . . , ⌊k/2⌋−1}, so 3⌊(k−1)/2⌋− ((3k − 5) − 3j) = (3k − 5) − 3j − 3⌊(k − 1)/2⌋ = 3(k − ⌊(k − 1)/2⌋ − j − 2) + 1. Since the expression in the parentheses is nonnegative for every j ∈ {0, 1, . . . , ⌊k/2⌋ − 1}, this shows that the absolute value of the difference of the indices of the two vertices v (3k−5)−3j and v 3⌊(k−1)/2⌋ is congruent to 1 modulo 3, hence the vertices are adjacent.
To see that for every edge in ⌊ Moreover, to see that for every j ∈ {0, 1, . . . , ⌊k/2⌋ − 1}, the cycle C (j) k is disjoint from F k−1 , repeat this argument but note that now all of the cadidate-edges arising from considering the indices modulo 3 fail to be actually contained in the intersection E(C 
and note that this is a 5-cycle since all of the five needed adjacencies are obvious (in the sense that it is obvious how to compute each of the absolute values of the difference of indices).
Too see that for every edge in
2 ⌋−2 }, repeat the argument given three paragraphs earlier.
This time, the cycle has signature ({0, 1}, {1, 2}, {2, 0}, {0, 1}, {1, 0}). This shows that D
Again by looking at the remainders modulo 3 it is clear that for this to happen it is necessary that i = 0 in U (1) k , whereupon the j would have to satisfy 3⌊(k−1)/2⌋−2 = 3k−5−3j which is equivalent to j = ⌊k/2⌋ which contradicts j ∈ {0, . . . , ⌊k/2⌋ − 1}, hence
k . Furthermore, the signatures of the cycle show that D
shows that the first of these edges actually lies in the intersection, and considering the magnitude of the index which is divisible by three in the second edge shows that the second edge does not. As to the third candidate-edge, since j ≤ ⌊(k − 1)/2⌋ − 1 − i, hence i + j ≤ ⌊(k − 1)/2⌋ − 1, implies that (3i + 1) + 3j = 1 + 3(i + j) ≤ 3⌊(k − 1)/2⌋ − 2, the index of the vertex which is not divisible by three cannot reach 3k − 2, so the edge is not in the intersection.
Moreover, to see that for every i ∈ {0, . . . ,
k is disjoint from F k−1 , repeat the argument from above and note that all arguments for an edge not lying in the intersection E(D
and that the edge {v 3i , v 3⌊ k−1 2 ⌋−2 }, which was the only one to make it into the intersection before, does not lie in U (2) k−1 since an analogous estimate as the one above now shows that (3i + 1)+ 3j ≤ 3⌊(k − 2)/2⌋− 2 and 3⌊(k − 2)/2⌋− 2 < 3⌊(k − 1)/2⌋ − 2 since k is odd.
The statement about the cardinality of F k needs no induction. It is obvious that
, and by distinguishing between odd and even k it is easy to see that this is equal to
Since it is equally easy to show that Conjecture 4 (Erdős bipartification conjecture; for more information see the introductions of [1] and [7] and the references therein). Every triangle-free graph G can be made bipartite by deleting at most 1 25 |G| 2 edges.
Concluding remarks
There are two interesting questions concerning Theorem 3.
3.1. Is the bipartifcation F k minimum? It is easy to see that there exist minimal bipartifications of And k in the stronger sense of Theorem 3, which nevertheless have almost twice as many edges. An example is the set of all edges running between the vertex set v 2+3i : i ∈ {0, . . . , k − 2} and the vertex set v 3i : i ∈ {0, . . . , k − 1} . This set consists of exactly 1 2 (k − 1)k edges, and it is easy to check that
is strictly less than 1 2 + k+1 (k−1)k . Given so much variation in the cardinalities of minimal bipartifications, it is natural to wonder whether the minimal bipartification F k from Theorem 3 is also minimum, i.e. has the smallest cardinality a bipartification of And k can have. The author thinks it likely that this is the case.
Conjecture 5. The set F k defined in Theorem 3 is a minimum bipartification for And k .
However, F k is not unique in the sense that there are several other minimal bipartifications which are mutually edge-disjoint and have the same cardinality as F k , and still more such bipartifications when one does not require mutual edgedisjointness. This leads to a second question concerning Theorem 3.
3.2. Can Theorem 3 be helpful for proving a somewhat less special special case of the Erdős bipartification conjecture? The graphs And k are important for characterizing triangle-free graphs with large minimum degree as homomorphic preimages. By Theorem 3.8 in [4] , later given a simpler proof in [2], if a triangle-free graph G has minimum degree δ(G) > 1 3 |G| and chromatic number χ(G) ≤ 3, then it is homorphic to an Andrásfai graph. This is why proving the following conjecture would be a little more than merely a drop in the ocean with regard to the Erdős bipartification conjecture. Conjecture 6. By considering several copies of the bipartification F k , and then optimizing a system of quadratic inequalities, it is possible to prove that an arbitrary homomorphic preimage H of And k can be made bipartite by deleting at most Therefore, proving Conjecture 6 (and thereby settling the case of δ(G) > 1 3 |G| and χ(G) ≤ 3) would allow anyone interested in the Erdős bipartification conjecture to assume that one of the following holds:
(1) The minimum degree of the graph G is at most (2) The minimum degree of the graph G is strictly larger than 1 3 |G|, the chromatic number of G is exactly four, and the graph G contains a Petersen graph with one edge contracted, a Wagner graph, and a Grötzsch graph as subgraphs.
