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Let H be a fixed directed graph. An H-colouring of a directed graph D is a mapping 
f: V(D) + V(H) such that f(x)f(y) is an edge of H whenever xy is an edge of D. We study the 
following H-colouring problem: 
Instance: A directed graph D. 
Question: Does there exist an H-colouring of D? 
In an earlier paper [2] it is shown that among semicomplete digraphs H, it is the existence of 
two directed cycles in Hwhich makes the H-colouring problem (NP-) hard. In this paper we provide 
further classes of digraphs in which two directed cycles in H make the H-colouring problem 
NP-hard. These include both classes of dense and of sparse digraphs. There still appears to be 
no natural conjecture as to what digraphs H give NP-hard H-colouring problems; however, in 
view of our results, we are led to make such a conjecture for digraphs without sources and sinks. 
1. Introduction and summary 
Let H be a fixed directed graph. An H-colouring of a directed graph D (or, a 
homomorphism D + H) is a mapping f : V(D) + V(H) such that f(x)f(y) is an edge 
of H whenever xy is an edge of D. If D has an H-colouring, we sometimes write 
D + H. The term H-colouring arises from the fact that an n-colouring of an un- 
directed graph G is just a homomorphism G -+ K,, . In analogy with this traditional 
terminology, if f(x) =y, we say that x has been coloured by y. The H-colouring 
problem is described as follows: 
Instance: A directed graph D. 
Question: Does there exist an H-colouring of D? 
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The H-colouring problem is clearly in NP for any fixed H. (If H is given as part 
of the instance we have the graph homomorphism problem, which is known to be 
NP-complete [7] .) 
The H-colouring problem has received some attention in the literature [l, 2,5, 
8-10,12,13]. In particular, Hell and NeSetfil [lo] have proved that the H-colouring 
problem for undirected graphs is NP-complete for any fixed H with chromatic 
number at least three, and is polynomial otherwise. For directed graphs, Maurer et 
al. [12] have shown that the H-colouring problem is in P when His a directed path, 
directed cycle of transitive tournament, but that C,,, 1 -colouring is NP-complete for 
any odd integer n greater than two. (The digraph C,,, is formed by joining the 
opposite vertices of a directed 2-cycle by a directed path of length n - 1.) In [8] a 
polynomial algorithm is given for the case when H is an oriented path, while, on 
the other hand, it is shown that there are oriented trees H for which the H-colouring 
problem is NP-complete. In [2] it is proved that if T is a semicomplete digraph (and 
in particular, a tournament) containing at least two directed cycles, then the T- 
colouring problem is NP-complete; and if the semicomplete digraph T is acyclic or 
contains a unique directed cycle, then the problem is polynomially decidable. Up to 
now there have been no conjectures as to which digraphs give rise to NP-complete 
H-colouring problems and none seemed to suggest themselves. 
After introducing some new tools in Section 3 (mostly dealing with issues of con- 
nectivity of H), we investigate in Section 4 another class of digraphs which is dense 
(like the class of semicomplete digraphs). This is the class of semicomplete bipartite 
digraphs (which contains the better known class of bipartite tournaments). Rather 
surprisingly, there is the same distinction as for semicomplete digraphs; if there are 
at least two directed cycles in H (and His a core, cf. below), then the H-colouring 
problem is NP-hard, otherwise it is in P (Theorem 4.6). In Section 5 we take on some 
natural classes of sparse digraphs H with two directed cycles. We again find that 
if H is a core, the problem is NP-complete. Typical among these is the graph H con- 
sisting of a directed p-cycle meeting a directed q-cycle, with p and q not divisors of 
one another. Even with all this additional evidence, there doesn’t seem to be a 
general pattern as to what makes H-colouring hard. However, we are led to make 
such a conjecture for digraphs H without sources and sinks (Conjecture 6.1). 
2. Terminology and preliminaries 
A digruph D consists of a pair V(D), E(D), where V(D) is a finite set of vertices 
and E(D) is a set of ordered vertex pairs xy, called edges. (In our definition of a 
digraph we do not allow multiple edges in the same direction between two vertices.) 
Vertices x and y with at least one of the edges xy, yx present are called adjacent. 
An oriented graph is a digraph in which there are no two vertices x, y with both 
edges xy and yx. A semicomplete digraph is a digraph in which any two vertices are 
adjacent. A tournament is an oriented graph in which any two vertices are adjacent. 
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Thus tournaments are a special subclass of semicomplete digraphs. A bipartite 
digraph is a digraph whose vertex set can be partitioned into two classes such that 
no two vertices from the same class are adjacent. A semicomplete bipartite digraph 
is a bipartite digraph in which any two vertices from different colour classes are 
adjacent. A bipartite tournament is a bipartite oriented graph in which any two 
vertices from different colour classes are adjacent. Thus bipartite tournaments are 
a special subclass of semicomplete bipartite digraphs. We will use the notation TA,B 
to denote a semicomplete bipartite digraph with vertex classes A and B. 
Iff XV is an e&c of the &zrsyah 0. then we S&V that K domit7a&s,v and we will use 
the notation x-y to denote this. If we also have that y-+x, i.e., there is a double 
edge between x and y, then we let [x, y] denote this double edge. If A and B are sub- 
sets of V(D), such that all edges between vertices in A and vertices in B are directed 
towards B we use the notation A + B to denote this fact. 
For any subset A of V(D)UE(D), D-A denotes the subgraph obtained by 
deleting all vertices of A and their incident edges and then deleting the edges of A 
still present. We write D-x instead of D- (x> when XE V(D)UE(D). 
The subgraph induced by a vertex set A of D is defined as D - (V(D) \A) and is 
denoted by D(A). 
We may write x E D instead of x E V(D) or x E E(D), but the meaning will always 
be c&a%. 
A directed path is a digraph with vertex set {x1,x2, . . . ,x,,} and edge set 
{x,x2,x2x3 , . . . ,x,_ 1x,,}, such that all the vertices and edges shown are distinct. We 
call such a directed path an (xi, x,)-path and denote it by x1 +x2 -+ ... +x, . In 
the following an (x, y)-path always means a directed (x, y)-path. If P is a directed 
path and a, b are vertices of P with a before b on P, then P[a, b] denotes that part 
0 f R w&b &a& i- a and en& in b . A -directed _~vcIQ..!s &&x& _a~_3 JSVXSC~ FP~J 
the only difference being that xi =x, . An oriented cycle is any orientation of the 
edges of an undirected cycle. A digraph is acyclic if it has no directed cycle. In the 
following the word cycle will always mean oriented cycle. When we talk about 
directed cycles we state this explicitly. We will sometimes use the term doubfe edge 
to denote a directed cycle of length 2. A directed walk is defined as a directed path, 
only now we allow repetition of vertices and edges. 
We let 0: (respectively Ii), ill denote the set of vertices u in V(D) for which D 
has a (u, u)-walk (respectively a (u, u)-walk) of length i. When i = 1 we just write 0, 
respectively 1,. Let d+(u) = IO,, 1, respectively d-(u) = 11” 1. We call d’(u) (respectively 
d-(o)) the outdegree (respectively indegree) of u in D. A source (respectively a sink) 
is a vertex of indegree (respectively outdegree) zero. 
A strong component D’ of a digraph D is a maximal subdigraph, such that for 
any two vertices x, y E D’, D’ contains an (x, y)-path and a (y,x)-path. A digraph D 
is strong or strongly connected if it has only one component. D is strongly k- 
connected if for any set A of at most k- 1 vertices, D-A is strong. If a digraph 
is not strong, then we can label its strong components D,, D,, . . . , Dk , k 2 2, so that 
no vertex of Di dominates any vertex of Dj for j< i. For general digraphs this label- 
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ing is not unique, but it is unique for semicomplete digraphs. Thus in semicomplete 
digraphs we can talk of the initial strong component of D, Dt, and the terminal 
strong component of D, Dk. The remaining strong components of D (if any) are 
called intermediate strong components. 
Let D be a digraph and consider the undireced graph G with the same vertex set 
as D, with an undirected edge xy for any pair of adjacent vertices of D. A compo- 
nent of D is a subdigraph of D corresponding to a connected component of G; in 
particular D is termed connected if G is connected. 
If H is a subdigraph of H’, then a retraction of H’ to H is a homomorphism 
r : W-t H such that r(h) = h for all vertices of H. A digraph is a core if it does not 
admit a retraction to a proper subdigraph. If a digraph H’ is not a core, then there 
is (up to isomorphism) a unique subgraph H of H’ such that His a core and there 
is a retraction of H’ to H; we call H the core of H’ (cf. [lo]). If His the core of 
H’, then D is H-colourable if and only if it is H’-colourable. Therefore we only need 
to consider cores H. We note that every semicomplete digraph is a core. 
In all of this paper we will use the term NP-hard instead of NP-complete. This 
is due to the fact that in some of the theorems we are able to give a polynomial time 
Turing-reduction of some NP-complete problem to our present problem, but we are 
not able to give a polynomial time transformation (Karp-reduction) (compare [7, 
p. 113, 118- 1201). Since any NP-complete problem can also be considered NP-hard, 
this use of terminology is justified. It should be noted however, that our problems 
are in NP, and are at least as hard as any other problem in NP. (Some authors would 
replace our use of “NP-hard” by the more descriptive but slightly more cumber- 
some “NP-complete with respect to Turing-reduction”.) 
Two very important constructions which we shall be using frequently in our 
proofs are the following constructions taken from [lo]. 
The indicator construction. Let Z be a fixed digraph, and let i and j be distinct ver- 
tices of I. The indicator construction (with respect to (Z, i, j)) transforms a given 
digraph H into the digraph H* defined to have the same vertex set as Hand as the 
edge set all edges hh’ for which there is a homomorphism of Z to H taking i to h 
andjtoh’. 
Lemma 2.1 [lo]. Zf the H*-colouringproblem is NP-hard, then so is the H-colouring 
problem. 
Note that H* might have loops (when Z maps to H so that i and j map to the same 
vertex), in which case the H*-colouring problem is in P, because all vertices of the 
input graph can be mapped to the vertex with a loop. Therefore when using Lemma 
2.1 one must be careful1 that this doesn’t happen. 
The sub-indicator construction. Let J be a fixed digraph, with specified vertices j
and k,, k2, . . . , k,. The sub-indicator construction with respect to j, k,, k,, . . . , k, 
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Fig. 1. The digraph D(k, I). 
transforms a core H with specified vertices h,, h2, . . . , h, into its subdigraph H” 
induced by the vertex set I/- defined as follows: Let Wbe the digraph obtained from 
the disjoint union of J and H by identifying each kj with the corresponding hi 
(i= 1,2, . ..) t). A vertex u of H belongs to V- just in case there is a retraction of W 
to H which maps j to u. 
Lemma 2.2 [lo]. Let H be a core. If the H--colouringproblem is NP-hard, then so 
is the H-colouring problem. 
We shall also make use of the following results proved in [2]: 
Theorem 2.3 [2]. Let T be a semicomplete digraph. If T contains at least two directed 
cycles, then the T-colouring problem is NP-hard. If T is acyclic or has a unique 
directed cycle, then the T-colouring problem is in P. 
Let D(k,l) denote the digraph obtained from two directed cycles C, and Cl of 
length k and 1, by adding all edges between the vertices in C, and the vertices in C, 
and orienting them towards C, (cf. Fig. 1). 
Theorem 2.4 [2]. The D(k, l)-colouring problem is NP-hard, for k, 112. 
The following two theorems are taken from [12]. Let C, denote a directed cycle 
of length k. 
Theorem 2.5 [12] (cf. also [5,9,13]). The Ck-colouring problem is polynomially 
decidable. 
Let C,,, denote the digraph obtained from a directed 2-cycle by joining its ver- 
tices by a directed path of length n - 1. 
Theorem 2.6 [ 121. The C,, ,-colouring problem is polynomially decidable when n is 
even and NP-hard when n is odd. 
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The following lemma is a corollary of the result of Hell and NeSetiil [lo]. 
Lemma 2.1 [lo]. Let D be a digraph, and let G be the undirected graph with the 
same vertexset as D, in which xy is an undirected edge if and only if [x, y] is a double 
edge of D. If G is not bipartite, then D-colouring is NP-hard. 
Let D be a digraph and u E V(D) an arbitrary vertex of D. An out-branching of 
D rooted at u is a spanning subtree of D which is directed in such a way that each 
vertex xf u has exactly one edge entering. An in-branching is defined analogously. 
There is an obvious polynomial algorithm (breath first search) for checking 
whether a given digraph D has an out-branching (in-branching) rooted at a given 
vertex 0. 
3. Some new reductions 
In this section we give two methods for proving the NP-hardness of the H- 
colouring problem when H has some special connectivity properties. 
Theorem 3.1. Let A and B be digraphs such that the A-colouring problem is NP- 
hard, and there is no homomorphism mapping any component of A to B. Let H 
be the disjoint union of A and B (compare Fig. 2). Then the H-colouring problem 
is NP-hard. 
Proof. We show how to obtain a polynomial algorithm P’ for A-colouring from a 
hypothetical polynomial algorithm P for H-colouring. 
Let D be some digraph which we want to test for A-colourability. We may assume 
that D is connected, since otherwise we just look at each component in turn. Con- 
struct digraphs D,, . . . , Dk , k = IA 1 as follows: Number the vertices in A, arbitrarily 
from 1 to k. Let d be a fixed vertex of D. Then Di is the digraph obtained from the 
disjoint union of D and A by identifying d and the vertex i of A (compare Fig. 3). 
Now we show that D is A-colourable if and only if at least one of D,, . . . , D, is 
H-colourable: Suppose that D is A-colourable. Let j be the colour that the vertex d 
receives in some A-colouring of D. Then Dj is A-colourable and hence H-colourable. 
Fig. 2. 
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Ccon~ersSp,. sn~mse rhar Q’x+ H-ctjroura%e. Then the ‘Ian that theYe are no e@es 
between A and B in H, that D is connected and that no component of A maps to 
B, imply that every H-colouring of Di uses only colours from A. Therefore Di is 
A -c&w.K&!~ +x+2 ~SSC~ D is rZ-c&x~&Jfi. T!RE we CXR descrik ZR a4g~Mx~ P’, 
which is polynomial when P is polynomial, as follows: 
Algorithm P’ 
Input. A digraph D. 
(1) Select a vertex d of D and number the vertices of A by 1 through k= IAl. 
(2) Construct digraphs D,, . . . , Dk as above. 
(3) For i= 1 to k do check Di for H-colourability using P. 
(4)IfatleatoneofD,,..., Dk is H-colourable, then D is A-colourable, otherwise 
D is not A-colourable. 
We have given above a Turing-reduction of A-colourability to H-colourability. 
This proves that the H-colouring probIem is NP-hard. q 
Remark. Theorem 3.1 allows us to restrict our attention to connected cores H. 
Indeed., if each componenf Hi of the core N admits a polynomia1 Hi-colourabiliry 
algorithm, then an input digraph D may be tested for H-colourability by seeing that 
each component of D can be H,-coloured for at least one i. On the other hand, if 
H is a core and one of its components Hi has an NP-hard H,-colouring problem, 
then H-colouring js also NP-complete by Theorem 3.1. (There is no hamomorpbinm 
from any Hj, j# i, to Hi because H is a core.) 
Theorem 3.2. Let A be a digraph for which the A-colouring problem is NP-hard 
even when restricted to digraphs D having an in-branching. Let B be a digraph such 
that no component of A maps to B by a homomorphism. Let H be the digraph ob- 
tained by taking disjoint union of A and B and adding zero or more edges directed 
from A to B (see Fig. 4). Then the H-colouring problem is NP-hard. 
A similar theorem holds if His obtained by adding only edges from B to A, and 
A is NP-hard on digraphs D having an out-branching. 
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Remark. A strong digraph has in- and out-branchings, hence the above theorem can 
be used whenever A-colouring is NP-hard on strong digraphs. 
Proof. The proof is similar to the one above, so we only give the new details. Let 
P be a hypothetical polynomial algorithm for H-colouring. Let D be any digraph 
with an in-branching which we want to test for A-colourability. Construct the di- 
graphs Di, . . . , Dk, k= IAl as in the proof of Theorem 3.1; only this time we take 
d E V(D) to be a vertex such that D contains an in-branching rooted at d. 
Clearly if D is A-colourable, then at least one of D1, . . . , Dk is A-colourable and 
hence H-colourable. Now suppose that Dj is H-colourable. Then the fact that no 
component of A maps to B implies that the copy of A in Dj is coloured entirely by 
colours from A. Now the fact that D contains an in-branching rooted at d and the 
fact that d is coloured by a vertex in A imply that all of Dj is coloured only by 
colours from A. (There is no directed path from a vertex in B to a vertex in A.) 
Hence D is A-colourable. The rest of the proof is identical to the last part of the 
proof of Theorem 3.1. (It follows from the comment at the end of Section 2 that 
there is a polynomial algorithm to find the vertex d E D.) 0 
4. Semicomplete bipartite digraphs 
In this section we classify all semicomplete bipartite digraphs T,,, according to 
whether the T A,B-colouring problem is NP-hard or admits solution by a polynomial 
time algorithm. We begin by characterizing those semicomplete bipartite digraphs 
that are cores. 
Theorem 4.1. Let T,*, be a semicomplete bipartite digraph. T,*, is a core if and 
only if either 
(a) TA,B is a directed 2-cycle, or 
(b) TA,B is a bipartite tournament such that (1) and (2) hold: 
(1) for all x, yeA, x#y: XE 0; or ye O,“, and 
(2) for all u,v~B, u#v: ~4~0: or VEO~. 
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Proof. Suppose that T,,, contains a double edge [a, b], and (A 12 2 or lB\ 2 2. Then 
the mapping f: V(T,,,) + (a, b} defined by f(a’) = a for all ~‘EA and f(b’) = b for 
all b’ E B is a retraction of TA,B to the proper subdigraph induced by {a, b}. Thus 
TA,s is not a core. Clearly if TA,B is just a directed 2-cycle, then it is a core. 
Thus we may restrict our attention to bipartite tournaments. Suppose first that 
TA,B is a bipartite tournament which does not satisfy both (1) and (2). Then we 
may assume without loss of generality that there exist vertices X, y EA such that 
there is no directed path of length 2 with endvertices x and y in any order. Now it 
follows that OX= 0, and Z,= I,, . Let f : T,,, -+ T, _X,B be the mapping defined by 
f(a) =a if a fx, a E A, f(x) =y and f(b) = b for all b E B. Then f is a retraction of 
TA,s to a proper subdigraph, proving that T,,, is not a core. On the other hand 
suppose that T,,, is a bipartite tournament satisfying (1) and (2) and that TA,B is 
not a core. Let f be a retraction of TA,s to a proper subdigraph. We may assume 
without loss of generality that f maps a vertex a, to a vertex a2 # al, al, a2 E A. By 
(1) there exists a vertex b E B such that ai +b+aspi for i= 1 or 2. But then, since 
f preserves edges there must be a double edge between a2 and f(b) contradicting 
the fact that TA,s is a bipartite tournament. This proves that T,,, is a core when 
it satisfies (1) and (2). q 
Corollary 4.2. There exists a polynomial algorithm to transform a semicomplete 
bipartite digraph into its core. 
From now on we restrict our attention to those semicomplete bipartite digraphs 
that are cores. Furthermore, since the only core which contains a double edge is a 
2-cycle, for which the colouring problem is clearly polynomial, we may in fact 
restrict our attention to bipartite tournaments. 
Now we will use Theorem 4.1 to derive a classification of those core bipartite 
tournaments TA,B for which the TA,s- colouring problem is NP-hard. We are going 
to use the indicator construction with the indicator being a directed path of length 
2. This transforms TA,B into a digraph T*. In the rest of this section Ti (respectively 
Tg) will denote the subdigraph of T* induced by the vertices of A (respectively B). 
We need another easy corollary of Theorem 4.1. 
Corollary 4.3. Let TA,B be a core bipartite tournament. Then Ti*, Tg are both semi- 
complete digraphs. 
Proof. This follows directly from Theorem 4.1 and the definition of Tz, T;. 0 
Lemma 4.4, Zf T,,, is a bipartite tournament which contains exactly one directed 
cycle, then this cycle is a directed &cycle a, + b, + a2 + b2 + a, and TA,B can be ob- 
tained from the directed 4-cycle aI + bl -+ a2 -+ b2 + a, by adding a sequence of zero 
or more sources and sinks. 
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Proof. Clearly any bipartite tournament obtained in this way contains precisely one 
directed cycle. 
Now suppose that T,,, contains exactly one directed cycle. If 1 TA, B / = 4 we are 
done, hence we may assume that ITA,sl 15 and finish the proof by induction. 
It is easy to see that if a bipartite tournament contains a directed cycle of length 
26, then it contains at least two directed cycles. Thus TA,B contains a directed 
4-cycle a, -+ b, + a2 -+ b2 -+ a,. If every vertex u of T,,, has d+(u),&(u)? 1, then 
every vertex is in a directed cycle and hence TA,B must have at least two directed 
cycles, contradicting the assumption. Therefore T,,, contains a vertex u, such that 
u is a source or a sink. 
TA,B-{u} is a b ipartite tournament containing precisely one directed cycle, 
namely al -+ bl * a2 + b2 + al. By induction T,,, - (01 can be obtained from this 
4-cycle by adding a sequence of zero or more sources and sinks. By adding the vertex 
u in the end of this sequence we get the construction for TA,B. 0 
Lemma 4.5. Let TA,B be a bipartite tournament for which the T*,,-colouring pro- 
blem is polynomially decidable. Let T’ (respectively T”) be a bipartite tournament 
obtained from T,,, by adding a source (respectively sink) to the class A or B. Then 
T’-colouring (respectively T”-colouring) is also polynomially decidable. 
Proof. We give the proof in the case of adding a source a to A; let T’= TAUa,*. 
The other cases are analogous. Thus we want to prove that a polynomial algorithm 
for T,,,-colourability implies a polynomial algorithm for T,,,,-colourability. 
First we remark that we may assume that the input digraph D is bipartite, since 
otherwise D does not map to TAUa,B. Furthermore we may assume that D is con- 
nected, since otherwise we could test each component separately. Let D,, Y denote 
a bipartite digraph with classes X and Y. Note that any connected bipartite graph 
has a unique bipartition, and hence any homomorphism between two connected 
bipartite digraphs must map each side of the bipartition of the first digraph to a side 
of the bipartition of the second digraph. 
We consider two cases. 
Case 1: There exists a homomorphism f : T,,, --t TA,B such that A+ B and B-t A. 
Let Dx, Y be a digraph which we want to test for T,UO,B-colourability. Let Dx: Y be 
the digraph obtained from D x, Y by removing all sources from X. Similarly we 
define D,, y’. 
Claim. D, Y-+ T,,,, if and only if D,: Y+ T,,, or Dx, y’+ TA,B. 
Proof. Suppose that Dx, y+ TAua,B. Assume that X-t A and Y+ B. Now it is easy 
to see that the vertices in X’ cannot be coloured by a. Thus Dx,, y+ TA,B. The case 
Y -+ A, X-t B is similar. Suppose that DX, y+ TA,B. If X’ maps to A and Y to B 
in this homomorphism, then clearly we can extend this to a T,,,,-colouring of 
DX, y just by colouring all vertices of X-x’ by a (a dominates every vertex in B). 
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Otherwise we use the homomorphism of T,,, to itself mapping B to A and A to B. 
The case D, y’ + T,,, is analogous. This completes the proof in Case 1. 
Case 2: In every homomorphism TA,B-+ T,,,. *A+AandB-tB.LetPbeapoly- 
nomial algorithm for the T,,B-colouring problem. 
Claim. There exists a polynomial algorithm P’ to decide, for a given D, y whether 
D x, + TA,B with X-+ A, Y-t B. 
Proof. Let Dx, y be a digraph which is known to be TA, .-colourable. Let x E X be 
arbitrarily chosen. Let the vertices of A be numbered 1, . . . , k= IAl in some way. 
Construct digraphs D,, . . . , Dk as follows: D; is obtained from the disjoint union of 
D x, y and TA,B by identifying the vertices x and i (compare Fig. 5). 
Now it is easy to see that Dx, y-+ T,,, with X-r A, Y + B if and only if at least 
one of D t, . . . , D, maps to TA,B. (Note that here we use the assumption of Case 2.) 
Thus the existence of P proves the claim. 
It remains to show that the polynomial algorithm P’implies a polynomial algorithm 
for T,,,,-colouring. 
Let D,,, y and D, yS be defined as in Case 1. 
1) 
Claim. Dx, y+ TA Ua, B if and only if Dx: y+ T,, B so that X’ + A or D, y’ -+ TA, B so 
that Y’+A. 
Proof. The proof is similar to Case 1. This completes the proof of the lemma. 17 
Theorem 4.6. Let T,,, be a core bipartite tournament. If TA,B contains at least two 
directed cycles, then the T,,,- colouring problem is NP-hard. 
If TA,B is acyclic or contains a unique directed cycle, then the TA,B-colouring 
problem is polynomially decidable. 
X Y 
o=L l X 
B 
D 
X.Y 
Fig. 5. 
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Proof. The last part of the theorem follows from Lemmas 4.4 and 4.5 and Theorem 
2.5. 
Suppose that TA,B contains more than one directed cycle. From the definition of 
Ti and Ti it is easy to see that for each directed cycle C,, in TA,B we get directed 
cycles of length k in each of TT and Tg. This follows simply from the definition 
of the indicator construction and the fact that we use, as indicator, a directed path 
of length 2. 
Claim. Both TT and TB contain more than one directed cycle. 
Proof. If TA,B contains a cycle of length 6 or more, the Claim is proved as in the 
proof of Lemma 4.4, so we may assume that all cycles in TA,B have length 4. 
Let C, C’ be two different directed 4-cycles of TA,B. Then there will be two 
different double edges in at least one of Ti and Tz*, and the only way that we 
could possibly prevent both from having two different double edges is if C and 
C’ have the same vertices in A or B, say A. Suppose that this is the case. Let 
C=al+bl-+a2+bz-+al andC’=ai-+bs +a2+b4+a, where I{b,,b2,bs,bq)jz3. 
NOW there exist two different vertices bi, bj E { bl, bz, b3, bd}, such that bi and bj 
have the same dominance relationship with al and a2 (i.e., if bi dominates al, then 
so does bj and so on). Therefore the fact that T,,, is a core implies, by Theorem 
4.1, that A contains a vertex a + al, a2 such that bi -+ a and a + bj or the opposite. 
Now one easily finds a directed 6-cycle in TA,B, contradicting the assumption 
above. This proves the claim. 
Thus T,*-colouring and T,-colouring are both NP-hard, by Theorem 2.3. Tz and 
T, are both cores, since every semicomplete digraph is a core. If there is a homo- 
morphism mapping T; to Tz, then the core of T* is Tg and then T*-colouring is 
NP-hard. Otherwise T* can play the role of H in Theorem 3.1 with A being Ti and 
B being TB, and thus T*-colouring is NP-hard. Now Lemma 2.1 implies that TA,,- 
colouring is NP-hard. This completes the proof of Theorem 4.6. 0 
5. Results on sparse digraphs 
Section 4 and [2] dealt with digraphs with many edges as compared to the number 
of vertices. Now we will direct our attention to the other end of the spectrum, by 
looking at very sparse digraphs; we are still motivated by the idea that two cycles 
tend to make the problem hard. 
We begin with an easy number-theoretic result. 
Lemma 5.1. If p and q are natural numbers, such that p> q, q does not divide p, 
and q = 2n + 1 for some n, then there exist numbers r, s E { 1,2, . . . ,2n} satisfying 
p+s=r(modq), r+s=q. 
The effect of two cycles 13 
Proof. Let u denote the residue of p modulo q, i.e., 24~{1,2 ,..., 2n). Then 
p+s=~+s(modq). Thus we want r=u+s(modq), or, since r+ s must equal q, 
u+2s=O(modq). Now, since u,s~{1,2 ,..., 2n}, we get 
s= +(4--u), if u is odd, 
3(2q - U), if u is even. 
The reader can easily check that this s and r= q-s satisfies the conditions. 0 
In Fig. 6 we introduce two digraphs D, and D,. Here Dr is a digraph consisting 
of two vertices a, b joined by three disjoint directed paths P,, P2, P, in such a way 
that P, and P2 are (4 b)-paths and P3 is a (b, @-path. Let pi denote the length of Pi, 
and suppose that the paths are numbered so that p, 2p2. Let p =pl +p3, q =p2 +p3. 
Let C, (respectively C,) denote the directed cycle formed by the paths P, and P3 
(respectively P2 and P3). Let D2 be the digraph formed from two disjoint directed 
cycles of lengths p and q respectively by identifying a vertex in Cp with a vertex in 
C, . (D2 can be seen as a special case of D, when a = b and p3 = 0.) 
Theorem 5.2. If q does not divide p, then Di-colouring is NP-hard for i= 1,2. 
If q does divide p, then Di-co/owing is in P for i = 1,2. 
Proof. Suppose that q divides p; then it is easy to see that the core of D; is just the 
directed q-cycle for i= 1,2. Thus Theorem 2.5 implies that D,-colouring is in P. 
Thus we may assume that q does not dividep. The proofs that D1- and D2-colouring 
is NP-hard in this case are identical, except for the case q = 2. 
b 
Dl 
Fig. 6. 
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Fig. 7. The path I. 
Case 1: q = 2n + 1 for some n. Let r, s be determined as in Lemma 5.1. Let x, y 
be any pair of vertices on C,, chosen such that x and y partition C, into directed 
paths of lengths s respectively r. There are q such pairs on C4 and every vertex on 
C, is in precisely two of these. Let I denote an oriented path consisting of two ver- 
tices i and j joined by a directed path of length p + s +pz - 1 followed by a reversed 
directed path of length pz- 1 (cf. Fig. 7). 
Claim. For each of the above pairs x, y, and each i = 1,2, there is a homomorphism 
mapping I to Di SO that i maps to x and j maps to y, and also a homomorphism 
mapping I to D; so that i maps to y and j maps to x. Furthermore there is no homo- 
morphism of I to Di so that i and j map to the same vertex in D;, i= 1,2. 
Proof. Suppose that x and y partition C4 into an (x, y)-path of length r and a (y, x)- 
path of length s. The net length of I is congruent to r(mod q), so a homomorphism 
taking i to x andj to y is easy to find. Here is how to find a homomorphism mapping 
i to y and j to x in D,: If one of x and y is on P3 or x is before y on P2 we simply 
map I to Di by mapping i to y and using C, and the (y,x)-path on C4 to use up the 
first p+s edges of I, ending up in x. To use up the last edges of I, ending up with 
j in x is trivial. So we may assume that both x and y are on P2 and that y is before 
x on Pz. Note that then the length of the path P,[x, b] is less than p2 - 1. Let f be 
the mapping obtained by mapping i to y, then going along P2 to b, spending the 
rest of the forward edges by cycling around on C,, then going backwards on Cp to 
b and then backwards on P2. It is easy to see that f will map j to x as desired. Find- 
ing such a mapping in D, is similar. There is no homomorphism mapping I to Di 
so that i and j map to the same vertex, because the net length of Z which is p + s 
cannot be written as a sum np + mq for any choice of positive integers II, m. This 
proves the claim. 
Now do the indicator construction with respect to (Z, i, j). The resulting digraph 
0: contains no loop and it contains a q/-cycle all of whose edges are double edges, 
where q’is either q or some divisor of q (and hence is odd). Thus Lemma 2.7 implies 
that Djc-colouring is NP-hard for i = 1,2 and hence, by Lemma 2.1, Di-colouring is 
NP-hard for i = 1,2. 
Case 2: q = 2n for some n # 1, p = 2k + 1 for some k and n does not divide p. Let 
1, i, j be defined as in Case 1, only now the number of forward edges is p + n + 2n - 1 
and the number of backward edges is 2n - 1. As in Case 1 we easily see that no 
homomorphism maps I to Di so that i and j map to the same vertex. Furthermore 
we see as in Case 1 that there arep pairs x, y on C, so that there are homomorphisms 
mapping i to x and j to y and i to y and j to x respectively, for i = 1,2. Now the rest 
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of the proof in this case is analogous to that in Case 1. We leave the details to the 
reader. 
Case 3: q = 2, p = 2k + 1 for some kr 1. Then we may assume, by Theorem 2.6, 
that i = 2. We will prove the NP-hardness of D,-colouring in this case by giving a 
polynomial reduction of (2k + l)-SAT to D,-colouring. 
Let L = 4k. Let the vertices of D, be numbered as in Fig. 8. Now the reader can 
easily verify the following claim. 
Claim 1. In D, the following holds: 
O,L={O,1,2 ,..., 2k}, 
O,L={O,1,2 ,..., 2k+l}. 
Let X and Y denote the digraphs in Fig. 9. 
X 
Fig. 9. 
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Claim 2. In any D2-colouring of X, either 
(a) colour(u) = 0 and colour(v) = 1, or 
(b) colour(u) = 1 and colour(o) = 0. 
Moreover, both colourings are possible. 
Claim 3. There is no D,-colouring of Y in which the vertices I,, . . . , Ilk+ 1 are all 
coloured 0. 
Any colouring of the vertices I,, . . . , lzk+, by colours 0 and 1 in which at least one 
1 is used can be extended to a D2-colouring of Y. 
Proof. The first part follows easily from Claim 1, by noting that the digraph induced 
by the vertices in 0: does not contain a directed 2k+ l-cycle. The second part 
follows from the fact that, by Claim 1, the vertex 0 can reach all but one vertex on 
a C2k+l and the vertex 1 can reach all of them. (Thus when we colour li by 1, we 
are allowed to use all colours in (1,2, . . . , 2k+ l} for the vertex on the 2k+ l-cycle 
on the L path from 1,). 
Now we are ready to show that (2/r+ l)-SAT polynomially transforms to D2- 
colouring. 
Let an instance of (2k+ l)-SAT be given, with variables x1, . . . ,x, and clauses 
E,, . . . . E,,,. We construct a digraph D (cf. Fig. 10) as follows: We take a copy Xi 
of X for each variable Xi (i = 1,2, . . . , n), a COPY Yj of Y for each clause Ej 
(j= 1 ,...,m).ThenforeachclauseEj=l,Vl,V...Vl2k+1(j=1,2,...,m)weidentify 
each vertex labeled 1, with the vertex Ui of Xi if 1, = Xi and with vertex Di if 1, = -Xi. 
The construction of D may clearly be carried out in polynomial time. We claim 
that D is D2-colourable if and only if E,, E2, . . . , E,,, are simultaneously satisfiable. 
Suppose D is D,colourable. Then Claim 2 implies that for each i one of the ver- 
tices ui or ui is coloured 0 and the other is coloured 1. This means that in each copy 
For each variable xi For each clause Ei=l,v I2 Ipk+, 
Fig. 10. The digraph D. 
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5 of Y the vertices lI,...,llk+, are coloured using 0 and 1. Moreover Claim 3 
guarantees that at least one of them is coloured with 1. A satisfying truth assignment 
can now be constructed by giving xi the value true if the vertex Ui is coloured 1 and 
false otherwise. The remarks above then ensure that all clauses are satisfied. On the 
other hand, suppose that A is a satisfying truth assignment for E,, . . . , E, . We 
define a partial colouring of D by colouring vertex Ui with colour 1 if and only if 
variable Xi is true and 0 otherwise. This extends easily to a &colouring of D by 
the second part of Claim 3. Therefore (2/c+ l)-SAT polynomially transforms to 
Dz-colouring and so D,-colouring is NP-hard. 
Case 4: q = 2n, n f 1 and the largest common divisor d of p and q is greater than 
one. Let p = dp’, q =dq’. Do the indicator construction on Di with respect to a 
4 5 6 7 
D, 
5 
9 
6 
2 5 3 
Ji? g 
6 
7 13 a 14 
same I 
10 1 11 
A 
4 
9' = -I2 
9 10 11 12 
Fig. 11. The digraphs DT, using a directed d-path as indicator (an example for p=9, q=6, d =3). 
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directed path of length d. The resulting digraph 07 consists of d disjoint digraphs 
which fall in at most two different isomorphism classes. One of these is always a 
Di with cycle lengths p’, q’ instead of p and q. For D, there will always be two non- 
isomorphic classes and for D, this will be the case precisely when pz> 1 (and then 
the other class will be a II2 with cycle lengths p’, q’). We leave the details to the 
reader (see Fig. 11 for an example). 
Suppose that the core of 0: consists of two disjoint digraphs A and B. Then one 
of these, say A is a Di with cycle lengths p’, q’. Since p’ and q’ are relatively prime 
it follows from the proofs of Cases l-3 that A-colouring is NP-hard. Then Theorem 
3.1 implies that II,*-colouring is NP-hard. By Theorem 2.1, D,-colouring then is 
NP-hard. Thus we may assume that the core of 0; consists of only one compo- 
nent. Now it is easy to see that i must equal 1. (There is no homomorphism from 
one of the two nonisomorphic components in 0: to the other (compare Fig. 1 l).) 
Then the core of 0: is just a D, with cycle lengths p’ and q’. (There is no homo- 
morphism mapping D, to &.) By Cases 1-3, D:-colouring is NP-hard and hence 
Theorem 2.1 implies that D,-colouring is NP-hard. This completes the proof in 
Case 4, and hence the proof of the theorem. 0 
Corollary 5.3. Let D be a digraph containing a directed cycle of length p and a 
directed cycle of length q, q<p, such that the subdigraph induced by these cycles 
is either a D, or a D, as in Theorem 5.2. Let pl, p2, p3 denote the corresponding 
lengths of the paths as in Theorem 5.2 (in the case of a D2, p3 = 0). 
Suppose D satisfies the following conditions: 
(1) q does not divide p; 
(2) q is odd or q = 2n, p is odd and n does not divide p; 
(3) there is no homomorphism of I to D mapping i and j to the same vertex, where 
I, i, j is defined as in Case 1 (respectively Case 2) of the proof of Theorem 5.2 if 
q is odd (respectively even). 
Then D-colouring is NP-hard. 
Proof. This follows by the same proof as in Cases 1 and 2 above. Cl 
Theorem 5.4. Let D be a digraph which contains precisely two directed cycles C,, 
C4, q<p. Suppose that D satisfies the following conditions: 
(1) q does not divide p; 
(2) C, and C, are not in the same strong component of D; 
(3) there is a directed path between C, and C4. 
Then D-colouring is NP-hard. 
Proof. Let D,, . . . , D, be the strong components of D, ordered in some way such 
that there are no edges from Dj to Di for j>i. Since D has precisely two directed 
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cycles, it follows, from the definition of the strong components of a digraph, that 
Di = C4, Dj = C, for some i, j, i #j. We may assume without loss of generality that 
i<j. Then we easily get that the size of all the remaining components is one. 
Our aim will be to use indicators to add edges between C,, and C4, directed 
towards Cp and continue this process as long as we can add more edges. At the end, 
when we cannot add any more edges, we will either have that all edges are present 
from C4 to C,, or there is a vertex u on C, which dominates less than p vertices on 
C,. The indicators that we will use are chosen so that the number of edges between 
the two cycles will never decrease, the two cycles are preserved and furthermore no 
loop is created. 
Suppose that there is no edge from a vertex in Cg to a vertex in Cp in D. Let s 
be the length of a shortest directed path from D; to Dj. Let the natural number a 
be chosen so that r = apq + 1 is greater than or equal to s. Use the indicator construc- 
tion on D, with respect to a directed path of length r. Let D* denote the resulting 
digraph. It is easy to see that D* does not contain a loop. (The only closed directed 
walks are those lying entirely in one of Dj or Dj, and the residue of r modulo q 
(respectively modulo p) is 1 in both cases.) D* has the same strong components as 
D: Clearly all the size 1 components of D will remain size 1 components in D*. Since 
r is congruent to 1 modulo q and p, we see that Di and Dj are preserved. The choice 
of r ensures that D* has at least one edge from Di to Dj. Theorem 2.1 implies that 
if D*-colouring is NP-hard, then so is D-colouring. Therefore we may assume from 
now on that D has an edge from Di to Dj. 
Let Da, denote the subdigraph of D induced by the vertices in Di and Dj. We 
will now show how to remove all vertices of the size 1 components. Let J be the dis- 
connected subindicator consisting of an isolated vertex k and a directed cycle of 
length pq, C,, , containing the special vertex j (cf. Fig. 12). 
Let D- denote the digraph that D is transformed into by using the subindicator 
construction with respect to j, k on D with the specified vertex h (h is any vertex 
of D). It is easy to see from the definition of the subindicator construction that D- 
is precisely D, p. 
Theorem 2.2 implies that if the D,, -colouring problem is NP-hard, then so is 
the D-colouring problem. From this point on we restrict our attention to the digraph 
D 
43 P . 
/-f C Pq 
Fig. 12. 
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Let t =pq + 1. As above we easily see that D,, does not contain a closed directed 
walk of length t. It is not difficult to see that the digraph D&, obtained from D4,P 
by using as an indicator a directed path of length t, will contain as least as many 
edges between C, and Cp as D, P. In fact it will contain all the edges of D4,P and 
possibly more. 
Let 0;; denote the digraph that one obtains from D,, by applying the indicator 
construction with respect to a directed t-path n times, where IZ is chosen so that 
IE(D& < IE(D&)I < +..< IE(D;;“)I = IE(D;;$“+ “)I. 
There are two cases to consider: 
Case 1: For every pair of vertices x, y in D$, such that x lies on C4 and y lies 
on CP’ we have x-+ y. In this case Di:t is the digraph D(q,p) in Theorem 2.4. 
Thus Di:F-colouring is NP-hard. Now Theorem 2.1 implies that D,,-colouring is 
NP-hard and hence D-colouring is NP-hard. 
Case 2: There exist vertices x, y in 0;:; such that x lies on C4, y lies on C,, and 
there is no edge between x and y. All the considerations below are with respect to 
the digraph Di:g. 
Let V(C4)={u1,u2,..., uq}. The numbering is chosen so that o1 dominates fewer 
than p vertices on C,. Let ul, . . . , ud, d<p, denote those vertices on C, that are 
dominated by ur, arranged in a cyclic order on Cp. It is easy to see that u1 has 
directed walks of length t ending in each of the vertices ul, .1., ud. Therefore, the 
fact that all old edges are preserved and no new are added when we go from Dz$ 
to D(:jcn+ ‘) implies that the set of vertices that can be endvertices of a directed 
t-wal!cPstarting in ur is precisely the set {u 1, . . ..zQ}. Now look at the vertices 
{W 1, ..a, w,} on C, that are dominated by u2. It is easy to see that for each edge 
u2+ w, WE(Wi,..., w, }, there is a directed t-walk from ur to the vertex u preceeding 
w on C,. Thus we must have, by the above argument, that u E {u,, . . . , ud}. This 
shows that msd, i.e., the number of vertices on Cp dominated by u2 is less than 
or equal to the number of vertices on C, dominated by ul. Continuing this argument 
around C,, we see that every vertex on C, dominates exactly d vertices on C,,. 
Similarly we can prove that every vertex on C, is dominated by exactly f vertices 
on C,, for some f < q. 
Counting the edges between C4 and C,, in two ways, we obtain 
qd=pf. (*) 
If q and p are relatively prime, this implies that d=p and f = q, contradicting the 
fact that we are in Case 2. Let m be the largest common divisor of q and p, and 
let q = q’m, p =p’m. Then we get from (*) that 
q’d =plf. (**) 
This implies that d =p’z, f = q’z, for some z E { 1,2, . . . , m - 1 }. Since q’ and p’ are 
relatively prime it is easy to see that the existence of an edge ui+ Uj implies the 
existence of an edge Di + Uj+ m (subscript addition modulo p). 
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Now the reader can easily check that the fact that the edges of Dgp and Dabs”’ 
are the same implies that the vertices on C, dominated by a vertex u on Cq can be 
divided into z sets such that within each set the vertices divide C, into p’ paths of 
length m (cf. Fig. 13). Similarly for the vertices on C, that dominate a vertex w on 
C 
P’ 
Now use the indicator construction with respect to a directed m-path on Dg$. 
Let D’ denote the resulting digraph. This will cause C, to split into m disjoint copies 
of Cq, and C, to split into m disjoint copies of C,, . By the argument above, on the 
distribution of the neighbours of a vertex on the other cycle, we see that a vertex 
u on a C,, will dominate all vertices in z of the C,, cycles and no vertices in any of 
the others. Thus the picture is as shown in Fig. 14. Therefore the core of D’ is 
D(q’, p’), which is NP-hard, by Theorem 2.4. Thus Lemma 2.1 implies that D$:g- 
colouring is NP-hard, and hence D-colouring is NP-hard by the same arguments as 
before. 
This completes the proof of Theorem 5.4. 0 
6. A conjecture 
In all of our classes of digraphs, the presence of two directed cycles seemed to 
make the colouring problem NP-hard. There are however obvious examples when 
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the presence of two cycles may not be enough, even if the digraph is a core: If H 
is the disjoint union of two directed cycles of arbitrary lengths, then the H-colour- 
ability of any D can be tested in polynomial time by testing each component of D 
for colourability by each of the two directed cycles. (If some component cannot be 
coloured by either cycle the answer is no, otherwise the answer is yes. Cf. the remark 
after Theorem 3.1.) This example is not connected; however, it is easily modified 
to be connected by adding one new vertex x which dominates all other vertices. To 
test colourability by this modified H of a digraph D, first remove all sources of D 
(getting a digraph D’) and test (H-x)-colourability of D’ by the above argument; 
it is easy to see that D is H-colourable if and only if D’ is (H-x)-colourable. 
In fact, it seems that the presence of sources or sinks in H makes the dividing line 
between easy and hard H-colouring problems somewhat blurred. This could be also 
the reason that acyclic digraphs H seem to be so difficult to classify [S]. This line 
of thought suggests that the presence of two cycles in a connected core H, which 
has no sources or sinks, makes H-colouring NP-hard. We formulate this conjecture 
as follows: 
Conjecture 6.1. Let H be a digraph without sources or sinks. If each component of 
the core of H is a directed cycle, then H-colouring is polynomially decidable. Other- 
wise H-colouring is NP-hard. 
The first statement of the conjecture is obvious, cf. the remark following Theorem 
3.1. In fact, it was shown by MacGillivray [ 1 l] that to prove the conjecture it will 
suffice to verify it for bipartite digraphs H. It follows from the results in [3,4] that 
the conjecture is true in a wide variety of different circumstances. 
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Note added in proof 
We are thankful to G. MacGillivray for pointing out that the use of Theorem 3.1 
in Theorems 4.6 and 5.2 can be avoided. (In both cases there is an NP-complete 
camponent with a vertex that can reach all other vertices in that component by a 
sufficiently long directed walk. Using a long directed path as a subindicator picks 
up only that NP-complete component. The same construction is used in [4, Section 
61). This implies in particular that we can replace the term “NP-hard” by “NP- 
ccmplete” t&ugtiout the paper, except in Theorem 3.1, 
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