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Szego¨ kernels, Toeplitz operators,
and equivariant fixed point formulae
Roberto Paoletti∗
1 Introduction
The aim of this paper is to apply algebro-geometric Szego¨ kernels to the
asymptotic study of a class of trace formulae in equivariant geometric quan-
tization and algebraic geometry.
Let (M,J) be a connected complex projective manifold, of complex di-
mension d, and let A be an ample line bundle on it. Let, in addition, G be a
compact and connected g-dimensional Lie group acting holomorphically on
M , in such a way that the action can be linearized to A. For every k ∈ N, the
spaces of global holomorphic sections H0
(
M,A⊗k
)
are linear representations
of G, and therefore may be equivariantly decomposed over its irreducible
representations.
More precisely, let g be the Lie algebra of G, and let Λ ⊆ g∗ be a set of
weights parametrizing the family of all finite-dimensional irreducible repre-
sentations of G. For every ̟ ∈ Λ, denote by V̟ the corresponding G-module.
Given ̟ ∈ Λ and a linear representation of G on a finite dimensional vec-
tor space W , we shall denote by W̟ ⊆ W the ̟-isotype of W , that is,
the maximal invariant subspace of W equivariantly isomorphic to a direct
sum of copies of V̟. For every k ∈ N, we then have equivariant direct sum
decompositions
H0
(
M,A⊗k
)
=
⊕
̟∈Λ
H0
(
M,A⊗k
)
̟
. (1)
We can find a G-invariant Hermitian metric h on A such that the unique
compatible connection has curvature Θ = −2iω, where ω is a Ka¨hler form on
M . The choice of ω determines a volume form on M , with respect to which
vol(M) = π
d
d!
∫
M
c1(A)
d.
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By way of motivation, suppose that a reductive connected algebraic group
G˜ acts on a complex projective manifoldM ; then for any line bundle A onM
there exists a positive integer l such that the action linearizes to A⊗l [KFM],
[D]. Let G ⊆ G˜ be a maximal compact subgroup. If A is ample and h′ is an
Hermitian metric on it whose compatible connection has Ka¨hler normalized
curvature ω′ , we may replace h′ and ω′ by their G-averages h and ω. The
action of G on M is then holomorphic and Hamiltonian with respect to ω.
These choices induce natural G-invariant Hermitian structures on every
space of global sections of A⊗k, and (1) is a unitary equivariant isomorphism.
For k ∈ N and ̟ ∈ Λ, we shall denote by
P̟,k : H
0
(
M,A⊗k
)→ H0 (M,A⊗k)
̟
the orthogonal projector. With abuse of language, if C∞ (M,A⊗k) is the
space of all smooth global sections of A⊗k, we shall also denote by P̟,k the
orthogonal projector C∞ (M,A⊗k)→ H0 (M,A⊗k)
̟
.
Let, furthermore, γ : M → M be a biholomorphism, also admitting
a linearization to a unitary automorphism γ˜ of (A, h); in particular, γ is
a symplectomorphism of (M,ω). We shall also denote by γ˜ the induced
linearization on A⊗k, for every k ∈ Z. For every k ∈ N, let
γ˜k : H
0
(
M,A⊗k
)→ H0 (M,A⊗k) , s 7→ γ˜ ◦ s ◦ γ−1
be the unitary automorphism induced by γ˜.
We shall make the additional assumption that γ˜ commutes with the action
of G on A; this is equivalent to the condition that Φ be γ-invariant, and
therefore γ (Φ−1(0)) = Φ−1(0). Under these circumstances, γ˜k preserves the
decomposition (1); in other words, for every ̟ ∈ Λ we have
γ˜k
(
H0
(
M,A⊗k
)
̟
)
= H0
(
M,A⊗k
)
̟
.
As a simple example, consider the unitary action of S1 on Cd+1 given by
t · (z0, . . . , zd) =: (t z0, t−1 z1, . . . , t−1 zd), and let Γ ∈ U(d+1) be any unitary
diagonal matrix. This induces an holomorphic Hamiltonian circle action on
Pd, commuting with the holomorphic symplectomorphism γ of Pd induced
by Γ; both have tautological linearizations to the hyperplane line bundle.
More generally, assume given a holomorphic Hamiltonian action of a Lie
group H on (M,J, ω), linearizing to A; for h ∈ H , let ψh : M → M and
ψ˜h : A → A be the associated maps. If G ⊆ H is a compact and connected
subgroup, and h centralizes G, then the restriction of the action to G and
γ =: ψh, γ˜ =: ψ˜h satisfy the previous hypothesis.
Let us now describe the main object of study of this paper:
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Definition 1.1. For f ∈ C∞(M), let Mf : C∞
(
M,A⊗k
)→ C∞ (M,A⊗k) be
the multiplication operator s 7→ f s. Let γ : M → M , γ˜ : A → A be as
above.
1. For every ̟ ∈ Λ and k ∈ N, we introduce the equivariant Toeplitz
operator
T
(̟,k)
f =: P̟,k ◦Mf ◦ P̟,k : H0
(
M,A⊗k
)→ H0 (M,A⊗k) ,
which we shall view as an endomorphism of H0
(
M,A⊗k
)
̟
.
2. More generally, we may consider for every ̟ ∈ Λ and k ∈ N the
compositions
Ψ̟,k = Ψ̟,k(γ, f) =: γ˜k ◦ T (̟,k)f : H0
(
M,A⊗k
)
̟
→ H0 (M,A⊗k)
̟
.
We shall show that, under familiar assumptions in the theory of symplec-
tic reductions, the trace of Ψ̟,k admits an asymptotic expansion as k → +∞,
and explicitly describe its leading term.
Of course, in the action free case and with f = 1 the Lefschetz fixed point
formula of [AS] gives an exact expression for trace(γ˜k), but even in this case
it may be of some interest that Szego¨ kernels, and more precisely their scaling
limits ([BdMS], [BSZ], [SZ]), provide a relatively elementary approach to the
leading asymptotics. On the other hand, the action free case with γ˜ = id has
been studied in [BdMG], and more recently, under wider hypothesis on the
symplectic structure, in [B]. If f = 1 and γ˜ is the identity, then the trace of
Ψ̟,k computes dimH
0
(
M,A⊗k
)
̟
, a natural object of study in the setting of
symplectic reduction and geometric quantization since the landmarks [GS1],
[GS2]; in fact, exact formulae for these dimensions are provided, for each
given k, by the principle [Q,R] = 0 [M]. A rather elementary approach to
the asymptotics for k → +∞ has been given in [P1], based on microlocal
techniques.
In the general case, where the linearization and the equivariant Toeplitz
operator are considered on the same footing, the leading coefficient in the
asymptotic expansion for trace(Ψ̟,k) is the product of the leading coefficient
of the Lefschetz fixed point formula on the symplectic reduction of (M,ω)
and a certain G-average of f , with a weighting that depends on ̟ and γ.
In order to state the result more precisely, we need to describe some
invariants associated to γ, γ˜ and the linearization of the G-action.
Given the linearization, the action of G on (M, 2ω) is Hamiltonian; let
Φ : M → g∗ be the corresponding moment map. We shall assume that
0 ∈ g∗ is a regular value of Φ, and that G acts freely on Φ−1(0); with
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minor complications, the arguments below apply however to the case where
the (necessarily finite) stabilisers of the points in Φ−1(0) all have the same
cardinality.
Let
p : Φ−1(0) −→M0 =: Φ−1(0)/G (2)
be the projection onto the symplectic reduction M0 of M . Thus p is a prin-
cipal G-bundle, and the Ka¨hler structure (ω, J) of M descends in a natural
manner to the quotient Ka¨hler structure (ω0, J0) of M0.
Let us list the definitions that will build up the statement of Theorem 1.
Definition 1.2. Associated to γ and the G-action we have the following
objects.
1. Since it commutes with the G-action, γ descends to a holomorphic
symplectomorphism of (M0, ω0, J0), that we shall denote by γ0 : M0 →
M0.
2. Let F1, . . . , Fℓ ⊆ M0 be the connected components of its fixed locus,
Fix(γ0): for every l = 1, . . . ℓ, Fl is a complex submanifold of M0 of,
say, complex dimension dl. Let cl =: (d − g) − dl denote its complex
codimension.
3. If l = 1, . . . , ℓ and r ∈ Fl, let Nl,r be the normal space to Fl ⊆M0 at r,
and let γr : Nl,r → Nl,r be the unitary map induced by the holomorphic
differential of γ0 at r. Then idNl,r − γ−1r is non-singular, and
cl(γ) =: detC
(
idNl,r − γ−1r
)
(3)
is constant on Fl.
4. If m ∈ p−1(Fl) for some l, since G acts freely on Φ−1(0) there exists a
unique gm ∈ G such that γ(m) = µgm(m), where µ : G ×M → M is
the given action on M ; the conjugacy class of gm only depends on l.
5. If l = 1, . . . , ℓ, χ̟(gm) does not depend on the choice of m ∈ p−1(Fl);
we shall set χ̟(Fl) =: χ̟(gm), (m ∈ p−1(Fl)).
To see that the conjugacy class of gm only depends on l, set F˜l =: p
−1(Fl)
and suppose m,n ∈ F˜l. If π(m) = π(n), there exists h ∈ G such that
n = µh(m). Therefore, µh gm h−1(n) = µh
(
γ(m)
)
= γ
(
µh(m)
)
= γ(n), whence
gµh(m) = h gm h
−1, ∀h ∈ G, m ∈ p−1(Fl). If π(m) 6= π(n), let η : [0, 1] → Fl
be a smooth path such that η(0) = π(m), η(1) = π(n). The principal G-
bundle p has a natural connection; let η♯ : [0, 1]→ F˜l be the unique horizontal
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lift of η such that η♯(0) = m. Then µgm ◦ η♯, γ ◦ η♯ : [0, 1] → F˜l are both
horizontal lifts of η, and satisfy µgm ◦ η♯(0) = γ(m) = γ ◦ η♯(0); hence they
are equal. Therefore, µgm
(
η♯(1)
)
= γ
(
η♯(1)
)
, and so gη♯(1) = gm. Since η
♯(1)
is in the same obit as n, we conclude by the previous considerations that gm
is conjugate to gn.
Definition 1.3. Given f ∈ C∞(M), we define f ∈ C∞ (M0) as the G-average
of f , viewed as a smooth function on M0. In other words,
f(m0) =:
∫
G
f
(
µg(m)
)
dν(g) (m0 ∈M0),
where m ∈ p−1(m0) ⊆ Φ−1(0).
Definition 1.4. The ample line bundle A descends to an ample line bundle
A0 on M0, and the linearization γ˜ descends to a linearization γ˜0 on A0. If
l = 1, . . . , ℓ there exists a unique hl ∈ S1 such that γ˜0(r) : A0(r) → A0(r) is
multiplication by hl for every r ∈ Fl, where A0(r) is the fiber of A0 at r.
With the above notation, we then have:
Theorem 1. Suppose ̟ ∈ Λ, f ∈ C∞(M) and γ : M → M , with unitary
linearization γ˜ : A → A, are given as above, so that γ˜ commutes with the
action of G on A. Let Ψ̟,k be as in Definition 1.1. Then:
i): If Φ−1(0) = ∅, then Ψ̟,k = 0 for k ≫ 0.
ii): If Φ−1(0) 6= ∅, assume that 0 ∈ g∗ is a regular value of Φ and that G acts
freely on Φ−1(0). Then as k → +∞ there is an asymptotic expansion
trace(Ψ̟,k)
∼ dim(V̟)
ℓ∑
l=1
(
k
π
)dl hkl
cl(γ)
χ̟(Fl)
∫
Fl
f volFl ·
(
1 +
∑
a≥1
k−a/2 c̟la
)
.
As a test case, suppose that f = 1 and γ˜ is the identity map. Then the
asymptotic expansion of the Theorem reduces to:
dimH0
(
M,A⊗k
)
̟
∼ dim(V̟)2
(
k
π
)d−g
vol(M0) ·
(
1 +
∑
a≥1
k−a/2 c̟la
)
.
Up to a different normalization convention for the volume form, this agrees
with Theorem 2 of [P1] (where only powers of k−1 appear).
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The proof is largely based on the microlocal theory of the Szego¨ kernel in
[BdMS], and on its developments in [Z2], [BSZ], [SZ].
To motivate the role of asymptotic expansions for Szego¨ kernels, let us
dwell again on the action free case, first with γ˜ = id. Thus, given f ∈ C∞(M),
we are considering the asymptotics of the trace of the level-k Toeplitz opera-
tor T
(k)
f =: Pk ◦Mf ◦Pk : H0
(
M,A⊗k
)→ H0 (M,A⊗k); here Pk is the level-k
Szego¨ projector, that is, the full orthogonal projector onto H0
(
M,A⊗k
)
. An
asymptotic expansion in this case has been proved in [BdMG], §13. On the
other hand, inserting the diagonal asymptotic expansion for the level-k Szego¨
kernel of [Z2] in the Schwartz kernel of T
(k)
f leads to
trace
(
T
(k)
f
)
∼
(
k
π
)d ∫
M
f · volM + L.O.T.. (4)
Trying to adopt the same approach to the case of the Lefschetz fixed point
formula of [AS], thus now with f = 1, one is led however to consider the
asymptotics of the Szego¨ kernel over off-diagonal points in M ×M of the
form
(
m, γ(m)
)
, and this motivates the appearance of scaling limits around
the fixed locus of γ into the picture. In the general equivariant case, the
asymptotic concentration of the equivariant Szego¨ kernels determines a fur-
ther localization around the zero locus of the moment map.
It is in order to conclude this introduction by emphasizing that there
is a broader scope for the methods and techniques appearing in this paper.
Firstly, although our present focus is on the simpler holomorphic context,
the following analysis could be generalized to the symplectic almost com-
plex category, in view of the microlocal description in [SZ] of the almost
complex analogues of Szego¨ kernels. On the other hand, the study of com-
positions akin to those in Definition 1.1 is particularly relevant to the theory
of Toeplitz quantization [Z1], where one studies quantum maps associated to
contact transformations, whose underlying symplectic maps are generally not
holomorphic. In fact, all the ingredients of this article are already in place in
the unitarization process of [Z1], where the non-unitarity of quantum maps
induced by a contactomorphism is corrected by composing with appropriate
Toeplitz operators, and in some cases certain trace formulae of this type are
given.
Acknowledgments. I am very endebted to the referee for several sti-
mulating comments on possible developments and for suggesting various im-
provements to the exposition.
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2 Proof of Theorem 1
The first statement of the Theorem is an immediate consequence of the theory
of [GS1]. More precisely, since Φ(M) ⊆ g∗ is a compact subset, if Φ−1(0) = ∅
then ̟ 6∈ kΦ(M), hence H0 (M,A⊗k)
̟
= 0, for k ≫ 0.
In order to prove the second statement, we shall lift the problem to the
CR structure of the associated circle bundle. Let X ⊆ A∗ be the unit circle
bundle, with S1-action r : S1 ×X → X . The connection 1-form α ∈ Ω1(X)
defines a contact structure and a volume form on X . In terms of the latter,
we shall tacitly identify (generalized) densities, half-densities and functions
on X and X ×X .
With this in mind, there is a natural Hermitian structure on L2(X), and
for every k ∈ N there are standard unitary isomorphisms C∞ (M,A⊗k) ∼=
C∞(X)k; the latter is the space of all smooth functions on X such that
f
(
rt(x)
)
= tk f(x), ∀ t ∈ S1, x ∈ X . By restriction, we obtain the unitary
isomorphisms H0
(
M,A⊗k
) ∼= H(X)k, where H(X)k ⊆ C∞(X)k is the k-th
isotypical component of the Hardy space of X . Given s ∈ C∞ (M,A⊗k), we
shall denote its image by ŝ ∈ C∞(X)k.
Furthermore, given our assumptions, the action µ : G × M → M na-
turally lifts to an action of G on X , µX : G × X → X , as a group of
contactomorphisms; to lighten notation, we shall often write µ for µX where
no misunderstanding seems likely.
Similarly, γ˜ : A → A induces a contactomorphism γX : X → X , and
γX ◦ µg = µg ◦ γX , ∀ g ∈ G.
Thus G acts on H(X)k by pull-back, g : f 7→ f ◦ µg−1 , and the isomor-
phisms H0
(
M,A⊗k
) ∼= H(X)k are equivariant for this action. In terms of
the equivariant unitary isomorphism s 7→ ŝ, we may rewrite (1) as
H(X)k =
⊕
̟∈Λ
H(X)̟,k. (5)
Similarly, for all s ∈ C∞ (M,A⊗k) we have ̂˜γk(s) = ŝ ◦ γ−1X ∈ C∞(X)k.
If
{
s
(̟,k)
j
}
j
is any orthonormal basis of H̟,k(X), then
Π̟,k(x, y) =:
∑
j
s
(̟,k)
j (x) s
(̟,k)
j (y) (x, y ∈ X)
is the (̟, k)-equivariant Szego¨ kernel, that is, the distributional kernel of the
orthogonal projector onto the subspace H(X)̟,k ⊆ H(X); in particular, it
does not depend on the choice of
{
s
(̟,k)
j
}
j
. Thus, since
{
s
(̟,k)
j ◦ γX
}
j
is
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also an orthonormal basis of H̟,k(X), we have
Π̟,k
(
γX(x), γX(y)
)
= Π̟,k(x, y), ∀ x, y ∈ X.
Let densX×X and densX denote the volume densities of X × X and X ,
respectively. Then
trace (Ψ̟,k) =
∫
X×X
Π̟,k
(
γ−1X (x), y
)
f(y) Π̟,k (y, x) densX×Y (x, y),
=
∫
X×X
Π̟,k
(
x, γX(y)
)
f(y) Π̟,k (y, x) densX×X(x, y)
=
∫
X
Π̟,k
(
γ−1X (y), y
)
f(y) densX(y). (6)
The strategy to determine the asymptotics of trace (Ψ̟,k) is then to insert
in (6) the asymptotic expansion for the scaling limits of Π̟,k determined
in [P2]. To this end, we shall apply a number of reductions, at each step
disregarding a contribution to the integral in (6) which is O (k−∞).
Let us define R(Φ) =:
{
(m,n) ∈ M × M : Φ(m) = 0, n ∈ G · m},
I(Φ) =: (π × π)−1(R(Φ)). In other words,
I(Φ) =
{
(x, y) ∈ X ×X : Φ ◦ π(x) = 0, y ∈ (G× S1) · x
}
.
Lemma 2.1. Uniformly on compact subsets of X ×X \ I(Φ), as k → +∞
we have Π̟,k(x, y) = O (k
−∞).
Lemma 2.1, whose proof will be postponed, implies the following: if we
fix an arbitrarily small G-invariant tubular neighborhood V ⊆M of Φ−1(0),
perhaps after disregarding a rapidly decaying contribution we may replace
the integration over X in (6) by an integration over π−1(V ). We shall express
this by writing
trace (Ψ̟,k) ∼
∫
π−1(V )
Π̟,k
(
γ−1X (y), y
)
f(y) densX(y).
In particular, we may assume without loss that G acts freely on V .
As a further reduction, let us define
Sk =:
{
m ∈ V : distM
(
G ·m,G · γ(m)) < 2 k−2/5} , (7)
S ′k =:
{
m ∈ V : distM
(
G ·m,G · γ(m)) > k−2/5} .
Let {σk, σ′k} be a partition of unity on V subordinate to the open cover
{Sk, S ′k}. We may assume σk(m) = σ
(
k2/5 distM
(
G ·m,G · γ(m))), for a
fixed smooth function σ : R→ R. We shall write σk for σk ◦ π, σ′k for σ′k ◦ π.
Inserting the equality σk+σ
′
k = 1 in (7), the integral splits in two summands.
One of these gives a negligible contribution to the asymptotics as k → +∞:
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Lemma 2.2. As k → +∞, we have∫
π−1(S′k)
σ′k(y) Π̟,k
(
γ−1X (y), y
)
f(y) densX(y) = O
(
k−∞
)
.
Proof. It suffices to show that
∣∣Π̟,k (γ−1X (y), y)∣∣ = O (k−∞) uniformly for
y ∈ π−1 (S ′k). To this end, recall that
Π̟,k
(
γ−1X (y), y
)
= dim(V̟)
∫
G
χ̟ (g) Πk
(
µg ◦ γ−1X (y), y
)
dν(g). (8)
To simplify notation, let us write distM for the composition distM ◦ (π× π) :
X ×X → R. If y ∈ π−1 (S ′k), then distM
(
µg ◦ γ−1X (y), y
)
> k−2/5 for all g ∈
G. By the off-diagonal estimates on the Szego¨ kernel of [C], we conclude that
there exist constants C,D > 0 such that
∣∣Πk (µg ◦ γ−1X (y), y)∣∣ < C e−Dk1/10 ,
for all g ∈ G, k ∈ N and y ∈ π−1 (S ′k). The statement follows in view of (8).
Q.E.D.
Given Lemma 2.2,
trace (Ψ̟,k) ∼
∫
π−1(Sk)
σk(y) Π̟,k
(
γ−1X (y), y
)
f(y) densX(y). (9)
We next concentrate the integral on progressively shrinking neighbor-
hoods of Φ−1(0). More precisely, we set
Tk =:
{
m ∈ Sk : distM
(
m,Φ−1(0)
)
< 2 k−1/3
}
, (10)
T ′k =:
{
m ∈ Sk : distM
(
m,Φ−1(0)
)
> k−1/3
}
,
and let {τk, τ ′k} be a partition of unity on Sk subordinate to the open cover
{Tk, T ′k}. We may assume that τk(m) = τ
(
3
√
k distM (m,Φ
−1(0))
)
, for a
fixed smooth function τ : R→ R.
We shall write τk for τk ◦ π and similarly for τ ′k. Again, insertion of the
equality τk + τ
′
k = 1 in (9) splits the integral in the sum of two terms, one of
which is rapidly decaying as k → +∞:
Proposition 2.1. Π̟,k
(
γ−1X (y), y
)
= O (k−∞) uniformly for y ∈ π−1(T ′k).
Before commencing the proof of Proposition 2.1, let us notice that it
implies:
Corollary 2.1. As k → +∞, we have∫
π−1(T ′k)
(
σk · τ ′k
)
(y) Π̟,k
(
γ−1X (y), y
)
f(y) densX(y) = O
(
k−∞
)
.
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Proof of Proposition 2.1. If m ∈ Sk and k ≫ 0, there exists a unique
g(m) ∈ G, smoothly depending on m, such that distM
(
µg(m) ◦ γ−1(m), m
)
=
distM (G · γ−1(m), G ·m). If y ∈ π−1(Sk), we shall write g(y) for g
(
π(y)
)
.
We can operate the change of variables g  g g(y) in (8), and obtain
Π̟,k
(
γ−1X (y), y
)
= dim(V̟)
∫
G
χ̟
(
gg(y)
)
Πk
(
µgg(y) ◦ γ−1X (y), y
)
dν(g).
(11)
Lemma 2.3. There exist C,D > 0 such that the following holds: If m ∈ Sk
and distG(g, e) > Ck
−2/5, then
distM
(
µgg(m) ◦ γ−1(m), m
)
> D k−2/5.
Here distG is the Riemannian distance function on G, and e ∈ G is the unit.
Proof of Lemma 2.3. For m ∈ V , the map g ∈ G 7→ µg(m) ∈M is an em-
bedding; by compactness, there exists C ′ > 0 such that distM (µg(m), m) >
C ′ distG (g, e) for all m ∈ V and g ∈ G.
Suppose then m ∈ Sk and distG(g, e) > Ck−2/5 for a certain C > 0. By
definition of Sk and g(m), we have distM
(
µg(m)(m), m
)
< 2 k−2/5. Thus, by
the triangle inequality,
distM
(
µgg(m) ◦ γ−1(m), m
)
≥ distM
(
µgg(m) ◦ γ−1(m), µg(m) ◦ γ−1(m)
)
− distM
(
µg(m) ◦ γ−1(m), m
)
> C ′ distG (g, e)− 2 k−2/5 ≥
(
C ′C − 2) k−2/5. (12)
Given (12), we need only choose C > 2/C ′, D = C C ′ − 2. Q.E.D.
As in the proof of Lemma 2.2, we may then apply the off-diagonal esti-
mates of [C] to conclude:
Corollary 2.2. Let C > 0 be as in the statement of Lemma 2.3. Then
Πk
(
µgg(y) ◦ γ−1X (y), y
)
= O
(
k−∞
)
,
uniformly for y ∈ π−1(Sk) and g ∈ G satisfying distG(g, e) > Ck−2/5.
Let us now set
Gk =:
{
g ∈ G : distG (g, e) < 2C k−2/5
}
, G′k =:
{
g ∈ G : distG (g, e) > C k−2/5
}
,
and let {γk, γ′k} be a smooth partition of unity on G subordinate to the open
cover {Gk, G′k}.
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Let expG : g → G be the exponential map, and let E ⊆ g be an open
neighborhood of 0 which is mapped diffeomorphically under expG to an open
neighborhood U = expG(E) of e. Since Gk ⋐ U for k ≫ 0, we may view γk
as a real valued smooth map on g supported on E. With this interpretation,
we may assume that γk(ξ) = γ
(
k2/5 ξ
)
(ξ ∈ g), for a certain fixed smooth
function γ on g.
Inserting the relation γk + γ
′
k = 1 in (8), integration over G splits as
the sum of two terms. In the summand containing γ′k, integration is over
G′k; therefore, by Corollary 2.2, if y ∈ π−1(Sk) the integrand is uniformly
O (k−∞). Hence we need only worry about the summand containing γk.
To prove Proposition 2.1, we are thus reduced to proving that uniformly
on y ∈ π−1(T ′k) we have∫
Gk
γk(g)χ̟
(
gg(y)
)
Πk
(
µgg(y) ◦ γ−1X (y), y
)
dν(g) = O
(
k−∞
)
. (13)
To this end, we shall now invoke the parametrix of the Szego¨ kernel produced
in [BdMS], and apply an integration by parts as in the proof of the stationary
phase Lemma.
Let us recall that the Szego¨ kernel onX×X ⊆ L∗×L∗ may be microlocally
represented as a Fourier integral operator of the form
Π(x, y) =
∫ +∞
0
eitψ(x,y) s(x, y, t) dt, (14)
where the complex phase has prescribed Taylor expansion along the diag-
onal of L∗ × L∗, and the amplitude is a semiclassical symbol admitting an
asymptotic expansion s(x, y, t) ∼∑j≥0 td−j sj(x, y) [BdMS].
Following [Z2] and [SZ], let us take Fourier components, and perform the
change of variable t kt, so that the left hand side of (13) may be rewritten
k
2π
∫
Gk
∫ +∞
0
∫ π
−π
γk(g)χ̟ (gg(y)) (15)
·eik
[
tψ(µgg(y)◦reiθ ◦γ
−1
X (y),y)−θ
]
s
(
µgg(y) ◦ reiθ ◦ γ−1X (y), y, kt
)
dν(g) dt dθ
=
k
2π
∫
g
∫ +∞
0
∫ π
−π
γ
(
k2/5 ξ
)
χ̟
(
eξ g(y)
)
·ei k
[
tψ
“
µ
eξg(y)
◦r
eiθ
◦γ−1X (y),y
”
−θ
]
s
(
µeξg(y) ◦ reiθ ◦ γ−1X (y), y, kt
)
HG(ξ) dξ dt dθ.
In the latter expression, integration over Gk has been written as an integral
over the Lie algebra g by the exponential map expG(ξ) = e
ξ, and HG(ξ) dξ
11
is the pull-back to g of the Haar measure on G by expG. Now (15) is an
oscillatory integral, with phase
Ψ(ξ, t, θ, y) =: tψ
(
µeξg(y) ◦ reiθ ◦ γ−1X (y), y
)− θ,
depending parametrically on y.
If ξ = 0 and γ
(
π(y)
)
= π(y), so that g(y) = e, then Ψ = it
(
1− ei(θ+θ0))−
(θ+ θ0). The latter phase was considered in [Z2], [SZ]; in this case,
∣∣∂Ψ
∂θ
∣∣ > 1
2
when t < 1
2
.
If more generally y ∈ π−1(Sk) and g ∈ Gk, then
distM
(
µgg(y) ◦ reiθ ◦ γ−1X (y), y
)
. k−2/5;
therefore, by continuity for k ≫ 0 and t < 1
2
we have
∣∣∂Ψ
∂θ
∣∣ > 1
3
, say. Hence
the contribution from the locus t < 1
2
is O (k−∞).
Similarly, in view of the arguments in §3 of [SZ], one can see that in the
same range the contribution coming from t ≥ 4, say, is rapidly decreasing.
On the upshot, after disregarding a rapidly decaying contribution, we are
left with the oscillatory integral:
k
2π
∫
g
∫ 4
1/2
∫ π
−π
eikΨ(ξ,t,θ,y) (16)
·γ (k2/5 ξ) χ̟ (eξ g(y)) s (µeξg(y) ◦ reiθ ◦ γ−1X (y), y, kt) HG(ξ) dξ dt dθ
=
k
2π
∫
g
∫ 4
1/2
∫ π
−π
eikΨ(ξ,t,θ,y) γ
(
k2/5 ξ
)
S(ξ, kt, θ, y) dξ dt dθ;
where S is obviously defined; integration in ξ is supported on a ball centered
at 0 ∈ g and of radius ∼ k−2/5.
Let us now focus on the directional derivative of Ψ with respect to ξ ∈ g.
This is ∂ξΨ = t ∂ξXψ, where ξX ∈ X(X) is the vector field generated by ξ.
Recall from [BdMS] that for any x ∈ X , the differential of ψ ∈ C∞(X ×X)
at (x, x) is d(x,x)ψ = (αx,−αx); more generally, for any x ∈ X and eiθ0 ∈ S1
we have
d(eiθ0x,x)ψ =
(
eiθ0αeiθ0x,−eiθ0 αx
)
. (17)
Now if y ∈ π−1(Sk) there exists a unique eiθ(y) ∈ S1 such that
distX
(
µg(y) ◦ reiθ(y) ◦ γ−1X (y), y
)
= distM
(
µg(y) ◦ γ−1 ◦ π(y), π(y)
)
≤ 2 k−2/5.
Therefore, there exists D′ > 0 such that for all y ∈ π−1(Sk) and g ∈ Gk
distX
(
µgg(y) ◦ reiθ(y) ◦ γ−1X (y), y
)
≤ D′ k−2/5. (18)
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It follows from (17) and (18) that if (x, y) ∈ Sk and g ∈ Gk, then
d(µgg(y,x)◦γ−1X (y),y)
ψ =
(
e−iθ(y) αµgg(y)◦γ−1X (y)
,−e−iθ(y) αy
)
+O
(
k−2/5
)
. (19)
Let us now make use of the assumption y ∈ π−1(T ′k). Since 0 ∈ g∗
is a regular value of Φ, perhaps after restricting V there exists a constant
E ′ > 0 such that ‖Φ(m)‖ ≥ E ′ distM (m,Φ−1(0)), ∀m ∈ V . Therefore, since
distM (·,Φ−1(0)) is invariant under the G-action and γ, for y ∈ π−1(T ′k) we
have ∥∥∥Φ(µg(y) ◦ γ−1 ◦ π(y))∥∥∥ ≥ E ′ k−1/3.
Equivalently, ∀ y ∈ π−1(T ′k) there exists η = η(y) ∈ g of unit length such
that Φη =: 〈Φ, η〉 satisfies ∣∣Φη(µg(y) ◦ γ−1 ◦ π(y))∣∣ ≥ E ′ k−1/3. Recalling the
definition of Gk, setting E =: E
′/2, say, and letting k ≫ 0, we have:
Lemma 2.4. There exists E > 0 such that for k ≫ 0 the following holds:
∀ y ∈ π−1(T ′k), there exists η = η(y) ∈ g of unit length such that Φη =: 〈Φ, η〉
satisfies ∣∣∣Φη(µgg(y) ◦ γ−1 ◦ π(y))∣∣∣ ≥ E k−1/3.
for all g ∈ Gk.
Recall that Φη = −α(ηX), where ηX ∈ X(X) denotes the smooth vector
field generated by η ∈ g. Given this and (19), we conclude the following: If
y ∈ π−1(T ′k), eξ ∈ Gk, and η ∈ g is as in Lemma 2.4, then
|∂ηΨ| = t |∂ηXψ| = t
∣∣∣αµ
eξg(y)
◦γ−1X (y)
(
ηX
)∣∣∣+O (k−2/5) (20)
= t
∣∣∣Φη(µeξg(y) ◦ γ−1 ◦ π(y))∣∣∣+O (k−2/5) ≥ E2 k−1/3 +O (k−2/5) ≥ E3 k−1/3,
for all k ≫ 0, since we are assuming t ≥ 1
2
.
Let {ηj} be an orthonormal basis of g. By (20), for every y ∈ π−1(T ′k)
there exists j such that
∣∣∣ ∂Ψ∂ηj (ξ, t, θ, y)∣∣∣ > E2g k−1/3, whenever eξ ∈ Gk. In other
words, if for every j = 1, . . . , g we set sj =:
∂Ψ
∂ηj
and
Vj =:
{
y ∈ π−1(T ′k) : (21)∣∣sj(ξ, t, θ, y)∣∣ > E
2g
k−1/3, ∀ ξ ∈ exp−1G (Gk), t ∈ [1/2, 4] , θ ∈ [0, 2π]
}
,
then {Vj} is an open cover of π−1(T ′k). Let {̺j} be a partition of unity
subordinate to this cover; the differential operator on π−1(T ′k)× g
L =:
g∑
j=1
(
̺j
sj
)
∂
∂ηj
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satisfies L(Ψ) = 1, hence L
(
eikΨ
)
= i k eikΨ. Recall that in (16) integration
in dξ is compactly supported; let us iteratively integrate by parts , so as to
obtain∫
g
eikΨ γ
(
k2/5 ξ
)
S dξ =
(−i
k
) ∫
g
L
(
eikΨ
)
γ
(
k2/5 ξ
)
S dξ
=
(
i
k
) g∑
j=1
∫
g
eikΨ
∂
∂ηj
(
̺j
sj
γ
(
k2/5 ξ
)
S
)
dξ
=
(
i
k
)2 g∑
j1,j2=1
∫
g
eikΨ
∂
∂ηj2
(
̺j2
sj2
∂
∂ηj1
(
̺j1
sj1
γ
(
k2/5 ξ
)
S
))
dξ
= · · ·
=
(
i
k
)r g∑
j1,··· ,jr=1
∫
g
eikΨYJ
(
γ
(
k2/5 ξ
)
S
)
dξ (22)
where for any multiindex J = (j1, · · · , jr) and any smooth function υ we
have set
YJ(υ) =:
∂
∂ηjr
(
̺jr
sjr
(
∂
∂ηjr−1
(
̺jr−1
sjr−1
(
· · · ∂
∂ηj1
(
̺1
sj1
· υ
)
· · ·
))))
.
For any multindex B = (b1, . . . , bg) let us define s
B =: sb11 · · · sbgg .
The following may be proved by induction on r:
Lemma 2.5. For any r ∈ N and J ∈ {1, . . . , g}r, we have
YJ
(
γ
(
k2/5 ξ
)
S
)
=
∑
q
k2aq/5 fq · ̺
B′q
sBq
, (23)
where:
• fq = Pq(s)·γ(eq)
(
k2/5ξ
)·S(fq), where P is a differential operator with no
zero order term, and γ(eq), S(fq) are (possibly) higher order derivatives
of γ and S with respect to ξ;
• b′j > 0 if bj > 0;
• aq + |Bq| ≤ 2r for every q.
In view of the rescaling t kt, the leading term in S and its derivatives
grows like kd. Therefore, the q-th summand in Lemma 2.5 is bounded by
C kd+
2
5
aq+
1
3
|Bq| ≤ C kd+ 25 (aq+|Bq|) ≤ C kd+ 45 r.
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In view of (22) we get∣∣∣∣∫
g
eikΨ γ
(
k2/5 ξ
)
S dξ
∣∣∣∣ ≤ Cr kd−r/5 (24)
for any r ∈ N. This completes the proof of Proposition 2.1.
Q.E.D.
Given Corollary 2.1, we conclude
trace (Ψ̟,k) ∼
∫
π−1(Tk)
ςk(y) Π̟,k
(
γ−1X (y), y
)
f(y) densX(y), (25)
where we have set ςk =: σk · τk.
Let now Fix(γ0) ⊆ M0 be the fixed locus of γ0 : M0 → M0, and set
F˜ix(γ0) =: p
−1 (Fix(γ0)) ⊆ Φ−1(0), where p is as in (2).
Proposition 2.2. There exists C > 0 such that
distM
(
G ·m, F˜ix(γ0)
)
≤ C k−1/3, ∀m ∈ Tk.
Proof. If m ∈ Tk ⊆ Sk, then distM
(
G ·m,G · γ(m)) < 2 k−2/5 by (7), and
distM (m,Φ
−1(0)) < 2 k−1/3 by (10).
Let q ∈ Φ−1(0) be such that distM (m,Φ−1(0)) = distM (m, q). Since
Φ−1(0) is G-invariant, distM (m, q) = distM(G · m,G · q). As γ commutes
with the action and preserves the metric, we also have
distM (m, q) = distM
(
γ(m), γ(q)
)
= distM
(
G · γ(m), G · γ(q)).
Since G acts freely and isometrically on V , there is a Riemannian met-
ric on the manifold V0 =: V/G such that the projection p̂ : V → V0 is a
Riemannian submersion. Hence, distM (G ·m,G · n) = distV0 (p̂(m), p̂(n)),
∀m,n ∈ V . By the triangle inequality on V0,
distM
(
G · q, G · γ(q)
)
≤ distM
(
G · q, G ·m
)
+ distM
(
G ·m,G · γ(m)
)
+ distM
(
G · γ(m), G · γ(q)
)
= 2distM
(
m,G · Φ−1(0)
)
+ distM
(
G ·m,G · γ(m)
)
≤ 4 k−1/3 + 2 k−2/5 < 5 k−1/3 (26)
if k ≫ 0.
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Set q0 =: p(q) ∈M0. Since distM
(
q, F˜ix(γ0)
)
= distM0 (q0,Fix(γ0)),
distM
(
m, F˜ix(γ0)
)
≤ distM (m, q) + distM
(
q, F˜ix(γ0)
)
≤ 2 k−1/3 + distM0 (q0,Fix(γ0)) . (27)
Lemma 2.6. There exists a constant C > 0 such that for all k ≫ 0 we have
distM0 (q0,Fix(γ0)) ≤ C k−1/3.
Proof. By (26), for all k ≫ 0 we have
distM0
(
q0, γ0(q0)
)
= distM
(
G · q, G · γ(q)
)
< 5 k−1/3. (28)
Let now F1, . . . , Fℓ ⊆M0, with normal bundles N1, . . . , Nl, be as in Defini-
tion 1.2. Let expl : Nl →M0 be the exponential map, (q′0, n) 7→ expl(q′0, n) =:
expq′0(n). For ǫ > 0, let N
(ǫ)
l =: {(q′0, n) ∈ Nl : ‖n‖ < ǫ}. Choose ǫ > 0 so
small that expl induces a diffeomorphism between N
(ǫ)
l and an open neigh-
borhood F
(ǫ)
l ⊆M0 of Fl, and F (ǫ)l1 ∩ F
(ǫ)
l2
= ∅, ∀ l1 6= l2 ∈ {1, . . . , ℓ}.
If q′0 ∈ Fl, the normal exponential map expq′0 : Nl,q′0 →M0 is an isometric
immersion at the origin. By compactness of Fl, perhaps after decreasing ǫ
we may assume that if q′0 ∈ Fl and (q′0, n), (q′0, n′) ∈ Nl,q′0 ∩Nl,ǫ then
2 ‖n− n′‖ ≥ distM ′0
(
expNl(q
′
0, n), expNl(q
′
0, n
′)
)
≥ 1
2
‖n− n′‖. (29)
There exists δ > 0 such that
distM0
(
q0,Fix(γ0)
)
≥ ǫ ⇒ distM0
(
q0, γ0(q0)
)
≥ δ.
Thus, if k ≫ 0 and (28) holds, then q0 ∈
⋃ℓ
l=1 F
(ǫ)
l ; hence, q0 = expNl(q
′
0, n)
for some (q′0, n) ∈ N (ǫ)l . Given that γ0 : M0 → M0 is a Riemannian isometry,
we have expM0 ◦dγ0 = γ0 ◦ expM0 : TM0 →M0. In view of (29), we deduce
distM0
(
q0, γ0(q0)
)
= distM0
(
expM0(q
′
0, n), γ0 ◦ expM0(q′0, n)
)
(30)
= distM0
(
expM0(q
′
0, n), expM0 ◦dq′0γ0(n)
)
≥ 1
2
∥∥dq′0γ0(n)− n∥∥
≥ 1
2
inf
{ |λi − 1|} ‖n‖ ≥ 1
4
inf
{ |λi − 1|} distM0(q0,Fix(γ0)).
Since λi 6= 1 for all i, the statement follows from (28) and (30). Q.E.D.
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Proposition 2.2 now follows from (27) and Lemma 2.6.
Q.E.D.
It is now in order to give the:
Proof of Lemma 2.1. This follows from a simplified version of the previous
arguments. Recall that
Π̟,k (x, y) = dim(V̟)
∫
G
χ̟ (g) Πk
(
µg(x), y
)
dν(g), (31)
for all (x, y) ∈ X ×X .
If R ⊆ X×X \ I(Φ) is compact, there exists δ > 0 such that ∀ (x, y) ∈ R
we have
max
{
distM
(
G · π(x), G · π(y)), distM (π(x),Φ−1(0))} ≥ δ.
The case distM
(
G · π(x), G · π(y)) ≥ δ can be handled by the arguments in
the proof of Lemma 2.2, replacing the lower bound k−2/5 used there with δ.
To deal with the case distM (π(x),Φ
−1(0)) > δ, we may by the same ar-
gument restrict to the case where distM
(
G · π(x), G · π(y)) < ǫ, for some
fixed but arbitrarily small ǫ > 0. Invoking the fact that the Szego¨ kernel is
smoothing away from the diagonal, we conclude that we only miss a rapidly
decaying contribution if we restrict the G-integration in (31) to the open sub-
set G(x, y) =:
{
g ∈ G : distM
(
µg ◦ π(x), π(y)
)
< 2ǫ
}
, say (the introduction
of an appropriate partition of unity on G is understood). Now the hypothesis
implies that
∥∥Φ◦π(x)∥∥ > δ′ for some δ′ & δ. By the arguments leading to the
proof of Lemma 2.4 and (20), it follows that if 0 < ǫ≪ 1 then ∣∣∂ηΨ∣∣ > δ′/4
on the range of integration. The statement then follows by a simpler version
of the argument following (20).
Q.E.D.
Summing up, Tk is a shrinking open neighborhood of F˜ix(γ0). To obtain
an asymptotic expansion for trace(Ψ̟,k), we shall insert in (25) the scaling
limit asymptotics for Π̟,k proved in [P2]. Scaling asymptotics are most
naturally stated in local Heisenberg coordinates; therefore, we shall cover
π−1
(
F˜ix(γ0)
)
by invariant open sets with a ‘transverse Heisenberg structure’,
providing convenient coordinates to perform the integration.
For r ∈ N and ǫ > 0, let Br(ǫ) be the open ball centered at 0 ∈ Rr and of
radius ǫ. Referring the reader to [SZ] for the precise definitions, we recall that
a system of local Heisenberg coordinates for the circle bundle X centered at
a given x ∈ X is determined by the following data: i) a preferred local chart
f : B2d(ǫ) → U ⊆ M for the (almost) Ka¨hler manifold (M,ω, J) centered
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at m = π(x), and ii) a preferred local frame e : U → A at m satisfying
e∗(m) = x, where 〈e∗, e〉 = 1. That f is a preferred local chart at m means
that it trivializes the unitary structure of TmM . In the present integrable
setting, f may be chosen holomorphic, but this is not necessary, and won’t be
assumed in the following; f is at any rate always holomorphic and symplectic
at 0 ∈ B2d(ǫ) ⊆ Cd. In fact, upon choosing an orthonormal complex basis of
TmM , the exponential map expm : C
d ∼= TmM → M restricts to a preferred
local chart on B2d(ǫ), for some ǫ > 0; at places it will simplify our arguments
to make this choice. Explicitly, given f and e the associated Heisenberg local
chart is then
ψ : B2d(ǫ)× (−π, π)→ π−1(U), (z, ϑ) 7→ eiϑ
e∗
(
f(z)
)∥∥e∗(f(z))∥∥ .
Following [SZ], we set
x+ w =: ψ
(
w, 0) (32)
if w ∈ TmM ∼= Cd, ‖w‖ < ǫ. In this notation, TmM is implicitly identified
with the horizontal subspace Horx(X) ⊆ TxX for the connection.
Given any x ∈ X , it is always possible to find local Heisenberg coordinates
centered at x, and this construction may be deformed smoothly with x;
that is, given any x ∈ X there exist x ∈ U ⊆ X open and a smooth map
Ψ : U × B2d(ǫ) × (−π, π) → X , such that for any y ∈ U the partial map
ψ(y) =: Ψ(y, ·, ·) : B2d(ǫ) × (−π, π) → X is a Heisenberg local chart for X
centered at y. We may, and will, assume without loss that
Ψ (reiϑ0 (y), z, ϑ) = Ψ (y, z, ϑ− ϑ0)
whenever the two sides are defined.
In the present equivariant setting, suppose x ∈ X and let ψ : B2d(ǫ) ×
(−π, π) → X be a system of local Heisenberg coordinates centered at x,
associated to the preferred choices f and e. Then for any g ∈ G we obtain
a system of Heisenberg coordinates centered at µg(x) by considering the
composition ψg =: µg ◦ ψ. Clearly, ψg is associated to the preferred choices
µg ◦ f and µ̂g(e); here µ̂ denotes the action on the collection of local sections
of A.
Let us set, for ease of notation,M ′ =: Φ−1(0) ⊆M , X ′ =: π−1 (Φ−1(0)) ⊆
X , and let us denote by π′ : X ′ → M ′ the projection. Then G acts freely on
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M ′ and X ′, and we have the commutative diagram:
p˜
X ′ −→ X0 = X ′/G
π′ ↓ ↓ π0
M ′ −→ M0 = M ′/G
p
(33)
where the vertical arrows are principal S1-bundles and the horizontal arrows
are principal G-bundles. π′ is G-equivariant and p˜ is S1-equivariant. Given
subsets V ⊆ M0 and U ⊆ M , we shall set X0(V ) =: π−10 (V ) ⊆ X0, X(V ) =:
π−1(V ) ⊆ X .
Suppose given:
• m0 ∈ Fl ⊆ Fix(γ0) ⊆M0;
• an open subset V ⊆ Fl with m0 ∈ V ;
• a smooth section σ : V → F˜l =: p−1(Fl) of the principal G-bundle
F˜l → Fl.
Then there exists a unique smooth section σ˜ : X0(V ) → X ′ of p˜ which is a
lift of σ, that is, such that σ ◦ π0 = π′ ◦ σ˜ : X0(V ) → M ′. σ˜ is necessarily
S1-equivariant.
By the above, we may also suppose given a smooth map
Ψ : X0(V )× B2d(ǫ)× (−π, π)→ X, (34)
such that for any x′0 ∈ X0(V ) the partial map ψ(x′0) =: Ψ(x′0, ·, ·) is a Heisen-
berg local chart for X centered at σ˜(x′0), with image containing some fixed
open neighborhood X(U) ⊇ π−1(σ(m0)). We shall write(
ψ(x
′
0)
)−1
=
(
z
(x′0)
1 , . . . , z
(x′0)
d , ϑ
(x′0)
)
: U → B2d(ǫ)× (−π, π)
for the corresponding Heisenberg local chart. Here we identify R2d ∼= Cd
in the standard manner, and z
(x′0)
j : U → C is a smooth function. Let
a
(x′0)
j =: ℜ
(
z
(x′0)
j
)
, b
(x′0)
j =: ℑ
(
z
(x′0)
j
)
: X(U) → R. Clearly, a(x′0)j and b(x
′
0)
j
descend to U , and form the system f(x
′
0) of preferred local coordinates on M
centered at π ◦ σ˜(x′0) which underlies ψ(x′0).
After composing with a suitable local diffeomorphism of M , smoothly
varying with x′0, we may assume that for every x
′
0 ∈ X0(V ) the following
conditions are satisfied by f(x
′
0):
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1. Φ−1(0) ∩ U =
{
b
(x′0)
d−g+1 = · · · = b(x
′
0)
d = 0
}
;
2. F˜l ∩ U =
{
z
(x′0)
dl+1
= · · · = z(x′0)d−g = b(x
′
0)
d−g+1 = · · · = b(x
′
0)
d = 0
}
.
By the previous discussion, composing with the G-action we then obtain
a smooth map (we write µ for µX)
Ψ˜ : G×X0(V )×B2d(ǫ)× (−π, π)→ X, (g, x′0, z, ϑ) 7→ µg
(
Ψ
(
x′0, z, ϑ
))
,
such that for any (g, x′0) ∈ G×X0(V ) the partial map
ψ(g,x
′
0) =: Ψ˜
(
g, x′0, ·, ·) : B2d(ǫ)× (−π, π)→ X (35)
is a Heisenberg local chart for X centered at µg ◦ σ˜(x′0), and whose image
contains µg
(
X(U)
)
. We shall denote by(
ψ(g,x
′
0)
)−1
=
(
ψ(x
′
0)
)−1
◦ µ−1g (36)
=
(
z
(g,x′0)
1 , . . . , z
(g,x′0)
d , ϑ
(g,x′0)
)
: µg(U)→ B2d(ǫ)× (−π, π)
the corresponding Heisenberg local coordinates. By the G-invariance of
Φ−1(0) and F˜l we obtain that for every (g, x
′
0) ∈ G× V
1. Φ−1(0) ∩ µg(U) =
{
b
(g,x′0)
d−g+1 = · · · = b(g,x
′
0)
d = 0
}
;
2. F˜l ∩ µg(U) =
{
z
(g,x′0)
dl+1
= · · · = z(g,x′0)d−g = b(g,x
′
0)
d−g+1 = · · · = b(g,x
′
0)
d = 0
}
.
Having in mind the identifications
R2d ∼= R2dl × R2cl × R2g ∼= Cdl × Ccl × Cg,
the following is a straightforward consequence of the previous discussion:
Lemma 2.7. Suppose ǫ > 0 is sufficiently small, and define
Υ : G×X(V )×B2cl(ǫ)× Bg(ǫ)→ X
by
Υ
(
g, x′0, z,b
)
=: Ψ˜
(
g, x′0,
(
0, z, ib, 0
))
= ψ(g,x0)
(
0, z, ib, 0
)
,
where z =
(
zdl+1, · · · , zd−g
) ∈ B2cl(ǫ) ⊆ Ccl , and 0 denotes the origin of Cdl.
Then:
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1. Υ is an equivariant diffeomorphism onto a (G × S1)-invariant open
neighborhood B of G · σ˜(X0(V )) ⊆ X.
2. In terms of Υ, F˜ix(γ0) ∩ B is defined by the conditions z = 0, b = 0;
in other words, Υ−1
(
F˜ix(γ0)
)
= G×X(V )× {0} × {0}.
Before we proceed, let us dwell on the local structure of M along F˜l =
p−1(Fl) ⊆ M ′. For any m ∈ M , let gM(m) ⊆ TmM be the vector subspace
generated by the infinitesimal action of g. Thus gM is a rank-g vector sub-
bundle of TM on some invariant open neighborhood of M ′. If m ∈ M ′, we
have the unitary direct sum decompositions
TmM = Jm
(
gM(m)
)⊕ TmM ′, TmM ′ = gM(m)⊕Hm; (37)
here Hm =: TmM
′ ∩ (gM(m))⊥ is a complex subspace, that gets unitarily
identified with Tp(m)M0 under dmp (the superscript ⊥ stands for ‘Euclidean
orthocomplement’). Thus if m ∈ F˜l with this identification we also have
Hm ∼= Tp(m)M0 = Tp(m)Fl ⊕ (Nl)p(m), TmF˜l ∼= Tp(m)Fl ⊕ gM(m), (38)
where (Nl)p(m) denotes the fiber at p(m) of the normal bundle Nl of Fl ⊆M0.
If m ∈M ′, let us set
(TmM)t =: Jm
(
gM(m)
)
, (TmM)v =: gM(m), (TmM)h =: Hm. (39)
Here the suffix t stands for ‘transverse to M ′’, v stands for ‘vertical for the
principal G-bundle structure of M ′ →M0’, h for ‘horizontal’.
If in addition m ∈ F˜l, with a slight abuse of language, let us set
(TmM)h,tg =: Tp(m)Fl, (TmM)h,nor =: (Nl)p(m). (40)
Thus, (TmM)h = (TmM)h,tg⊕(TmM)h,nor. Here the suffix h,tg stands for ‘hor-
izontal and tangent to F˜l’, h,nor for ‘horizontal and normal to F˜l’. Accord-
ingly, ifm ∈ F˜l any v ∈ TmM may be decomposed as v = vt+vv+vh,tg+vh,nor.
Let us consider again the statement of Lemma 2.7. Suppose (g, x′0) ∈
G ×X(V ). Since Ψ˜(g,x′0) is a local Heisenberg chart for X centered at x =:
µg ◦ σ˜(g, x′0), and satisfying 1. and 2. above, any z ∈ Ccl gets identified
with an appropriate vh,nor ∈ (TmM)h,nor where m = π(x) ∈ F˜l. Similarly, if
b ∈ Rg then ib gets identified with an appropriate vt ∈ (TmM)t. Following
(32), for sufficiently small z ∈ Ccl and b ∈ Rg we then have
Υ
(
g, x′0, z,b
)
= µg (σ˜(x
′
0)) + vh,nor + vt
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For ǫ > 0 sufficiently small, we can then replace B in Lemma 2.7 by
B =:
{
µg (σ˜(x
′
0)) + vh,nor + vt : (g, x
′
0) ∈ G×X(V ), (41)
vh,nor ∈
(
Tµg◦π◦eσ(x′0)M
)
h,nor
, vt ∈
(
Tµg◦π◦eσ(x′0)M
)
t
, ‖vh,nor‖, ‖vt‖ < ǫ
}
,
an invariant open neighborhood of π−1 (p−1(V )) ⊆ π−1
(
F˜ix(γ0)
)
.
Let Bg(ǫ) ⊆ Rg, B2dl(ǫ) ⊆ Cdl, B2cl(ǫ) ⊆ Ccl the open balls of radius ǫ
centered at the origin. The paramerization (41) defines a diffeomorphism
T : G×X(V )×Bg(ǫ)× B2cl(ǫ) −→ B,
T (g, x′0, vt, vh,nor) =: µg (σ˜(x′0)) + vh,nor + vt. (42)
Now for every l = 1, . . . , ℓ let {Vlj}j be a finite open cover of Fl, such
that on every Vlj there is defined a smooth section σlj : Vlj → M ′ of p; in
particular, {p−1(Vlj)}l,j is an invariant open cover of F˜ix(γ0).
For every l, j, let Blj ⊆ X defined by (41) with (Vlj, σlj) in place of (V, σ);
hence Blj is an S
1 ×G-invariant open neighborhood of π−1 (p−1(Vlj)).
Finally, set E =:
⋃
lj Blj. Then E is an S
1 ×G-invariant open neighbor-
hood of π−1
(
F˜ix(γ0)
)
⊆ X , and {Blj}l,j is an open cover of E. Let {τlj}l,j be
a smooth partition of unity on E subordinate to this cover. After averaging,
we may assume that each τlj is S
1 ×G-invariant; hence each τlj descends in
a natural manner to a smooth function τ 0lj on Fl, and {τ 0lj}l,j is a smooth
partition of unity on Fix(γ0), subordinate to the open cover {Vlj}.
Let us now return to (25). Since Tk is a shrinking open neighborhood of
F˜ix(γ0) as k → +∞, we have π−1(Tk) ⊆ E for all k ≫ 0, hence
π−1(Tk) =
⋃
lj
π−1(Tk) ∩Blj .
Thus π−1(Tk)∩Blj is a shinking open neighborhood of π−1 (p−1(Vlj)). Insert-
ing the relation
∑
l,j τlj = 1 in (25) yields trace(Ψ̟,k) ∼
∑
lj trace(Ψ̟,k)lj,
where
trace (Ψ̟,k)lj =:
∫
π−1(Tk)∩Blj
τlj(y) ςk(y) Π̟,k
(
γ−1X (y), y
)
f(y) densX(y). (43)
Let us now estimate asymptotically each summand (43). To simplify our
notation, in the following formulae we shall temporarily fix a pair (l, j), and
occasionally write σ, σ˜ for σlj , σ˜lj .
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We can parametrize π−1(Tk) ∩ Blj by (41). Given (7), (10), and Propo-
sition 2.2 ‖vt‖, ‖vh,nor‖ . k−1/3. Inserting (41) in (43), we shall rescale
‖vt‖, ‖vh,nor‖ by a factor k−1/2 and integrate the rescaled variables over a
ball of radius ≈ k1/6. In other words, we shall write
y = µg ◦ σ˜(x′0) +
1√
k
(
vt + vh,nor
)
, (44)
where v = vt+ vh,nor ∈ Tµg◦π◦eσ(x′0)M ; the latter is unitarily identified with Cd
by means of the given Heisenberg local coordinates. Taylor expanding, we
obtain with m′0 = π0(q
′
0) ∈ Vlj ⊆ Fl:
f(y) = f ◦ π(y) ∼ f(µg ◦ σ(m′0))+∑
j≥1
k−j/2 fj(v, w), (45)
τlj(y) = τlj
(
π(y)
) ∼ τ 0lj(m′0)+∑
j≥1
k−j/2 τj(v),
ςk(y) = ςk
(
π(y)
) ≡ 1 if ‖vt + vh,nor‖ . k1/10.
Let us now recall the asymptotic expansion for scaling limits of equivariant
Szego¨ kernels proved in [P2]. Given g0 ∈ G, eiϑ0 ∈ S1, x ∈ (Φ ◦ π)−1 (0) and
w = wt + wv + wh, v = vt + vv + vh ∈ Tπ(x)(M), as k → +∞ we have an
asymptotic expansion
Π̟,k
(
µg0 ◦ reiϑ0
(
x+
w√
k
)
, x+
v√
k
)
(46)
∼
(
k
π
)d−g/2
A̟,k(x, g0, h0) e
Q(wv+wt,vv+vt) eψ2(wh,vh) ·
(
1 +
∑
j≥1
a̟j(x, w, v) k
−j/2
)
,
where in the present situation
• Aω,k(x, g0, h0) =: 2g/2 dim(V̟) Veff(x)−1 χ̟
(
g−10
)
eikϑ0, where Veff(x) =
Veff
(
π(x)
)
is the effective volume of π(x), that is, the volume of the G-
orbit G ·π(x) ⊆M with respect to the Riemannian density [BG]; being
G-invariant, Veff descends to a smooth function on M0, again denoted
Veff .
• Q(wv + wt, vv + vt) =: −‖vt‖2 − ‖wt‖2 + i
[
ωm(wv, wt) − ωm(vv, vt)
]
,
where ω = i
2
Θ, and the norms are taken in the Hermitian structure h
of TM induced by ω.
• ψ2
(
wh, vh
)
=: hm
(
wh, vh
)− 1
2
(‖wh‖2 + ‖vh‖2).
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• the a̟j’s are polynomials in v, w whose coefficients depend on x and
̟.
• Let RN(x, w, v) be the remainder term following the first N summands
in (46); then for ‖w‖, ‖v‖ . k1/6 we have the ‘large ball estimate’:∣∣RN(x, w, v)∣∣ ≤ CN kd−(g+N+1)/2 e− 1−ǫ2 (‖wh−vh‖2+2‖vt‖2+2‖wt‖2). (47)
To obtain an asymptotic expansion for Π̟,k
(
γ−1X (y), y
)
in (43), with y as
in (44), we need the the Heisenberg local coordinates of γ−1X (y). As a first
step, let us work out the underlying preferred coordinates of γ−1
(
π(y)
)
.
More precisely, recall that our construction involves a moving Heisen-
berg local chart Ψ = Ψlj as in (34), now with (Vlj, σlj) in place of (V, σ).
Underlying Ψ, there is a moving preferred local chart
F : Vlj × B2d(ǫ)→ M, (48)
such that for any m′0 ∈ Vlj the partial map f(m′0) =: F(m′0, ·, ·) is a preferred
local chart for M centered at σ(m′0), with image containing some fixed open
subset U ⊆ M . It will simplify our exposition to assume, as we may, that
for every m′0 ∈ V we have
f(m
′
0) = expσ(m′0) ◦̺m′0 : B2d(ǫ) ⊆ Cd ∼= Tσ(m′0)M →M,
for an appropriate ǫ > 0; here ̺(m′0) : C
d ∼= Tσ(m′0)M is a smoothly varying
unitary isomorphism, induced by the choice of an orthonormal frame for
T (1,0)M on a neighborhood of σlj(Vlj).
The same then holds for every pair (g,m′0) ∈ G × Vlj. More precisely,
since µg : M →M is a Riemannian isometry, for every (g,m′0) ∈ G× Vlj the
composition
̺(g,m′0) =: dσ(m′0)µg ◦ ̺m′0 : Cd → Tσ(m′0)M
is unitary, where write σ = σlj , and µg ◦ expσ(m′0) = expµg◦σ(m′0) ◦dσ(m′0)µg. By
construction,
f(g,m
′
0) = µg ◦ f(m′0) = µg ◦ expσ(m′0) ◦̺(m′0)
= expµg◦σlj(m′0) ◦dσ(m′0)µg ◦ ̺(m′0) = expµg◦σ(m′0) ◦̺(g,m′0).
Given (g,m′0) ∈ G × Vlj and v ∈ Tµg◦σ(m′0)M with ‖v‖ < ǫ, we shall set
µg ◦ σlj(m′0) + v =: f(g,m′0) ◦ ̺−1(g,m′0)(v).
For every m ∈ F˜ix(γ0) there exists a unique gm ∈ G such that γ(m) =
µgm(m) (Definition 1.2). Hence ∀ (g,m′0) ∈ G×M , with κ =: g g−1σ(m′0) g
−1,
γ−1
(
µg ◦ σ(m′0)
)
= µκ ◦ µg ◦ σ(m′0) = µκg ◦ σ(m′0). (49)
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Since γ : M →M is also a Riemannian isometry, by (49) we also have
γ−1 ◦ expµg◦σ(m′0) (50)
= expγ−1◦µg◦σ(m′0) ◦dµg◦σ(m′0)γ−1 = expµκg◦σ(m′0) ◦dµg◦σ(m′0)γ−1.
With the previous convention, (50) implies that ∀ v ∈ Tµg◦σ(m′0)M
γ−1
(
µg ◦ σ(m′0) + v
)
= µκg ◦ σ(m′0) + dµg◦σ(m′0)γ−1(v). (51)
Lifting this to X , we deduce that ∀ (g, x′0) ∈ G×X(Vlj)
γ−1X
(
µg ◦ σ˜(x′0) + v
)
= r
eiβ(g,x
′
0
,v)
(
µκg ◦ σ˜(x′0) + dµg◦σ(m′0)γ−1(v)
)
, (52)
with m′0 =: π0(x
′
0) ∈ Vlj ⊆ Fl, for an appropriate smooth real function
β : G×X(Vlj)×B2d(ǫ)→ R, uniquely determined up to an integer multiple
of 2π. To determine β, recall that hl = e
iθl ∈ S1 is uniquely determined by
the condition γ˜0
(
(r, a)
)
= (r, hl a), ∀ r ∈ Fl ⊆ M0, (r, l) ∈ A0(r); here A0(r)
is the fiber of A0 at r, and γ˜0 : A0 → A0 is the linearization of γ0 (Definition
1.4).
Lemma 2.8. Perhaps after adding a suitable integer multiple of 2π, we may
assume that β − θl vanishes to third order at v = 0, that is,
β(g, x′0, v) = θl +
∑
|I|+|J |=3
cI,J(g, x
′
0)v
I vJ +R(g, x′0, v),
where R(g, x′0, ·) vanishes to fourth order at v = 0.
Proof. Let γX0 : X0 → X0 be the contactomorphism induced by γX by
passage to the quotient. In other words, γX0 is the restriction to X0 of the
dual linearization
(
γ˜−10
)t
on A∗0. Let us momentarily write x
′
0 = (m
′
0, η),
where m′0 = π(x
′
0) ∈ Fl ⊆ Fix(γ0), and η ∈ A∗0(m′0) has unit norm. We
obtain
γ−1X0(x
′
0) =
(
γ−10 (m
′
0), η ◦ γ˜0
)
=
(
m′0, e
iθlη
)
= reiθl (x
′
0). (53)
On the other hand, (52) with v = 0 descends on X0 to the relation
γ−1X0(x
′
0) = reiβ(g,x′0,0)(x
′
0). (54)
Now (53) and (54) imply that β(g, x′0, 0) − θl = 2πc for some c ∈ N; by
continuity, c is constant, and we may assume without loss that c = 0.
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Next, we make use of the fact that γX is a contactomorphism, that is,
γ∗X(α) = α.
Let the Heisenberg local chart ψ(g,x
′
0) be as in (35), with image an open
neighborhoodX(g,x
′
0) ⊆ X of µg◦σ˜(x′0). Let
(
z(g,x
′
0), ϑ(g,x
′
0)
)
: X(g,x
′
0) → Cd×R
be the associated local coordinates, as in (36). We write z(g,x
′
0) = a(g,x
′
0) +
ib(g,x
′
0), with a(g,x
′
0), b(g,x
′
0) real-valued. Then by [SZ], §1 the local expression
of α on X(g,x
′
0) has the form
α = dϑ(g,x
′
0) + a(g,x
′
0) db(g,x
′
0) − b(g,x′0) da(g,x′0) + β(g,x′0)
(
z(g,x
′
0)
)
,
where β(g,x
′
0)
(
z(g,x
′
0)
)
= O
(∥∥z(g,x′0)∥∥2). A similar expression, with g replaced
by κ g, holds for α on X(κg,x
′
0). Since
(
γ−1X
)∗ (
ϑ(κg,x
′
0)
)
= ϑ(g,x
′
0) + β, and
dµg◦σ(m′0)γ
−1 is unitary, hence symplectic, (52) implies
α = dϑ(g,x
′
0) + a(g,x
′
0) db(g,x
′
0) − b(g,x′0) da(g,x′0) + β(g,x′0)
(
z(g,x
′
0)
)
=
(
γ−1X
)∗ (
dϑ(κg,x
′
0) + a(κg,x
′
0) db(κg,x
′
0) − b(κg,x′0) da(κg,x′0) + β(κg,x′0)
(
z(κg,x
′
0)
))
= dϑ(g,x
′
0) + dβ + a(g,x
′
0) db(g,x
′
0) − b(g,x′0) da(g,x′0) + (γ−1X )∗ (β(κg,x′0) (z(κg,x′0))) .
We deduce
dβ = β(g,x
′
0)
(
z(g,x
′
0)
)
− (γ−1X )∗ (β(kg,x′0) (z(kg,x′0))) = O(∥∥∥z(g,x′0)∥∥∥2) .
Q.E.D.
Corollary 2.3. Let y = yk (k = 1, 2, . . .) be as in (44), and set κ =:
g g−1σ(m′0)
g−1 ∈ G, v =: vt + vh,nor ∈ Tµg◦σ(m′0)M . In the Heisenberg local
chart ψ(κg,x
′
0),
γ−1X (y) = reiβk(g,x′0,v)
(
µκg ◦ σ˜(x′0) +
1√
k
dµg◦σ(m′0)γ
−1(v)
)
,
where βk(g, x
′
0, v) ∼ θl +
∑
j≥0 k
−(3+j)/2 bj(g, x
′
0, v) as k → +∞.
On the upshot, with y as in (44), we obtain
Π̟,k
(
γ−1X (y), y
)
(55)
= Π̟,k
(
r
eiβk(g,x
′
0,v)
(
µκg ◦ σ˜(x′0) +
dµg◦σ(m′0)γ
−1(v)√
k
)
, µg ◦ σ˜(x′0) +
v√
k
)
= eikβk(g,x
′
0,v)Π̟,k
(
µκg ◦ σ˜(x′0) +
dµg◦σ(m′0)γ
−1(v)√
k
, µg ◦ σ˜(x′0) +
v√
k
)
,
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where v = vt + vh,nor ∈ Tµg◦σ(m′0)M . Now
µg ◦ σ˜(x′0) +
v√
k
= µκ−1
(
µκg ◦ σ˜(x′0) +
1√
k
dµg◦σ(m′0)µκ(v)
)
Now we remark that vv = vh,tg = 0; furthermore, dµκ and dγ
−1 preserve the
decomposition of tangent vectors described in (37) - (40), and the norm
of each component. Let v0 ∈ Tm′0M0 correspond to vh ∈ Hµg◦σ(m′0) ⊆
Tµg◦σ(m′0)M . Any r ∈ Tm′0M0 may be decomposed as r = rtg + rnor, where
rtg ∈ Tm′0Fl, rnor ∈
(
Tm′0Fl
)⊥
. In our case, v0 = v0,nor, whence(
dµg◦σ(m′0)γ
−1(v)
)
0
= dm′0γ
−1
0 (v0,nor) = dm′0γ
−1
0
(
v0
)
nor
.
Thus,
ψ2
(
dµg◦σ(m′0)µκ(v)h, dµg◦σ(m′0)γ
−1(v)h
)
= ψ2
(
v0,nor, dm′0γ
−1
0 (v0,nor)
)
. (56)
Therefore, by (46) we deduce
Π̟,k
(
µκ−1
(
µκg ◦ σ˜(x′0) +
1√
k
dµg◦σ(m′0)µκ(v)
)
, µκg ◦ σ˜(x′0) +
1√
k
dµg◦σ(m′0)γ
−1(v)
)
∼
(
k
π
)d−g/2
2g/2
dim(V̟)
Veff(x′0)
χ̟ (κ) e
−2‖vt‖2 e
ψ2
(
v0,nor,dm′
0
γ−10 (v0,nor)
)
·
(
1 +
∑
j≥1
a̟j(x, v) k
−j/2
)
. (57)
Taking conjugates, we obtain from (55) and (57) that for y given by (44) we
have
Π̟,k
(
γ−1X (y), y
)
(58)
∼
(
k
π
)d−g/2
2g/2
dim(V̟)
Veff(x′0)
eikθl χ̟
(
gσ(m′0)
)
e−2‖vt‖
2
e
ψ2
(
dm′0
γ−10 (v0,nor),v0,nor
)
·
(
1 +
∑
j≥1
b̟j(x, v) k
−j/2
)
.
Given (45), (58), and Corollary 2.3, as k → +∞ the integrand of (43)
(omitting ςk(x, y)) admits an asymptotic expansion
τlj(y) Π̟,k
(
γ−1X (y), y
)
f(y) (59)
∼ τ 0lj(m′0) f
(
µg ◦ σ(m′0)
) (k
π
)d−g/2
2g/2
dim(V̟)
Veff(x′0)
eikθlχ̟(Fl) e
−2‖vt‖2
·eψ2
(
dm′
0
γ−10 (v0,nor),v0,nor
) (
1 +
∑
j≥1
c̟j(x, v) k
−j/2
)
,
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for certain polynomials c̟j in v; here χ̟(Fl) is as in Definition 1.2.
(44) is obtained by composing the parametrization T = T lj in (42) with
a rescaling by k−1/2. Let us denote this composition by T (k)lj . Accordingly,
(43) may be viewed as an integral over G × X(V ) × Rg × Ccl, with respect
to the density
(
T (k)lj
)∗ (
densX
)
. In view of Lemma 3.9 of [DP], and by the
construction of T (k)lj using Heisenberg coordinates and rescaling, this admits
an asymptotic expansion of the form(
T (k)lj
)∗ (
densX
)
(y) (60)
∼ k−cl−g/2 Veff (m′0)
∣∣dν(g)∣∣ densX0(x′0) ∣∣dv∣∣ ·
(
1 +
∑
a≥1
k−a/2da(θ, x
′
0, v)
)
,
where
∣∣dv∣∣ is the Lebesgue measure on Rg × Ccl, and each da(θ, x′0, v) is a
polynomial in v.
Before proceeding, we need to establish that the asymptotic expansion
obtained by multiplying (59) and (60) can be integrated term by term; to this
end, let us pause on the remainder term. By the considerations preceding
(44), integration v is over a ball of radius ≈ k1/6 in Rg × Ccl . On the
domain of integration, therefore, the remainder term in (58) satisfies (47),
with wh replaced by dγ
−1(vh). When we multiply the asymptotic expansions,
therefore, one of the typical contributions due to the remainder terms is
bounded by
C
(
k
π
)d−g/2−(N+1)/2
pN(v) e
−2(1−ǫ)‖vt‖2−
1−ǫ
2
‖vh,nor−dγ
−1(vh,nor)‖
2
, (61)
where pN is some polynomial in v = vh+ vt, and N is a positive integer, that
may be assumed to grow to infinity with the length of our expansion. On
the other hand, ∥∥vh,nor − dγ−1(vh,nor)∥∥ ≥ D ‖vh,nor‖,
where D−1 > 0 is the operator norm of (I − dγ−1)−1 acting on any fiber of
the normal bundle Nl. The other terms can be handled in a similar way.
We can thus integrate term by term, and this proves the existence of an
asymptotic expansion for trace (Ψ̟,k)lj in (43) as k → +∞, and therefore
for trace (Ψ̟,k). Let us now explicitly compute the leading term.
Since the region where ζk 6= 1 yields a contribution to the integral which
is O (k−∞), in the following we shall set ζk = 1.
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We have ∫
Rg
e−2‖vt‖
2
dvt =
∫
Rg
e−2‖x‖
2
dx =
(π
2
)g/2
. (62)
Next, let Λl ∈ U(cl) denotes the unitary matrix representing the restric-
tion of dm′0γ0 to the normal space of Fl atm
′
0, in the induced coordinates. The
conjugacy class of Λl only depends on l. Let
(
v1, . . . , vcl
)
be an orthonormal
basis of Ccl composed of eigenvectors of Λl, with corresponding eigenvalues
λ1, . . . , λcl ∈ S1 \ {1}. If v0,nor =
∑cl
j=1 aj vj we have
ψ2
(
Λ−1l v0,nor, v0,nor
)
=
cl∑
j=1
(
λj − 1
) |aj|2. (63)
Therefore, recalling that
∫
C
es|u|
2
du = −π/s if ℜ(s) < 0, we get
∫
C
cl
e
ψ2
(
dm′
0
γ−10 (v0,nor),v0,nor
)
dv0,nor (64)
=
∫
C
cl
e
Pcl
j=1(λj−1) |aj |2 da =
cl∏
j=1
∫
C
e(λj−1) |u|
2
du = πcl
cl∏
j=1
1
1− λj
=
πcl
det
(
id(
Nl
)
m′0
− dm′0γ−10
∣∣
Nl,m′0
) = πcl
cl(γ)
,
where cl(γ) is as in (3). On the upshot, the leading term of the asymptotic
expansion for (43) is:(
k
π
)dl eikθl
cl(γ)
dim(V̟)χ̟(Fl) ·
∫
X0(Vlj)
τlj(m
′
0) ·
(∫
G
f
(
µg ◦ σ(m′0)
)
dν(g)
)
densX0(x
′
0)
where m′0 = π0(x
′
0) ∈ Vlj. To complete the proof of Theorem 1 we need only
sum over l, j.
Q.E.D.
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