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KUMMER STRUCTURES
ADAM CHALCRAFT
MICHAEL FRYERS
Suppose we take an abelian group G and let G/±1 be the quotient of G by the action of negation. What
structure does G/±1 inherit from the group structure of G?
Let us write x ∈ G/±1 for the image of x ∈ G. Then given x, y ∈ G/±1, we cannot define x+ y
uniquely, because −x = x but −x+ y 6= x+ y in general; but we can define the unordered pair
{x+ y, x− y}. We thus get a map κ from (G/±1){2}, the set of unordered pairs of elements of G/±1,
to itself. We call the structure (G/±1, κ) the Kummer of G.
An example from geometry explains our use of the name Kummer: the quotient of an Abelian surface
(i.e., a two-dimensional projective algebraic group) by ±1 is called a Kummer surface.
In this paper we propose some axioms that hold for the structure (G/±1, κ), and show that every structure
satisfying those axioms either is the Kummer of a unique group, or comes from one other construction,
the quotient of a 2-torsion group by an involution. The proofs are constructive, showing how G can be
reconstructed from (G/±1, κ).
1. AXIOMS
Definition. A Kummer structure is a setK with a map κ : K{2} → K{2} satisfying the following axioms:
(we use the notation a b→ c d to mean {a, b} κ7−→ {c, d})
A1. There is an element 0 ∈ K such that for every a ∈ K we have a 0→ a a.
A2. For every a ∈ K there is an element 2a ∈ K such that a a→ 0 2a.
A3. Every a, b, c ∈ K fit into a diagram like this:
c c c
a b → p0 p1
↓ ↓ ↓
a q0 → s0 s1
a q1 → s2 s3
(here the downward arrows mean c b→ q0 q1 etc.).
A4. 2 is a homomorphism: that is, if a b→ c d then 2a 2b→ 2c 2d.
Remark. It is clear that the element 0 and the map 2 described in the axioms are uniquely determined by
κ.
We will write a b → c ⋆ to mean that a b → c d for some unspecified d, and use the obvious notation
4a := 2(2a).
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2. EXAMPLES
Definition. Given an abelian group (G,+), the Kummer of G is (G/±1, κ), where
G/±1 := { {x,−x} | x ∈ G },
and (writing x for {x,−x}) κ is defined by
x y → x+ y x− y.
Remark. It is easy to check that G/±1 satisfies axioms A1–A4 with 0 = 0 and 2x = 2x.
Example. Let K be the closed interval [−1, 1], and let κ be defined by the rule
a b→ c ⋆ ⇔ a2 + b2 + c2 = 2abc+ 1
(so κ{a, b} is the set of solutions of this equation.) Then the axioms A1–A4 can be checked by hand.
Alternatively, one may observe that this K is the Kummer of the group R/2πZ, where θ is represented
by cos θ ∈ [−1, 1].
Example. (For algebraic geometers) If G = E(k) is the set of points of an elliptic curve in Weierstraß
form over an algebraically closed field k, then K = G/±1 can be identified with P1(k) by representing
a point (x, y) by x. The map κ can be given by an algebraic formula like that in the previous example. If
k is not algebraically closed, then K is the subset of P1(k) consisting of x-coordinates of k-points of E.
Since the axioms were intended to capture the structure of Kummers of abelian groups, it would not be
surprising if this were the only example of a Kummer structure. There is, however, another construction,
which we will later show leads to Kummer structures not isomorphic to the Kummers of groups:
Definition. Let G be a 2-torsion abelian group, and ι : G → G an involution (that is, an automorphism
with ι2 = 1). The twisted Kummer of (G, ι) is (G/ι, κ), where
G/ι := { {x, ιx} | x ∈ G },
and (writing x for {x, ιx}) κ is defined by
x y → x+ y x+ ιy.
For convenience, we define a twisted group to be a 2-torsion abelian group together with an involution.
Remark. Again, it is easy to check the axioms, and that 0 = 0 and 2x = x+ ιx.
This construction still works in the special case where ι is the identity, but since, for a 2-torsion group,
−1 is also the identity, we get nothing new in this case: G/1 = G/±1 = G.
We shall show that every Kummer structure is either a Kummer or a twisted Kummer, and describe the
few which have both constructions.
Example. We give one example of a structure which satisfies A1–A3 but not A4, to show that A4 is not
redundant.
Let Q8 = {1,−1, i,−i, j,−j, k,−k} be the quaternion group of order 8. Quotienting Q8 by the inverse
operation gives a set of 5 elements, K = {1,−1, i, j, k}. It is straightforward to check that we can define
x y → xy xy−1, 0 = 1, 2x = x2,
and the axioms A1–A3 then hold, but A4 fails: i j → k k should imply −1 −1 → −1 −1, but in fact
−1 −1→ 1 1.
(We can regard K as the ‘Kummer’ of Q8 – but note that for most non-abelian groups we cannot even
give a consistent definition for κ of this form: to be consistent we need κ{x, y} = κ{y, x} to hold.)
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3. FIRST PROPERTIES, AND THE 2-TORSION GROUP
In this section K shall be a Kummer structure. We will collect some useful consequences of the axioms,
which lead us to a description of the 2-torsion elements of K – i.e., elements in the kernel of the map 2.
Lemma 1. The following hold for any a, b, c, d ∈ K .
L1. 20 = 0.
L2. a b→ c ⋆⇔ b c→ a ⋆.
L3. a b→ 0 ⋆⇔ a = b.
L4. a b→ c d⇒ c d→ 2a 2b.
L5. Let a b→ c d. Then c = d⇔ (2a = 0 or 2b = 0).
L6. If 2a = 2b = 0 then a b→ c c for some c with 2c = 0.
L7. Given the notation of A3, there are also r0, r1 such that
c
a
↓
b r0 → s0 s3
b r1 → s2 s1.
Proof. L1. A1 ⇒ 0 0→ 0 0; but A2 ⇒ 0 0→ 0 20; so 20 = 0.
L2. Given a b→ c ⋆, b b→ 0 2b and a 0→ a a are axioms, so we can fill in this case of A3:
b b b
a b → c ⋆
↓ ↓ ↓
a 0 → a a
a 2b → ⋆ ⋆,
and read off b c→ a ⋆. The other implication follows by symmetry.
L3. Put c = 0 in L2: by A1, b 0→ a ⋆⇔ a = b.
L4. We first prove c d→ 2a ⋆: we have (using A3 and L2)
c c c
a b → c d
↓ ↓ ↓
a a → p q
a e → r s,
and A2 implies {p, q} = {0, 2a}. If q = 2a then we read off c d → 2a ⋆. If p = 2a then we read off
c c→ 2a ⋆, but also c d→ 0 ⋆, so that (by L3) c = d, so again c d→ 2a ⋆.
Symmetry gives also c d→ 2b ⋆, so we’re done unless 2a = 2b.
By A4, 2a 2b → 2c 2d, and if 2a = 2b then A2 implies that one of 2c and 2d is 0. The two cases are
the same, so take 2c = 0. Now we can complete the diagram above: p = r = 0 by A2; e = a by L3;
q = s = 2a = 2b by A2; and we’re done.
L5. L4 says a b→ c d⇒ c d→ 2a 2b; so, by L3, c = d⇔ (2a = 0 or 2b = 0).
L6. L5 ⇒ a b→ c c for some c; by A4, 2a 2b→ 2c 2c; but {2a, 2b} = {0, 0} and 0 0→ 0 0, so 2c = 0.
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L7. Three applications of A3 give
c c c
a b → p0 p1
↓ ↓ ↓
a q0 → s0 s1
a q1 → s2 s3,
c c c
b a → p0 p1
↓ ↓ ↓
b r0 → t0 t1
b r1 → t2 t3 ,
b b b
a c → r0 r1
↓ ↓ ↓
a q0 → u0 u1
a q1 → u2 u3.
Switching r0 and r1 if necessary, we may assume t0 = s0 and t2 = s2. If t1 = s3 and t3 = s1, we
have L7, so assume t1 = s1 6= t3 = s3. If s0 = s2, we can switch r0 and r1 to give L7, so assume also
s0 6= s2. We will now derive a contradiction.
From the third diagram, u1 ∈ {s0, s1} ∩ {t2, t3}, so either u1 = s0 = s3 or u1 = s1 = s2. Switching p0
and p1 if necessary, we may assume u1 = s1 = s2, and then si = ti = ui for each i.
Now (by L4)
a q0 → s0 s1 → 2a 2q0,
b r0 → s0 s1 → 2b 2r0,
c p0 → s0 s1 → 2c 2p0,
so two out of 2a, 2b, and 2c are equal; without loss of generality 2a = 2b. But
a b → q0 q1 → 2a 2b,
so by L5, 2q0 = 0 or 2q1 = 0. By L5 again, if 2q0 = 0 then s0 = s1, but we assumed s0 6= s2 = s1; if
2q1 = 0 then s2 = s3, but we assumed s2 = s1 6= s3. This is our contradiction. 
Definition. The 2-torsion of K is the set K[2] := { a ∈ K | 2a = 0 }. By L6, if a, b ∈ K[2] then
a b→ c c for some c ∈ K[2]; we define a+ b = c in this case.
Lemma 2. This construction makes K[2] into a 2-torsion abelian group. For an abelian group G we
have (G/±1)[2] ∼= G[2], the 2-torsion in G. For a twisted group (G, ι), we have (G/ι)[2] ∼= G[1 + ι] :=
ker(1 + ι) ⊆ G.
Proof. Clearly + is commutative. For any a, b, c ∈ K[2], A3 gives us a diagram
c c c
a b → (a+ b) (a+ b)
↓ ↓ ↓
a (b + c) → d d
a (b + c) → d d ,
so a+ (b + c) = d = (a+ b) + c; that is, + is associative. For any a ∈ K[2] we have a a→ 0 0 by A2,
so a+ a = 0. Finally A1 gives us a+ 0 = a. So K[2] is a 2-torsion abelian group.
For G an abelian group and x, y ∈ G[2] we have x y → x+ y x+ y, so x+ y = x+ y; that is, (x 7→ x)
is a group homomorphism G[2]→ (G/±1)[2]. It is clearly bijective, and so an isomorphism.
Exactly the same argument applies to (G, ι) a twisted group and x, y ∈ G[1 + ι]. 
Remark. In particular, this shows that 2-torsion Kummer structures are essentially the same as 2-torsion
abelian groups (or as twisted groups with ι = 1).
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4. STRINGS
Since the previous section completely analyses 2-torsion Kummer structures, from now on we assume that
we have some non-2-torsion element: in this section K shall be a Kummer structure and g ∈ K \K[2].
Definition. Define Kg ⊆ KZ to be the set of sequences α = (αn)n∈Z such that αn g → αn−1 αn+1 for
all n. We call elements of Kg strings.
Lemma 3. For any n ∈ Z, any αn, αn+1 ∈ K such that αn g → αn+1 ⋆ can be extended to a unique
α ∈ Kg.
Proof. L2 says that the condition αn g → αn+1 ⋆ is symmetric in αn and αn+1.
Given such αn and αn+1, there is a unique αn−1 such that αn g → αn+1 αn−1 and a unique αn+2 such
that αn+1 g → αn αn+2
By induction on n in both directions, this construction determines αm for all m ∈ Z. 
Lemma 4. If α ∈ Kg then αn 2g → αn−2 αn+2 for any n.
Proof. By A3, A2, and the definition of strings,
g g g
αn g → αn−1 αn+1
↓ ↓ ↓
αn 0 → αn αn
αn 2g → αn−2 αn+2.

Definition. Define o to be the unique element of Kg such that o0 = 0. (Its existence and uniqueness are
guaranteed by Lemma 3: since 0 g → g g, the only possibility for o1 is g.)
If α ∈ Kg, define ρ(α)n := α−n; clearly also ρ(α) ∈ Kg.
If α, β, γ, δ ∈ Kg and for all n,m ∈ Z,
αn βm → γn+m δn−m,
then we write γ = α+ β and δ = α− β.
If α, β, γ˜, δ˜ ∈ Kg and for all n,m ∈ Z,
αn βm → γ˜n+m δ˜n−m if n ≡ m (mod 2),
αn βm → γ˜n−m δ˜n+m if n 6≡ m (mod 2),
then we write γ = α⊕ β and δ = α⊖ β.
Remark. In Lemma 12 of section 5 we shall justify the functional notation by showing that these defini-
tions make +, −,⊕, and ⊖ into partial functions Kg ×Kg → Kg. (i.e., for any α, β there is at most one
γ such that γ = α+ β, etc..)
For now, note that δ = α− β ⇔ δ = α+ ρ(β), and δ˜ = α⊖ β ⇔ δ˜ = α⊕ ρ(β).
Theorem 5. Assume Lemma 12, that + and ⊕ are partial functions. Let K be a Kummer structure and
g ∈ K \K[2].
K ∼= G/±1 for an abelian group G if and only if taking + as addition, o as zero, and ρ as negation
makes Kg into a group isomorphic to G.
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K ∼= G/ι for a twisted group (G, ι) if and only if taking ⊕ as addition, o as zero, and ρ as the involution
makes Kg into a twisted group isomorphic to (G, ι).
Proof. If (+, o, ρ) make Kg into an abelian group, the map Kg → K taking α 7→ α0 clearly factors
through a map Kg/±1 = Kg/ρ → K; Lemma 3 implies that this map is a bijection Kg/±1 ↔ K , and
it is then straightforward to check that it is an isomorphism of Kummer structures.
On the other hand, if K = G/±1, we have g = z = {z,−z} for some z ∈ G \ G[2]. Define a map
φ : G → Kg by φ(x)n = x+ nz, which clearly makes φ(x) a z-string. Now φ is surjective, since for
any α ∈ Kg with α0 = x, either α1 = x+ z, in which case (by Lemma 3) α = φ(x), or α1 = x− z,
in which case α = φ(−x). And φ is injective, for if φ(y) = φ(x) then y = x and y + z = x+ z, so
y = ±x and y + z = ±(x+ z); but these imply either y = x or 2z = 0, and the latter we know is false.
It is straightforward to check from the definitions above that φ(x + y) = φ(x) + φ(y) and φ(x − y) =
φ(x) − φ(y), so that + is an associative total function, and that φ(−x) = ρ(φ(x)) and φ(0) = 0Kg , so
that Kg is an abelian group as claimed and φ : G ∼= Kg.
The proof of the twisted group version of this result is similar, and we omit it. 
Remark. The ideas of this section may also be used to define a natural action of the multiplicative monoid
of N on K: take 0a = 0, 1a = a, and the rule
na a → (n− 1)a (n+ 1)a (n > 0).
Clearly 2a so defined is the same as the 2a we have been using, since A2 is a special case of the rule
above. We do not make use of this construction, so we leave the interested reader to check that this is
well-defined, and that this definition makes each n ∈ N into a homomorphism in the sense of axiom A4.
5. COLOURING DIAMOND GRIDS
In this section, K shall be a Kummer structure, g ∈ K \K[2], and α, β shall be two elements of Kg . We
wish to explore the question of existence and uniqueness of α+ β, α− β, α⊕ β, and α⊖ β.
Definition. Let D be the graph whose nodes are pairs (n,m) ∈ Z2, with (n,m) adjacent to (n′,m′) if
and only if |n−n′| = |m−m′| = 1. The edges of this graph lie in two directions: a rising edge connects
(n,m) and (n + 1,m+ 1); a falling edge connects (n,m) and (n + 1,m− 1). For each p ∈ {0, 1} let
Dp be the component of D whose nodes are (n,m) with n+m ≡ p (mod 2).
If αn βm → a b, then call a, b the values at the node (n,m). When we draw parts of D or Dp, we’ll
simply label each node with its unordered pair of values.
Lemma 6. (The diamond rule) Every diamond of nodes of Dp looks like
c b
upslope 
a b c d ,
 upslope
a d
for some a, b, c, d ∈ K (not necessarily distinct).
Proof. In other words, for any n,m ∈ Z (with n+m 6≡ p (mod 2)), there are a, b, c, d ∈ K such that
αn βm+1 → c b
αn−1 βm → a b αn+1 βm → c d.
αn βm−1 → a d
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But this is simply a case of A3:
αn αn αn
βm g → βm−1 βm+1
↓ ↓ ↓
βm αn−1 → a b
βm αn+1 → d c .

Lemma 7. The node of D1−p in the middle of the diamond of Lemma 6 has values u v, where u g → a c
and v g → b d.
Proof. L7, applied to the instance of A3 in the proof of Lemma 6, states that αn βn → u v such that
u g → a c and v g → b d. 
Lemma 8. (The linear rule) For any straight-line path in D, all the nodes in it have a value in common.
Proof. From the diamond rule we see that any two adjacent nodes have a value in common, so in any
exception to the lemma the nodes must contain a subsequence of the form a c − b c − · · · − b c − b d,
where a 6= b 6= c 6= d, and b c is repeated n ≥ 1 times. Let us suppose we have such a path in D, with n
minimal.
Pick one of the two adjacent parallel paths. Applying the diamond rule to the diamonds between the two
paths, in turn starting from the left, the values on the neighbouring path are a ⋆ − b ⋆ − · · · − b ⋆ − b ⋆.
Now, starting from the right and applying the diamond rule again, we can fill in the remaining values: the
neighbouring path also has values a c − b c − · · · − b c − b d. So, applying Lemma 7, we have a part of
D that looks (up to a possible 90◦ rotation) like
a c
upslope 
a c u0 v0 b c
 upslope 
b c u1 v1 ···
  
···
··· b c
 upslope 
b c un vn b d ,
 upslope
b d
u0 g → c c,
v0 g → a b,
ui g → c c,
vi g → b b,
(0 < i < n)
un g → c d,
vn g → b b.
Since the path from u0 v0 to un vn is shorter than our minimal bad path, there must be a value in common
between {u0, v0}, . . . , {un, vn}. Since a 6= b 6= c 6= d, the conditions on the right above make this
impossible unless n = 1, and then v0 6= v1 6= u0 6= u1, so the common value must be v0 = u1, which
implies c = a and d = b. Renaming u := u0, v := v0 = u1, and w := v1, with one more application of
the diamond rule we have
a a u ⋆
upslope upslope 
a a u v b a w ⋆
 upslope upslope
b a w v b b ,
 upslope
b b
u g → a a,
v g → a b,
w g → b b.
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By Lemma 7, either b g → u w or a g → u w. But by L2, since v g → a b, both a g → v ⋆ and b g → v ⋆.
This is impossible, since we know u 6= v 6= w. 
Definition. To colour a node N shall mean to assign values ΓN and ∆N ∈ K such that {ΓN ,∆N} is
the value set at N . A colouring of all the nodes of Dp shall be said to be consistent if whenever AB is a
falling edge, ΓA = ΓB , and whenever AB is a rising edge, ∆A = ∆B .
Lemma 9. Dp has a consistent colouring, unique unless every node of Dp has the same value set and
that common value set is doubleton, in which case Dp has two consistent colourings.
Proof. Say that an edge of Dp is even if the value sets of the two nodes it joins are equal. Looking at the
diamond of Lemma 6, the upper left edge is even if and only if a = c, if and only if the lower right edge
is even. Similarly the upper right and lower left edges are each even if and only if b = d. Thus even edges
occur in infinite ladders of parallel edges.
Let D′p be the graph obtained by contracting all even edges of Dp. Because only even edges have been
contracted, the nodes of D′p inherit well-defined value sets from the nodes of Dp. Because even edges
form ladders, the underlying graph of D′p is isomorphic to a subgraph of Dp consisting of the nodes
{ (n,m) ∈ Dp | λ+ ≤ n+m ≤ µ+ and λ− ≤ n−m ≤ µ− }, for some−∞ ≤ λ± ≤ µ± ≤ ∞. Clearly
the notion of rising and falling edges can be applied naturally to D′p, and the diamond rule and the linear
rule for D′p follow from the same for Dp. For an even edge AB, whether rising or falling, the condition
that a colouring be consistent is equivalent to ΓA = ΓB and ∆A = ∆B , so consistent colourings of Dp
and of D′p are in one-to-one correspondence.
D′p has no even edges, so given any edge AB of D′p, there is only one value in common between A and
B, so there is only one possible consistent colouring of just A and B. (If the edge is falling, the common
value must be ΓA = ΓB , if rising, ∆A = ∆B .) Say that the edge AB forces those particular colourings
of A and B.
If there is at least one non-even edge in Dp, then every vertex A of D′p meets an edge AB, which forces
a particular colouring of A. So there is at most one consistent colouring of D′p, and so of Dp.
In this case, to prove the existence of a consistent colouring of D′p, we must show that any two coincident
edges AB, BC force the same colouring on their common end B.
But if AB and BC are not parallel, then they are part of a diamond, and the diamond rule states that any
diamond can be consistently coloured. If AB and BC are parallel, they are a straight path, and the linear
rule states that such a path can be consistently coloured.
So AB and BC must force the same colouring on B.
On the other hand, if every edge of Dp is even, which is to say the value sets at all nodes of Dp are
equal, D′p is a single node, and any colouring of a single node is consistent; so there are two consistent
colourings if the value set is doubleton and just one if the value set is singleton. 
Lemma 10. At most one of the components D0 and D1 has two distinct consistent colourings.
Proof. Suppose we have a counterexample. Then by Lemma 9 all value sets at nodes of Dp are equal,
for each p. So each diamond of D0 looks like
a b
upslope 
a b c d a b ,
 upslope
a b
c g → a a,
d g → b b.
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Since 2g 6= 0, by L5 we must have 2c = 2d = 0. Similarly 2a = 2b = 0. But by A4, if c g → a a then
2c 2g → 2a 2a = 0 0. So, by L3, we have 2g = 2c = 0, a contradiction. 
Now we can rephrase the definitions of +, −, ⊕, and ⊖ from Section 4 in terms of colourings of D:
Lemma 11. For γ, δ, γ˜, δ˜ ∈ Kg, respectively
γ = α+ β;
δ = α− β;
γ˜ = α⊕ β;
δ˜ = α⊖ β
if and only if there is a consistent colouring (Γ·,·,∆·,·) of D such that, for all n,m ∈ Z, respectively
γn+m = Γn,m;
δn−m = ∆n,m;
γ˜n+m =
{
Γn,m if n ≡ m (mod 2),
∆n,−m if n 6≡ m (mod 2);
δ˜n−m =
{
∆n,m if n ≡ m (mod 2),
Γn,−m if n 6≡ m (mod 2).

Lemma 12. There can be at most one string in Kg satisfying each of these conditions.
Proof. This is clear from Lemma 11 in the case where D has only one consistent colouring. In the
remaining case, by Lemma 9 and Lemma 10, there are two consistent colourings (Γ·,·,∆·,·), (Γ′·,·,∆′·,·)
of D: on one component of D, say Dp, the two are identical, while on the other, D1−p, they satisfy
Γ′ = ∆ and ∆′ = Γ. Lemma 9 further says that Γ and Γ′ must each be constant on D1−p, and not equal
to each other.
From (Γ·,·,∆·,·) we can derive sequences γ, δ, γ˜, δ˜ ∈ KZ by the equations given in Lemma 11, and in
the same way from (Γ′·,·,∆′·,·) we can derive γ′, δ′, γ˜′, δ˜′ ∈ KZ.
Suppose both γ and γ′ are in Kg. Then γp g → γp−1 γp+1 and γ′p g → γ′p−1 γ′p+1; in other words both
Γp,0 g → Γp−1,0 Γp+1,0 and Γ′p,0 g → Γ′p−1,0 Γ′p+1,0. But Γp,0 = Γ′p,0 whereas Γp−1,0 = Γp+1,0 6=
Γ′p−1,0 = Γ
′
p+1,0, so this is impossible.
Similarly, at most one of each of the pairs {δ, δ′}, {γ˜, γ˜′}, and {δ˜, δ˜′} can be in Kg. 
Remark. This fulfils the promise made in Section 4, to prove that +, −, ⊕, and ⊖ are partial functions.
6. NON-4-TORSION KUMMER STRUCTURES
Recall that we defined 4g = 2(2g). In this section we consider the constructions of the previous two
sections in the case 4g 6= 0, and show that in this case K is the Kummer of a group. Throughout this
section r ≡ s always means modulo 2. First we need a quick lemma:
Lemma 13. If α ∈ Kg with 4g 6= 0 then it cannot be that αn−2 = αn = αn+2 for any n.
Proof. By Lemma 4, we would have αn 2g → αn αn, so by L5, since 4g 6= 0 we must have 2αn = 0.
But now applying A4 we have 2αn+1 2g → 2αn 2αn+2 = 0 0, so by L3 we have 2αn+1 = 2g and by
L5, 4g = 0 after all. 
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Theorem 14. If K is a Kummer structure and there is any g ∈ K with 4g 6= 0 then K ∼= G/±1 for an
abelian group G.
Proof. By Theorem 5, the theorem will follow if we can show that+ and− are total functionsKg×Kg →
Kg, and that Kg is made into an abelian group by taking + as addition, o as zero, and ρ as negation: then
G ∼= Kg.
First take α, β ∈ Kg, construct the graph D as in Section 5 and choose a consistent colouring (Γ·,·,∆·,·)
of it. Since the colouring is consistent, we can define γ, δ ∈ KZ by (for all n,m ∈ Z)
γn+m = Γn,m;
δn−m = ∆n,m.
We need first to prove that γ, δ ∈ Kg, so that we have γ = α+ β and δ = α− β.
For any r ≡ s, we can write r = n+m, s = n−m and apply Lemma 7 to the diamond centred at (n,m)
to give
either
{
γr g → γr−1 γr+1,
δs g → δs−1 δs+1;
(1)
or
{
γr g → δs−1 δs+1,
δs g → γr−1 γr+1 .
(2)
Now γ, δ ∈ Kg ⇔ (1) holds for all r, s. So suppose there is some r ≡ s ≡ p for which one of the
equations of (1) fails. Then both equations of (2) hold, and so both equations of (1) fail. But one of these
equations depends only on r and the other only on s, so (1) must fail and (2) hold for all r ≡ s ≡ p.
Suppose (1) fails for all r, s ≡ p but holds for all r, s 6≡ p. Then for any r ≡ p, we have (by L2)
γr−1 g → γr ⋆ ⇔ γr g → γr−1 ⋆,
γr+1 g → γr ⋆ ⇔ γr g → γr+1 ⋆,
but γr g 6→ γr−1 γr+1, so γr−1 = γr+1 and (by L5) 2g = 0 or 2δr = 0. The former is a contradiction,
but given the latter for all r ≡ p, we can apply A4 to δr+1 g → δr δr+2 to get 2δr+1 2g → 0 0, whence
4g = 0, also a contradiction.
Therefore if (1) fails at all, it fails and (2) holds for all r ≡ s. An application of A3,
g g g
γ0 g → δ−1 δ1
↓ ↓ ↓
γ0 0 → γ0 γ0
γ0 2g → γ2 γ2,
gives γ0 2g → γ2 γ2, so by L5, either 4g = 0 (contradiction) or 2γ0 = 0. Similarly 2γ2 = 0. But then
A4 applied to δ1 g → γ0 γ2 gives 2δ1 2g → 0 0, so 4g = 0, contradiction again.
So we always have γ, δ ∈ Kg and + and− are total functions. We must show that (+, o, ρ) make Kg into
an abelian group; that is, that + is associative and commutative, that α+ o = α and that α+ ρ(α) = o.
+ is obviously commutative.
By definition αn o0 → (α+ o)n (α− o)n. But o0 = 0, so αn o0 → αn αn. So α+ o = α (= α− o ).
By definition αn ρ(α)−n → (α + ρ(α))0 (α − ρ(α))2n. But ρ(α)−n = αn, so αn ρ(α)−n → 0 ⋆.
So either (α + ρ(α))0 = 0 or (α − ρ(α))2n = 0. But the latter (for all n) contradicts Lemma 13, so
(α+ ρ(α))0 = 0, which by definition of o means α+ ρ(α) = o.
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All that’s left is to show + to be associative. Fix α, β, γ ∈ Kg, and set δ = α + (β + γ) and δ′ =
(α+ β) + γ.
Claim. For any n, if δn 6= δ′n then either δn+2 = δn or δn+4 = δn, and either δn−2 = δn or δn−4 = δn.
Proof. For any p+ q + r = n, consider this instance of A3:
γr γr γr
αp βq → (α + β)p+q (α − β)p−q
↓ ↓ ↓
αp (β + γ)q+r → x y
αp (β − γ)q−r → ⋆ ⋆ .
One of x and y is (α + (β + γ))p+q+r = δn. Since δn 6= δ′n = ((α + β) + γ)p+q+r, we must have
(3) δn = one of


((α+ β)− γ)p+q−r =: (ε
0)m0 ,
((α− β) + γ)p−q+r =: (ε
1)m1 ,
((α− β)− γ)p−q−r =: (ε
2)m2 .
The constraint p+ q + r = n is equivalent to m0 ≡ m1 ≡ m2 ≡ n and m0 +m1 −m2 = n.
For each i, we can’t have δn = εimi for every mi ≡ n, by Lemma 13. So for any permutation {i, j, k} =
{0, 1, 2}, we can find mj and mk such that εjmj , ε
k
mk
6= δn. Choosing mi such that m0 +m1 −m2 = n,
by (3) we must have εimi = δn.
So each of the strings εi contains δn, so (by Lemma 3) each of these strings is obtained from δ by some
translation and perhaps reversal. So if δn+2, δn+4 6= δn, or δn−4, δn−2 6= δn, we can find m0 such that
ε0m0 , ε
0
m0+2 6= δn, and similarly m1 such that ε
1
m1
, ε1m1+2 6= δn. But then setting m2 = m0 +m1 − n,
by (3) we must have ε2m2 = ε2m2+2 = ε2m2+4 = δn, contradicting Lemma 13. This proves the Claim. 
We can now complete the proof of Theorem 14. Suppose there is an n such that δn 6= δ′n. Then we can
apply the Claim above. Lemma 13 excludes the case δn−2 = δn = δn+2, so we have either δn = δn+4 6=
δn+2 or δn = δn−4 6= δn−2. We treat the former case; the latter is similar (and may be reduced to the
former by applying ρ to every string in question).
By Lemma 4, we have δn+2 2g → δn δn but δ′n+2 2g → δ′n δ′n+4, so if δ′n 6= δn we can’t have
δ′n+2 = δn+2.
But now the Claim above applies also to δn+2, and since δn, δn+4 6= δn+2, we must have δn−2 = δn+2 =
δn+6.
Since δn+2 2g → δn δn but 4g 6= 0, by L5, 2δn+2 = 0. Similarly, since δn 2g → δn+2 δn+2, we have
2δn = 0.
But an application of A4 gives 2δn+1 2g → 2δn 2δn+2 = 0 0, so 4δn+1 = 4g = 0, a contradiction. This
completes the proof that + is associative. 
7. 4-TORSION KUMMER STRUCTURES
In the previous section we have shown that every Kummer structure containing an element g with 4g 6= 0
is the Kummer of a group. Here we turn to a different method to analyse the structure of a 4-torsion
Kummer structure – i.e., one in which 4g = 0 for all elements g. So throughout this section K shall be a
4-torsion Kummer structure.
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To begin with, in section 3 we showed that K[2], the 2-torsion of K , is a 2-torsion abelian group. For all
a ∈ K , we have assumed 4a = 0, or equivalently 2a ∈ K[2]. So 2K , the image of 2, is contained in
K[2], and it is easy to show (using L1 and A4) that 2K is a subgroup of K[2].
If a ∈ K and x ∈ K[2], we can define a+ x by the rule a x→ (a+ x) (a+ x).
Lemma 15. This extends the group operation in K[2] to an action of K[2] on K , and if a b → c d then
a (b + x) → (c + x) (d + x). For any a ∈ K , x ∈ K[2], we have 2(a + x) = 2a. If a, b ∈ K with
2a = 2b then we can write b = a+ x for x ∈ K[2], and x is unique modulo 2a.
Proof. That + is a group action means that a+0 = a and a+(x+ y) = (a+x)+ y. The former follows
from A1, while the latter and the statement a b→ c d⇒ a (b+ x)→ (c+ x) (d+ x) follow from A3:
y y y
a x → (a+ x) (a+ x)
↓ ↓ ↓
a (x+ y) → (a+ x) + y (a+ x) + y
a (x+ y) → (a+ x) + y (a+ x) + y;
x x x
a b → c d
↓ ↓ ↓
a (b + x) → (c+ x) (d+ x)
a (b + x) → (c+ x) (d+ x).
By A4 we have 2a 0→ 2(a+x) 2(a+x), so 2(a+x) = 2a. For a, b with 2a = 2b, we know 2a 2b→ 0 0,
so if a b → x y then (by A4) 2x = 2y = 0, and (by L2) a x → b ⋆, so b = a + x. Also b = a + y, but
(by L4) x + y = 2a, so x ≡ y (mod 2a). Any z with b = a + z satisfies a z → b ⋆, so a b → z ⋆, so
z = x or y. 
Thus if for each x ∈ 2K we pick a representative ex ∈ K with 2ex = x, then every element of a ∈ K
can be written as a = ex + u with x ∈ 2K , u ∈ K[2]; given a, x = 2a is unique and u unique modulo x.
Lemma 16. Given a choice of {ex}, there are elements εx,y ∈ K[2] for each x, y ∈ 2K , such that the
structure map of K is given by
(ex + u) (ey + v) → (ex+y + u+ v + εx,y) (ex+y + u+ v + εx,y + x).
εx,y is well-defined modulo 〈x, y〉.
Proof. Let ex ey → a ⋆. Then (by A4) 2ex 2ey → 2a ⋆. But 2ex = x and 2ey = y, so 2a = x+ y. So
a = ex+y + ε for some ε ∈ K[2], defined (given the choice of a) modulo (x+ y).
Now suppose ex ey → a b. By L4, a b → x y, so a x → b ⋆, so b = a + x = ex,y + ε + x. Thus
choosing b instead of a changes ε by x, so overall the equation ex ey → (ex+y + εx,y) ⋆ defines εx,y
modulo 〈x, y〉.
Using this as the definition of εx,y, two applications of Lemma 15 give the full structure map of K as in
the lemma. 
A 4-torsion Kummer structure is thus determined up to isomorphism by the pair of groups 2K ⊆ K[2] and
the pairing (x, y) ∈ (2K)2 7→ εx,y ∈ K[2]/〈x, y〉. But the pairing ε·,· is not canonical, since it depends
on the choice of representatives {ex}. We shall investigate its properties and try to find a standard form
into which we can put ε·,·. To begin with, we can take e0 = 0, and from now on we shall do so. εx,y is
only defined modulo 〈x, y〉, so we take εx,y = z to mean the same as εx,y ≡ z (mod 〈x, y〉).
Lemma 17. For any x, y, z ∈ 2K ,
εx,y + εx+y,z ≡ εx,z + εx+z,y (mod 〈x, y, z〉).
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Proof. Define δ ∈ K[2] by
ez ez ez
ey ex → (ex+y + εx,y) ⋆
↓ ↓ ↓
ey (ex+z + εx,z) → (ex+y+z + δ) ⋆
ey ⋆ → ⋆ ⋆ .
The vertical arrow gives δ ≡ εx,y + εx+y,z (mod 〈x + y, z〉) and the horizontal arrow gives δ ≡ εx,z +
εx+z,y (mod 〈x+ z, y〉). Putting these together gives the lemma. 
Lemma 18. εx,y ∈ K[2]/〈x, y〉 depends only on the subgroup 〈x, y〉 ⊆ 2K , not on the choice of
generators x, y. If rank〈x, y〉 < 2 then εx,y = 0.
Proof. A2 ⇒ ex ex → 0 x. By definition, ex ex → (e0 + εx,x) ⋆, so εx,x = e0 = 0.
Now let z = x + y: Lemma 17 becomes εx,y + εz,z ≡ εx,z + εy,y (mod 〈x, y〉). Since εz,z ≡ 0 ≡
εy,y (mod 〈x, y〉), we have εx,y ≡ εx,z (mod 〈x, y〉); that is, εx,y = εx,z . This, together with the obvious
symmetry εx,y = εy,x, shows that εx,y depends only on 〈x, y〉 (since these two symmetries generate the
group GL2(Z/2)).
If rank〈x, y〉 < 2 then 〈x, y〉 is generated by a single element z, and εx,y = εz,z = 0. 
In the light of the last lemma, if V = 〈x, y〉 then we shall use the notation εV = εx,y.
Lemma 19. Let {x1, . . . , xn} be a basis for a rank-n subgroup X ⊆ 2K . Call two elements of this
subgroup disjoint if they are sums of disjoint subsets of the basis. Then we can choose {ex} such that
when a, b ∈ X \ 0 are disjoint, εa,b = 0, and if a, b, c ∈ X \ 0 are disjoint, εa+b,a+c ≡ 0 (mod 〈a, b, c〉).
Proof. We work by induction on n: for n = 0 there is nothing to prove, so let X ′ = 〈x1, . . . , xn−1〉 and
suppose we have already chosen ex for all x ∈ X ′ satisfying the given conditions on εV for V ⊆ X ′.
Define T = x1 + · · ·+ xn and T ′ = T − xn.
Choose exn arbitrarily (subject to 2exn = xn). Then for each a ∈ X ′ \ 0, we can pick ea+xn such that
ea exn → ea+xn ⋆, so that εa,xn = 0. There are two such choices, differing by xn. If also a 6= T ′, then
by Lemma 17,
εa,xn + εa+xn,T ′−a ≡ εa,T ′−a + εT ′,xn (mod 〈a, T
′ − a, xn〉).
By induction εa,T ′−a = 0 and by the choices just made εa,xn = 0 and εT ′,xn = 0. So εa+xn,T ′−a ≡
0 (mod 〈a+ xn, T
′ − a, xn). By adding xn to ea+xn if necessary, we can make εa+xn,T ′−a = 0. So we
have now εa,b = 0 whenever a ∈ X ′ and b = xn or when a+ b = T .
Now let a, b ∈ X be disjoint. If a, b ∈ X ′, we know εa,b = 0 by induction. So assume a = a′ + xn with
a′, b ∈ X ′. Lemma 17 says
εa′,xn + εa,b ≡ εa′,b + εa′+b,xn (mod 〈a, b, xn〉).
Three of these terms we know to be 0, leaving εa,b ≡ 0 (mod 〈a, b, xn〉). Also by Lemma 17,
εb,a + εb+a,T−a−b ≡ εb,T−a−b + εT−a,a (mod 〈a, b, T 〉).
Again three of these terms we know to be 0, leaving εb,a = εa,b ≡ 0 (mod 〈a, b, T 〉). If T /∈ 〈a, b, xn〉,
we can put these together to get εa,b = 0. But if T ∈ 〈a, b, xn〉 = 〈a′, b, xn〉 then T = a′+b+xn = a+b,
since a′, b, and xn are disjoint, and in this case εa,b = 0 from the choices made in the previous paragraph.
Finally let a, b, c ∈ X be disjoint and non-zero. Once more Lemma 17 says
εa,b + εa+b,a+c ≡ εa,a+c + εc,b (mod 〈a, b, c〉),
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and εa,b = 0, εa,a+c = εa,c = 0, εc,b = 0, leaving εa+b,a+c ≡ 0 (mod 〈a, b, c〉) as required. 
Definition. Let X = 〈x, y, z〉 ⊆ 2K be a rank-3 subgroup. Define indX = 0 if there is a choice of {ex}
such that εV = 0 for all rank-2 V ⊂ X ; otherwise, define indX = 1.
Lemma 20. Let X = 〈a, b, c〉 be rank 3, and let {ex} be chosen as allowed by Lemma 19 so that εV = 0
for all V ⊂ X except possibly for V = U := 〈a+ b, a+ c〉. Then εU = 0⇔ indX = 0.
Proof. We know εU ≡ 0 (mod X). If εU = 0 then we have indX = 0 by definition. So all we need to
prove is that if indX = 0 then εU = 0.
Suppose indX = 0. Then there is another choice of representatives {e′x} giving ε′V = 0 for all V ⊂ X .
By Lemma 15, each e′x = ex + δx for some δx ∈ K[2]. So e′x e′y → (e′x+y + εx,y + δx + δy + δx+y) ⋆;
but for all x, y ∈ X , we know e′x e′y → e′x+y ⋆, so
εx,y ≡ δx + δy + δx+y (mod 〈x, y〉).
Set ∆ := δa + δb + δc + δa+b+c. Since εV = 0 for all U 6= V ⊂ X , we have
δa+b + δa + δb ≡ 0 (mod 〈a, b〉)
δa+b + δc + δa+b+c ≡ 0 (mod 〈a+ b, c〉),
and, adding these together, we can see that ∆ ∈ X and
∆ ∈ 〈a+ b, c〉 ⇔ δa+b + δa + δb ≡ 0 (mod 〈a+ b〉)
⇔ δa+b + δa + δb ∈ U.
Analogous statements hold for other permutations of {a, b, c}.
Now it is easy to check that every element of X is in an even number of the subgroups 〈a+b, c〉, 〈a+c, b〉,
and 〈b+ c, a〉. So an even number out of (δa+b + δa + δb), (δa+c + δa + δc), and (δb+c + δb + δc) are in
U , so their sum is in U . But their sum is
δa+b + δa+c + δb+c ≡ εU (mod U),
so εU = 0, as required. 
Lemma 21. If X and Y are two rank-3 subgroups of 2K then indX = indY .
Proof. It is enough to show this when rank(X∩Y ) = 2, since any two rank-3 subgroups can be connected
by a chain of subgroups with each 2 consecutive members of the chain meeting having rank-2 intersection.
So we may assume X = 〈a, b, c〉 and Y = 〈b, c, d〉, and choose {ex} by Lemma 19. Let U := 〈a+ b, a+
c, a+ d〉, the group of even sums of {a, b, c, d}. By Lemma 17,
εa+b,a+c + εb+c,c+d ≡ εa+b,c+d + εa+b+c+d,b+c (mod U).
But according to Lemma 19, the two terms on the right-hand side of this are 0, while by Lemma 20,
εa+b,a+c ∈ U ⇔ indX = 0 and εb+c,c+d ∈ U ⇔ indY = 0. 
So if rank2K ≥ 3 we can define indK := indX for any rank-3X ⊆ K . Finally we can classify 4-torsion
Kummer structures:
Theorem 22. Let K be a 4-torsion, but not 2-torsion, Kummer structure.
K ∼= G/±1 for an abelian group G if and only if rank 2K ≤ 2 or indK = 1.
K ∼= G/ι for a twisted group (G, ι) if and only if rank 2K ≤ 2 or indK = 0.
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Proof. For the only-if parts, note that for K ∼= G/±1, a rank-3 X ⊆ 2K is the image of a rank-3
subgroup of 2G, which is 2× a subgroup of G isomorphic to (Z/4)3. It is easy to check then that
indX = 1. Similarly, if K ∼= G/ι, a rank-3 X ⊆ 2K is the image of a rank-3 subgroup of (1 + ι)G,
which is (1 + ι) times a subgroup isomorphic to ((Z/2)2, ι2)3, where ι2 exchanges the two factors of
(Z/2)2. It is again easy to check that indX = 0.
For the if parts, we have shown that K is determined up to isomorphism by the two groups 2K ⊆ K[2]
and a pairing (x, y) ∈ (2K)2 7→ εx,y ∈ K[2]/〈x, y〉. If K is finite, for any basis of 2K we can put ε·,· in
standard form as in Lemma 19; then by Lemmas 20 and 21, the pairing ε·,· is entirely determined by indK .
So a finite 4-torsion Kummer structure K is determined up to isomorphism by rank 2K , rankK[2], and,
if rank2K ≥ 3, indK .
But if G = (Z/4)a ⊕ (Z/2)b and K = G/±1 then rank 2K = a, rankK[2] = a + b, and, if a ≥ 3,
indK = 1. And if (G, ι) = ((Z/2)2, ι2)a ⊕ (Z/2, 1)b and K = G/ι then rank 2K = a, rankK[2] =
a+ b, and, if a ≥ 3, indK = 0.
This proves the theorem for finite K . For infinite K , we can see from Theorem 5 that the property of
being isomorphic to the Kummer of a group, and the property of being isomorphic to a twisted Kummer,
are each equivalent to a collection of statements that depend only on the structure of finitely generated
substructures (for example, the statement that α + (β + γ) = (α + β) + γ in Kg depends only on the
substructure generated by {α0, β0, γ0, g}). A finitely generated substructure L of a 4-torsion Kummer
structure K is finite, and if one of the properties rank 2K ≤ 2 or indK = i holds, the same property
holds for every sub-Kummer-structure of K , so the theorem can be extended from finite K to arbitrary
K . 
8. SUMMARY
Collecting together Theorems 5, 14, and 22, and the Remark after Lemma 2, we have the following
classification of Kummer structures:
Theorem 23. Every Kummer structure is either the Kummer of an abelian group or a twisted Kummer.
If K ∼= G/±1 then G is determined up to isomorphism by K . If K ∼= G/ι then (G, ι) is determined up
to isomorphism by K . The only Kummers that are also twisted Kummers are G/±1 where either G is
2-torsion or G is 4-torsion and rank 2G ≤ 2, which are isomorphic to G/ι where rank(1+ ι)G ≤ 2. 
We can therefore characterise Kummers of groups by adding to A1–A4 the statement that K has no
substructure isomorphic to the unique twisted Kummer L with rank 2L = rankL[2] = 3, which is
(Z/2)6/ι, where the involution ι acts on a basis {x0, . . . , x5} by xi 7→ x(i+3) mod 6.
Remark. In fact, G or (G, ι) is determined by K in a constructive and computable way. For 2-torsion
K this is trivial, while for non-2-torsion K Theorem 5 shows that the elements of G can be represented
as strings, and Lemma 3 shows that a string can be represented by a pair of elements of K . The string
γ = α + β or γ = α ⊕ β of Section 4 is determined up to finite ambiguity from α0 β0 → γ0 ⋆, and
the proof of Lemma 12 shows that this ambiguity can be removed by extending the strings to a sufficient
(finite) length and considering all the conditions on γ0 and γ1 that then arise.
