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Abstract 
 
 
 
A "self-exciting" market is one  in which  the  probability of observing a crash increases in 
response to the  occurrence of a crash. It essentially describes cases  where  the  initial crash 
serves  to  weaken  the  system to some  extent, making subsequent crashes more  likely.  This 
thesis  investigates if equity markets possess  this  property. A self-exciting extension of the 
well-known  jump-based Bates (1996)  model  is used  as the  workhorse model  for this  thesis, 
and  a  particle-filtering algorithm is used  to  facilitate estimation by  means of maximum 
likelihood.  The  estimation method is developed so that option prices  are  easily  included 
in  the  dataset,  leading to  higher  quality estimates.  Equilibrium arguments are  used  to 
price  the  risks  associated with  the  time-varying crash probability, and  in turn to  motivate 
a risk-neutral system for use in option pricing. The  option pricing function for the  model  is 
obtained via the  application of widely-used Fourier  techniques. An application to S&P500 
index  returns and  a panel  of S&P500 index  option prices  reveals  evidence of self excitation. 
 
 
Keywords:  Self exciting; option implied; transform-based option pricing;   affine  jump dif- 
fusion;   market crash;   particle  filtering;  nonlinear filtering;  risk  premia; parallelisation; 
graphics processing unit. 
 
 
 
 
 
 
 
 
 
 
 
 
Statement of  Originality 
 
 
The  material in  this  thesis  has  not  previously been  submitted for  a qualification at  any 
other  institution. To the  best  of my knowledge, this  thesis contains no material previously 
published or written by another person except where  due  reference is made. 
 
 
 
 
Andrew McClelland, December 2012 
QUT Verified Signature
 iii 
 
 
Acknowledgements 
 
 
 
I owe my supervisory team a debt of gratitude.   Professor Adam Clements cultivated 
my interest in financial econometrics,  Professor Stan Hurn identified a common theme 
in the experiments I conducted earlier on and highlighted the importance of clarity  in 
communication, and Professor Ken Lindsay enforced technical rigour while energetically 
reminding me that  demonstrating intuition  is just as important.   I have also benefited 
from extended discussions with  Professor Daniel Smith who shared his vast knowledge 
of the literature, and Dr Dirk Bethman who lent his expertise in matters of equilibrium 
analysis. The impetus for this research was a series of debates with Dr Vladimir  Pavlov 
about generating volatility  forecasts with what turned out to be a self-exciting model. 
 
 
 
To the memory of my mother, Helen 
iv  
 
  
 
 
 
 
 
 
 
 
 
 
Contents 
 
 
 
 
 
 
 
List of Commonly-Used  Abbreviations                                                                    ix 
List of Figures                                                                                                              xi 
List of Tables                                                                                                               xv 
1   Introduction                                                                                                          1 
 
 
1.1 Motivation  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 
 
1.2 
 
Modelling and Estimation Techniques   . . . . . . . . . . . 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
8 
 
1.3 
 
Relative Positioning of this Thesis Within  the Literature . 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
10 
 
1.4 
 
Structure of this Thesis  . . . . . . . . . . . . . . . . . . . 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
12 
 
 
 
2 A Self-Exciting  Market Process 15 
 
 
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15 
 
 
2.2 A History of Jump-Diffusion Models in Finance . . . . . . . . . . . . . . . . 17 
 
 
2.3 The Self-Exciting Merton (1976) Model  . . . . . . . . . . . . . . . . . . . . 29 
 
 
2.4 The Workhorse Self-Exciting Bates (1996) Model . . . . . . . . . . . . . . . 39 
v 
vi CONTENTS  
 
 
2.5 A Discussion of the Self-Exciting Bates (1996) Model . . . . . . . . . . . . . 44 
 
 
 
3 An Equilibrium Model  and the Pricing Kernel  49 
 
 
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49 
 
3.2 
 
Prior Equilibrium and Portfolio Selection Studies . . . 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
51 
 
3.3 
 
Equilibrium for a Self-Exciting Bates (1996) Economy 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
55 
 
3.4 
 
The Pricing of Intensity Jump-Related Risk . . . . . . 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
73 
 
3.5 
 
The Pricing Kernel and the Equity Premium  . . . . . 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
77 
 
 
 
4 An Analysis of the Option Pricing Function  93 
 
 
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93 
 
4.2 A Review of Transform-Based Methods in Finance . . . . . . . . . . . . . . 94 
 
 
4.3 The Characteristic Function . . . . . . . . . . . . . . . . . . . . . . . . . . 97 
 
 
4.4 Inverting for the Returns Density . . . . . . . . . . . . . . . . . . . . . . . .  105 
 
 
4.5 The Pricing Function for European Options . . . . . . . . . . . . . . . . . .  111 
 
 
4.6 The Risk-Neutral Intensity Process  . . . . . . . . . . . . . . . . . . . . . . .  117 
 
 
4.7 Numerical Evaluation of the Pricing Function . . . . . . . . . . . . . . . . . 121 
 
4.8 Self Excitation and the Implied Volatility Surface . . . . . . . . . . . . . . .  127 
 
 
 
5 The Parameter Estimation  Problem  135 
 
 
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  135 
 
 
5.2 A Review of Related Estimation Procedures . . . . . . . . . . . . . . . . . .  137 
 CONTENTS  vii 
 
 
5.3 The Parameter Estimation Problem . . . . . . . . . . . . . . . . . . . . . . 145 
 
5.4 
 
The Nonlinear Filtering Procedure . . . . 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
154 
 
5.5 
 
Options Data and Sampling Distributions 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
167 
 
 
6 The Particle  Filtering Method  191 
 
 
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191 
 
6.2 Filtering and Smoothing Techniques in Finance . . . . . . . . . . . . . . . . 193 
 
6.3 
 
The Particle Filtering Algorithm   . . . . . . . . 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
205 
 
6.4 
 
Parallelisation of the Particle Filter . . . . . . . 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
. 
 
220 
 
6.5 A Simulation Study of the Particle Filtering Algorithm . . . . . . . . . . . .  224 
 
 
6.6 An Empirical Application to S&P500 Data . . . . . . . . . . . . . . . . . . 234 
 
 
7 Conclusions and Future  Directions  243 
 
 
 
8 Bibliography  249 
 
 
 
A  Technical Appendices 265 
 
 
A.1  Count Probabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  265 
 
 
A.2  Risk-Neutral Jump Distribution  . . . . . . . . . . . . . . . . . . . . . . . . .  274 
viii CONTENTS  
 
  
 
 
 
 
 
 
 
 
 
 
List of Commonly-Used 
 
Abbreviations 
 
 
 
 
 
 
ATM  . . . . . . . . .  “at the money” 
 
BSM . . . . . . . . .  “Black Scholes Merton” 
 
CDF  . . . . . . . . .  “cumulative distribution function” 
CEV . . . . . . . . .  “constant elasticity of variance” 
CF  . . . . . . . . . . .  “characteristic function” 
CI  . . . . . . . . . . .  “confidence interval” 
CIR . . . . . . . . . .  “Cox Ingersol Ross” 
COM  . . . . . . . .  “change of measure” 
CRRA  . . . . . . .  “constant relative risk aversion” 
EMSE  . . . . . . .  “expected mean-squared error” 
FFT  . . . . . . . . .  “fast Fourier transform” 
FOC . . . . . . . . .  “first-order condition” 
FPU  . . . . . . . . .  “floating point unit” 
FT  . . . . . . . . . . .  “Fourier transform” 
GFT  . . . . . . . . .  “generalised Fourier transform” 
GMM  . . . . . . . .  “generalised method of moments” 
GPU . . . . . . . . .  “graphics processing unit” 
HJB  . . . . . . . . .  “Hamilton  Jacobi Bellman” 
 
ix 
x CONTENTS  
 
 
IID . . . . . . . . . .  ”independently and identically distributed” 
ITM  . . . . . . . . .  “in the money” 
IV  . . . . . . . . . . .  “implied volatility” 
 
KB  . . . . . . . . . .  “Kolmogorov backward” 
LHS  . . . . . . . . .  “left-hand side” 
MC  . . . . . . . . . .  “Monte Carlo” 
 
MCMC  . . . . . .  “Markov chain Monte Carlo” 
MH  . . . . . . . . . .  “Metropolis Hastings” 
ML  . . . . . . . . . .  “maximum likelihood” 
MSE . . . . . . . . .  “mean-squared error” 
ODE . . . . . . . . .  “ordinary differential equation” 
OTM  . . . . . . . .  “out of the money” 
OU  . . . . . . . . . .  “Ornstein Uhlenbeck” 
 
PDE . . . . . . . . .  “partial  differential equation” 
PDF  . . . . . . . . .  “probability density function” 
PDF  . . . . . . . . .  “probability generating function” 
PF . . . . . . . . . . .  “particle filter”  or “particle filtering” 
PIDE  . . . . . . . .  “partial  integro-differential equation” 
PMF . . . . . . . . .  “probability mass function” 
RHS . . . . . . . . .  “right-hand side” 
 
SDE . . . . . . . . .  “stochastic differential equation” 
SE . . . . . . . . . . .  “self exciting” 
SIR . . . . . . . . . .  “sequential importance resampling” 
SV . . . . . . . . . . .  “stochastic volatility” 
VIX  . . . . . . . . . .  “volatility index” 
  
 
 
 
 
 
 
 
 
 
 
List of Figures 
 
 
 
 
 
 
 
1.1 Daily S&P500 index returns over the period 1986 through 2012. Marked are 
 
a number of the worst financial episodes of the last quarter century. . . . . 2 
 
 
1.2 Daily squared S&P500 index returns and implied Bates (1996) jump compo- 
nents from S&P500 options, over the period September 2009 through June 
2012. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 
 
 
1.3 The VIX and the filtered intensity process for the self-exciting Bates (1996) 
 
model over the period January 1990 through June 2012, along with the CIs 
 
of the filtered distributions.   . . . . . . . . . . . . . . . . . . . . . . . . . . . 10 
 
 
 
2.1 Top panel: The (backward looking) rolling 22-day standard deviation of 
S&P500 daily index returns, 1986 through 2012. Bottom panel: The implied 
volatility  smiles recovered from S&P500 index options on the 1st, 8th  and 
15th of August 2011. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21 
 
 
2.2 Top panel: Simulated paths of the Merton (1976) model and its self-exciting 
extension. Bottom  panel:  Simulated paths of the intensity  in  the self- 
exciting Merton (1976) model. . . . . . . . . . . . . . . . . . . . . . . . . . . 34 
 
 
2.3 Top panel: Return PDFs of the Merton (1976) model and its self-exciting 
extension. Bottom panel: Count PMFs of the Merton (1976) model and its 
self-exciting extension  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38 
xi 
xii LIST OF FIGURES  
 
 
2.4 Top panel: Return PDFs of the Bates (1996) model and its self-exciting 
extension. Bottom panel: Count PMFs of the Bates (1996) model and its 
self-exciting extension. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43 
 
 
 
 
3.1 Top panel: The risk-neutral log return PDF of the self-exciting Bates (1996) 
model as η is varied with Ξ held constant. Bottom panel: The risk-neutral 
log return PDF of the self-exciting Bates (1996) model as Ξ is varied with 
η held constant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87 
 
 
 
 
4.1 Top panel: One-year return PDFs of the self-exciting  Bates (1996) model as 
the parameter ζ is varied. Bottom panel: Same data, but with a restricted 
return interval concentrated on the left-hand tail.  . . . . . . . . . . . . . . .  109 
 
 
 
4.2 Top panel: One-year return PDFs of the self-exciting  Bates (1996) model as 
the parameter  δ1 is varied. Bottom panel: Same data, but with a restricted 
return interval concentrated on the left-hand tail.  . . . . . . . . . . . . . . .  110 
 
 
4.3 Top panel: The soution grid, G, for the complex-valued ODEs necessary for 
computing the characteristic function. Bottom panel: The magnitude of the 
β0 coefficient on the solution grid. . . . . . . . . . . . . . . . . . . . . . . .  126 
 
 
 
4.4 Top panel: The implied volatility  surface of the Bates (1996) model. Bottom 
 
panel: The implied volatility  surface of the self-exciting Bates (1996) model.  130 
 
 
 
4.5 Top panel: Implied volatility  smiles of the Bates (1996) model and its self- 
exciting extension at the shortest tenor.  Bottom panel: Implied volatility 
smiles of the Bates (1996) model and its self-exciting extension at the longest 
tenor.   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  131 
 
 
 
4.6 Implied volatility  smiles of the Bates (1996) model and its self-exciting ex- 
tension at both the short  and long tenors, where no moment-matching is 
imposed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  133 
 LIST OF FIGURES xiii 
 
 
5.1 Top panel: The isocurves for two contract-dependent pricing functions, for 
a set of 15 observed prices. Bottom panel: The isocurves for the special case 
at which the isocurves interset at the true location of the state vector.  . . .  152 
 
 
5.2 Top panel: The derivative of the self-exciting Bates (1996) pricing function 
with respect to the initial  intensity. Bottom panel: The sensitivity-to-noise 
ratios for put and call options in the self-exciting Bates (1996) model.  . . .  182 
 
 
 
6.1 The time taken to implement the PF algorithm versus the number of CUDA 
 
cores available.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  224 
 
 
6.2 Top panel: The simulated index returns.  Bottom  panel: The simulated 
 
jump components of the returns and intensity processes.  . . . . . . . . . . .  226 
 
 
6.3 Top panel: The 1st  and 99th  percentiles of the filtered distributions using C = 0 
options per day. Bottom panel: The 1st  and 99th percentiles of the filtered 
distributions using C = 2 options per day. . . . . . . . . . . . . . .  229 
 
6.4 Top panel: The 1st  and 99th  percentiles of the filtered distributions using C = 6 
options per day. Bottom panel: The 1st  and 99th percentiles of the filtered 
distributions using C = 15 options per day. . . . . . . . . . . . . .  230 
 
 
6.5 Top panel: A comparison of the filtered distributions of the initial  intensity 
for the (C = 0, C = 2) options per day cases. Bottom panel: A comparison 
of the filtered distributions of the initial  intensity for the (C = 0, C = 15) 
options per day cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  232 
 
 
6.6 Top panel: The 1st  and 99th  percentiles of the filtered distributions using 
C = 2 options per day with a moneyness interval of [− 5%, +5%].  Bottom 
panel: The 1st and 99th percentiles of the filtered distributions using C = 2 
options per day with a moneyness interval of [− 20%, +20%]. . . . . . . . . .  233 
 
 
6.7 Top panel: The squared daily returns on the S&P500 index. Middle panel: 
Filtered means and CIs of the intensity process.  Bottom panel: The VIX 
index.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  239 
xiv LIST OF FIGURES  
 
 
6.8 The S&P500 index and the filtered mean intensity during an early subperiod 
 
of the GFC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  241 
  
 
 
 
 
 
 
 
 
 
 
List of Tables 
 
 
 
 
 
 
 
2.1 Parameters used in simulating paths from the Merton (1976) model and its 
 
self-exciting extension. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35 
 
 
2.2 Parameters used towards graphing the return PDFs and count PMFs of the 
 
Merton (1976) model and its self-exciting extension.  . . . . . . . . . . . . . 37 
 
 
2.3 Parameters used to create graphs of the return PDFs and count PMFs of 
 
the Bates (1996) model and its self-exciting extension. . . . . . . . . . . . . 42 
 
 
 
3.1 Parameters of the risk-neutral self-exciting Bates (1996) process to be fixed 
 
when varying η and Ξ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86 
 
 
3.2 The range of variation for the parameters η and Ξ of the self-exciting Bates 
 
(1996) model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86 
 
 
 
4.1 Parameters to be fixed when varying ζ and δ1  for the self-exciting Bates 
 
(1996) model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  108 
 
 
4.2 The range of ζ and δ1 considered  for the self-exciting Bates (1996) model. .  108 
 
 
4.3 Parameters of the risk-neutral self-exciting Bates (1996) model used to gen- 
erate compute the complex-valued characteristic function coefficient β0, on 
the input grid, G. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  127 
 
xv 
 xvi  LIST OF TABLES 
 
 
4.4 Parameters  used to generate European option prices according to the Bates 
 
(1996) model and its self-exciting extension. . . . . . . . . . . . . . . . . . .  129 
 
 
 
5.1 Parameters of the self-exciting Bates (1996) model used to compute the 
isocurves of the model pricing function. . . . . . . . . . . . . . . . . . . . .  151 
 
5.2 Parameters  used to compute the sensitivity-to-noise ratios for option prices 
 
in the self-exciting Bates (1996) model. . . . . . . . . . . . . . . . . . . . . .  181 
 
 
 
6.1 Parameters of the self-exciting Bates (1996) model used to simulate the re- turns, 
volatility  and intensity paths of the self-exciting model for the filtering exercise. . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  225 
 
6.2 Risk-premia parameters used to generate observed contract prices for the 
simulation-based filtering exercise. . . . . . . . . . . . . . . . . . . . . . . .  227 
 
6.3 Estimated parameters of the self-exciting Bates (1996) model using S&P500 
returns and options data.  . . . . . . . . . . . . . . . . . . . . . . . . . . . .  236 
  
 
 
 
 
 
 
 
 
 
 
Chapter  1 
 
 
 
 
 
Introduction 
 
 
 
 
 
 
1.1    Motivation 
 
 
 
Market crashes are a pervasive feature of financial time series. Accounts of crashes, which 
can loosely be defined as  sharp corrections in prices to reflect unanticipated economic 
developments, come from as early as the 1630’s with the Tulip Mania Bubble, and the 1710’s 
and 1720’s with  the South Sea Bubble.  See Malkiel (2012) or Kindleberger and Aliber 
(2011) for entertaining reviews of these and subsequent  examples of panicked markets. 
Figure 1.1 overleaf presents a graph of daily returns on the S&P500 index, which is a 
well-accepted barometer of US asset price performance, over the last quarter century (1986 
through 2012). The figure highlights a number of the most severe price corrections to have 
occurred during the period.1 
 
One poignant example from very recent history is the global financial crisis of 2007-2009 
(henceforth the GFC).  The roots of the  GFC were loose  credit conditions in the US, 
which led to a bubble in property prices across much of the country, and to the growth 
of an enormous market in derivative products known as “CDOs”,  which are linked to the 
loans used to fund the purchases of property (i.e. mortgages for private dwellings).2 When 
 
1 This plot is a reconstruction of that presented in Broadie, Chernov and Johannes (2007) (their Figure 1), 
which spans the period 1987 to 2003, updated with data extending the coverage period to 2012. Additional 
episodes captured in Figure 1.1 are the GFC and the European sovereign debt crisis. 
2 CDO is an abbreviation for collateralised debt obligation.  CDOs “package” a set of existing loans, along 
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Figure 1.1: Daily  S&P500 index returns over the period January 02 1986 through July 31 2012. Marked 
are a number of the worst financial episodes in recent history. 
 
 
 
 
property prices began to fall in late 2006 and early 2007, many of the underlying loans 
became  nonperforming.  As is discussed by Stiglitz  (2010), US investment  banks were 
heavily involved in the business of acquiring the underlying loans from regional lenders, 
packaging them appropriately, and (for fees) transferring them to investors  such as pension 
funds via CDOs. These banks were caught with significant quantities of the underlying 
loans on their books as the loans were subjected to rapid devaluation, leading to enormous 
losses and ultimately insolvency for some (i.e. Bear Stearns and Lehman Brothers). As is 
discussed in greater detail later in the introduction, this scenario gave rise to a number of 
the most severe corrections  in financial markets in living memory. 
 
Handling crashes requires the introduction of sophisticated tools to the arsenal of econome- 
tricians. Indeed, many of the better known models in finance,  such as those of Black and 
Scholes (1973) or Heston (1993), are built  upon Brownian motion, which was introduced 
 
with the rights to the security underlying the loans in the event of default, for transfer to a third  party. 
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into mainstream finance in the 1950’s (see for instance Osborne (1959)). However, asset 
prices driven by Brownian motion are naturally  continuous, and do not allow for large 
discontinuous  shocks of the type observed in Figure 1.1. These shortcomings of Brownian 
motion were in fact recognised  as early as the 1960’s by Mandelbrot (1963), Fama (1965), 
and Press (1967), who advocated the use of models where asset prices are driven by a 
discontinuous  noise process, or a “jump” process, as they are more commonly referred to. 
 
The use of jumps in financial processes presents econometricians with a multitude of inter- 
esting questions.  Arguably the first question should be whether or not it is safe to assume 
that the jump component of a market process has fixed distributional  properties through 
time.  A question closely related to this is indeed pursued here. It is unfortunately the 
case that, as jumps are not directly observable, inference upon the jump component is not 
straightforward. However, the values of options are, in principle, sensitive to jump-related 
structure of the market process,  and as such it is useful to investigate observed option 
prices to infer the views of option market participants on the matter.  Proceeding along 
these lines, Figure 1.2 overleaf plots the daily squared returns on the S&P500 index, and 
the daily (risk-neutral)  expected jump component  of returns implied by S&P500 index 
options, over the period September 01 2009 through June 29 2012. 
 
The expected jump component is computed by recalibrating a Bates (1996) model, which is 
a well-known model allowing for jumps. The model will be defined in (2.11) of Section 2.4, 
and it is easy to demonstrate that the expected jump component of (log) returns is (λ δ )∆. 
In this expression, ∆ is the return horizon, set to ∆ = 1/252 (one trading day), and λ and δ 
are parameters of the Bates (1996) model governing respectively the (constant) probability 
of a jump, also known as the “intensity”, and the (constant) mean jump size. Calibrating 
in this context refers to choosing the value of (λ, δ) (among other parameters) to reconcile 
the theoretical Bates (1996) model prices with observed prices. It is the calibrated set of 
parameters, 
(
λˆ, δˆ
)
, that is used to evaluate (λ δ )∆.  If the assumption of the Bates (1996) 
model regarding the fixed nature of the jump distribution across time is valid, the expected 
jump components implied by S&P500 option prices should be essentially constant, with 
any variation being driven only by noise in observed prices. 
 
 
Inspecting Figure 1.2 reveals clear, systematic time variation in the expected jump com- 
ponent.  Moreover, it appears that the options markets seem to price in less favourable 
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Figure 1.2: Daily squared S&P500 index returns and implied Bates (1996) jump components from S&P500 
options, over the period September 01 2009 through June 29 2012. The implied implied jump components 
were computed as (λδ) ∆, where (λ, δ)  were obtained by daily  recalibration  to observed S&P500 option 
prices. 
 
 
 
jump behaviour during periods of market volatility.3   This thesis is one of a number of 
recent analyses which attempt to internalise such behaviour with models allowing for time 
variation in the intensity process, i.e. λ → λ(t), where the intensity is allowed to increase 
during periods of instability.  More specifically, the view taken here is that the underlying 
intensity itself responds to whatever economic news gives rise to a period of instability  in 
the first place. Such systems are said to be “self exciting”. 
 
Significant motivation for an analysis of self excitation in market processes can be found in 
the existing literature.  An early example is Bates (2000), who highlights time variation in 
risk-neutral skewness, as inferred from option prices. While such an observation can indeed 
be explained by a time-varying volatility  which is negatively correlated with returns, Bates 
 
3 It is noted that  the implied jump-component series is quite erratic.  This is a natural  byproduct  of the 
calibration  routine  and owes to the use of only a single cross section of option  prices each day.  This 
shortcoming of the calibration  approach is indeed pointed  to  as a reason for favouring  the bona fide 
estimation procedure presented in Chapters 5 and 6. 
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(2000) observes that  risk-neutral skewness tends to become more negative  immediately 
after large negative movements in markets.  He argues that the risk-neutral intensity is 
itself time varying and increases during periods of stress, or rather, in response to stress. 
Pan (2002) also proposes a model in which the physical intensity is a linear function of the 
contemporaneous volatility,  and finds that this relationship is supported by market data. 
This is consistent with the view that the intensity increases during periods of stress,  as 
adopted by Bates (2000). 
 
To provide a theoretical basis for such findings, Bates (2008) presents an equilibrium model 
in which the price of jump-related risk exhibits a direct response to the occurrence of a 
jump. Thus, one observes an increase in the risk-neutral intensity following a crash, due to 
an increase in an endogenously determined price of jump risk.  The mechanism by which 
this occurs is that after a crash, specialist insurers are less willing to accept the transfer 
of jump risk from ordinary investors due to the negative shock to their capital stock. This 
approach does not imply that the physical intensity responds to market events, or that 
it is time varying whatsoever. Indeed, it simply takes the view that  the price of jump 
risk, or equivalently the risk-neutral intensity, responds to crashes due to differing investor 
behaviour under differing market conditions. 
 
A more recent advent along these lines is the class of models in which the physical intensity 
is taken to be an exogenous process responding directly to the arrival of jumps. It is indeed 
this type  of self-exciting  model that  is adopted here.  Related papers in this literature 
include Errais, Giesecke and Goldberg (2010), who present a model in which the intensity 
of defaults among a portfolio of loans increases temporarily following each default.  This 
type of behaviour induces clusters of defaults, which the authors argue may arise out of 
the interconnectedness of the firms or individuals whose debts comprise the portfolio, or 
possibly their common sensitivities to macroeconomic variables. Ait-Sahalia, Cacho-Diaz 
and Laeven (2010) present  a model in which multiple  markets exhibit cross excitation, 
where a crash on one market increases the likelihood of observing a crash on another, 
related market. Eraker (2004) analyses a model in which the index and its variance jump, 
and where the intensity is a linear function of variance. This creates a feedback mechanism 
through volatility which induces self-exciting behaviour in the market process. Importantly, 
Eraker (2004) finds that this model provides a good fit to S&P500 index options. Xiu (2011) 
also explores the impact of self excitation on option prices with  use of his asymptotic 
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expansion technique, where the model of the intensity process is similar to that explored in 
this thesis (see (2.14)). Finally, Fulop, Li and Yu (2012) adopt a particle filtering technique 
to estimate the parameters of a self-exciting equity model using S&P500 return data, and 
report that  allowing for self excitation greatly improves  the fit  of their model to data. 
Particle filtering  methods are also employed in this thesis, and thus the work of Fulop, 
Li and Yu (2012) is closely related. However, one (significant) point of distinction is that 
this thesis employs options data towards estimation also, which introduces a number of 
additional complexities and should, by the arguments put forth in Section 5.5, yield higher 
quality estimates.4 
 
It might  be argued that  this growing body of empirical findings by itself warrants an 
investigation of self excitation in equity markets. Beyond this however there exist a number 
of sound theoretical arguments for why the intensity may be time varying, and why it may 
itself respond to shocks to the financial system, and these arguments  also serve to motivate 
an investigation. As an example of a theory-based impetus for investigating self-exciting 
processes, consider the aforementioned GFC, and in particular the period during the final 
months of 2008 during which the heaviest  losses were observed. Insofar as the financial 
system was concerned, the revelation in mid-2008 that merchant banks would have to write 
down billions of US Dollars in toxic assets led to the need for action by the US Treasury 
in the form of the Troubled Asset Relief Program (better known as the “TARP”), which 
required US Congressional approval. 
 
A vote was scheduled for September 29 2008. Market participants had learned through 
the media that an agreement had been reached between Congressional leaders, and that 
the vote was expected  to pass. However, when the vote was taken it was defeated by a 
nontrivial  margin5  (228-205), and as it became clear that  the vote would not pass, US 
markets began to tumble and the Dow Jones index suffered its worst one-day point loss 
on record (-778.68 points, or -6.98% in relative terms).  This could clearly be viewed as 
 
4 See also the related works of Yu (2004) who treats a self-exciting extension of the Merton (1976) model 
and fines strong evidence of jump clustering using US equity data, or Maheu and McCurdy  (2004) and 
Christoffersen, Jacobs and Ornthanalai (2008) who consider self-exciting extensions of the GARCH model 
of Bollserslev (1986) in discrete time. The former in particular find evidence of self excitation in individual 
US equity returns around the 1987 crash. Knight and Satchell (1998) also consider a self-exciting GARCH 
model but no estimation on real data is performed. 
5 See the website of the Clerk of the House of Representatives (Clerk.House.gov, 2008). 
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an unexpected shock to the financial system, and of the type jumps are used to represent 
when building financial models. 
 
The view taken here is that the event described above significantly raised the likelihood 
of observing subsequent events of a similar nature.  First,  losses in the market values of 
financial institutions were responsible for much of the overall loss on the S&P500 that day, 
and the potential for one or more of these banks to become insolvent was real. The situation 
could be viewed as even more serious if one considers the interconnectedness of the financial 
institutions worldwide, and the pressure already present due to the bankruptcy of Lehman 
Brothers, the bailout of AIG, and the Federal takeover of Fannie Mae and Freddie Mac. 
Second, the fact that  banks had all but removed themselves from short-term corporate 
credit markets had a marked impact upon the real economy. At the time the inability 
of firms across the industrialised world to raise funds to cover operating costs raised the 
possibility of a severe recession, which would naturally have led to further losses on markets 
had a complete seizure eventuated.  Finally,  the fact  that  the response  of Government 
agencies and regulators was poorly implemented at the first attempt arguably lowered the 
expectations of investors as to how effective any policy response would be. Indeed, one 
might argue generally that a lack of faith in regulators’ abilities to coordinate a response to 
an initial  event, or a perceived unpredictability on the part of the regulators, might drive 
participants to assign a greater likelihood of subsequent, related events following a crisis. 
To summarise, it is argued here that on the morning of September 30 2008, the likelihood 
of observing subsequent significant losses on financial markets in the near term must have 
been higher than it otherwise would have been had the TARP been approved by Congress, 
and the large sell-off not occurred on the previous day. From the perspective of one who 
seeks to model the  economy using jump-diffusion models, it is reasonable to investigate 
whether or not this type of self-exciting behaviour is exhibited in reality. 
 
Finally, for one last motivating factor, misspecifying the behaviour of the intensity process 
is not without  cost from a practical perspective, and warrants an investigation.  To see 
this, consider the pricing of out-of-the-money put options over the index in a self-exciting 
economy, where it is  recalled that out-of-the-money put contracts are essentially “crash 
insurance”, as  they only pay out in the event  of heavy losses  on the underlying.   An 
agent who makes the mistake of assuming a fixed intensity would write out-of-the-money 
put contracts without  considering the fact that if a crash was to occur, the price of the 
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short contract would increase not only because it has moved closer to being in the money, 
but also because the likelihood of subsequent  crashes has increased. Such a movement 
would naturally heighten the likelihood that the contract would generate an even greater 
payoff. More generally, market participants who would seek to measure the risk in their 
positions might greatly underestimate their potential future losses if self excitation was a 
feature of financial markets, but ignored. Indeed, the clustering behaviour exhibited by 
self-exciting market processes,  as will be showcased in the following chapters, can lead to 
considerable losses over relatively short periods of time and if present, ought to be managed 
appropriately. 
 
 
 
 
1.2    Modelling  and Estimation Techniques 
 
 
 
Having stated the goals of the thesis, it is necessary to describe how the analysis is to be 
conducted  so that its position within the literature can be established.  A new self-exciting 
market process is introduced. This new process uses the well-known Bates (1996) model 
as a basis, and extends it so that the intensity is a separate stochastic process, directly 
sensitive to the occurrences of jumps. The resulting model resides within the affine jump- 
diffusion class, allowing the use of efficient Fourier-based techniques in option pricing (those 
formalised by Duffie, Pan and Singleton (2000)). The ability to price options inexpensively 
is crucial, as option price data (and potentially large amounts thereof ) is to be included in 
the dataset. 
 
The rationale for including options data is that the intensity, much the same as volatility,  is 
a latent process and cannot be directly observed, and it is thus very difficult to learn about 
through inspection of returns data alone. Indeed, essentially all information regarding the 
behaviour of the intensity is embedded within the jump component of the market process. 
Because jumps  are inherently infrequent, and themselves not directly observed, returns 
are limited as to how informative they can be regarding the intensity.  Option prices on 
the other hand are sensitive to the entire state vector driving the economy, including the 
intensity, as alluded to in the discussion surrounding Figure 1.2. Therefore, option price 
data represents a potentially rich source of information regarding the location of intensity, 
and its inclusion in estimation exercises should significantly enhance the quality  of the 
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results.6 One of the innovations of this thesis is that, by way of parallelisation techniques, 
very large panels of option price data can be used towards estimation with the computing 
times involved remaining practical. Finally, given that options data is included along with 
returns data, an equilibrium analysis is used to motivate a pricing kernel used for switching 
between the physical and risk-neutral versions of the economy. 
 
Regarding the estimation procedure itself, maximum likelihood is chosen as the estimation 
technique.  Given the latency of the intensity  process (and the volatility  process),  it is 
necessary to solve a nonlinear filtering problem to produce the likelihood function of the 
observables. The filtering problem here is handled using a stochastic technique known as the 
“particle filter”, which readily allows for inclusion of option prices in the dataset. As alluded 
to earlier, the particle filtering algorithm is shown to be highly amenable to parallelisation, 
and parallelised version of the algorithm is implemented on the new generation of NVIDIA 
graphics processing units. 
 
As a preview of what is to come, it is useful to jump directly to the end of the thesis 
and summarise the findings of the empirical analysis. Essentially, the self-exciting Bates 
(1996) model collapses to a model that  is not self exciting when a parameter, ζ ≥  0, 
obtains its lower bound of zero.   The parameter ζ is the sole determinant  of how the 
intensity responds to arrival of a jump, and a test for self-excitation in this context distills 
to a test of ζ  > 0.  Using daily S&P500 index returns and 6 out-of-the-money index 
options per day over the period January 02 1990 through June 29 2012, the estimated 
value is ζˆ  = 1.2748, with a standard error of 0.0180. Although the results presented here 
are somewhat preliminary (see the discussion in Section 6.6), they nonetheless constitute 
strong evidence for self excitation in the S&P500 index, and may be suggestive of the need 
to allow for self excitation in other contexts also. Figure 1.3 overleaf plots the mean and the 
(5%, 95%) confidence intervals of the filtered distributions, along with the VIX, which is a 
well-known measure of market stress (CBOE, 2003), over the sample period. The fact that 
the filtered intensities correlate strongly with the VIX, which is an option-implied measure 
of market stress, bodes well for the performance of the particle filtering algorithm. 
 
 
 
 
 
6 It is pointed out in Chapter 5 that option prices are themselves sensitive to the parameters of the model, 
and can improve the quality  of the estimates via this channel also. 
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Figure 1.3: The VIX  and the filtered intensity process for the self-exciting Bates (1996) model. The period 
under inspection is January 02 1990 through June 29 2012. The (5%, 95%) CIs of the filtered distributions 
of the intensity are also plotted. 
 
 
 
 
 
1.3    Relative  Positioning of this Thesis Within the Literature 
 
 
Although this thesis can be viewed  as collecting tools and concepts necessary for handling 
empirical research into self excitation (and a critique thereof ), it also resides well within 
the boundaries of two separate literatures centred about other concerns. The first of these 
focuses on utilising options data to estimate not just the parameters governing the physical 
dynamics of a market process, but also the parameters governing the pricing of risk.7  Well- 
known papers from this literature include Chernov and Ghysels (2000) who use a moment- 
 
7 Note that  there is another, quite large literature  devoted to the use of option prices not to estimate the 
parameters of dynamic models, but rather to forecast future return volatility. See for example Poon and 
Granger (2003), Martens and Zein (2004), Pong, Shackleton, Taylor and Xu (2004), or Becker, Clements 
and McClelland (2009). This thesis adds nothing to that  literature.  Though, it is noted in in Chapter 7 
that constructing the VIX  according to the self-exciting Bates (1996) model and evaluating the resulting 
forecasts might provide an interesting extension of the work performed here. 
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based estimation  technique in the context of the Heston (1993) model, Pan (2002) who 
again uses a moment-based approach to estimate the parameters of her extension of the 
Bates (1996) model (as noted earlier), Eraker (2004) who uses Markov chain Monte Carlo 
methods to estimate an extended version of the Duffie, Pan and Singleton (2000) model (as 
was also noted earlier), and finally Ait-Sahalia and Kimmel (2007), who apply maximum 
likelihood to a dataset of returns and the VIX. This is only a sample of the papers of this 
literature, and far more in-depth reviews are presented in Sections 2.2 and 5.2. As to what 
is added to this literature here, the panel of options data used to produce the results in 
Chapter 6 is far larger than has been used elsewhere, and very sharp parameter estimates 
are produced. As an example, the sign of the volatility  premium in Heston (1993)-style 
models is a central point  of concern in the papers of Pan (2002) and Ait-Sahalia and 
Kimmel (2007). Very strong evidence of a negative volatility  premium is obtained here. 
 
The second literature  that  this thesis is aligned with  is that  concerning stochastic ap- 
proaches to solving parameter estimation problems in the presence of latent variables. The 
reason that  this literature  has become  so important  is that  handling latent  variables in 
all but the most simple of cases gives rise to nonlinear filtering (or smoothing) problems, 
which present enormous computational difficulties.  Even with today’s computing power, 
direct quadrature-based techniques (i.e.  the nonstochastic approach) are often not feasi- 
ble, particularly when the amount of options data available is significant. This restriction 
must be overcome  if use is to be made of the wealth of options data available, and this 
has been the impetus for adopting stochastic approaches  as they are significantly more 
tractable.  Earlier developments in this area include the work of Jones (2003) who used 
Markov chain Monte Carlo to estimate a constant-elasticity-of-variance  extension to the 
Heston (1993) model, Eraker (2004) who (as noted above) used Markov chain Monte Carlo 
to handle the latent volatility  process in the model of Duffie, Pan and Singleton (2000), 
and Forbes, Martin and Wright (2007) who estimated the Heston (1993) model via Markov 
chain Monte Carlo overlayed with an efficient approximate-filtering technique for sampling 
from the posterior of the latent volatility  states. The “other”  stochastic approach, being 
that of particle filtering, has been applied in the context of the Duffie, Pan and Singleton 
(2000) model by Johannes, Polson and Stroud (2009), who use it to carry out a filtering 
exercise as opposed  to an estimation exercise, and Fulop, Li and Yu (2011) who use the 
particle filter  as an embedded step with  a Markov chain Monte Carlo procedure. This 
12 CHAPTER 1.  INTRODUCTION  
 
 
literature is reviewed far more thoroughly in Section 6.2. The work conducted here adds 
to this literature by being the first to employ a particle filter-based estimation procedure 
to a dataset comprised of both returns and option prices. 
 
 
 
1.4    Structure  of this Thesis 
 
 
 
The main body of this thesis consists of five chapters. This is followed by a conclusion, a 
bibliography, and a technical appendix. 
 
 
•  Chapter 2 provides an overview of the self-exciting Bates (1996) model, which serves 
as  the workhorse model throughout this thesis.   Section 2.2 provides a thorough 
review of jump-diffusion models used in finance so that the position of the workhorse 
model within  the literature  is properly established. Section 2.3 extends the well- 
known, but  less-complicated, Merton (1976) model to allow for self excitation  in 
order to formalise notation in a more simple setting.  Section 2.4 introduces the “full” 
workhorse model, and Section 2.5 provides a justification  for the choice of model, 
discussing its advantages and disadvantages compared to some related models. 
 
•  Chapter  3 establishes a pricing kernel to accompany the workhorse model. Section 
3.2 reviews the related literature and cites the papers upon which the analysis of this 
chapter is based. Section 3.3 presents an equilibrium model which sheds light upon 
the pricing of the risks present in the self-exciting market.  The results justify  the 
use of an affine pair of physical and risk-neutral processes, which is important when 
the problem of pricing options arises. Section 3.4 considers the impact of intensity- 
related risk on the prices of derivative contracts.  Finally,  Section 3.5 presents the 
pricing kernel used for empirical purposes, and in turn derives the risk-neutral system 
associated with the model. 
 
•  Chapter 4 focuses on the pricing of derivative contracts within the self-exciting 
Bates (1996) market. Section 4.2 cites a number of papers to have employed the 
Fourier- based method used here. Section 4.3 introduces the characteristic 
function of the workhorse model (i.e. the Fourier transform of its transitional 
density function), and discusses its computation. Section 4.4 demonstrates how to 
invert the characteristic 
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function for the probability density function of returns. The recovery of option prices 
is treated in Section 4.5, and Section 4.6 considers an important  issue related to 
identifying jump-risk premia with  use of options data in isolation.  The numerical 
evaluation of the pricing function is discussed in Section 4.7, and finally Section 4.8 
compares the price profiles for options generated by the Bates (1996) model with 
those generated by its self-exciting extension. 
•  Chapter  5 treats the considerable issue of parameter estimation for the self-
exciting Bates (1996) model. Section 5.2 reviews a number of papers which use both 
returns and option prices to estimate continuous-time models. Section 5.3 turns to 
the esti- mation problem faced here and formalises matters such as which parameters 
are to be estimated, and necessary transformations of the data to be made prior to 
estimation. Section 5.4 describes the filtering problem, stressing the difficulties 
presented by two latent state processes, being the volatility  and the intensity. Finally, 
Section 5.5 asks some interesting questions related to how the properties of the 
option-related com- ponent of the dataset impact upon the quality of the resulting 
parameter estimates. 
 
•  Chapter  6 introduces the particle filtering algorithm, which is used to implement 
the nonlinear filtering step of the estimation algorithm, and presents some prelimi- 
nary estimates obtained with its use. Section 6.2 reviews the literature on nonlinear 
filtering problems in the financial context. Section 6.3 introduces the particle filter, 
and adapts it for use in the context of the self-exciting Bates (1996) model. Section 
6.4 then demonstrates that the algorithm is well suited for parallelisation, and veri- 
fies these claims with the results of computer experiment. Section 6.5 then examines 
the effectiveness of the particle filter via a small-scale simulation study, and finally, 
Section 6.6 discusses an application to real US equities data. 
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Chapter  2 
 
 
 
 
 
A Self-Exciting  Market Process 
 
 
 
 
 
 
2.1    Introduction 
 
 
 
 
This chapter sets the foundations for the thesis by addressing a number of fundamental 
issues. First,  concepts such as “jumps”  and “intensities”  are defined, and their use in 
modelling financial crashes is reviewed.  Then, building upon the notion of a self-exciting 
market as one in which a crash serves to “weaken” the market and make further crashes 
more likely, this chapter settles upon a quantitative model of such behaviour. Essentially, 
the workhorse model for this thesis is obtained by taking the well known constant-intensity 
jump-diffusion Bates (1996), and endowing it with a time-varying intensity that responds 
to jumps.  This modification will be shown to render the extended model a self-exciting 
one. The model is developed in this chapter, and crucial objects such as the distribution 
of the jump count  and the returns density are compared with  those of the “baseline” 
constant-intensity Bates (1996) model. 
 
With  regard to the structure of this chapter, an intuitive overview of the issues that sur- 
round the use of jumps in financial models will prove invaluable as the thesis progresses. 
Therefore, Section 2.2 begins with a review of continuous-time financial models, starting 
with the well known diffusive models, and builds progressively to models that possess a 
jump component, which are of course used to mimic crashes. Having established how jumps 
can be effective in explaining the long-run behaviour of equity indices and implied volatil- 
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ity smiles by referencing  some well known empirical studies, the notion of a self-exciting 
market is turned to. 
 
Before proceeding to the “full” self-exciting Bates (1996) model however, Section 2.3 con- 
siders the well-known jump-diffusion model of Merton  (1976) in which the intensity  is 
constant, and relaxes this assumption so that the market self excites. The rationale for 
beginning with  the Merton (1976) model is that  it allows complicating factors such as 
stochastic volatility  to be  ignored.  For the self-exciting  version of the Merton (1976) 
model, it is also assumed that the intensity increases by only a fixed amount following any 
crash, which is less complicated  than the stochastic  response of the full self-exciting Bates 
(1996) model.  A direct comparison of the count  probabilities across the Merton (1976) 
model and its self-exciting extension is made, and the distribution  is demonstrated to be 
markedly more skewed in the case of the latter. 
 
The model used  as the workhorse for this thesis is then introduced and developed in 
Section 2.4. As stated earlier, the well-known Bates (1996) model is extended  so that the 
probability of a crash responds to the occurrence of a crash, and an allowance is made for 
the response to differ from one episode to the next.  Moreover, the possibility of nonzero 
correlation between jumps in the index level and jumps in crash probabilities is catered 
to. This latter property is argued to be important as it allows for a leverage effect in jump 
innovations.  After both a qualitative description and a quantitative analysis of the model 
are given, Section 2.5 compares it with  some contemporary self-exciting models used in 
finance, and demonstrates that  the model falls within  the affine class of jump-diffusion 
models. This last property of the model will prove crucial in later chapters,  as it will allow 
for the efficient computation of option prices (see specifically  Chapter 4). 
 
In brief summary, Section 2.2 will begin by introducing some fundamental concepts and 
the notation used throughout this thesis, Section 2.3 will then explore the implications of 
self excitation for the less-complicated Merton (1976) economy, and finally Section 2.4 will 
develop and analyse the self-exciting Bates (1996) model used as the basis for this thesis. 
The following chapter then investigates how to price the additional risks presented by the 
self-exciting component of the model via equilibrium arguments. 
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2.2    A History  of Jump-Diffusion Models in Finance 
 
 
 
There is a rich history of using continuous-time processes in the study of finance. The 
story of Bachelier (1900) proposing in his thesis to use Brownian Motion to describe price 
fluctuations on the French Stock Exchange is now lore.  Decades later, Osborne (1959) 
suggested the use of geometric Brownian Motion to describe the behaviour of the New 
York Stock Exchange, and this model was adopted by Samuelson (1965) and Chen (1970) 
(among others) in early efforts to price options (or rather warrants given their relative 
popularity at the time). It was indeed the continuous-time formulation of this model that 
was used by Black and Scholes (1973) and Merton (1973,a) in their now-famous expositions. 
In essence, the acknowledgement that derivative positions could be replicated in continuous- 
time markets driven by Brownian Motion earned Robert Merton and Myron Scholes the 
Nobel Prize in Economics in 1977 (NobelPrize.org).  The model these authors used has 
become somewhat outdated (in academic circles at least), but its simplicity renders it an 
ideal starting point for this review of continuous-time models. 
 
To begin, let S(t) denote the time-t (t>0) value of an equity index, and assume that 
the level of the index is the only random process driving the state of the market.  This 
assumption essentially  places one in a single-stock, single-currency world, and rules out 
stochastic interest rates, stochastic factors driving expected returns on capital investment, 
or stochastic factors driving the volatility  of returns on capital investment, which explains 
the reference to the model’s “simplicity” in the previous paragraph. The Black Scholes 
Merton (1973) model (henceforth the BSM model) posits that  the index level  evolves 
continuously through time according to1 
 
dS = µ dt + σ dB . (2.1) 
S 
 
 
Proceeding informally, the left-hand side (henceforth LHS) of (2.1), dS
 
, is the instanta- 
S 
neous return on the index over the interval [t, t + dt]. The right-hand side (henceforth RHS) 
is the sum of a “drift” component µ dt, which plays the role of the expected instantaneous 
return, and a “diffusion”  component  σ dB, which is responsible for introducing random 
 
1 Throughout this thesis the dependence of stochastic processes upon time will be dropped after the initial 
introduction  of the process (i.e.  S(t) is henceforth written  as S) unless it is necessary to explicitly  include 
it to avoid confusion. 
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variation.  With  regard to the former component, the expected return µ is typically writ- 
ten as r + φ, with r denoting the risk-free rate, and φ denoting a premium for equity risk, 
and with both quantities assumed constant in this treatment.  With  regard to the latter 
component, B(t) is a Brownian Motion, and dB(t) is its differential.2   By proceeding in- 
formally again, dB ∼  N(0, dt), and thus the term σ dB simply perturbs the instantaneous 
return with a mean-zero Gaussian innovation with variance σ2 dt.  On an aesthetic note, 
it is common to refer to σ as the “volatility” in the context of the BSM model, but when 
the diffusion coefficient is allowed to evolve stochastically as in the Heston (1993) model, 
i.e.  σ becomes 
√
V , it is common to refer to V (analogous to σ2) as the volatility.   This 
 
somewhat confusing convention is adopted here. 
 
For the purposes of this thesis, the most important  feature of the Brownian Motion B 
is that it is a continuous process, and thus so it S. What this means of course is that S 
cannot  pass from some lower value, S(l), to a higher value, S(h), without passing through all 
values on the interval 
( 
S(l), S(h) 
)
; it cannot “jump” over any intermediate values. Models 
driven only by Brownian Motion are referred to henceforth  as “diffusive”  models, as in 
such models probability diffuses from one region into its neighbours,  as opposed to being 
redistributed across the entire state space. 
 
As was discussed in Chapter 1, it is well known that financial markets suffer from periodic 
“crashes”, in which prices move substantially over relatively short  periods of time, and 
typically to the detriment of the average investor. From a modelling perspective, it proves 
extremely difficult to explain such movements  with a diffusive model due to the required 
continuity of its paths. Indeed, a GFC-magnitude daily loss of approximately -7% is very 
unlikely to be observed  in paths simulated from (2.1) for realistic values of µ or σ.3   In 
the 1970’s, authors such as Cox and Ross (1975), Merton (1976) and Oldfield, Rogalski 
and Jarrow (1977) moved to extend the Black Scholes Merton (1973) model to rectify this 
deficiency. The modelling decision these authors made was to an additional compound- 
Poisson component to the RHS of (2.1), allowing S to jump between values (these models 
 
2 See Chapter 2 of Oksendal (2007) for a formal mathematical description of this process, or Chapter 3 of 
Musiela and Rutkowski (2009) for a technical exposition in the financial context. 
3 For a basic example, note that the VIX  was 34.74% at the market close on the preceding trading day, the 
26th  of September 2008. Taking N(0, 0.34742 /252) as a simple approximating  distribution of the return 
on US equities on the 29th  of September 2008, a return of − 6.98% was 18.8 standard deviations below the 
mean, and the probability of observing a more extreme return was approximately 4 × 10− 77 %. 
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are discussed later in this section).4 Before discussing the technical details of compound- 
Poisson processes and a review of the surrounding literature, it may be useful to take a brief 
detour and consider which of the other deficencies of the model in (2.1) can be handled 
within the class of diffusive models. 
 
Arguably, the most critical shortcomings of the BSM model in (2.1) are that the instan- 
taneous rate for riskless borrowing and lending is constant, and more contentiously (for 
modelling equities) that the “volatility” σ is a constant. Regarding the first deficiency, it 
is an irrefutable fact of life that “short rates” vary, as evidenced  by observed daily varia- 
tion in the US Federal Funds Rate, for example. There is an enormous literature devoted 
to modelling the short rate.  Well known papers include Vasicek (1977) who proposes an 
Ornstein Uhlenbeck (henceforth OU) process, Hull and White (1990) who extend the OU 
process so that it matches an initial  yield curve, Cox, Ingersoll and Ross (1985,b) who use 
a square-root Feller (1951) process to ensure that the rate remains positive, and Black and 
Karasinski (1991), who model the short rate as the exponential of an OU process so that 
the rate remains positive. 
 
For a closer look at how these models operate, the model of Cox, Ingersoll and Ross (1985,b) 
(henceforth CIR model) provides a useful candidate for analysis as the mathematical model 
is also used for the variance process in the workhorse model of this thesis (see 2.3 in this 
section or 2.12 in Section 2.4). The short rate, r(t), is assumed to satisfy the stochastic 
differential equation (henceforth SDE) 
 
dr = κ(r∞ −  r) dt + ξ 
√  
r dB . (2.2) 
 
 This process is known as a square-root Feller (1951) process as the diffusion coefficient is 
proportional to 
√
r, and as it was Feller (1951) who established the functional form and 
 
other properties of its probability density function (henceforth PDF) via a Fourier analysis. 
In essence, the drift component κ(r∞ −  r) dt serves to “pull” the rate towards its long-run 
mean value r∞, and the diffusion coefficient  ξ
√
r  has a root at zero, ensuring  that  the 
rate does not go negative (the rate can take on the value zero if Feller’s (1951) condition 
2)
 (
2κr∞  ≥  ξ is not satisfied however). A short rate evolving according to (2.2) can be 
expected to exhibit persistence, mean reversion and importantly,  variability  proportional 
 
4 The addition  of a compound-Poisson  processes to a diffusive model of stock prices actually appeared as 
early as Press (1967) who proposes a model very similar to that used by Merton (1976). 
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to the current  level of the  rate.  See Chan, Karolyi,  Longstaff and Sanders (1992) who 
emphasise the empirical importance of “level effects” in models of short rates. 
 
For completeness,  it is noted that  these models are all instances of single-factor mod- 
els, as they are driven by a single Brownian Motion.  A significant shortcoming of these 
models is that all points on a forward-rate curve have perfect local correlation with each 
other, which is restrictive when pricing swaptions or constant-maturity swap instruments, 
for example.  There indeed exist many diffusive  “term-structure” models, which utilise 
higher-dimensional Brownian Motion, and allow for “decorrelation” among different for- 
ward rates.5  While diffusive  interest-rate models such as that in (2.2) are adequate for 
use when pricing equity derivatives, jumps may be necessary for obtaining accurate prices 
for pure interest-rate securities such as caps,  floors or swaptions. See for instance Das 
(2002) or Johannes (2005) who find empirical evidence of jumps in interest-rate factors by 
examining the response of US yield curves to “unexpected” economic news. 
 
The second shortcoming of the BSM model, being the constant volatility  of returns, was 
noted as early on as Black and Scholes (1972), before their seminal 1973 paper was pub- 
lished!. They investigated how best to choose the value of σ to use with their model given 
that volatility  was known to fluctuate, and concluded that a forecast of the average level 
of volatility  to prevail over the life of the option was the optimal approach. See the top 
panel of Figure 2.1 overleaf which graphs the 22-trading day rolling standard deviation 
of S&P500 returns over the period spanning early 1986 through mid 2012, revealing clear 
time variation in the volatility  of returns.  Note the periods of extreme volatility  follow- 
ing the 1987 Stock Market Crash, during the GFC (2007-2009), and during the European 
Sovereign Debt Crisis (2009-present). 
 
 
 
 
 
 
 
 
5 Well known examples include the two-factor model of Hull and White (1994) wherein the short rate is a 
linear combination of two OU processes, the Heath, Jarrow and Morton (1992) framework which models the 
full instantaneous forward curve as a continuum of general diffusion process, the class of models proposed 
by Duffie and Kan (1996) which essentially models the short rate via a combination of OU and square-root 
Feller (1951) processes (some for variance), and the Libor Market Model of Brace, Gatarek and Musiela 
(1997) which models discrete-tenor forwards using multiple  scaled geometric Brownian Motions. 
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Figure 2.1: Top panel: The (backward looking) rolling 22-day standard deviation of S&P500 daily index 
returns over the period February 03 1986 through July 31 2012. Data sourced from the Chicago Board 
Options Exchange (CBOE).  The standard deviations are scaled by 
√
252 in order to report an annualised 
quantity.  Bottom  panel: The implied volatility smiles recovered from options on the S&P500 index (SPX 
options) on the 1st , 8th  and 15th  of August 2011. Data sourced from Bloomberg Data Services (Bloomberg, 
2012). 
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The assumption of deterministic volatility  also manifests itself in the inability  to match 
observed option prices. Indeed, introducing stochastic volatility  leads immediately to the- 
oretical option prices that are different to those that would prevail in a market described 
by the BSM model. Importantly,  the price profiles that obtain when stochastic volatility 
is allowed for are more consistent with those observed in practice (see for instance Hull 
and White (1987) for an early illustration  of this).  To demonstrate the issue, it is well 
known that when observed option prices are used to invert the BSM pricing function for 
the market-implied value of the volatility σ, a systematic relationship between the implied 
values and the strike  prices (henceforth K ) of the options is observed  (see for instance 
Derman and Kani (1994)). Typically, the implied values are referred to as “implied volatil- 
ities”  and denoted σ(I V )(Ki)  for the ith option.  See the bottom panel of Figure 2.1 on 
the previous page which displays S&P500 implied volatilities recovered on the 1st, 8th  and 
 
15th  of August 2011 (weekly intervals), which fell during the height  of the uncertainty 
surrounding a potential exit of Greece from the Eurozone and contagion among European 
governments.6 
 
As for the case of short-rate models, there exists a large body of research into how best 
to allow for random time variation in volatility.   Central papers in this area include Hull 
and White (1987) who demonstrate that European option prices are expectations of BSM- 
style prices taken  over volatility  when volatility  and returns are uncorrelated, Johnson 
and Shanno (1987) and Scott (1987) who propose modelling volatility  as an OU process, 
Wiggins (1987) who investigates pricing options via equilibrium arguments in the presence 
of stochastic volatility,  and Melino and Turnbull  (1991) who find empirical support for an 
exponential-OU model in markets for foreign exchange options. Research into stochastic 
volatility  also precipitated research into efficient pricing of options in models more general 
than the BSM model. Indeed, Stein and Stein (1991) use Fourier Analysis to price options 
when volatility  evolves  as an OU process, and Heston (1993) extends their approach to 
handle a CIR-style square-root Feller (1951) process for volatility.   These techniques are 
essentially the ancestors of those used to price options in the self-exciting model of this 
 
 
6 The shape of the implied volatility function  σ(I V ) (·)  is typically  a “smile”  or “smirk”, depending upon 
the state of the market, and is referred to as such by practitioners.   The implied volatilities  plotted  in 
the bottom  panel of Figure 2.1 exemplify a smirk.  The implied volatilities  were smoothed using a pre- 
calibration of the SABR model for presentational purposes (see Hagan, Kumar, Lesniewski and Woodward 
(2003)). 
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thesis (see Section 4.3). 
 
 
Briefly, the Heston (1993) model of stock prices posits that the economic system is described 
by the index level S(t) and the return volatility  process V (t). It is common to use X (t) 
to denote the full state vector describing an economy, and so X (t) = [ S(t), V (t) ]T  in this 
case. S(t) and V (t) are assumed to solve the system 
dS
 
=  (r + φ V ) dt + 
√
V dB1 S 
√    ( 
 
 
 
    ) 
 
 
(2.3) 
dV =  κ(V∞ −  V ) dt + ξ V  ρ dB1 + 1 −  ρ2 dB2   , 
where B(t) = [ B1(t), B2(t) ]T  is a 2-dimensional orthogonal Brownian Motion. Proceeding 
informally again, this means that both dB1 ∼  N(0, dt) and dB2 ∼  N(0, dt), and that they 
are uncorrelated, i.e.  E
r
dB dBT
l 
= I2 dt, where I2  is the 2-dimensional identity matrix. 
Clearly, the local variance of returns is V dt, and this is what is meant by stating that V is 
the return volatility  process. As noted for r in the CIR model, V will exhibit persistence, 
mean reversion, and a level effect in its variability.   With  regard to the parameters of 
the process in (2.3), κ, V∞ and ξ play the same role as their counterparts in the CIR 
dS 
process, and ρ is the local correlation between 
S 
by computing 
and V . This can be confirmed quickly 
E 
 
dB1
(
ρ dB1 + 
 
1 −  ρ2 dB2
) 
 
 
= ρE [dB1 dB1] + 
  
1 −  ρ2E [dB1 dB2] 
 
= ρ dt. 
Typically ρ is taken to be negative to reflect the fact that negative shocks are more likely 
than positive shocks to give rise to increased volatility  (see Black (1976) or Campbell and 
Hentschell (1992)) for a discussion of the so-called “leverage effect”).   Finally,  φ has a 
slightly different interpretation in the Heston (1993) model when compared to its interpre- 
tation in the BSM model. It remains linked to the equity premium, but it now scales V . 
Given this, the (local) equity premium E 
 
manner that φ must be interpreted. 
  
dS 
l 
S  
−  r dt = φV dt, and it is in this “scaling” 
 
 
As for interest rate models, while the Heston (1993) model is still the topic of academic 
research (see for example Ait-Sahalia and Kimmel (2007) or Hurn, Lindsay and McClelland 
(2012,b)), limiting oneself to the set of diffusive equity models is restrictive. First, models 
possessing  jump components produce a superior fit  to equity returns (the literature  is 
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discussed below). Second, models with jump components are far more capable of matching 
observed option prices (discussed below also).7   While there are indeed diffusion-based 
extensions of the BSM or Heston (1993) models which provide a better match to observed 
prices, these models are typically “market-driven”  and lack “economic content” to some 
extent and are not well suited to academic research. Though, it should be noted that these 
models are quite effective in the hedging of equity derivatives (see for instance Derman, 
Kani and Zou (1996) or Chapter 8 of Gatheral (2006)).8 
 
Before turning to the literature on jump-based alternatives to the BSM or Heston (1993) 
models, it is useful consider briefly the mathematics of the compound-Poisson  process. An 
excellent  starting point  is the Merton (1976) model, as the following section uses it to 
introduce some technical details surrounding self excitation. The Merton (1976) model is 
typically written in the form 
 
dS 
S  
= (µ −  λE[k]) dt + σ dB + k dN , (2.4) 
 
P(dN = 1) = λ dt , (2.5) 
 
where log(1 + k) ∼  N(δ, ν), and where the constant λ > 0 is referred to as the “intensity”. 
Clearly, 2.4 coincides with the BSM (2.1), save for two critical differences. The first is the 
 
addition of the “jump” component k dN (t), which is widely used (but informal) shorthand 
 
7 It should also be noted that  purely-diffusive models are popular in modelling other asset classes such as 
commodities. See for instance Black (1976) who uses a scaled geometric Brownian Motion (quite similar to 
the BSM model) to model forward contracts on generic commodities such as gold or grain. See also Gibson 
and Schwartz (1990) who adopt this model for oil markets and who extend it to allow for a stochastic 
convenience yield, which they model as an OU process. 
8 For  examples of market-driven  models, see  Cox and Ross (1976) who suggest a constant  elasticity  of 
variance (henceforth CEV)  model which is a BSM-style model where the diffusion coefficient is a power 
function of the index level, Dupire (1993,1994) or Derman and Kani (1994) who consider local volatility 
(henceforth LV)  models which are BSM-style models where the diffusion coefficient is an arbitrary  func- 
tion  of the index level, or even Alexander and Noguiera (2004) who consider local  stochastic volatility 
(henceforth LSV) models which are Heston (1993)-style models where the diffusion coefficient is an arbi- 
trary  function  of the index level.  To put  matters into perspective, LV  and LSV models can match the 
market prices of options up to an arbitrary  level of precision, but only because the diffusion coefficients 
are constructed from the market prices of the options. This market-driven style of model does not receive 
any further attention  in this thesis as the intention  is to explain the long-run behaviour of equity indices, 
as opposed to a snapshot taken on a given day. For an example of market-driven model which contains a 
jump component, see Andersen and Andreasen (2000). 
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for the differential of the compound-Poisson. Here, N (t) is a Poisson-counting process 
which by (2.5) satisfies N (T ) −  N (t) ∼  Poisson(λ(T −  t)), all times τi  such that dN (τi) = 1 
are referred to as “event times”, and k represents the “jump  size” which is lognormally 
distributed  with  mean E[k] = exp(δ + (1/2)ν) −  1.  The compound-Poisson   process is 
constructed according to the sum9 
LN (t) ki,  where the jump sizes  ki   are independent 
across event times. Given this construction, the jump component k dN can be expressed 
as 
 
 
k dN (t) = 
 
ki if t = τi 
0 otherwise 
 
 
. (2.6) 
 
The series {τi, ki   N (t) will be referred to henceforth as a marked point process, with the 
term “mark”  referring to the actual jump sizes ki  which accompany the event times τi. 
 
The second difference between the BSM process in (2.1) and the Merton (1976) process 
in (2.4) is that the drift  component has been adjusted by − λE[k] dt. The “compensator” 
term is included to offset the effect of the jump component on the expected return, which 
(again informally) is E[k dN ] = λE[k] dt. As this is clearly negated by the componensator 
term, µ remains the expected return on the stock. Models such as the one in (2.4), which 
are comprised of both a diffusion component and a jump component, are typically referred 
to as “jump-diffusion”  models. 
 
As has been noted earlier, there is strong support for the notion that jump-diffusion models 
provide a superior explanation of financial returns  series and a superior fit  to observed 
option prices. Initial  empirical evidence came from Oldfeld, Rogalski and Jarrow (1977), 
who consider what is essentially the model in (2.4) (with dependence between jump sizes 
ki  and kj , i /= j) and perform model specifications tests using US equity returns.  They 
find that  inclusion of a jump component  drastically reduces the extent  to which price 
variation can be attributed to diffusive innovations. Ball and Torous (1985) use the Merton 
(1976) model again in the context of individual US equity returns and arrive at a similar 
conclusion. Jarrow and Rosenfeld (1984) began with a theoretical exposition and extended 
the equilibrium analysis used by Merton (1973) to arrive  at the intertemporal captial 
asset pricing model. Using individual and aggregate US equity data, they concluded that 
 
9 See Cox and Isham (1988) who provide a textbook treatment  of point  processes, including the Poisson 
process and the self-exciting process, which is fundamental to this thesis. 
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a jump component  was present  in equity market returns (though the evidence was not 
overwhelming), and therefore that jump-related risk should command a premium. 
 
In the context of options markets, Jorion (1998) investigated the Merton (1976) model. 
Using parameters estimated with reference to historical US Dollar/Deutsche Mark foreign 
exchange returns, he found that ignoring the jump component (by setting the intensity to 
zero) led to serious mispricings of options on the currency pair. This is to say that options 
which were further from the money could be matched far better when the jump component 
was included. Bates (1996) proposed a new model which incorporated stochastic volatility 
as well as jumps, and found similar results to those of Jorion (1998) in foreign exchange 
options markets.  The model, which is given extensive consideration in Section 2.4, is 
essentially the Heston (1993) model in (2.3), extended with a jump component of the type 
present  in the Merton (1976) model in (2.4) (i.e.   one which has a constant  intensity). 
Bates (1996) found his calibrated model to provide a superior fit to option prices in foreign 
exchange markets.10 Indeed, using US Dollar/Deutsche Mark options Bates (1996) found 
that introducing the jump component allowed for a far better match to prices which were 
further out of the money.  Using options written  over the S&P500 index, Bakshi, Cao 
and Chen (1997) performed a comprehensive comparison of the BSM, Heston (1993) and 
Bates (1996) models (allowing for stochastic interest rates also). They also adopted the 
calibration approach, and found that the jump component of the Bates (1996) model was 
crucial for explaining the shape of the implied volatility  function at more distant strikes. 
 
More recent research into jump-based models in finance have extended the earlier analyses 
in two ways. First, it is typical to use a “joint” dataset, comprised of both spot returns 
and option prices. Second, the intensity is often linked to the level of volatility,  i.e. λ(t) = 
λ0 + λ1V (t), to allow for additional flexibility.  The econometric techniques used to handle 
the difficulties presented by such datasets and model specifications are treated in detail in 
Chapter 5. For the purposes of this section however, it suffices to note that most recent 
research into the area concludes that jump-diffusion models provide a better description of 
 
10 It should be noted that  Bates (1996) used calibrated parameters, as opposed to estimated parameters, 
in his study. The former are obtained by performing generalised nonlinear least squares to minimise the 
distance between the theoretical model prices of a set of options, and their market prices. The latter  are 
obtained using a long history of returns (and possibly options) data, in conjunction with a technique such 
as maximum likelihood or the generalised method of moments.  These concepts are explained in detail in 
Chapter 5. 
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both returns and market prices of options. 
 
 
Andersen, Benzoni and Lund (2003) who use only S&P500 returns data and find strong 
evidence of a jump component  in returns, but little  evidence that  the  intensity is time 
varying (via a link to volatility). Similarly, Eraker, Johannes and Polsen (2003) investigate 
a model with  constant  intensity but jumps in both returns and volatility  (essentially a 
model proposed by Duffie, Pan and Singleton (2000)) using US equity index data. They 
report very strong evidence of a jump component in returns and also for a jump component 
in volatility too. Another investigation is that of Pan (2002),  who uses both S&P500 returns 
and options data to explore the risk-premium structure implied by option prices.  She finds 
clear support for the presence of a jump component, firmly rejecting diffusive alternatives 
such as the Heston (1993) model, and moreover that allowing for a volatility-dependent 
intensity  process  of the form λ  = λ1V  was important  for explaining time  variation in 
options premia. 
 
In a similar vein, Eraker (2004)  uses S&P500  returns and options data and finds support for 
a model in which there are jumps in both returns and volatility, and in which the intensity is 
a linear function of volatility.  As mentioned in Chapter 1, the model investigated by Eraker 
(2004) is self exciting, and his results serve strongly to motivate the analysis performed 
within this thesis.11 Finally, Santa-Clara and Yan (2010) consider a novel extension of the 
Bates (1996) model wherein there are distinct volatility  and intensity processes, and again 
use both S&P500 returns and options data for estimation purposes.  They report strong 
evidence for the presence of jumps in equity returns, citing both the results of a model 
specification test and a good fit  to option prices. They also note that there appears to 
be significant variation in both volatility  and the intensity process, and that these factors 
are positively correlated, but that this correlation is relatively weak (approximate 17%). 
This latter finding is cited in order to support the modelling choice made in this thesis, 
which is to allow for a distinct intensity process, and not simply adopt the parsimonious 
specification of Eraker (2004), i.e.  λ = λ0 + λ1V  with V possessing a jump component, 
which achieves a self-exciting model. 
 
 
11 It is intersting to note however that Eraker (2004) does not explicitly  note the self-exciting nature of his 
model, and in his discussion of the long-run mean number of jumps implied by his parameter estimates, 
he does not mention the inflationary  effect which self excitation has on this quantity.  See the following 
section for a graphical analysis of the impact of self excitation on the count distribution. 
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There are also a number of papers which consider the problem of option pricing in a jump- 
diffusion market from a theoretical, as opposed to empirical, perspective, and which should 
be noted here for completeness. Indeed, Merton (1976) appeals to diversification-style 
arguments to set aside the pricing of jump-related risk, and he arrives at an approximate 
pricing function by conditioning on the number of jumps over the life of the option and 
“integrating” with respect to the count distribution.  Naik and Lee (1990) and Kou (2002) 
consider a Lucas (1978)-style economy and where jumps in dividend streams are lognormal 
and double-exponential, respectively.  Naik and Lee (1990) obtain an approximate pricing 
function by integrating over the number of jumps as per Merton (1976), whereas Kou 
(2002) appeals to special functions of mathematics. Kou and Wang (2004) appeal to the 
Fourier Transform-based methods used by Bates (1996) to obtain an alternative version 
of the Kou (2002) pricing function.   Scott (2002) considers an extension of the Bates 
(1996) model which allows for stochastic interest rates, and uses parameters   estimated 
on historical returns and hypothesised risk-premia parameters to consider the impact of 
parameter variation on vanilla instruments. The technical details of the underlying model 
used in this thesis may be found in Section 2.4, and a derivation of the associated pricing 
function for European vanilla instruments may be found in Chapter 4. 
 
Finally, as was noted in Chapter 1, there are a number of very recent papers which explic- 
itly allow for self excitation in financial markets, and do so in a continuous-time framework. 
Examples include the work of Errais, Giesecke and Goldberg (2010) who use a self-exciting 
loss process for the reference portfolio underlying a credit default swap. Using their specifi- 
cation they find good agreement with market spreads during the GFC.12 Another example 
is that  of Ait-Sahalia, Cacho-Diaz and Laeven (2010) who find strong evidence of feed- 
back from crashes into intensities in major Western equity markets, and feedback from 
one market to another. And the final example mentioned here is Xiu (2011), who uses a 
self-exciting model to explore the effectiveness of his series approximation to option pricing 
functions for jump-diffusion models. Given the relevance of these articles, a more detailed 
discussion of their contents is postponed to the following section and Section 2.4, where 
the models they propose are used as a basis for analysis the self-exciting Bates (1996) used 
in this thesis. 
 
 
12 See for instance Chapters 21-23 of Brigo and Mercurio (2006) for an overview of credit default swaps, 
related instruments, and jump-diffusion models used for credit products. 
2.3.  THE SELF-EXCITING  MERTON (1976) MODEL 29  
}i=1 
i=1 i=1 
 
2.3    The  Self-Exciting  Merton (1976)  Model 
 
 
 
 
 
The classic Merton (1976) jump-diffusion model was introduced in (2.4). In this section the 
classic model is modified so that it is of the self-exciting class. Before defining the process 
for the self-exciting Merton (1976) model, it will prove useful to be a little  more explicit 
regarding the probabilistic underpinnings of the model. Indeed, notions of “measures” and 
“filtrations” will  become increasingly important  as this thesis progresses towards issues 
such as  derivatives  pricing and parameter estimation.   To this end,  when specifying a 
model economy it is common to define a filtered probability  space, 
(
Ω, F , {F (t)}t≥ 0 , P
)
. 
At an intuitive level, Ω is the set of all possible ways in which the economy will evolve, 
F is the set of all possible events which are simply subsets of Ω (and unions, intersections 
and complements thereof ), {F (t)}t≥ 0  is a filtration,  where F (t) contains the events can be 
ruled out or deemed to occur with certainty at time t, and P allocates probabilities to the 
events in F . The next step (for a Merton (1976)-style model) is to define a 1-dimensional 
Brownian Motion B and a 1-dimensional marked point process, {τi, ki   N   , on this space. 
This essentially  means that  for each realisation ω  ∈  Ω there is a realisation of B(t; ω) 
and {τi(ω), ki(ω)}N (t), ∀ t, and moreover that the distribution of B and {τi(ω), ki(ω)}N 
implied by the probability measure P is consistent with the definitions of these processes. 
 
 
As noted in the previous section, the jump component of the classical Merton (1976) model 
is driven by a constant intensity compound-Poisson  process.  One may however question 
the logic of using a Poisson counting process to govern the arrival of events. Indeed, when 
considering a market crash it could easily be imagined that the underlying shock to the real 
economy (or financial markets) which induced the initial correction may have weakened the 
system to some extent. This in turn may have given rise to a greater likelihood of observing 
subsequent events. In such a scenario, the probability of observing a crash would be greater 
than it had been prior to the crash, for some period of time into the future. This channel 
is not captured by constant-intensity Poisson models of crashes, but it is not difficult  to 
extend the Merton (1976) model so as to allow for it.  What is required is a time-varying 
intensity, λ(t), which exhibits a responsiveness to the occurrence of events. 
 
To  define this  extended Merton  (1976)  economy, fix  a  filtered  probability   space 
(
Ω, F , {F (t)}t≥ 0 , P
) 
and as above define on this space a 1-dimensional Brownian Motion 
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B and a 1-dimensional marked point process, {τi, ki}N , where the mark or jump size is 
defined as the 2-dimensional ki   = {kSi, ζ }, which is required as both S and the inten- 
sity λ will exhibit jumps. A time-varying intensity dictates that the system is no longer 
characterised by the location of the index level alone. Thus, define a 2-dimensional state 
vector X (t) = [S(t), λ(t)], which will be seen to fully characterise the state of the economic 
system. 
 
It is assumed that X  evolves according to the SDE13 
 
dS 
S 
=  (µ −  E[kS ]λ) dt + σ dB + kS dN,  (2.7) 
dλ   =  κλ(λ∞ −  λ) dt + ζ dN, 
 
P(dN = 1) = λ dt . 
 
In the above, kS dN and ζ dN are shorthand defined analogously to (2.6), save for the fact 
that ζ > 0 is a constant, and where again log(1 + kS ) ∼  N(δ, ν). With regard to the process 
for λ, it can be seen that an event has the effect of increasing λ by the amount ζ , which is 
seen to govern the “feedback” flowing from events onto the intensity. Between jumps, the 
intensity reverts elastically at rate κλ  to some long-run mean level governed by λ∞, much 
as the volatility  or short rate in the Heston (1993) or CIR models.14 
 
 
Qualitatively, paths drawn from the self-exciting extended Merton (1976) model are similar 
to those drawn from the original Merton  (1976) model. However, one should expect to 
observe many more periods in which “breakouts” occur along paths drawn from the former, 
which is to say that it is less likely to observe crashes in isolation for the latter process. 
Indeed, the constant-intensity nature of the original Merton (1976) model implies that the 
numbers of events across nonoverlapping  periods must be independent. This is anything 
but the case for the extended model. Due to feedback, the occurrence of an event in one 
interval increases the likelihood of observing subsequent  events in an adjacent  interval. 
These additional events may not be realised along any one path, but across many paths, 
one should expect to observe some number of these “knock on” events to eventuate.15 
13 In any sensible economic model, one would allow for µ to exhibit  a dependence upon λ as it is a time- 
varying risk factor.  This complication is ignored at this initial  stage, though it is dealt with  in detail in 
Section 3.5 after the workhorse model has been introduced. 
14 The use of the subscript λ in κλ will  become useful in the following section when a volatility process is 
introduced, and its rate of mean reversion denoted κV . 
15 It is important also to distinguish between a mixed-Poisson (or Cox (1955) process) and the self-exciting 
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The point process {τi, ki}N in (2.7) is an example of a classical Hawkes (1971) process 
which has found wide applicability across multiple areas of scientific pursuit. What makes 
it a “classical” Hawkes (1971) process is that  it is Markovian, and the response of the 
intensity is constant. The former property offers enormous simplifications when seeking to 
price derivatives, but the latter will be relaxed in the following section when the workhorse 
model is introduced. See Hawkes  (1971) or Oakes (1974) for alternative representations of 
a self-exciting process and why the Markovian example in (2.7) is only a special case. In the 
field of finance, recent applications of Hawkes (1971) processes (other than those cited in 
the previous section) include the work of Bowsher (2007), who fits a Hawkes (1971) process 
to New York Stock Exchange  events such as trades and mid-quote changes. He finds that 
the occurence of a trade increases the likelihood of a movement in the order book, and vica 
versa. Another example is the work of Chavez-Demoulin, Davison and McNeil (2005), who 
consider the problem of computing value-at-risk (henceforth VaR) figures in market where 
threshold exceedances follow a Hawkes (1971)-style  process, and report good performance 
in backtesting exercises using European equities data. 
 
Having described the self-exciting extension of the Merton (1976) model, it is possible 
to describe  a very simple algorithm for simulating paths from the two  models in order 
to elucidate the self-exciting mechanism. To this end, one may note that  independent 
paths are of no particular interest in this setting.  Indeed, what is interesting is how the 
introduction of self excitation into the Merton (1976) model impacts upon a given path. 
This is to say that,  for a given realisation from the original model in (2.4), if the jump 
events observed were fed back on the intensity in the manner described by (2.7), what 
would be the impact upon the path?  Given this objective, the strategy adopted here is 
to first simulate a path from (2.4), and to store the primitive random variates used in its 
construction. Then, these stored deviates are used to construct a path according to (2.7). 
 
In order to simulate a path from (2.4), fix a partitioning of the time interval [0, T ], {t0  = 0 < 
 
process in (2.7). Mixed-Poisson processes are point processes wherein the intensity is stochastic, but does 
not respond to the occurrences of events. In this case, the count distribution is still conditionally Poisson 
distributed  (see Appendix A.1).  It is possible to use a square-root Feller (1951) process for the intensity 
λ,  with  no jump  innovation,  and still  achieve a “clustering” in jump  events.  Indeed, CIR  processes 
have already been noted as exhibiting  persistence, and so it should be expected that  the intensity  will 
experience periods of high values, relative to its mean. Jump activity will naturally be higher during such 
periods. 
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t1 < · · · < tM − 1 < tM }, with M + 1 equally spaced time points, i.e. ∆i ≡  ti −  ti− 1  = ∆,  ∀i. 
The process is then discretised according to the Euler Maruyama scheme16 
 
∆Si  = 
 
µ −  λ(c) 
  
eδ+(1/2)ν  −  1 Si ∆ + σSi
√
∆ Ei + kSiSi ∆Ni,  i = 1, · · · , M,  (2.8) 
 
λ(c)  has been used to denote the constant intensity in the original Merton (1976) model. 
In (2.8), the Ei  are iid N(0, 1), and ∆Ni  ∼  Bernoulli
( 
λ(c)∆ 
)
, ∀i, i.e. where at most a single 
event is allowed each period for the purposes of simulation. The time step ∆ is selected as 
 
∆ = 1/252, and thus the simulated paths may exhibit only one jump per day. 
 
 
Generation of the Ei and kSi deviates is straightforward, and the ∆Ni deviates are simulated 
in the standard manner by inverse sampling from the cumulative  distribution  function 
(henceforth CDF) of the Bernoulli distribution  with probability λ(c)∆.  To generate each 
∆Ni in such a way requires precisely one U[0, 1] deviate (i.e. a deviate uniformly distributed 
on the unit  interval),  which will  be denoted by ui.   From this it may be seen that  the 
required primitive  random components for the construction of simulated paths are the 
M
 
series {kSi}M , {Ei}M and {ui}i=1 , and it is indeed these series that must be maintained 
across simulations. 
 
 
The simulation of paths from the self-exciting model in (2.7) again relies upon Euler 
 
Maruyama discretisation of the true process, 
∆Si =  
(
µ −  λi 
(
eδ0 +(1/2)ν  −  1
)) 
Si ∆ + σSi
√
∆ Ei + kSiSi 
∆Ni 
 
∆λi =  κλ(λ∞ −  λi) ∆ + ζ ∆Ni,  , i = 1, · · · , M, 
(2.9) 
 
where the deviates Ei   and kSi   were generated in the process  of simulating from (2.8), 
and where ∆Ni  ∼  Bernoulli(λi∆).  Importantly, the U[0, 1] deviates used to perform the 
required Bernoulli trials are those from the series {ui   M    held over from simulation of the 
path according to (2.8). 
 
 
The sampling procedure for ∆Ni  has two important properties. First, an event along the 
path from (2.8) always corresponds to a jump of the same size on the path from (2.9). 
Second, there is now feedback from events onto the intensity for the path from (2.9). With 
regard to the first point, the Bernoulli trial for the ith ∆N simply involves comparing the 
16 See  Chapter  6 of Glasserman (2003) who cites far more sophisticated schemes  for sampling discrete 
observations from jump-diffusion models. 
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deviate ui  to the value λ(c)∆ (Merton (1976)) or λi∆ (self-exciting Merton (1976)), and 
 
accepting if the deviate is smaller than the these probabilities.  In this light,  it pays to 
 
consider the values used for λ(c)   and λ 
 
, as these  will govern the respective acceptance 
 
rates. Conditional on no events occurring, λ will tend towards the value λ∞.  One might 
(c) therefore consider setting λ∞ = λ as in such a configuration one has that the intensity 
never falls below that  of the constant  λ(c)   (provided λ(0)  > λ ), and essentially only 
 
deviates from this “baseline” level in response to the occurrence of an event. Importantly, 
one has that λ(t) ≥  λ(c),  ∀t.  In fact, it is simple to derive the inequality 
 
 
λ(t)∆ −  λ(c)∆ = 
(
λ(0) −  λ(c)
) 
exp(− κλt)∆ ≥  
0. 
 
 
 
To see  this,  note that  in the presence  of no jumps, λ  solves  the differential equation 
dλ = κλ(λ∞ −  λ) dt, which has the  solution λ(t) = λ∞ + (λ(0) −  λ∞) exp(− κλt).  
As jumps in the intensity are strictly  positive, this solution serves as a strict lower bound 
on λ(t). This guarantees for all intervals that if ui  is small enough to trigger an event 
along a path from (2.8), it will also be small enough to trigger an event in the path drawn 
from (2.9). 
 
 
Recall the second property of the sampling procedure for ∆Ni  noted in the previous para- 
graph was that feedback is present along paths drawn from (2.9). To see this, assume that 
an event took place on the ith interval for the path drawn from (2.9). It follows immediately 
that with probability 
(
λi + ζ −  λ(c) 
)
∆ (> 0 given the logic above) there will be a jump on 
the (i + 1)th  interval in the path drawn from (2.9) and not on the path drawn from (2.8). 
Given these comments, one should expect to observe some instances  of events following 
an initial  event for the self-exciting model which are not manifest in the Poisson model, 
simply due to the effect of the initial  event upon the system in the self-exciting economy. 
This is precisely the motivation for the use of self-exciting processes in modelling equity 
indices. 
 
To illustrate the case graphically, consider Figure 2.2 on the following page. The data used 
to construct this figure were generated by sampling paths of length M=1,260 (equivalent 
to 5 trading years), assuming initial  state-variables S(t0) = 500 (chosen arbitrarily) and 
λ(t0) = λ∞, and choosing parameters  as presented in Table 2.1 which follows the figure. 
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Figure 2.2: Top panel: Simulated paths of the Merton (1976) and its self-exciting (SE) extension in (2.4) 
and (2.7), respectively.  Bottom  panel: Simulated paths of the intensity  in the self-exciting (SE) Merton 
(1976) model. The index levels are plotted against time step. The step size used is ∆ = 1/252, the number 
of steps used is M = 1, 260, and the initial  conditions were S(t0 ) = 500 and λ(t0 ) = λ∞  = 5.0. 
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Parameter µ σ δ0 ν λ(c) κλ λ∞ ζ 
Value 0.1 0.3 -0.15 0.052 5.0 5.0 5.0 2.0 
 
 
Table 2.1: Parameters used in simulating paths from the Merton (1976) model in (2.4) and its self-exciting 
extension in (2.7).  The paths are generated according to the Euler Maruyama discretisation schemes in 
(2.8) and (2.9), respectively. 
 
 
 
 
 
Plotted on this figure are the paths of the index levels constructed according to both (2.8) 
 
and (2.9), and the path of the intensity constructed according to (2.9). Inspection of Figure 
2.2 reveals that an interesting episode took place between the 50th time step and the 100th 
time step. Indeed, by considering the intensity, it may be seen that a jump took place on 
the 21st step. Given that the intensities across the two processes were equal prior to this 
first event, the index levels from both models must have experienced a jump innovation. 
Naturally, the intensity of the self-exciting path increased by ζ in response, and began to 
revert to λ∞  over the subsequent time steps. However, it may readily be seen that the 
index level drawn from the self-exciting Merton (1976) model soon after experienced two 
jumps (at time steps 52 and 55) where no corresponding jumps were experienced by the 
index level drawn from the original Merton (1976) model. 
 
Qualitatively, this episode may be thought of as an initial exogenous shock impacting upon 
the economy. In the standard Merton (1976) economy, this shock does not have any impact 
upon the evolution of the economy, other than to alter the current index level. In the self- 
exciting economy, this shock has had what might be termed a “destabilising effect” on the 
economy, and as such it has increased the likelihood of observing subsequent shocks.  The 
subsequent  jumps in the index  level of the self-exciting economy may be thought  of as 
the higher possibility of subsequent occurring actually being realised. A similar episode, 
wherein the index levels have again diverged due to the occurrence of a breakout of jumps 
in the  self-exciting economy, may be seen to have occurred around the 650th time step 
(beginning with the 654th time step). 
 
 
Having made a comparison of sample paths  drawn from the Merton (1976) model and 
its self-exciting extension, a comparison is now made of the probability  mass functions 
(henceforth PMFs) of the interval counts and the PDFs associated with the index returns 
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across the models. First,  let the transitional PDF of Y (t) = log(S(t)), denoted here by 
f (·), be defined by the relation 
 
P(Y (T ) ∈  A|X (t) = X ) ≡  
  
 
 
U ∈A 
f (U, T |X, t) dU, 
 
and define the PMF of the interval count N [t, T ] = N (T ) −  N (t), denoted here by p(·), be 
defined by the relation 
 
P(N [t, T ] = n|X (t) = X ) ≡  p(n, T |X, t). 
 
It is noted that the PDF of (T −  t)-horizon returns, i.e. R[t, T ] ≡  Y (T ) −  Y (t), is 
obtained trivially from knowledge of f (·).   A discussion of the  computation of these 
quantities is deferred until Section 4.3, where methods for computing f (·) by Fourier-
based methods will be presented,  and also until in Appendix A.1 where associated 
methods will be used to evaluate p(·).17  For the time being, let it be taken as given that 
the quantities f (·) and p(·) are available. 
 
It is important to note that the selection of the parameters λ(c), λ and λ(t) is nontrivial 
 
for the purposes of this exercise, and in particular for comparing the count probabilities. 
 
Indeed, fixing λ(c)  and increasing λ(t) or λ 
 
arbitrarily  will induce larger means for the 
counting processes, which in turn will lead to successively heavier tails for the return PDF 
and successively greater probabilities for larger counts. The converse condition holds true 
also. In order to achieve a meaningful comparison, one should at least seek to enforce that 
the count distributions across both models have the same means. To this end, note that 
the mean of the Poisson model is simply λ(c)(T  −  t), i.e. it scales linearly with time.  To 
compute the analogous value for the self-exciting model is slightly more complicated (see 
Appendix A.1).  It becomes less so however  if one is willing to set λ(t) to its equilibrium 
value, denoted henceforth by λ(e), as the intensity process will not change in expectation, 
and the mean count will scale linearly with time as for the Poisson case, i.e. λ(e)(T −  t). 
All that remains is to determine the equilibrium value. To this end, one may note that the 
 
17 On a related matter, in discussing the recovery of p(·), Appendix A.1 will highlight some of the technical 
and intuitive difficulties one encounters when one moves from constant-intensity Poisson processes to self- 
exciting processes, and in particular  it will discuss some issues related to conditioning upon the intensity 
when assessing the jump behaviour of a self-exciting process. In light of this, it may prove beneficial to 
peruse Appendix A.1 before progressing to sections subsequent to this. 
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long-run mean value of λ, defined by λ(e)  ≡  lim E [λ(T )|F (t)], is (provided that it exists) 
T →∞ 
the solution to 
 
 
  
d   0 = 
ds 
E [λ(t + s)|F (t)]    
s=0 
 
= κλ
(
λ∞ −  λ 
 
(e) ) 
 
+ λ(e) 
 
ζ , (2.10) 
 
 
 
which may readily be solved to obtain λ(e)  = κλλ /(κλ −  ζ ). 
 
Setting λ(t) = λ(c)   = λ(e)   by choosing λ = λ(c)(κλ −  ζ )/κλ has the desired effect of 
reconciling the means of the counting processes for the Poisson and self-exciting models. 
It is noted at this point that if this restriction is not imposed, the return PDFs and count 
PMFs across the two models are vastly different. Indeed, simply increasing the ζ parameter 
leads to a dramatic shift of mass to more negative returns, and higher counts. Given the 
aforementioned restrictions, Figure 2.3 overleaf was constructed. This figure displays the 
return PDFs for the two models and the count PMFs for the two models. As noted earlier, 
the time horizon was chosen to be one trading year, T − t = 1, and the remaining parameters 
used were as provided in Table 2.2 below. 
 
 
 
Parameter µ σ δ0 ν λ(e) κ˜λ λ∞ ζ 
Value 0.1 0.3 -0.15 0.052 5.0 5.0 1.0 4.0 
 
 
Table 2.2: Parameters used towards graphing the return PDFs and count PMFs of the Merton (1976) model 
and its self-exciting extension in (2.4) and (2.8), respectively. 
 
 
 
 
With  regard first  to the return PDF, the impact of self excitation upon its left tail  is 
immediately obvious. The left tail of the return PDF for the self-exciting Merton (1976) 
model is seen to have a far greater thickness than that of its Poisson counterpart. Naturally, 
this additional mass over undesirable returns reflects the greater likelihood of breakouts of 
jump activity  taking place. The greater likelihood of breakouts is clearly reflected also by 
the differences in the count probabilities across the two models. Indeed, for larger counts 
the PMF of the self-exciting model is markedly greater than that of its Poisson counterpart, 
and the right tail of the PMF is seen to decay much more slowly too. 
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Figure 2.3: Top panel: Return PDFs of the Merton  (1976) model and its self-exciting (SE) extension in 
(2.4) and (2.7), respectively.  Bottom  panel: Count PMFs of the Merton (1976) model and its self-exciting 
(SE) extension in (2.4) and (2.7), respectively.  These graphs were produced using T −  t = 1, and thus it is 
a yearly interval under consideration. 
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With  regard to differences in the shapes of the count PMFs across the two models, recall 
that  the parameter λ∞  was chosen to ensure that  the means of the count  PMFs were 
consistent across the two models. As the introduction of self excitation naturally leads to a 
 
longer right tail for the PMF, mass must be shifted towards smaller counts to ensure that 
the restriction upon the mean is enforced. This explains the greater probabilities of lower 
counts for the self-exciting model. As noted earlier, simply introducing self excitation into 
a jump-diffusion model without imposing restrictions on the mean of the counting process 
would lead to vastly different count PMFs and ultimately a meaningless comparison. 
 
 
 
2.4    The  Workhorse Self-Exciting  Bates (1996)  Model 
 
 
 
The focus of this section turns now to a self-exciting extension of the well-known Bates 
(1996) model, upon which the analysis of this thesis is based. The original Bates (1996) 
model describes  the economy at  a given time t with  use of the state vector X (t) = 
[S(t), V (t)], where S is again the index level, and V  is the diffusive  variance of the re- 
turns on the index. For the purposes of this section, the model will be recast in terms of 
the state vector X (t) = [Y (t), V (t)], where Y (t) = log(S(t)) is the logarithm of the index 
level. This change is made now as it is the model of the log index level that is affine in the 
underlying state vector, as opposed  to the model of the index level itself.  This property 
is absolutely crucial for deriving the option pricing function for the workhorse model. As 
such, it is the process for the log index level that will be under inspection in later chapters 
of this thesis, and in particular Chapter 4 where the option pricing function is considered. 
In order to proceed, fix a filtered probability space 
(
Ω, F , {F (t)}t≥ 0, P
) 
and defines upon 
this space a 2-dimensional Brownian Motion B  = [B1, B2] and a 1-dimensional marked 
point process {τi, ki}N . The event times {τi}∞ have a constant intensity λ(c), and the 
size of the jumps in the log index level ki  = {kY i} have a distribution defined in a moment. 
The state vector X  in the Bates (1996) model is assumed to evolve according to 
dY =  (r −  q −  ((1/2)V  + E[ekY   −  1]λ(c) + Φ(V )) dt + 
√
V dB1 + kY dN 
 
dV =  κV (V∞ −  V ) dt + ξ √  
 
V (ρ dB1 + 1 −  ρ dB2), 
 
P(dN = 1) = λ(c) dt. 
(2.11) 
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In equation (2.11), r is the risk-free rate, q  is the dividend yield on the index and the 
innovations kY  are iid N(δ0, ν).18   V satisfies a CIR process with rate of mean reversion 
κV   to the long-run mean V∞, and rate of diffusion governed by ξV .  Paths drawn from 
this model will be similar in nature to those drawn from the Merton (1976) model, except 
that between jumps, the variability  of the continuous paths will itself exhibit variability 
through time as per the Heston (1993) model in (2.3).  Finally, Φ(V ) is the total equity 
premium, which for simplicity is assumed to be of the form Φ(V ) = ΦC V . 
 
The full  self-exciting  physical model under inspection in the  chapter characterises  the 
economy at a given time t via the state vector X (t) = [Y (t), V (t), λ(t)].  Y is again the 
logarithm of the index level, V is the variance of index returns, and λ is the time-varying 
intensity process.   Let 
(
Ω, F , {F (t)}∞, P
)  
be a filtered probability  space, upon which is 
defined a 3-dimensional Brownian Motion B = [B1, B2, B3] and a 1-dimensional marked 
point process, {τi, ki}N 
 
, with the intensity process λ(t) to be described below, and where 
 
19 kτi  = {kY i, kλi}, and are assumed iid with distribution g(·, ·) also to be discussed below. 
From these primitive processes X  is constructed such that it satisfies the SDE 
dY =  (r −  q −  ((1/2)V  + E[ekY   −  1]λ) + Φ(V, λ)) dt + 
√
V dB1 + kY dN 
√   
dV =  κV (V∞ −  V ) dt + ξV 
√   
V (ρ dB1 + 1 −  ρ2 dB2) (2.12) 
dλ   =  κλ(λ∞ −  λ) dt + ξλ λ dB3 + kλ dN , 
 
 
P(dN = 1) = λ dt. 
With  regard to the specification of g(·, ·), it is assumed that kY |kλ  ∼  N(δ0 + δ1kλ, ν), and 
kλ  ∼  Exp(1/ζ ) which gives rise to the specific PDF20 
1 
g(kY , kλ) = ζ 
exp 
1 
−  
ζ 
kλ 
  
1 √    exp 
πν 
1 2
 
 
−  
2ν 
(kY  −  δ0 −  δ1kλ) 
 
. (2.13) 
 
It is important also to note that there must only be a single driving point process, dN , 
as opposed  to separate processes, say dN1 and dN2, for Y and λ respectively. Otherwise, 
18 The introduction  of the subscript 0 in the mean δ0  = E[kY ] = E[log(1 + kS )] will  become useful mo- 
mentarily  when a δ1  parameter is introduced to allow for correlation between index jumps and intensity 
jumps. 
19 It will be useful to denote by J ⊆  R × R+  the support of g(·, ·). 
20 Given this specification for the jump size distribution it is straightforward to demonstrate that E[ekY  − 1] = 
eδ0 +(1/2)ν 
1 −  δ1 ζ   
−  1. At later stages of the thesis, matters will be greatly simplified by reverting to the use of 
E[kS ] for this term. 
2.4.  THE WORKHORSE SELF-EXCITING  BATES (1996) MODEL 41  
∞ 
∞ 
 
 
correlation between the actual jump innovations kY  and kλ  (as discussed below) could not 
be achieved.21 
 
A  qualitative  description of the process  satisfied by X  is as  follows.  The variance V 
evolves precisely  as it does for the Bates (1996) model, i.e. a CIR square-root model. The 
intensity λ has a stochastic  response to events, jumping by a size drawn from an Exponential 
distribution  with mean ζ , while between events it reverts to the level λ∞  elastically with 
rate κλ.22   The log index level Y has the conditional diffusive variance rate of V and the 
conditional diffusive correlation of ρ with V .  Given an event, Y jumps by a size drawn 
from a Gaussian, with Exponential mixing on the mean and a nonzero correlation with the 
jump in λ.  Finally, the drift  rate of Y is the sum of three components.  The first of these 
is r −  q, the difference between the riskless rate and the aggregate dividend yield, both of 
which are assumed to be constant for the purposes of pricing options in the forthcoming 
analysis. The second of these is − ((1/2)V  + E[ekY   −  1]λ), which represents a convexity 
correction for the logarithm of the index process and a compensator for the effect of jumps 
on the mean growth rate of the index level. The third term is Φ(V, λ), which represents the 
total equity premium. Φ(·, ·) is assumed to be of the form Φ(V, λ) = ΦC V + ΦJ λ, where the 
quantities ΦC and ΦJ  will be explored in greater detail in Section 3.5. A more thorough 
analysis of the model in (2.12) is provided in the next section, where it is compared and 
contrast with some recently proposed self-exciting models in finance. 
 
Having described the Bates (1996) process and it self-exciting extension, attention turns 
now to a comparison of the return PDFs and count PMFs associated with the two models. 
Let it again be taken as read that the objects f (·) and p(·) associated with the models in 
(2.11) and (2.12) may be evaluated,  where it is noted once more that the affine structure 
allows one to compute these quantities by the Fourier-based  methods discussed in Section 
4.3. In selecting the parameters one must again take care to ensure that the means of the 
count distributions coincide so as to allow for a meaningful comparison. In the current 
setting, the long-run mean level of λ is again given by λ(e)  = κλλ /(κλ −  ζ ), and thus one 
again chooses λ(c)  = λ(t) = λ(e)  by setting λ = λ(c)(κλ −  ζ )/κλ. 
21 The choice of jump distribution in (2.13) was motivated by Duffie, Pan and Singleton’s use of the same 
distribution of jumps in returns and volatility.  Exploring  the use of more general joint  distributions, 
involving perhaps a Gamma distribution for the intensity jumps is left for future research. 
22 By this it is meant that  if a period over which there was no jump activity is experienced, the intensity 
will tend towards λ∞,  not its equilibrium  level κλ λ∞/(κλ  −  ζ ). 
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Parameter ΦC ΦJ κV V∞ ξV ρ (b)
 
δ0 δ
(s) 
0 
Value 0.75 0.05 3.0 0.15 0.3 -0.7 -0.15 -0.06 
Parameter δ1 ν(b) ν(s) λ(c) κλ λ ξ ζ 
Value -0.03 0.12 0.042 5.0 5.0 2.0 0.25 3.0 
 
1 
 
 
A similar problem arises in the context of the distributions of jumps in the index level, 
kY , across the two models  as the distributions are no longer members of the same family. 
Indeed, in the context of the Bates (1996) model kY  is Gaussian, whereas in the context of 
its self-exciting extension it is Gaussian with Exponential mixing on its mean. The means 
and variances of the jump-sizes are the pairs, (δ0, ν), and (δ0 + δ1ζ , δ2ζ 2 + ν), respectively, 
and the values of these objects should be constrained to be equal across the two models to 
allow for a meaningful comparison. To this end, it is beneficial to introduce the quantities 
δ(b)
 (s) 
0    and δ0   , and ν(b) and ν(s), which are used to define the distributions of the Bates (1996) 
model (i.e.  the baseline model with superscript b) and its self-exciting extension (hence 
superscript s) as kY  ∼  N
(
δ(b), ν(b)
) 
and kY |kλ  ∼  N 
(
δ(s) +δ1kλ, ν(s)
)
, respectively. To ensure 0 0 
that the moments are matched, one may choose δ(s)  = δ(b) −  δ1ζ and ν(s)  = ν(b) −  δ2ζ 2, 0 0 1 
where it is noted that the latter implicitly  imposes an upper bound upon |δ1| to ensure 
the positivity  of ν(s).  Finally, the interval length is again chosen to be T −  t = 1 and the 
initial  variance level is chosen to be 0.15. Figure 2.4 overleaf showcase the return PDFs 
and count PMFs of the two models, and the parameters used for the exercise are stated in 
Table 2.3 below. 
 
 
 
 
 
 
∞ λ 
 
 
 
 
Table 2.3: The parameters used to create graphs of the return PDFs and count PMFs of the Bates (1996) 
model and its self-exciting extension, in (2.11) and (2.12).  Note that  these parameters have been chosen 
to ensure that the mean counts, log index jump means, and log index jump variances are consistent across 
models. 
 
 
 
As can be seen, the differences between the return PDFs and count PMFs of the Bates 
(1996) model and its self-exciting extension are similar in nature to the differences between 
the return PDFs and count PMFs of the Merton (1976) model and its self-exciting exten- 
sion. One may note however that these differences are slightly more pronounced in the case 
of the former pair. Indeed, close inspection  of Figure 2.3 and Figure 2.4 reveals that the re- 
turn PDF of the self-exciting Bates (1996) model is markedly more skewed relative to that 
of the Bates (1996) model than is the return PDF of the self-exciting Merton (1976) model 
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Figure 2.4: Top panel: Return PDFs of the Bates (1996) model and its self-exciting (SE) extension in (2.11) 
and (2.12), respectively. Bottom  panel: Count PMFs of the Bates (1996) model and its self-exciting (SE) 
extension in (2.11) and (2.12), respectively. These graphs were produced using T −  t = 1, and thus it is a 
yearly interval under consideration. 
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relative to that of the Merton (1976) model. This feature of the PDF may be explained 
away by the fact that,  for a ζ > 0 and a δ1   < 0, probability  is shifted towards paths 
along which there are more instances of breakouts, and particularly  towards paths along 
which the jump innovations in the index are negative. It is hoped that this exercise has 
demonstrated the dramatic impact self-excitation can have upon the behaviour of a market, 
even if this impact has only been measured thus far by the effect of the feedback channel 
on return PDFs and count PMFs. 
 
It would be interesting also to investigate further the implications of varying the parameters 
δ1  upon the density function, as the correlation between kY  and kλ  can be adjusted by 
varying this parameter with  no impact upon the count probabilities.  Indeed, δ1  can be 
seen to govern a type of “leverage effect”, as discussed in Section 2.2. This analysis is held 
over until Section 4.3, wherein computation of the return PDFs by way of the Fast Fourier 
Transform is discussed, and where a number of parameter configurations are examined. 
 
 
 
 
 
 
 
2.5    A Discussion of the Self-Exciting  Bates (1996)  Model 
 
 
 
 
The purpose of this section is to provide a justification for the choice of workhorse model, 
and a comparison with  similar models that  have only recently been introduced to the 
literature.  In order to justify the choice of model for the physical dynamics, recall that 
this model has been constructed as a self-exciting extension to the model of Bates (1996), 
which is widely used in academic research and in practice. The only difference between the 
self-exciting model and the base version is that the intensity is allowed to vary. With regard 
to the process chosen for the intensity, this model is similar in nature to the processes used 
by Ait-Sahalia, Cacho-Diaz and Laeven (2010), Errais, Giesecke and Goldberg (2010), and 
Xiu (2011), as discussed earlier. Specifically, each of these papers use a linear drift function 
to introduce reversion to a long-term equilibrium state, but vary in how they allow the 
intensity to respond to events. 
 
It will be useful to explicitly state the intensity processes used by these authors, using the 
notation adopted within this text. 
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1. Errais, Giesecke and Goldberg (2010).23 
 
dλ = κλ(λ∞ −  λ) dt + ξλ 
√  
λ dW1 + (ζ0 + ζ1kY ) dN . 
 
 
2. Ait-Sahalia, Cacho-Diaz and Laeven (2010). 
 
dλ = κλ(λ∞ −  λ) dt + ζ dN . 
 
 
3. Xiu (2011). 
 
 
 
1 
 
dλ = κλ(λ∞ −  λ) dt + kλ dN , (2.14) 
where kλ  ∼  Exp , independent of kY . ζ 
 
 
As can be seen, Eraker, Giesecke and Goldberg (2010) allow for a diffusion term in the 
intensity process,  but restrict the  intensity jumps to be a linear function of the return 
jumps. Ait-Sahalia, Cacho-Diaz and Laeven (2010) restrict the intensity process to be a 
pure-jump process in that there is no diffusion term, and moreover restrict the response 
of the intensity process to crashes to be a constant, ζ .  Finally,  Xiu (2011) allows for a 
stochastic response of the intensity process,  but does not allow for correlation between 
intensity jumps and return jumps. 
 
The workhorse model for this thesis contains elements from the models of Eraker, Giesecke 
and Goldberg (2010) and Xiu  (2011) in that  it allows the intensity  process  to exhibit 
diffusive variation, and is allowed to respond stochastically to events, with a draw from an 
Exponential distribution,  respectively.  The workhorse model of this thesis does however 
allow for some additional flexibility in that the discontinuous shocks to the intensity process 
are permitted to exhibit correlation with shocks to the index level itself.  Specifically, it 
can easily be shown that 
 
corr(kY , kλ) = (δ2
 δ1ζ 
 
. (2.15) 
1 ζ 2 + ν)1/2 
The rationale offered here for first  allowing kλ   to be stochastic is that  not all crashes 
are created equal, and the occurrence of some events may impact more heavily upon the 
financial system than others. The rationale for taking the additional step of allowing kY 
23 These authors consider losses on a reference portfolio  covered by credit default swaps, and thus λ drives 
losses owing to non-performance of loans. Thus kY   should in truth  be replaced by the loss incurred owing 
to the default of one of the underlying loans. 
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  
 , 
λ 
V 
 
 
 
and kλ  to be correlated  is that, ceteris paribus, the greater the magnitude of the shock to 
index, the more destabilising the effect on the financial and economic system as a whole. 
If one does not reject the premise of this argument, allowing for correlation between kY 
and kλ  is natural.  Naturally, the sign of the intended correlation is negative, and thus δ1 
should be chosen to satisfy δ1 < 0.24 
 
 
The next discussion presented in this section concerns the affine structure of the self- 
exciting model.  To verify that  the  model presented in (2.12) is indeed affine, one may 
simply express its evolution equation as 
 
dX = µX (X ) dt + σX (X ) dW + kX dN, 
 
 
P(dN = 1) = λX (X ) dt, 
 
where kX ≡  [kY , 0, kλ], and where the objects µX (·), σX (·) and λX (·) are defined by 
 
(r −  q) + ΦC V + ΦJ λ −  (1/2)V  −  λE 
r
ekY   −  1
l  
 
  
µX (X ) ≡  

    
 
κV (V∞ −  V ) 
 
κλ(λ∞ −  λ) 
   
, (2.16)    
 
 
V ξV ρV 0 

 
    
σX (X )σX (X )T  ≡  
 
ξV ρV ξ2 V 0 

       
 
 
and 
0 0 ξ2 λ 
 
λX (X ) ≡  λ. 
 
 
It is immediately evident that µX (·), σX (·) and λX (·) are affine in X .  This observation, 
coupled with the fact that the jump sizes, X i, are state independent, allows one to employ 
the Fourier-based transform methods of Duffie, Pan and Singleton (2000). The usefulness 
of this fact will be on display in Section 4.5 wherein the pricing function for European put 
and call options is derived. 
 
24 Note also that the “intercept” for jumps in returns, i.e. δ0 , should arguably remain negative, although it 
obviously does not need to be so in order to obtain a negative unconditional mean for return jumps. 
2.5.  A DISCUSSION OF THE SELF-EXCITING  BATES (1996) MODEL 47  
X 
 
 
It is also worthwhile to note that the affine nature of the dynamics in (2.12) is not sufficient 
to guarantee that the transform methods of Duffie, Pan and Singleton(2000) may be used in 
the computation of option prices. Indeed, option prices are expectation taken with respect 
to the risk-neutral system, and the dynamics of the state process X in (2.12) are of course 
those of the physical system. Indeed, it will not be true in general that an affine physical 
system translates into an affine risk-neutral system. Whether or not the affine structure 
is retained will depend upon the market prices of risk which prevail in equilibrium. In the 
next chapter, an equilibrium model for a system in which the market evolves  as in (2.12) 
under the physical measure will be considered, and assuming that preferences are described 
by the well-known power utility function, it will be shown that the market prices of risk 
are such that the risk-neutral system is affine also. 
 
The final discussion to be presented  in this section concerns potential criticism of the 
workhorse model. Criticism may be directed at the fact that the diffusive component of 
the intensity is not correlated with  that  of either Y or V , or that the volatility  process 
does not itself jump. The defense of the first criticism lies in the fact that any correlation 
between the diffusive components of Y or V with that of λ would immediately render the 
 
covariance matrix of X no longer affine. Indeed, consider the σX σT 
 
matrix in (2.16). The 
 
(1, 3) and (2, 3) (and hence the (3, 1) and (3, 2)) entries of this matrix  are each zero for 
the specification in (2.12). However, one may readily verify that any attempt to introduce 
diffusive correlation of say ρ(Y,λ)  between Y and λ (respectively ρ(V,λ)  between V and λ), 
will result in the entry (1, 3) taking the value ρ(Y,λ)ξλ
√
V
  √
λ (respectively (2, 3) taking 
the 
value ρ(V,λ)ξV ξλ
√
V
  √
λ). This entry is clearly not linear in the elements V and 
λ. 
 
 
It is indeed possible to construct a model wherein the intensity  process  and volatility 
processes have nonzero diffusive correlation, and still achieve tractability in pricing options 
by transform methods. Indeed, Santa-Clara and Yan (2010) use linear-quadratic model of 
the type formally analysed by Leippold and Wu (2002) and Filipovic (2002), and which are 
amenable to similar transform techniques to those used with affine processes. Santa-Clara 
and Yan (2010) essentially use correlated OU processes for a pair of factors which drive the 
volatility  and the intensity processes.  The actual volatility  and actual intensity processes 
are the squares of these factors. This is of course necessary to ensure the positivity  of the 
intensity driving the jump component of the model. Importantly  however, the model is 
not self exciting, as there is no response of the intensity factor to the instance of a jump, 
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and indeed their model cannot be extended  in such a manner without  losing the ability 
to apply the linear-quadratic transform techniques. See Cheng and Scaillet (2007) who 
demonstrate explicitly the limits of generality in the linear-quadratic class of model. 
 
The defense of the second criticism is that the model in (2.12) is already heavily param- 
eterised, and the introduction  of more parameters would complicate any calibration or 
estimation procedure,  as it spreads the available information too thinly  across too great 
a number of fronts.  Indeed, the purpose of this analysis is to examine the impact of self 
excitation upon option prices, and it was deemed that the model in (2.12) is a parsimo- 
nious vehicle for achieving this.  See Chapter 7 where further tests of model specification 
are proposed  as an extension of the work conducted in this thesis. 
  
 
 
 
 
 
 
 
 
 
 
Chapter  3 
 
 
 
 
 
An Equilibrium Model  and the 
 
Pricing Kernel 
 
 
 
 
 
 
3.1    Introduction 
 
 
 
 
The previous chapter proposed a self-exciting extension of the Bates (1996) model as the 
workhorse model of this thesis. The purpose of this chapter is to investigate the problem 
of pricing the risks present  within  a self-exciting Bates (1996) economy. Pricing risk in 
this context does not mean pricing a derivative contract per se.  Rather, it refers to the 
premia charged by investors for taking exposure to the primitive  sources of risk in the 
economy,  such as the diffusive innovations in returns, volatility  or the intensity, or jumps 
in returns or the intensity. These premia manifest themselves in the risk-neutral version of 
the economy used towards pricing European put and call contracts, for instance. The way 
in which these premia manifest will dictate whether the self-exciting Bates (1996) model 
is suitable for practical use, as the risk-neutral dynamics must fall within the affine class 
of model for the computation of option prices to be tractable. 
 
The conditions under which an economy will  permit suitable risk-neutral dynamics are 
fairly  well understood, and Section 3.2 begins with  a review of the relevant  literature. 
Recall however that it is a unique feature of the workhorse model in (2.12) that there is a 
separate intensity process which responds to crashes, and this specific type of model has 
 
49 
50 CHAPTER 3.  AN EQUILIBRIUM MODEL AND THE PRICING KERNEL  
 
 
not to date been examined from an equilibrium perspective in the literature.  Given this, 
one could indeed question whether it is reasonable to assume that the intensity remains 
an affine function of state under the switch from the physical measure to the risk-neutral 
 
measure, i.e. λ�(t) = η0 + η1λ(t),  where λ� will be used to denote the risk-neutral  
jump 
 
intensity from this point forward. This condition is clearly necessary for the risk-neutral 
process to fall within the affine class. and it is shown in this chapter that this result does 
indeed hold. 
 
In order to examine the pricing of risk within a self-exciting economy, Section 3.3 formulates 
a production economy of the type utilised by Merton (1973), in which the return on capital 
coincides with  the return on investment  in the index  for the self-exciting Bates (1996) 
model.  A representative  investor with  a finite life span and power utility over terminal 
wealth is introduced, and the equilibrium conditions in the presence of derivative markets 
are recovered. As part  of this analysis, the risk-neutral dynamics of the economy are 
obtained and their affine nature is demonstrated. By extension of this analysis, one is 
able to acquire insight as to how the additional uncertainty presented by the self-exciting 
characteristic of the economy may be priced. Some natural questions regarding this pricing 
will be investigated  in Section 3.4. Specifically, it is seen under mild conditions that agents 
in this economy are willing  to pay a premium to hedge against adverse (i.e.  upwards) 
movements in the intensity. 
 
The pricing kernel recovered via the equilibrium analysis will be heavily restrictive, as all 
risk premia  are essentially bound together through their common dependence upon the 
coefficient  of risk-aversion which characterises the representative  investor.  For practical 
purposes, and in particular for empirical research, more flexibility  is required, and thus a 
generic pricing kernel intended to accompany the self-exciting market model is constructed 
in Section 3.5.  For simplicity,  both the jump and diffusive  innovations in the intensity 
process are taken to be unpriced, though variation in the intensity due to jumps will of 
course be allowed to increase the overall jump-related premium via a nonzero price of jump- 
timing risk. As an interesting aside, it is demonstrated that switching between the physical 
and risk-neutral measures by Girsanov’s Lemma is not entirely trivial  in the presence of 
self excitation. 
 
To summarise the scope and structure of this chapter, Section 3.2 begins with a review of 
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some papers concerned with equilibrium analysis in jump-diffusion markets. Section 3.3 
then performs the equilibrium analysis, leading to a recovery of the risk-neutral dynamics 
of the economy which are seen to be affine in state. This is followed by Section 3.4 which 
explores the implications of the market equilibrium for the prices of contracts which are 
directly sensitive to jumps in a self-exciting market. Finally, Section 3.5 presents a more 
flexible pricing kernel than that implied by the equilibrium for use in empirical applications. 
The risk-neutral dynamics derived with  reference to this pricing kernel  are used in the 
following chapter as the basis for pricing European put and call contracts. 
 
 
 
 
3.2    A  Brief  Review  of Related  Equilibrium and  Portfolio 
 
Selection Analyses 
 
 
 
This section reviews a number of papers concerned with jump-diffusion markets which have 
used either equilibrium arguments to price derivative instruments, or dynamic optimisation 
arguments to solve portfolio allocation problems. To begin, there are in essence two types 
of theoretical framework which can be used when seeking an equilibrium in continuous-time 
financial markets, and both have been used to treat economies where jumps are present. 
The two frameworks are the “production”  economy of Merton (1973) and the “exchange” 
economy of Lucas (1978), and it will prove useful to review them before proceeding. 
 
In the case of the Merton (1973) production economy, there is a “good”,  which can be 
either consumed or used as capital to be invested in productive activities. The economy is 
comprised of a set of production processes, typically attributed to distinct “firms”,  whose 
diffusive return processes are exogenously specified. At each instant, investors are free to 
choose how much of their wealth, i.e. their holdings of the good, to invest in each firm, and 
how much of their wealth to consume. It is assumed that the amount of capital controlled 
by a firm responds to demand from investors, and in a sense any investment  of capital 
in a firm is redeemed by the firm if so desired  by investors. Thus, a productive activity 
whose return process becomes unattractive can in principle go unutilised with all capital 
being withdrawn from the associated firm. Finally, all prices are denominated in terms of 
the single good, and there is a financial markets for riskless borrowing and lending at a 
market-determined rate of interest, referred to henceforth  as the “risk-free” rate. 
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Merton (1973) used this economy to derive an intertemporal version of the capital asset 
pricing model (henceforth CAPM)  introduced by Sharpe (1964) and Lintner (1965). He 
demonstrated that a CAPM-style structure relating expected excess returns to covariances 
with a “market”  portfolio held in the case of deterministic production return volatilities, 
but found that additional “intertemporal hedging” portfolios became relevant when return 
volatilities were stochastic. Another well known use of the Merton (1973) economy was 
by Breeden (1979) in the derivation of his consumption-based CAPM.  The economy of 
Merton (1973) was extended to allow for jump-innovations in production processes  by 
Jarrow and Rosenfeld (1984) who derived an intertemporal CAPM for markets driven by 
jump diffusions, and found some empirical support for their model using US equity data. 
 
The Lucas (1978) exchange economy differs from the Merton production economy in two 
important ways. First, there is a clear distinction between the consumption good and capi- 
tal, with the consumption good being nondurable and capital never directly being handled 
by investors. The amount of capital controlled by a firm is exogenously specified, and firms 
simply pay exogenously-specified dividend streams of the consumption good. Shares in the 
firms represent claims to part of these dividend streams, and are denominated in units of 
the consumption good. The original analysis of Lucas (1978) was formulated in discrete 
time, but the arguments can, with relatively minor difficulty, be adapted for use in contin- 
uous time (see Chapters  9 and 10 of Duffie (2001) for a thorough textbook treatment). For 
the purposes at hand, the most important difference between the Lucas (1978) and Merton 
(1973) economies is that in the former, even stock prices are endogenously determined. 
 
Both of these economies have been extended to allow for the presence of purely “financial” 
securities, which are contracts entered into by investors with one another. Basic examples 
of such contracts include the well known European put and call contracts. Arguably the 
most famous exposition was that of Cox, Ingersoll and Ross (1985,a),  who use a Merton 
(1973) economy and derive a partial differential equation (henceforth PDE) for derivative 
prices.  They achieve this  by using the properties of equilibrium to derive  a restriction 
upon expected returns for derivative securities, much like the restriction upon returns in 
investments in the firms.  When they equated this with  the drift  rate implied by Ito’s 
Lemma, they arrived at an equation that  must be satisfied by the equilibrium price of 
a derivative  instrument.  This equation is often referred to as the  “fundamental pricing 
PDE”. 
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It was Bates (1988) who extended the  analysis of Cox, Ingersoll and Ross (1985,a) to 
the case of production returns driven by jump diffusions. Similarly, it was Naik and Lee 
(1990) who considered a Lucas (1978) economy in which a firm’s dividend stream possessed 
a jump component (owing to the presence of jumps in the firm’s underlying production 
return process). The analysis of Bates (1988) outlined the economic intuition  for why the 
jump behaviour of a market processes was different  under the physical and risk-neutral 
measures, and how investors are compensated for both jump-timing  uncertainty and for 
jump-size uncertainty.  The latter compensates for the fact that the timing of a jump is 
unknown, and would be present even if the jump size was known in advance. Similarly, 
the latter is compensation for the fact that the size of the jump is unknown, and would be 
present even if the precise timing of a crash was known in advance. The intuition  supplied 
by Bates (1988) is put to use in Section 3.4 when an insurance contract with  a payoff 
dependent upon the size of the intensity jump, i.e. kλ, is considered. 
 
More recent  papers have asked explicit questions either investors’ portfolio choice when 
exposed to crash risk, or have examined the impact of aversion to jump risk upon the 
prices of derivative  securities,  which of course act as  insurance contracts against jump 
risk.   Examples of the former include the work of Liu,  Longstaff and Pan (2003) who 
investigate the problem of a constant relative risk aversion (henceforth CRRA, see (3.2)) 
investor allocating between riskless lending and a position in the index in a Merton (1973) 
economy. Using special properties of the CRRA utility function and affine jump-diffusion 
processes, they obtain expressions for the portfolio weights up to the solution of a system of 
ordinary differential equations (henceforth ODEs). These special properties of the CRRA 
utility function and affine jump diffusions are indeed appealed to in the next section in the 
context of the self-exciting model, and thus these analyses can be viewed as closely related. 
 
Liu and Pan (2003) consider a similar setup but extend the analysis to consider the case 
where the investor can also invest in derivative securities. They are not able to find explicit 
expressions for the portfolio weights in this setup. However, they are able to demonstrate 
that an investor is strictly  better off, as measured  by the derived utility of their wealth, 
when they are allowed to trade in jump-sensitive derivatives as it affords them additional 
control over their  forward wealth distributions.   Branger, Schlag and Schneider (2008) 
extend the analysis of Liu and Pan (2003) to allow for a more flexible jump distribution 
and offer a similar analysis. It is important to note that the models of Liu, Longstaff and 
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Pan (2003) and Branger, Schlag and Schneider (2008) allow for the intensity to be driven by 
volatility,  and they also let volatility  jump. Thus, the markets that these authors consider 
are indeed self exciting.   Though, the intensity is not taken to be a distinct  stochastic 
process as it is here. 
 
Analyses of the equilibrium problem in jump-based markets include the work of Bates 
(2008), who considers the problem of finding equilibrium in a jump-diffusion market in- 
habited by heterogeneous agents, where the heterogeneity stems from differing aversion 
to jump risk and differing levels of wealth. Bates (2008) considers a multi-agent Merton 
(1973) economy with no intermediate consumption and finds that the equilibrium price of 
a contract which pays off in the occurrence of a crash is sensitive to the wealth distribu- 
tion among investors, and increases after a crash. The explanation for this latter property 
is simply that insurers incur heavy losses after a crash as they are forced to meet com- 
mitments under the policies they have written.  After such a large wealth shock, insurers 
require a higher premium for taking on additional crash risk (see the extended discussion 
of investor heterogeneity in jump-driven markets below). 
 
As noted earlier, this chapter appeals  to the a special properties of the CRRA utility 
function and the affine class of process in a zero-consumption Merton (1973) economy to 
derive its risk-neutral form. Eraker (2008) and Eraker and Schaliastovich (2008) in fact use 
a slightly more general setup of a Lucas (1978) economy where the representative investor 
has recursive  preferences which allows for a decoupling of the investor’s views regarding 
time smoothness of consumption and views regarding uncertainty in wealth fluctuations 
(see Kreps and Porteus (1978) or Epstein and Zin (1989)).  They are able to maintain 
tractability however by linearising the log return  process  as per Campbell and Shiller 
(1988), and they derive the risk-neutral system by inferring a state-price deflator from an 
Euler condition satisfied in equilibrium (see for instance 3.25). 
 
Finally, it was noted in Section 2.2 that Santa-Clara and Yan (2010) used a model with a 
separate time-varying intensity process to decompose equity premia into diffusive and jump- 
related components. It was also noted that they used options data to facilitate their study. 
To this end, they performed an equilibrium analysis to arrive at a risk-neutral system, and 
the method they employed appealed to special properties of the CRRA utility function and 
the linear-quadratic class of jump-diffusion model. There analysis is thus closely aligned 
3.3.  EQUILIBRIUM FOR A SELF-EXCITING  BATES (1996) ECONOMY 55  
 
 
with the one employed here, but it is noted that their model is not self exciting, and this 
additional complexity warrants a thorough analysis  here as it is of central interest to this 
thesis 
 
On a final note, it is worthwhile mentioning that this analysis assumes the existence of 
a representative  investor, where it is assumed that  the prices which support the  single- 
agent zero-trade equilibrium  are the same prices that hold in the general multi-investor 
setting (see chapters  16 and 20 of Mas-Colell, Whinston and Green (1995) for a textbook 
discussion). In diffusive markets this is not unreasonable,  as one only requires  as many 
traded securities  as there are sources of diffusive risk to obtain a complete market and a 
representative investor (see Constantinides (1982) for a discrete-time treatment or Karatzas 
and Shreve (1988) for a continuous-time treatment). However, when jumps are present, the 
market can only be completed  with a countable number of contracts when the support of 
the jump distribution is itself a countable set of values (see Harrison and Pliska (1981) for a 
discussion of jump-based models and market completeness). The papers of Liu, Longstaff 
and Pan (2003), Liu and Pan (2003), Bates (2008) and Branger, Schlag and Schneider 
(2008), all assume a discrete jump distribution and thus the existence of a representative 
agent can be safely assumed. The justification for assuming here a representative agent in 
an economy where the jumps explicitly have a continuous distribution is that Bates (1988) 
implicitly  assumes as much, and so do Eraker (2008) and Eraker and Shialastovich (2008) 
in their analyses. Of course, investor homogeneity could also be assumed, but as this is 
explicitly referred to as a restrictive assumption by Bates (2008), this assumption is not 
adopted here. 
 
 
 
 
3.3    Equilibrium for a Self-Exciting  Bates (1996)  Economy 
 
 
 
This sections considers a simple equilibrium model of a self-exciting production economy 
in which the market evolves in a manner equivalent to the workhorse self-exciting Bates 
(1996) model in (2.12). The goal of this exercise is to demonstrate that it is reasonable to 
assume forms for the equilibrium risk premia which give rise to an affine risk-neutral market 
process in a self-exciting economy. Recall that the reason this task must be undertaken 
in this thesis is that the issue of switching between the physical and risk-neutral systems 
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in the presence of self-excitation has not been treated explicitly in the literature to date. 
Thus, it is unclear whether or not it is reasonable to assume that the price of jump-related 
risk will allow for a risk-neutral intensity that is affine in the physical intensity. 
 
The general arguments presented by Bates (1988) in the context of jump-diffusion economies 
are utilised to arrive at an equilibrium in which a relationship of the form λ� = ηλ will in- 
deed hold, and η will be shown to be a composition of the parameters governing preferences 
and those governing the physical dynamics. This section also meets a secondary objective. 
Namely, it allows for an analysis of the form of equity premium which may prevail in a 
self-exciting economy, and to demonstrate that the affine form of Φ(V, λ) = ΦC V + ΦJ λ is 
a valid choice for the empirical model described in Section 2.4. 
 
To begin, proceed as in Section 2.4 and fix a filtered probability space 
(
Ω, F∞, {F (t)}t≥ 0, P
)
. 
Define upon this space a 3-dimensional P-Brownian Motion, B(t) = [B1(t), B2(t), B3(t)], 
and a 1-dimensional marked point process, {τi, ki   N (t), with k = [kK , kλ] being distributed 
according to kλ  ∼  Exp(1/ζ ) and log(1 + kK )|kλ  ∼  N (δ0 + δ1kλ, ν), independently across 
τi.  It is assumed that the single underlying production process is such that investment of 
 
an amount of capital, K (t), accumulates according to 
 
dK 
K 
=  (µK −  λE[kK ]) dt + 
√   
V dB1 + kK dN 
√   
dV =  κV (V∞ −  V ) dt + ξV 
√   
V (ρ dB1 + 1 −  ρ2 dB2) (3.1) 
dλ   =  κλ(λ∞ −  λ) dt + ξλ λ dB3 + kλ dN 
 
P(dN = 1) = λ dt. 
 
In (3.1), µK  is treated as a fixed constant, although this convenience could readily be 
relaxed.  It is assumed that  investors may invest directly  in the production process or 
indirectly through a firm whose market price will be denoted by S(t). Naturally, the price 
process for S must be the same as that of K in equilibrium, so for the sake of simplicity only 
investment through the firm will be considered  (see the discussion of the Merton (1973) 
economy in the preceding section). Let the price process for S be written as 
 
dS 
S  
= (µS −  λE[kS ]) dt + 
√   
V dB1 + kS dN, 
 
where µS  = µK , kS  = kK and thus where log(1 + kS ) ∼  N (δ0 + δ1kλ, ν).  Henceforth, let 
g : R × R+ → R+ denote the PDF of k = [kS , kλ].  It will be beneficial at a later stage 
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to collect the parameters governing the physical capital returns process into the vector 
Θ ≡  {µK , κV , V∞, ξV , ρ, κλ, λ∞, ξλ, δ0, δ1, ν, ζ }. 
 
Apart from investment through the firm, it is also assumed that investors have access to a 
market for instantaneous and riskless borrowing and lending at a market determined rate 
r(t), and furthermore that there exists a market for a single (non-dividend paying) deriva- 
tive security with terminal payoff function P(·),  whose price is denoted by H (S, V, λ, t). 
The assumption that there is only a single derivative security, and moreover that it does 
not pay a dividend stream, will not impede upon the generality of the arguments to follow. 
Let the process for H be written as 
 
dH 
H  
= (µH  −  λE[kH ]) dt + σH dB   + kH dN , 
 
where the objects µH , σH  ≡  [σH 1, σH 2, σH 3] and kH  may be determined  by an application 
of Ito’s Lemma, as is done at a later stage of this section. Having described the firm’s 
share price, the risk-free rate, and the derivative security, one has a complete description 
of the investment opportunities within this economy. 
 
A representative investor whose remaining life is ∆ = T −  t years is assumed to exist. It is 
also assumed that there is no intermediate consumption, and that he seeks to maximise the 
expected utility of terminal wealth with respect to his investment programme. If one lets 
wS (·) and wH (·) denote the agent’s dynamic portfolio weights in the firm and the derivative 
security respectively, and collects these control functions into w ≡  {wS , wH }, the agent’s 
wealth, W (t), must evolve according to 
 
dW 
W 
=  ((1 −  wS −  wH )r + wS (µS −  λE[kS ]) + wH (µH  −  λE[kH ])) dt 
+  wS   
√
V , 0, 0  + wH σH dBT  + (wS kS + wH kH ) dN 
 
≡   (µW  −  λE[kW ]) dt + σW dBT  + kW dN 
 
where the quantities µW , σW  = [σW 1, σW 2, σW 3] and kW  are defined  as 
µW     ≡   (1 −  wS −  wH )r + wS µS + wH µH 
σW     ≡    wS 
√
V  + wH σH 1, wH σH 2, wH σH 
3 kW     ≡   wS kS + wH kH . 
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It is useful at this point to introduce some additional notation by defining the objects µV , 
 
σV , µλ  and σλ  according to 
 
µV  ≡  κV (V∞ −  V ),  µλ  ≡  κλ(λ∞ −  
λ), 
 
√     √   
σV  = [σV 1, σV 2, σV 3] ≡   ξV ρ V , ξV 1 −  ρ2 V , 0  , 
 
σλ ≡  [σλ1, σλ2, σλ3] =  0, 0, ξλ
√
λ  . 
 
 
In order to proceed, it is necessary to fix the preferences of the agent over his terminal 
wealth by ascribing him an explicit utility function, u : R+  → R.  To this end, u(·)  is 
chosen to be the well-known power utility or constant relative risk aversion (CRRA) utility 
function with  the risk-aversion coefficient γ > 1.  The reason for this choice is that  the 
CRRA utility function has been used to great effect by numerous other authors, including 
Breeden (1977) and Heston (1993) in their well-known works. 
 
 
The agent’s programming problem may be stated as 
 
 
max E 
w 
 
 
dW 
W (T )1− γ 
1 −  γ 
l 
F (t)  , 
 
 
 
(3.2) 
subject to = (µW  −  λE[kW ]) dt + σW dBT  + kW dN . 
 
 
In order to solve the dynamic optimisation problem above, assume that  there exists a 
unique optimal programme and let it be denoted by w¯ ≡  {w¯S , w¯H }. Next, define the value 
function J : R3 × R+ → R, by 
 
J (W, V, λ, t) ≡  E(w¯)    W (T ) 
1− γ l 
F (t)  , 
1 −  γ 
 
where E(w¯)
r
·
l  
refers to the expectation operator  taken with  respect to the system for 
(W, V, λ),  where W  evolves  as in (3.2) with  the control w evaluated at the particular 
control w¯ . 
 
It is necessary to introduce an equation satisfied by J (·), which is fundamental to solving 
for the equilibrium risk-free rate and the equilibrium expected return for the derivative 
security. It is a relatively straightforward exercise to demonstrate that J (·) must satisfy 
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the Hamilton Jacobi Bellman (henceforth HJB) equation,1 
 
 
0   = max 
{wS ,wH } 
1 
( 
Jt + JW (µW  −  λE[kW ])W + JV µV  + Jλµλ 
 
1 1 + JW W σW σT W 2 + JV V σV σT + JW V σW σT W + JλλσλσT + JW λσW σTW 2 W 2 V V 2 λ  λ 
 
+λE[J (W (1 + kW ), V, λ + kλ, t) −  J (W, V, λ, t)] , 
 
 
subject to the terminal condition (henceforth TC) 
 
W 1− γ 
 
 
(3.3) 
J (W, V, λ, T ) = . 1 −  γ 
 
 
The importance of the HJB equation in the context of a general dynamic economic opti- 
misation problem is twofold.  First, it can readily be shown that the control which solves 
the static optimisation problem of the RHS of the HJB equation solves also the dynamic 
optimisation problem in (3.2). The solution to the static optimisation problem yields the 
control as function of the state variables and time, (W, V, λ, t), and the value function J (·) 
and derivatives  and integrals thereof.  Having solved for w¯, the second use of the HJB 
 
equation in the general setting is that one may substitute w¯ into the HJB equation and 
attempt to solve for J (·) itself. This allows for an analysis of the agent’s response to shifts 
in the state vector and a solution of the optimal control as a direct function of (W, V, λ, t). 
 
In  the present  context, where the objective  is to solve for the risk-neutral system, or 
equivalently the equilibrium risk premia to prevail in the economy, the usefulness of the HJB 
equation is somewhat different. First, the equilibrium  control, as opposed  to the optimal 
control is dictated by the properties of a market equilibrium. Indeed, in equilibrium agents 
have optimised and markets have cleared. The latter property requires that the agent’s 
control must satisfy w = {wS , wH } = {1, 0}, i.e. there must be zero trade in the markets 
of the non-primitive securities, being the riskless deposit and the derivative security. Thus, 
it is necessary only to determine the value of the unspecified pair, (r, µH ) at which the 
optimal control coincides with  the equilibrium control.  Let  (r¯, µH ) denote the pair for 
which this condition is satisfied, and let it be referred to as the “equilibrium pair”. 
 
1 See for instance Bjork  (2004) for a treatment of the pure diffusion case, or Bates (1988) who states the 
result for jump diffusions. One may readily verify that there is essentially no difference between the proof 
for constant-intensity  Poisson point processes and self-exciting point processes. 
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With  the equilibrium pair in hand, one is readily able to determine the risk premia as- 
sociated with  fundamental sources of risk that  must prevail.  Indeed,  seeing as how the 
contract specifications of the derivative  security are arbitrary,  knowledge of the (r¯, µH ) 
and the risk premia associated with  these sources of uncertainty  are equivalent.  Once 
the market-clearing controls have been substituted into (3.7), the resulting equation al- 
lows one to solve for J (·) itself.  As J (·) is a function of state, (W, V, λ, t), preferences γ, 
and the parameters of the economy, Θ, it is then possible to tie the risk premia to these 
most fundamental components of the economy, and ultimately to determine its risk-neutral 
dynamics. 
 
Towards the end of solving for the equilibrium risk-free rate r¯ and the equilibrium expected 
return on the derivative contract µH , it may be noted that the first-order conditions (hence- 
forth FOCs) of optimality  are fairly standard in the present setting as there are no short 
sales or positive consumption constraints. Indeed, one simply requires of the economy that 
1 
0   =  JW (µS −  λE[kS ] −  r)W + 2 JW W 2wS V + 2wH 
 
+λE[JW (W (1 + kW ), V, λ + kλ, τ )kS W ] , 
√   
V σH 1   W 
 
+ JW V 
√   
V σV 1W 
 
1 T √   2 T 0   =  JW (µH  −  λE[kH ] −  r)W + 2 JW W 2wH σH σH + 2wS 
 
+JW λσH σT + λE[JW (W (1 + kW ), V, λ + kλ, τ )kH W ] . 
V σH 1   W + JW V σH σV W 
 
 
 
(3.4) 
This system of FOCs can readily be used to determine (r¯, µH ). All one need do is impose 
the market-clearing conditions described earlier.  Substitution of these conditions into the 
first equality in (3.4) allows one to solve for the equilibrium risk-free rate as 
 
JW W W 
 
JW V JW (W (1 + kW ), V, λ + kλ, τ ) −  JW (W, V, λ, τ ) 
l 
r¯  = µS + 
W 
V + ξV ρV + λE 
W 
kS . JW (W, V, λ, τ ) 
(3.5) 
 
Similarly,  substituting  the market-clearing conditions into  the second  equality in (3.4) 
 
allows one to solve for the equilibrium rate of return on the derivative security as 
JW W W √   
 
J   W V 
 
T  J   W λ  T µH  −  r¯    =  −  
W 
V σH 1 −  σH σV −  
W 
σH σλ 
W 
 
(3.6) 
JW (W (1 + kW ), V, λ + kλ, τ ) −  JW (W, V, λ, τ ) 
l 
.
 
− λE kH JW (W, V, λ, τ ) 
 
The importance of having obtained r¯ in what appears above is twofold.  First,  it enters 
into the expression for µH , which will be required for recovery of the risk-neutral system. 
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Second, it will be required to demonstrate that the risk-premium for equity, i.e. Φ ≡  µS − r, 
is affine in (V, λ).  The latter point will be returned to when the functional form of J (·) is 
available. The importance of having obtained µH  has just been alluded to. Once the form 
of J (·) is available, it may be used to recover the risk-neutral dynamics of the economy. 
As knowledge of J (·) is evidently required to proceed, the focus of this section now turns 
towards its recovery. 
 
The HJB equation in (3.2), when no intermediate consumption is assumed, is simply a 
Kolmogorov Backward (henceforth KB)  equation.  Indeed, it was this simplifying feature 
that motivated the assumption of no intermediate consumption in this section. Substituting 
the equilibrium controls w¯ = {1, 0}, the HJB equation may be written as 
 
0   =  JW (µW  −  λE[kW ])W + JV µV  + Jλµλ 
 
 
+ JW W σW σT W 2 + 
 
JV V σV σT + 
 
JλλσλσT + JW V σW σT W 2 W 2 
∞  ∞ 
V 2 λ  V (3.7) 
+λ 
0  −∞ 
(J (W (1 + kW ), V, λ + kλ, τ ) −  J (W, V, λ, τ )) g(kW , kλ) dkW dkλ, 
 
subject to the TC  
 
J (W, V, λ, T ) = 
 
W 1− γ . 
1 −  γ 
 
Taken at face value, the preceding equation is formidable.  Indeed, it is a second-order 
partial integro-differential equation (henceforth PIDE) with variable coefficients and a non- 
trivial  terminal boundary condition. Fortunately however, a simple transformation of the 
variable W into Y ≡  log(W ) reduces the problem to one which is well known in the context 
of Fourier-based option pricing methods. Indeed, if one rewrites the problem in terms of 
the independent variables (Y, V, λ, t), it can be seen that the coefficients of the equation are 
affine in (Y, V, λ), and that the TC for the equation is that the solution is exponential affine 
in (Y, V, λ). These properties of the resulting PIDE render it amenable to the Fourier-based 
methods described by Duffie, Pan and Singleton (2000), as are to be discussed in significant 
detail in Section 4.3. 
 
To begin, seeing as the process Y is affine in (Y, V, λ) (i.e.  by 2.12), it is useful to recast 
the entire problem of solving for the risk-neutral dynamics in terms of the system for the 
state process (Y, V, λ).  Thus, proceed with the transformation Y ≡  log(W ), and let the 
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object J ∗ (·) denote the value function written as a function of (Y, V, λ, t), i.e. 
 
J ∗ (Y, V, λ, t) ≡  J (W (Y ), V, λ, t). 
 
If one recalls that  dW = dS in equilibrium as w¯ = {1, 0},  the object σW  collapses to 
σS = [
√
V , 0, 0], µW  collapses to µS , and kW  collapses to kS . Moreover, one has by Ito’s 
 
Lemma that the process for Y satisfies 
 
dY = µ  −  1  V −  λE[ekY −  1] dt + 
√   
V dB1 + kY dN, 
 
where kY   = log(1 + kW ), and kY |kλ  ∼  N(δ0, δ1kλ, ν).  Henceforth, let g∗ (·) denote the 
density function of [kY , kλ]. 
 
From the arguments presented above, it follows immediately that the solution J ∗ (Y, V, λ, t) 
 
satisfies the KB equation 
 
0   =  J ∗  1 µS −  λE[exp(kY ) −  1] −  2 V + J 
∗  κV (V∞ −  V ) 
1 +J ∗ κλ(λ∞  −  λ) + 2 J 
∗  V + J ∗  ξ2 V + 
1   J ∗  
2 
ξ2 λ + 
1   J ∗  
2 
 
ξ2 V 
 
(3.8) 
λ  Y Y Y V   V λλ   λ V V   V 
 
+λE[J ∗ (Y + kY , V, λ + kλ, t) exp(− kY ) −  J ∗ (W, V, λ, t)] , 
 
subject to the TC  
J ∗ (Y, V, λ, T ) = exp(log(1 −  γ) + (1 −  γ)Y ). (3.9) 
 
It will thoroughly be demonstrated  in Section 4.3 that (3.8) is solved by an exponential- 
affine form in (Y, V, λ), 
 
J ∗ (Y, V, λ, t) = exp(β0 + β1Y + β2V + β3λ) , (3.10) 
 
for some time-dependent coefficient function B = [β0, β1, β2, β3] : [0, ∞) → R4. In Section 
4.3, a coefficient function analogous to B(·) which arises in the effort to price derivatives via 
Fourier-based methods will be seen to satisfy the system in (4.11). It is easy to verify that 
B(·) defined above will satisfy the same system  seeing as the value function J ∗ (·) is in fact 
a (generalised) Fourier transform of the terminal log-wealth distribution at a frequency of 
(1 −  γ). It is precisely this quantity which is required to price derivatives. 
 
The specifics  of the system satisfied by B(·),  and the corresponding solution are of no 
particular relevance at present. It is however useful to note that the solution will depend 
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upon the model parameters Θ, the current value of t, and preference parameter γ through 
the terminal condition B(T ) = [log(1 −  γ), (1 −  γ), 0, 0], which is required so that J ∗ (·
) satisfies the TC in (3.9). In fact, it happens that β1(t) = (1 −  γ), ∀ t (see (4.11.1) to 
verify 
that β1 is indeed a constant). 
 
Given the form of J ∗ (·),  it is now possible to derive  the risk-neutral dynamics for the 
economy, and in particular, to determine the form of the risk-neutral intensity. The equi- 
librium drift rate, µH , can be set equal to the form of the drift  rate which is enforced by 
Ito’s Lemma for jump-diffusions. The equilibrium pricing function H (·) must be such that 
the resulting equation (a PIDE) is satisfied by its functional form.  To demonstrate this, 
let the quantity H ∗ (·) denote the price of the derivative security written  in terms of Y , 
and let its return process be defined  as 
 
 
 
 
dH ∗  T 
H ∗   
≡  (µH ∗  −  λE[kH ∗  ]) dt + σH ∗  
dB 
 
+ kH ∗  dN. 
 
 
 
 
 
 
To obtain the expected return enforced by Ito’s Lemma, one may simply apply the definition 
of the KB operator for the state vector X ∗  ≡  [Y, V, λ] to H ∗  and scale by 1/H ∗ . However, 
it will prove illuminating at a later point within this section to note that the returns 
process 
 
for the derivative security may be written as 
 
 
 
 
 
dH ∗  
= 1
 
H ∗  + H ∗ µS −
 1 V −  λE[kS ] + H ∗  κV (V∞ −  V ) + H ∗ κλ(λ∞  −  λ) 
H ∗  H ∗  
 
1 + H ∗  
t Y 
 
1 
V + H ∗  
2 
 
ξ2 V + H ∗  
V 
 
1 
ρξV V + H ∗  
λ 
 
 
ξ2 λ dt 2 Y Y 
1 
2 V V   V Y V 
√   √   
2 λλ   λ 
∗  
H ∗  Y 
1
 
V + H ∗  ξV ρ V dB1 
 
1
 
+ H ∗  ξV 1 −  ρ2
√
V dB2 + H ∗ ξλ
√
λ dB3 
 
+ 
H ∗ (Y + kY , V, λ + kλ, t)) −  H ∗ (Y, V, λ, 
t) 
H ∗ (Y, V, λ, t) 
 
dN. 
 
 
 
(3.11) 
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J J 
J 
 
J J J 
J 
 
H 
2√  
Y 
H ∗  
 
 
From this, one has that σH ∗   = [σH ∗ 1, σH ∗ 2, σH ∗ 3] and kH ∗  , are given by, 
 
1 √   √   
σH ∗ 1 = ∗  ∗  V + HV ξV ρ  V 
 
1 
    ∗  σH ∗ 2 = HV ξV 1 −  ρ V 
 
 
σH ∗ 3 = 
1 √  ∗  λ 
H ∗  
 
kH ∗  = 
H ∗ (Y + kY , V, λ + kλ, t)) −  H ∗ (Y, V, λ, t) . 
H ∗ (Y, V, λ, t) 
 
It follows also from (3.11) that the expected return on the derivative security is given by 
 
1 dH ∗  
l 
1 1 
dt 
E 
H ∗
 
= Ht + HY µS −  V −  λE[kS ] + HV κV (V∞ −  V )
 ∗  ∗  ∗  
 
1 +H ∗ κλ(λ∞  −  λ) + 2 H 
∗  V + 
1   H ∗  
2 
ξ2 V + H ∗  ρξ  V + 
1   H ∗  
V 2 
 
ξ2 λ 
λ  Y Y V V   V Y V λλ   λ 
 
+λE H 
∗ (Y + kY , V, λ + kλ, t)) −  H ∗ (Y, V, λ, t)  
l 
. H ∗ (Y, V, λ, t) 
 
 
 
(3.12) 
 
 
As noted earlier, the equilibrium expected return in (3.6) and the expected return enforced 
by Ito’s Lemma in (3.12) must coincide in equilibrium, and thus the equilibrium pricing 
function H ∗ (·) must satisfy the equality that obtains when this condition is imposed. Pro- 
ceeding along these lines, note that in terms of H ∗ (·) and J ∗ (·), the equilibrium restrictions 
in (3.6) and (3.5) become 
 
J ∗  J ∗  J ∗  
r¯    =   µW  +   Y Y  
−   ∗  
Y 
J ∗
 
Y V +   Y V ξV ρV ∗  
Y 
∗  
 
 
l (3.13) 
 
 
 
 
and 
 
+λE   Y (Y + kY , V, λ + kλ, t) exp(− kY  ) −  JY (Y, V, λ, t) 
(exp(k 
Y (Y, V, λ, t) 
) −  1)  , 
 
J ∗  J ∗  √   J ∗  J ∗  
µH ∗  −  r¯  =  −  Y Y 
−  Y V σH ∗ 1 
−  
Y V σH ∗  σT 
−  
Y λ σH ∗  σT 
∗  ∗  V ∗  λ 
Y Y Y 
J ∗  ∗
 
 
l (3.14) 
 
 
 
 
respectively. 
− λE   Y 
(Y + kY , V, λ + kλ, t) exp(− kY  ) −  JY (Y, V, λ, t) k , 
Y (Y, V, λ, t) 
 
 
By equating (3.12) and (3.14) and making use of the definitions of σH ∗   and r¯, one has that 
the price of the derivative security within  this economy must satisfy the inhomogeneous 
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Y   −  
V 
λ 2 
+H J 
∗  
J V 
J 
Y Y 
J 
Y 
J Y 
Y V 
≡  
 
 
KB equation, 
 
 
 
 
1 J ∗  (Y + kY , V, λ + kλ, t) 
l 
rH ∗  =  H ∗  + H ∗  r −  2 V −  λE
 (exp(k  ) 1) 
J  (Y, V, λ, t) 
t Y 
 
(J ∗  
∗  
Y 
−  J ∗  )ξρ −  J ∗   ξ2 +H ∗  κV (V∞ −  V ) + ∗  
Y 
J ∗  1 
Y V V 
 
1 1   Y λ   2       ∗    ∗  2       ∗  2 +H ∗  κλ(λ∞ −  λ) + 
J ∗
 
∗  ξλλ  + 2 
HY Y V + 2 
HV V ξ V + Hλλξλλ (3.15) 
∗    ξρV + λE   Y 
(Y + kY , V, λ + kλ, t) exp(− kY  ) 
Y (Y, V, λ, t) l 
×(H ∗ (Y + kY , V, λ + kλ, t) −  H ∗ (Y, V, λ, t))  , 
 
 
 
 
 
subject to the TC 
 
 
 
 
H ∗ (Y, V, λ, T ) = P∗ (Y, V, λ). 
 
 
 
 
 
where the object P∗ (·) is simply the payoff function defined earlier, written in terms of Y as 
opposed to W . The preceding equation may be simplified to some extent if one introduces 
some new quantities, which may be familiar as prices of diffusive risk.  Define Γ and Ψ 
according to 
 
 
 
 
(J ∗  −  J ∗  )ξV ρ −  J ∗   ξ2 Γ Y Y Y ∗  
Y 
J ∗  
Y V = (β1 −  1)ξV ρ + β2ξ2   
(3.16) 
Ψ   ≡    Y λ ξ2 = β3ξ2 , ∗  λ  λ 
Y 
 
 
 
 
 
where the equalities above follow from direct differentiation of (3.10) with respect to Y , V 
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Y 
J 
∗  
∗  
Y 
� 
 
 
and λ. With Γ and Φ so defined,  one may recast (3.15) as 
 
1 E[J ∗  (Y + kY , V, λ + kλ, t) exp(− kY )] rH ∗  =  H ∗  + H ∗  r −  2 V −  λ
  
J  (Y, V, λ, t) 
t Y 
∞  ∞ 
× (exp(kY ) −  1) 
∗  
Y 
J ∗  (Y + kY , V, λ + kλ, t) exp(− kY ) 
E[J ∗  (Y + kY , V, λ + kλ, t) exp(− kY )] 
0  −∞ l 
×g∗ (kY , kλ) dkY dkλ 
 
+H ∗  (κV (V∞ −  V ) + ΓV ) + H ∗  (κλ(λ∞ −  λ) + Ψλ) V 
 
1 + H ∗  
 
 
1 V + H ∗  
 
 
ξ2V + 
λ 
 
1 H ∗  ξ2 λ + H 
∗  
 
 
ξρV 
 
(3.17) 
2 Y Y 2 V V 2 λλ   λ  Y V 
+  λ 
E[J ∗  (Y + kY , V, λ + kλ, t) exp(− kY )] 
Y (Y, V, λ, t) 
∞  ∞ 
× 
(
H ∗ (Y + kY , V, λ + kλ, t) −  H ∗ (Y, V, λ, 
t)
)
 
0  −∞ 
   JY (Y + kY , V, λ + kλ, t) exp(− kY  ) × 
E[J ∗  (Y + kY , V, λ + kλ, t) exp(− kY )] 
 
 
g∗
(kY 
 
 
, kλ 
 
 
) dkY 
 
l 
dkλ   . 
 
 
Equation (3.17) is sometimes referred to as the Feynman Kac equation as it is amenable 
to the Feynman Kac Theorem, which allows for a stochastic representation of the solution, 
H ∗ (·).  Indeed, one may readily verify that (3.17) is solved by 
 
H ∗ (Y, V, λ, t) = 
E� 
 
exp  −  
T l 
r(s) ds  P∗ (Y (T ), V (T ), λ(T )) F (t) 
t 
 
 
, (3.18) 
where the expectation operator E�
r
·
l 
is taken with respect to a newly defined measure on 
the original probability  space, P�. Under P�, the market-process is a weak solution to 
the 
SDE2 
 
dY =  (r −  (1/2)V  −  λE�[exp(kY ) −  1]) dt 
+ 
√   
V dB�1 + kY dN , 
 
κV (V˜
 
−  V ) dt + ξ
 √
V (ρ 
dB�
 + 1 −  ρ2 dB� ) ,
 
dV = � ∞ V 1 2 
√   
 
 
(3.19) 
dλ   =  κλ(λ�∞  −  λ) dt + 
ξλ 
λ dB�3 + kλ dN , 
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∗  
J 
∗  
P˜(dN = 1) = λ 
E   [JY (Y + kY , V, λ + kλ, τ ) exp(− kY )] dt 
Y (Y, V, λ, τ ) 
≡  λ� dt , 
 
2 See Chapter 5 of Karatzas and Shreve (1991) for a formal overview of the Feynman Kac theorem and the 
definition of a weak solution to an SDE. 
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   J ∗  � Y λ   ≡  E[J 
 
� 
Y 
= 
κ κ 
 
 
where B� 
= 
g∗
 
B�1, B�2, B�3    is a P�-Brownian Motion, and where [kY , kλ] is distributed accord- 
ing to � (·), defined by 
 
g∗
 
 
Y (Y + kY , V, λ + kλ, t) exp(− kY  ) ∗  (k  , k ) g 
Y (Y + kY , V, λ + kλ, t) exp(− kY )] 
(kY , kλ).  (3.20) 
 
κV , κλ, V�∞ and λ�∞ are composites of the original 
parameters and the derivatives of J ∗  , i.e. 
 
κV V∞ κλλ∞ � κλ  ≡  κλ  −  Ψ, V�∞ ≡  , 
V −  Γ 
λ�∞ ≡  . 
λ −  Ψ 
 
 
The identity in (3.18) is referred to as the risk-neutral valuation formula, for the simple 
reason that the terminal payoff is discounted at the risk-free rate.  Such an approach to 
discounting would typically  only be economically  correct if the economy  was populated 
by risk-neutral agents. However, it must be noted that  the expectation is taken under 
the special measure P�, which is a warped version of the physical measure P. Indeed, P� 
is 
 
the only measure under which discounting at the risk-free rate will yield the equilibrium 
price for the real economy. It is for this reason that the P� measure is referred to as the 
risk-neutral measure. 
 
To verify that the expectation in (3.18) satisfies (3.17), first note that the TC in (3.17) is 
trivially satisfied, as P∗ (Y (T ), V (T ), λ(T )) is F (T ) measurable. Second, let E(Y, V, λ, t) 
denote the expectation on the RHS of (3.18) and let K�(·) denote the the KB operator of 
the market process in (3.19).3 It is straightforward to verify by the chain rule and the law 
of iterated expectations that 
∂ K� (E) + 
∂t 
E = rE. 
It is a mechanical exercise to verify that the preceding equation coincides with (3.17), and 
thus that the equation is satisfied by the expectation in (3.18). 
 
Having arrived at the risk-neutral system, attention is drawn to the definition of the risk- 
neutral intensity in (3.19).  Substituting  the exponential-affine form in (3.10) into this 
definition yields 
λ� =  E [exp((β1 −  1)kY + β3kλ)] · λ 
exp((β1 −  1)δ0 + (1/2)(β1 −  1)2ν) 
1 −  ((β1 −  1)δ1 + β3)ζ 
 
 
 
· λ. 
 
 
(3.21) 
3 See Section 3.5 for a more in-depth overview of the object K�(·). 
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From (3.21) the coefficient of the risk-neutral intensity is clearly state independent.  Thus, 
 
it can be  seen that  the risk-neutral intensity  for this economy, λ�, is given by a linear 
 
function of the physical intensity λ, where the coefficient is merely a function of time and 
the model parameters. 
 
At this stage it is worthwhile reflecting on the fact that the “constant” of proportionality 
in the relationship in (3.21) is not a free parameter. Indeed, all endogenously determined 
risk-premia must be a function of the utility parameter, γ, and the parameters governing 
the dynamics of the economy, Θ.  However, in Section (3.5) where the pricing kernel to 
be used for practical derivative pricing purposes is presented, it will be assumed that the 
relationship between the risk-neutral and physical intensities is of the form λ� = ηλ, where 
η will be treated as a free parameter to be estimated. To defend the decision to treat η as a 
free parameter, Heston (1993) is cited as having made the analogous decision regarding the 
price of volatility  risk in the motivation of his famous model. Indeed, Heston (1993) states 
that a volatility premium linear in volatility  results in a model economy very similar to that 
described in this thesis. In fact, in the economy considered by Heston (1993) the price of 
volatility  risk would be precisely that to arise in the economy described here, i.e. Γ defined 
in (3.16), and is thus not a free parameter, but a function of γ and Θ also. One may also 
note that the definition of g∗ ( ) in (3.19) is such that the jump-size distribution remains a 
� 
member of the same parametric family after the measure change which is quite important 
as in general the risk-neutral distribution for jump sizes may be far from standard. Indeed, 
ignoring the constant of proportionality,  some tedious algebra  (see Appendix A.2) reveals 
that 
1 1 (kY  −  (δ0 + δ1kλ))2 � (kY , kλ)   ∝   exp((β1 −  1)kY + β3kλ) exp  −  ζ kλ  exp  −  2 ν 
1 1 (kY  −  (δ0 + (β1 −  1)ν + δ1kλ))2 ∝   exp  −  ζ −  β3 −  δ1(β1 −  1)   kλ  exp  −  2 ν 
 
and thus that under P�, kλ  ∼  Exp(1/ζ −  β3 −  δ1(β1 −  1)) and kY |kλ  ∼  N ((δ0 + (β1 −  1)ν) + 
δ1kλ, ν). Given that γ > 1 it is clear that β1 −  1 = − γ < − 1, and it will be demonstrated 
momentarily that  β3  > 0 also (see the discussion in relation to (3.33) of the following 
section).  Thus, it is worthwhile pointing out that  the  mean of kλ  is greater under the 
risk-neutral measure than under the physical, i.e. 
 
ζ 
1 −  ζ (β3 + δ1(β1 −  1)) 
 
> ζ , 
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J 
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∗  
 
 
and that the conditional mean of kY  is more negative under the risk-neutral measure than 
under the physical, i.e. 
(δ0 + (β1 −  1)ν) + δ1kλ  < δ0 + δ1kλ 
 
and thus  so is the unconditional mean given the first  inequality.   This is indeed to be 
expected  as agents are naturally adverse to jumps upwards in the intensity and conversely 
are adverse to jumps downwards in the index level. 
 
With the risk-neutral dynamics of the theoretical economy in hand, the remaining objective 
is to establish the affine nature of the equity premium in (V, λ). To this end, one may simply 
utilise the equality in (3.13), substitute the known form of J ∗ (·) and its derivatives, and 
solve for the equity premium as 
J ∗  J ∗  J ∗  
Φ = (µS  −  r)   =   −    Y Y  
−  
 
Y 
J ∗
 
Y V −    Y V ξV ρV 
Y 
∗  
− λE   Y 
(Y + kY , V, λ + kλ, t) exp(− kY  ) −  JY (Y, V, λ, 
t) 
JY (Y, V, λ, t) l 
×(exp(kY ) −  1) 
 
=  (− (β1 −  1) −  β2ξρ)V 
 
−E[(exp((β1 −  1)kY + β3kλ) −  1) (exp(kY ) −  1)] λ . 
The first  term represents the compensation  for diffusive  equity risk, and the second is 
the jump-related equity risk premium,  which involves  a linear function of λ, where the 
coefficient is a function only of t, γ and Θ (through B(·)).  Hence, it can be seen that in 
an economy specified as in this section, an equity premium affine in (V, λ) will result. This 
result is put forth as justification for the form of the equity premium assumed in Section 
3.5, i.e. Φ = ΦC V + ΦJ λ, where φC and φJ  are treated as constant free parameters. 
 
 
As a final topic of discussion for this section,  it is useful to note that  the  form of the 
risk-neutral dynamics for the economy presented in (3.19) may also be obtained by con- 
structing a Radon Nikodym change-of-measure (henceforth COM) process and appealing 
to Girsanov’s theorem.   Indeed, it may be useful to review this result here as a pricing 
kernel will be introduced in Section 3.5 for the purposes of pricing the risks associated with 
the model introduced in (2.12) of Section 2.4, and a pricing kernel is essentially just the 
product of a COM process and a risk-free discount factor. Indeed, adopting momentarily 
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the notation of Cochrane (2001), a pricing kernel is any stochastic  process Λ(t) such that 
Λ(T ) 
l 
H (t)Λ(t) = E[H (T )Λ(T )|F (t)] =⇒ H (t) = E H (T ) 
Λ(t)  
F (t) 
 
 
, (3.22) 
 
for the price of any traded  instrument  H (t), and with  its use a risk-neutral probability 
measure can be produced  (see (3.28) below). The pricing kernel that arises in the context 
of the theoretical economy considered in this section will of course shed some light upon 
the form of the pricing kernel utilised in Section 3.5. 
 
It is a well-known result that  the marginal utility of consumption, or equivalently (for 
time-separable utility) the marginal indirect utility of wealth, may be used to establish a 
fundamental relationship between current prices and the distribution  of future prices by 
using it to construct a pricing kernel.  It will indeed be demonstrated  here that the object 
JW (·) arising in this theoretical economy is no different. There are essentially three relations 
that must be established before demonstrating that JW (·) may be used as a pricing kernel, 
or equivalently as a COM process.  The first is is that the equilibrium risk-free rate is the 
negative of the expected growth in the marginal indirect utility of wealth, i.e. 
 
1 
r = −  
dt 
E 
dJW 
l 
JW 
 
 
. (3.23) 
 
The second is that the equality in (3.29) is equivalent to the condition that JW (·)-deflated 
prices are P martingales, ie. 
1 
dt 
E [d(H JW )] = 0. 
The third  is to recast JW (·) as a stochastic exponential, as is familiar in applications of 
Girsanov’s theorem, and to define by it a COM process, Z (t) ∈  R+, 
 
T JW (W (T ), V (T ), λ(T ), T ) = exp 
JW (W (t), V (t), λ(t), t) t 
Z (T ) 
r(s) ds . 
Z (t) 
 
 
The first result is obtained by direct differentiation of the HJB equation with respect to 
W , and evaluating at the optimal w = w¯ .  Substituting  for JW (µW  −  λE[kW ]) with  an 
expression in r via (3.5) and solving the resulting equation for r yields the relation in 
(3.23).4 This is indeed a mechanical exercise, but the algebra becomes unwieldy given the 
 
4 Caution should be taken in substituting  for µW  −  λE[kW ] as suggested here. Briefly, differentiation  of the 
first term of the HJB equation yields JW t + JW W (µW − λE[kW ])W + JW (µW − λE[kW ]) + other terms. Only 
in the second term is JW (µW −  λE[kW ]) to be replaced with r −  JW W W V −  JW V ξV ρV −  λE[JW (W (1 
+ 
kW ), V, λ + kλ , t)kW ]. The first term indeed appears on the RHS of (3.24). 
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W H  H  W W   W W V   H  W λ   H 
2 
W 
W 
 
 
size of the expression on the RHS of (3.7). For this reason, the result is simply stated as 
 
1 r =  −  
W 
1 
 
1 2 JW t + JW W (µW  −  λE[kW ]) + JW V µV  + JW λµλ  + 2 JW W W V W 
1 
 
+ JW W V ξV ρV W 
+ JW V V ξ2 V + 2 
JW λλξ2 λ + λE [JW (W (1 + kW ), V, λ + kλ, t) −  JW (W, V, λ, t)] 
1 ∂ =  −  · K + 
∂t 
(JW ) 
1 dJW 
l 
=  −  
dt 
E 
J 
, 
 
 
(3.24) 
where K(·) is the KB operator associated with X = [W, V, λ] under P. 
 
The second result may be obtained by simply applying the definition of K(·) to the product 
JW H , and utilising the expression in (3.23). This indeed yields the expression on the RHS 
of the second of the FOCs in (3.4) evaluated at the equilibrium control w = w¯ , 
∂ K + 
∂t 
(JW H ) 
= H JW (µH  −  λE[kW ]) −  H (rJW + λE[JW (W (1 + kW ), V, λ + kλ, t) −  JW (W, V, λ, t)]) 
 
+H 
(
JW W σW σT  + JW V σV σT  + JW λσλσT 
) 
+ λH E[kH ]
 
H  H  H 
 
+λH E[JW (W (1 + kW ), V, λ + kλ, t) −  JW (W, V, λ, t)] 
 
+λH E [(JW (W (1 + kW ), V, λ + kλ, t) −  JW (W, V, λ, t)) kH ] 
 
= 
H (
J  (µ −  λE[k  ] −  r)W + J σ   σT W 2 + J σ  σT W + J σ  σT 
W H  V λ 
 
+λE[JW (W (1 + kW ), V, λ + kλ, t)kH W ]) . 
In equilibrium,  the RHS of the preceding equation is equal to zero by virtue  of (3.6). 
Therefore, 
 
1 
dt 
E [d(H JW )] = 0 ⇐⇒ H (t)JW (t) = E[H (T )JW (T )|F (t)], (3.25) 
where the state dependence of JW (·) and H (·) has been suppressed for ease of exposition. 
The equalities in (3.25) are indeed equivalent insofar as they reveal that one may define a 
pricing kernel by JW (·). 
 
All that remains is to establish that JW (·) may be written as the product of the risk-free 
discount  factor and a COM process.   Proceed  as in Cox, Ingersoll and Ross (1985) and 
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= 
T  −  −  −  
� 
1 −  
 
 
  −  
 
 √  
 
 
consider the logarithm of the ratio of the time-T and time-t value functions 
 
 
log 
 
JW (T ) 
JW (t) 
 
T 
 
= d log(JW (s)). 
 
t 
 
One may readily apply Ito’s Lemma to log(JW ), and appeal to the result in (3.23) to obtain 
√   2
   √   2
 
1 
d log(JW )   = − r −  2 
JW W 
√
V W 
JW 
 
+ 
JW V ξV ρ  V 
JW 
1 JW V ξV 1 −  ρ2   V −  
2 JW 
1 JW λξλ
√
λ 
−  
2 JW 
2 
−  λE 
JW (W (1 + kW ), V, λ + kλ, t) 
l 
dt 
JW (W, V, λ, t) 
√     √   
JW W 
√
V W 
−  
JW 
 
+ 
JW V ξV ρ  V 
JW 
dB1 −  JW V ξV 1 −  ρ
2   V 
JW 
 
dB2 
JW λξλ
√
λ 
−  
JW 
 
dB3 + log 
 
E [JW (W (1 + kW ), V, λ + kλ, t)] 
JW (W, V, λ, t) 
JW (W (1 + kW ), V, λ + kλ, t) × 
E [JW (W (1 + kW ), V, λ + kλ, t)] 
 
g∗
 
 
dN. 
 
 
 
(3.26) 
Recall the definitions of η and � (·) in (3.19) and (3.20) respectively.  For the remainder 
of this section, let g( ) denote the risk-neutral jump size distribution  written  in terms of � 
g(kW , kλ) = g∗ (exp(kY ) −  1, kλ)/(1 + kW ). From (3.20) it is 
readily verified that the equality 
 
g(kW , kλ) 
g(kW , kλ) 
 
= 
JW (W (1 + kW ), V, λ + kλ, t) 
E[JW (W (1 + kW ), V, λ + kλ, t)] 
is valid. Introduce the new process χ(t) = [χ1(t), χ2(t), χ3(t)] ∈  R3 by 
 
JW W 
√
V W 
 −  JW  
−    
√  T JW V ξV ρ  V 
JW   
2
√   
 
 
((   
 
β1 −  1) + β2ξV ρ) 
√    T 
V   
χ ≡  

   
JW V ξV 1 −  ρ V −  
JW 
  
β2ξV 1 ρ2
√
V     
  
. (3.27)   
 
JW λξλ
√
λ 
−  
JW 
    
β3ξλ    λ 
With  these definitions in hand, (3.26) may be solved  so that the ratio of JW (·) at time T 
and time t may be expressed as 
 
JW (T ) 
JW (t) 
 
T 
=  exp  −  
t 
 
1 r(s) + χ(s)χ  (s) ds (η(s)λ  λ)  ds 
2 
 
T 
χ(s) dBT 
 
t 
 
 
 
 
(3.28) 
N [0,T ] 
+ 
 
i=N [0,t]+1 
log 
ηλ(τi)g(kW i, kλi) 
λ(τi)g(kW i, kλi) 
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It is a straightforward exercise to verify that σV χ = ΓV and σλχ = Ψλ where the quantities 
Γ and Ψ were defined in (3.16). By this statement, it is clear that the vector process χ can 
be interpreted as the price of diffusive risk.  Given these observations,  the expression in 
(3.28) for solution to the process JW  is of the standard type used to define a COM process 
to step between the physical and risk-neutral measures.  In this specific  case, the COM is 
such that the economy, written in terms of the vector [Y, V, λ], evolves  as in (3.19) under 
the risk-neutral measure.  An informal proof of this is provided at the end of Section 3.5, 
where it is seen that the proof itself becomes more complicated in a self-exciting system. 
 
 
 
3.4    The  Pricing  of Intensity Jump-Related Risk 
 
 
This section discusses further the pricing of jump risk within the self-exciting Bates (1996) 
economy. Consider pricing the jump risk of an arbitrary derivative security whose price as 
a function of (W, V, λ, t) will again be denoted by H (·).  By (3.6), it can be seen that the 
jump-related contribution to the total premium earned by a derivative security is 
JW (W (1 + kW ), V, λ + kλ, t) −  JW (W, V, λ, t) 
l 
, (3.29)
 
− λE kH JW (W, V, λ, t) 
 
where it is recalled that kH  is defined  as 
H (W (1 + kW ), V, λ + kλ, t) −  H (W, V, λ, t) kH  = , H (W, V, λ, t) 
 
and where it will prove useful to define percentage jumps in JW (·) as 
JW (W (1 + kW ), V, λ + kλ, t) −  JW (W, V, λ, t) kJW    ≡  . JW (W, V, λ, t) 
 
In light of these notational conveniences it is useful to rewrite the jump-related component 
 
of the risk premium (3.29) as 
− λE [kJW  kH ] .                                                 (3.30) 
It has been noted in earlier works (see for instance Bates (1988)) that the more positive 
the co-variation in price jumps kH   with jumps in the wealth level kW  is, the greater its 
jump-related risk premium is expected to be. The economic rationale for this is that the 
security could be viewed  as a bet against bad times. Technically, this result holds because 
JW (·) is a decreasing convex function of W . 
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γ 
 
 
This type of argument can readily be extended to characterise the relationship between 
kH  and kλ.  Indeed, one should expect that securities which tend to rise as the intensity 
rises, and are thus hedges against adverse movements in the intensity, should earn a lower 
a premium than securities which exhibit the opposite behaviour. Formally, for values of 
γ > 1 it is possible to establish with the use of (3.10) that JW (·) is an increasing convex 
function of λ, and moreover that 
 
 
kJW    = (1 + kW )
−  exp(β3kλ) −  1. (3.31) 
 
 
Given these results, it will be trivial  to demonstrate that E [kJW  kH ] > 0 for λ-sensitive 
instruments where the correlation between kH   and kλ   is positive, and thus that  such 
hedging instruments will earn a negative premium by (3.30). 
 
With  regard to the first claim, recalling that γ > 1 it is clear that (1 −  γ)J (W, V, λ, t) = 
E�[W (T )1− γ |F (t)] represents the expectation of a strictly  convex positive function of ter- 
minal wealth. Therefore, by Jensen’s inequality 
 
E
r
W (T )1− γ |F (t)] > E[W (T )|F (t)]1− γ , ∀λ ∈  R+ , (3.32) 
 
 
and thus that 
 
 
exp((β0 + log(1 −  γ)) + (1 −  γ) log(W ) + β2V + β3λ) > E[W (T )|F (t)]1− γ , ∀λ ∈  R+ . (3.33) 
 
 
 
Given that the mean growth rate of W has been fixed at µK (and is thus independent of λ), 
increasing λ serves only to impact upon the LHS of the inequality in (3.33). Therefore, it 
follows immediately that if β3 < 0 one could choose λ large enough such that the inequality 
would be violated, and is thus a clear contradiction proving that β3 > 0. Straightforward 
differentiation of (3.10) reveals that JW (W, V, λ, t) = W − γ exp((β0 +log(1− γ))+β2V +β3λ), 
and therefore JW (·) is an increasing convex function of λ.  The claim that kJW     satisfies 
(3.31) may be verified mechanically. 
 
The importance of the preceding pair of results is that percentage  changes in JW (·) are 
guaranteed always to be positive in response to jumps in λ, and moreover that the expected 
value of the jump in indirect utility, conditional upon the size of the intensity jump, is 
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always positive also. To verify the latter, note that 
 
E [kJW  |kλ]   =  E [(1 + kW )−  |kλ] exp(β3kλ) −  1 
 
>  E [(1 + kW )− γ |kλ] −  1 (by positivity of β3kλ ∀kλ) 
 
>  (1 + E[kW |kλ])− γ  −  1 (by Jensen/s inequality) 
 
>  0 
 
1 
where the final inequality formally requires the assumption that δ1 < 0 and δ0 < 2 
ν so as 
to satisfy E[kW |kλ] < 0, ∀kλ  > 0. It is acknowledged that the latter may indeed be open 
 
to debate. From an intuitive  standpoint, this result merely reflects the  facts that  first, 
positive values of kλ  serve to worsen the state of the economy, and second, kλ  and kW  are 
negatively correlated, leading to a “double hit” to wellbeing, as it might loosely be referred 
to. 
 
Turning now towards the premium commanded by the issuer of a intensity-hedging instru- 
ment, assume that H (·) is independent of the current index level and volatility.  Contracts 
that will exhibit this type of behaviour include European-style derivatives written over the 
terminal intensity, or Asian-style options written over the average intensity, for example.5 
In this instance, one has that kH  = kH (kλ), where the dependence upon (λ, t) is suppressed 
for ease of exposition. If one assumes that the contract exhibits a positive sensitivity to 
jumps in λ, i.e. kH   > 0, ∀kλ,  it is fairly easy to demonstrate that the risk premium in 
(3.29) will be negative, and conversely  so for a short position in the contract. Under this 
assumption 
E [kJW  kH ] = E [E [kJW  |kλ] kH (kλ)] > E[kH (kλ)] > 0 . 
 
The implication of this is that the jump-related risk premium in (3.29) for this security 
must be strictly  negative,  as hypothesised  earlier. 
 
It is useful also to explore the fact that both the risk-neutral intensity and the risk-neutral 
jump distribution of kλ  differ from their physical counterparts. Naturally, this reflects the 
fact that  the risks of both the timing  uncertainty  and size uncertainty  associated with 
intensity jumps are priced.  To see why it is not sufficient to simply alter the jump size 
5 Note also that the equilibrium risk premia within  this economy are independent of the level of wealth, and 
thus wealth will not impact upon prices via this channel. 
76 CHAPTER 3.  AN EQUILIBRIUM MODEL AND THE PRICING KERNEL  
� 
� 
 
 
distribution of kλ, consider the price of a simple contract, again denoted by H , where the 
security pays the fixed amount Q in the event that at least one event is observed over the 
interval [t, T ]. By (3.18), the price of such a contract is simply (modulo discounting) 
 
H = Q · P� (N [t, T ] ≥  1|F (t)) . (3.34) 
The price in (3.34) is indeed independent of the properties of the jump size distribution.6 
Thus, the only way to account for the fact that agents are adverse to the occurrence of 
 
jumps taking place is to fold a risk premium into the risk-neutral probability of an initial 
event taking place. In the present setting, this is facilitated by increasing the risk-neutral 
intensity to the value given in (3.21). 
 
Similarly, to see that the distribution of kλ must differ across measures, consider a derivative 
security which pays a fixed quantity Q in the event that the first  jump in the intensity 
to occur on the interval [t, T ] falls within  some fixed trigger interval denoted I = [L, U ]. 
Now consider two such securities with prices H1  and H2  and with disjoint trigger intervals 
I1  = [L1, U1] and I2  = [L2, U2], where the bounds of these intervals are chosen such that 
U1 < L2  and 
 
 
kλ ∈ I1 
g(kλ) dkλ = 
 
 
kλ ∈ I2 
g(kλ) dkλ . 
These conditions merely state that I2  is an interval to the right of I1, and that the intervals 
are chosen such that the contracts have an equivalent probability of paying off under the 
physical measure. By virtue of this last property, it is clearly the case that if agents were 
in fact risk neutral, the prices of the securities would coincide (modulo any correlation 
between the spot rate and the intensity process). 
 
Intuitively however, H2  should carry a lower premium (or higher price) than H1  given that 
it pays off in a worse state of the economy, i.e. when kλ  is larger. By (3.18), the prices are 
simply (again, modulo discounting) 
 
H1 = 
 
 
H2 = 
P� (N [t, T ] ≥  1|F (t)) 
· 
 
 
P� (N [t, T ] ≥  1|F (t)) 
· 
 
 
kλ ∈ I1 
 
 
kλ ∈ I2 
g(kλ) dkλ , 
 
 
g(kλ) dkλ    . 
 
6 See Appendix A.1 for a derivation of the probability  with which no events take place over a given interval 
and confirmation that this quantity does not depend on ζ . 
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Given that the risk-neutral jump probability  enters multiplicatively,  manipulating it will 
impact upon both H1  and H2  in precisely the same way, independently of the locations 
of the trigger intervals I1  and I2.  Thus, the only way to reflect the fact that agents are 
not  indifferent  to the magnitude of jumps in the intensity is to manipulate the jump- 
size distribution  so as to reflect an appropriate premium.  In the present  context, this 
will involve reallocating mass from less damaging  (lower) jumps in the intensity to more 
damaging (higher) jumps as  one moves from the physical measure to the risk neutral 
measure. Naturally,  this migration of mass will  result in a pair of prices which satisfy 
H2 > H1. 
 
 
 
 
3.5    The  Pricing  Kernel  and the Equity  Premium 
 
 
 
This section introduces the pricing kernel used to price options in the market described by 
(2.12) of Section 2.4. This pricing kernel will specify the manner in which the primitive 
sources of risk in the market are to be priced, and in turn will allow for the recovery of 
the associated risk-neutral system. Recall that the pricing kernel which arose in the self- 
exciting economy described in the Section 3.3 was heavily restrictive in that the prices of 
risk were all functions of the parameters of the physical system and a single preference- 
related parameter γ.  In this section, the parameters governing the prices of risk will be 
specified as free parameters,  allowing for much greater flexibility  in how the model may be 
used. On this note, one could simply write down a risk-neutral analogue of the physical 
system in (2.12) and declare it ready for use in option pricing applications.  However, given 
that  the underlying objective  is to obtain estimates of the physical parameter set with 
the use of options data, a precise definition of the relationship between the physical and 
risk-neutral processes is required.  Thus, a careful development of the pricing kernel must 
be undertaken. 
 
To begin, let the pricing kernel to be used for empirical purposes be denoted by Λ(t) ∈  R+, 
and assume that it evolves according to the SDE 
 
dΛ 
Λ  
= (− r + (1 −  η)λ) dt −  χ1 dB1 −  χ2 dB2 + (ηh(kY , kλ) −  1) dN, (3.35) 
 
where r ∈  R+ is the constant risk-free rate, where η > 1 is a fixed parameter, and where 
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the objects χ1(t), χ2(t) and h(·) are defined  as 
χ1 =  
√
V ΦC , 
 
 
χ2 = 
√
V 
1 −  ρ2 
 
−  
−  ρΦC , 
V 
 
 
(3.36) 
1 Ξ2 −  2(kY −  δ0 −  δ1kλ)Ξ h(kY , kλ)   =  exp  −  2 ν , 
for some ΦC ∈  R+, Γ ∈  R+ and Ξ ∈  R− . It will prove useful at later stages of this 
section to define the vector of diffusive premia as χ(t) ≡  [χ1(t), χ2(t), 0]. 
 
Comparing (3.28) and the preceding SDE reveals that Λ shares much in common with the 
pricing kernel which arose in the equilibrium model of the Section 3.3, i.e. JW (·).  Indeed, 
χ1  and χ2  are analogous to the prices of diffusive risk defined in (3.27). Furthermore, a 
forthcoming analysis of h(·) will reveal that this object is very similar to the ratio of the 
risk-neutral and physical distributions for kX = [kY , kλ] implied by (3.20), save for a few 
minor details. For the moment, it is necessary only to note that as h(kY , kλ) is a ratio of the 
risk-neutral and physical jump-size densities, one has immediately that E[h(kY , kλ)] = 1, as 
this expectation is simply the integral of the risk-neutral density function over the support 
of kX = [kY , kλ].  One major difference between JW (·) from the previous section and Λ 
defined here however lies in the fact that there is no quantity analogous to χ3  defined in 
(3.27). As will be discussed shortly, this serves to ensure that B3-related risk goes unpriced 
when pricing derivatives (thereby avoiding the introduction of another parameter). 
 
Having introduced the pricing kernel, it is beneficial to consider its use in pricing a generic 
derivative contract as it casts light upon the prices assigned to the various sources of risk 
that are present. Before proceeding, it is an opportune time to make a slight adjustment 
to the notation used in the previous section. Henceforth, all of the analysis of the pricing 
of risk will  be framed in the context of the system for [Y, V, λ] in (2.12).  Thus, it will 
simplify matters to let H denote the price of a derivative security written as a function of 
(Y, V, λ, t), as opposed to a function of W , or equivalently S, in this section. Note also that 
in order to maintain consistency between the remainder of this chapter and the definition 
of the model in (2.12), g(·) will be used henceforth  to denote the density of kX = [kY , kλ], 
as opposed  to that of [kS , kλ]. 
 
Having so redefined  H (·), let the returns process for the derivative security be expressed 
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as 
dH 
H  
= (µH  −  λE[kH ]) dt + σH dB   + kH dN, 
where σH   ≡  [σH 1, σH 2, σH 3].  Naturally,  once the functional form of H  in (Y, V, λ, t) is 
available, the object µH (·) may be recovered by direct application of Ito’s Lemma. However, 
given that the pricing kernel Λ is available, one may pin down the value of µH  which must 
prevail in equilibrium by reference to its sensitivities to the sources of risk within the system. 
Indeed, simply appeal to the Martingale Condition assumed to hold for for Λ-deflated price 
processes (i.e. the definition in (3.22)), 
 
1 
dt 
E [d (H Λ)] = 0. (3.37) 
Applying the KB operator K(·) associated with the system in (2.12) to the product H Λ 
yields 
0   =  H Λ(− r + (1 −  η)λ) + H Λ(µH  −  λE[kH ]) −  H Λχ1σH 
1 
 
−H Λχ2σH 2 + H ΛλE[kH ] + H ΛλE[ηh(kY , kλ) −  1] 
 
+H ΛλE[(ηh(kY , kλ) −  1)kH ] , 
 
which places an explicit restriction on the behaviour of µH  in equilibrium of the form 
 
µH  −  r = χ1σH 1 + χ2σH 2 −  λE[(ηh(kY , kλ) −  1)kH ].                    
(3.38) The preceding equality reveals that the pricing of diffusive risk is fairly standard, 
and very similar to the pricing of diffusive risk in the models of Heston (1993) or Pan 
(2002), among 
others. The only difference worthy of mention is that the risk associated with variation in 
B3  goes unpriced. To see this, note simply that σH 3 =  Hλξλ
√
λ   /H is the sensitivity 
of 
the return on the derivative security to innovations in B3. As this quantity is not present 
in (3.38), this sensitivity has no bearing on the premium demanded by the security in 
equilibrium. 
 
The pricing of jump-related  risk in (3.38) is somewhat  less standard in that while both 
kY  and kλ  impact upon the state of the economy, only the extent to which jumps in the 
security co-vary with the jumps in the index level are relevant to the determination of the 
jump premium. Indeed, consider for a moment the pricing of jump-risk for a security whose 
price is independent of the index-level, and thus where kH   is a function only of kλ, i.e. 
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written  over the terminal intensity  or Asian options written  over the average intensity, 
among others.  Considering the jump-related component  of the premium in (3.38), this 
quantity may be expressed as 
− λE [(η(h(kY , kλ) −  1) kH (kλ)] .                                    
(3.39) At this point, it is necessary to note that E[h(kY , kλ)|kλ] = 1, ∀kλ, which is easily 
verified by direct evaluation of the expectation integral.7  This allows the jump-related 
component 
of the premium in (3.39) to be re-cast as 
 
− λ (ηE [(h(kY , kλ)kH (kλ)] −  E [kH (kλ)]) 
 
= − λ(ηE [E [(h(kY , kλ)|kλ] kH (kλ)] −  E [kH (kλ)]) (3.40) 
 
= λ(1 −  η)E [kH (kλ)] . 
As can be seen, the risk premium for a security whose jump component is insensitive to 
jumps in the index level earns no premium for the manner in which its jumps co-vary with 
jumps in the pricing kernel. Indeed, the premium in (3.40) is contingent only upon the 
marginal distribution of kλ  and the functional form of H (·):  the object h(·) does not enter. 
Therefore, such a security earns only a premium for jump-timing risk, not jump-size risk. 
In this light, η is clearly the parameter governing the jump-timing premium. 
 
The rationale for constructing h(·) in such a manner was to avoid the introduce an addi- 
tional parameter to describe the risk-neutral PDF of kλ.  As will be seen in a later point 
of this section, the risk-neutral marginal distribution  of kλ  implied by the form of h(·) 
coincides with its physical counterpart, i.e. g(kλ) = g(kλ) (see (3.52)).  It is worthwhile 
noting also that the pricing of kY -related risk is similar to that arising in Section 3.4 in that 
h(·) is a decreasing convex function of kY .  Thus, securities which jump in step with the 
index level command a greater jump premium than do those which jump in the converse 
manner. 
 
 
The discussion  so far has been concerned with the pricing of a generic derivative security. It 
may be useful to consider the pricing of the index level itself as this allows for a comparison 
7 A faster way to verify this is to use the fact that  h(·) implies that  g(kλ ) = g(kλ ) (see (3.52)).  Then, by 
noting E[h(kY  , kλ )|kλ ] = 
g(kY , kλ ) � 
 � 
g(kY |kλ ) dkY , which is of course simply g(kY , kλ ) g(kY , kλ )
 � 
 
dkY  = g(kY , kλ ) 
R  
g(kY , kλ ) 
g(kY , kλ ) 
R 
g(kλ ) 
g(kY 
 
R 
λ ) dkY  = 1. The fact that g(kY � |kλ ) = 
�
  g(kλ ) 
follows from �  kλ ) = g(kλ ). 
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with the analogous quantity arising in existing models. This exercise is also useful in that 
it allows one to identify the coefficients of the equity premium Φ(V, λ) = ΦC V + ΦJ λ. 
 
To begin, recall that the equity premium Φ is defined by 
 
1 
dt 
E 
dS 
l 
S 
+ q −  r = Φ, 
 
and note that by Ito’s Lemma, one has that the process for S = exp(Y ) is given by 
 
dS 
S  
= (r −  q −  λE[kS ] + Φ(V, λ)) dt + 
√   
V dB1 + kS dN , (3.41) 
 
where use has been made of kS = exp(kY ) −  1. Let it also be noted that when a security 
generates a dividend stream, i.e. {q(t)H (t)}t≥ 0  where q is the dividend rate, the martingale 
condition in (3.37) becomes 
 
1 
dt 
E [d(H Λ)] + q(H Λ) = 0 . (3.42) 
 
 
Applying this condition to the index process itself yields the equality 
 
1 
dt 
E [d(SΛ)] + qSΛ = 0 , 
 
and an application of the KB operator for the market process in (2.12) yields 
0   =  SΛ(− r + (1 −  η)λ) + Λ((r −  q) −  SλE[kS ] + Φ(V, λ)) −  SΛχ1
√
V  + 
SΛλE[kS ] 
 
+SΛλE[ηh(kY , kλ) −  1] + SΛλE[(ηh(kY , kλ) −  1)kS ] + SΛq . 
 
This equality may readily be solved for Φ(V, λ) as 
Φ(V, λ)   =  χ1
√
V  −  (1 −  η)λ −  λE[ηh(kY , kλ) −  1] −  λE[(ηh(kY , kλ) −  
1)kS ] 
=  χ1
√
V  −  λ [(η(h(kY , kλ) −  1)kS ] , 
 
 
 
 
(3.43) 
 
where the fact that E[h(kY , kλ)] = 1 has again been used to obtain the last equality. The 
equity premium in (3.43) may be simplified so as to arrive  at a more intuitive  form by 
invoking the functional forms of χ1  and h(·), 
 
Φ(V, λ) −  q = φC V + exp(δ0 + (1/2)ν) 
(1 −  δ ζ ) −  1 −  η 
exp(δ0 + Ξ + (1/2)ν) 
(1 −  δ ζ ) −  1 λ. 
(3.44) 
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Clearly, ΦC was selected to be the coefficient of V in the equity premium when constructing 
 
χ1. Similarly, one may note that the coefficient of λ is given by the constant 
 
 
ΦJ = 
 
exp(δ0 + (1/2)ν) 
(1 −  δ ζ ) −  1 −  η 
 
exp(δ0 + Ξ + (1/2)ν) 
(1 −  δ ζ ) −  1  . 
The two parameters which govern the pricing of jump risk, η and Ξ, impact upon the equity 
premium in a transparent manner. Indeed, for a wise selection of physical parameters one 
will expect that E[kS ] < 0 and thus that exp(δ0 + (1/2)ν)/(1 −  δ1ζ ) −  1 < 0. It is therefore 
clear that ΦJ  is decreasing in Ξ, and for Ξ < 0, one has that ΦJ  is increasing in η. 
 
 
Having discussed the pricing of risk for the system in (2.12), it is necessary to turn now to 
the associated risk-neutral system. As in Section 3.3, there are again two equivalent ways to 
proceed in order to arrive at the risk-neutral system. The first is to utilise the equilibrium 
expected-return for a generic derivative security as presented  in (3.38). Equating this with 
the physical analogy will yield a PIDE analogous to that in (3.17), which may be solved 
by appealing to the Feynman Kac theorem, and this in turn will reveal the appropriate 
form of the risk-neutral system. The second is to defined a COM process with reference to 
the pricing kernel Λ. One may then appeal directly to Girsanov’s theorem to arrive at the 
appropriate form of the risk-neutral system. 
 
Both approaches to deriving the risk-neutral system will be described here. This is because 
the first was used in the Section 3.3 and is thus familiar. Moreover, it allows for an expedited 
route to the risk-neutral system. The second highlights some of the difficulties in dealing 
with self-exciting processes when switching between measures and is interesting in its own 
right, as noted in the introductory remarks of this chapter. 
 
Let the approach involving the Feynman Kac theorem be considered  first.  To this end, 
recall the equilibrium restriction upon µH  stated in (3.38), 
µH  = r + χ1σH 1 + χ2σH 2 −  ηλE[(ηh(kY , kλ) −  1)kH ]. (3.45) 
As in Section 3.3, by Ito’s Lemma µH  must also satisfy 
H µH  =  Ht + HY (r −  q + Φ −  (1/2)V  −  λE[exp(kY ) −  1]) 
 
1 1 2
 
+HV κV (V∞ −  V ) + Hλκλ(λ∞ −  λ) + 2 HY Y V + 2 HV V ξV V 
 
+HY V ρξV V +  1 Hλλξ2 λ + λE[H kH ] . 
(3.46) 
2 λ 
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Setting the expressions in (3.46) and (3.45) equal to each another yields an equation that 
must be satisfied by the pricing function for the derivative security, now written in terms 
of the vector [Y, V, λ], 
H (r + χ1σH 1 + χ2σH 2 −  ηλE[h(kY , kλ)kH ] + λE[kH ]) = Ht 
 
+HY (r −  q −  (1/2)V  −  λE[exp(kY ) −  1] + Φ) + HV κV (V∞ −  V 
) 
(3.47) 
 
1 1 2 +Hλκλ(λ∞ −  λ) + 2 HY Y V + 2 HV V ξ 
subject to the TC 
V + HY V ρξV V + λE[H kH ] , 
H (X, T ) = P(X ) , 
where again P(·) is the terminal payoff function associated with the security. 
At this point, it is useful to substitute H σH  = [HY 
√
V  + HV ρξV 
√
V , HV 1
 
 
Hλξλ
√
λ]. It is also useful to note that by simple manipulation of (3.43) 
√   
 
 
 
 
 
−  ρ2ξV 
√
V , 
φ(V, λ) −  χ1 V −  λE[exp(kY ) −  1] = − ηλE[(ηh(kY , kλ) −  1)(exp(kY ) −  1)]. 
 
which allows the equation in (3.47) to be rewritten as 
 
rH = Ht + HY (r −  q −  (1/2)V  −  ηλE[exp(kY ) −  1]) + HV (κV (V∞ −  V ) + ΓV ) 
 
1 1   2 1 +Hλκλ(λ∞ −  λ) + 2 HY Y V + 2 HV V ξV V + HY V ρξV + 2 Hλλξλλ 
 
+ηλE[H h(kY , kλ)kH ], 
 
again subject to the TC 
(3.48) 
H (X, T ) = P(X ) . 
 
As in Section 3.3, the Feynman Kac theorem applies to this type of equation and states 
that it is solved by 
H (X, t) = E� [exp( − r(T −  t))P(X (T ))|F (t)] ,                          
(3.49) where E˜ [·] is the expectation operator with respect to the alternative measure P�.  
Under P�, the state vector X = [Y, V, λ] evolves according to 
dY =  (r −  q −  (1/2)V  −  E�[ekY   −  1]λ) dt + 
√
V dB�1 + kY  
dN 
√   
dV =  κV (V�∞ −  V ) dt + 
ξV 
V (ρ dB�1 + 1 −  ρ2 
dB�2) 
(3.50) 
 
84 CHAPTER 3.  AN EQUILIBRIUM MODEL AND THE PRICING KERNEL 
 
dλ   =  κλ(λ∞ −  λ) dt + ξλ 
√  
λ dB�3 + kλ dN , 
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P�(dN = 1) = ηλ dt ,  
 
κV  ≡  κV + ξV (ρχ1 +
 
where B� = [B�1, B�2, B�3] is a 3-dimensional P�-Brownian Motion, where � 
1 −  ρ2χ2)/
√
V  and 
V� 
≡  κV 
 
V  /κ ∞  � 
 
, and where the jump-sizes kX 
 
= [kY 
 
, kλ 
 
] are dis- 
tributed according to g( ) defined by � 
 
 
g(kY , kλ) = h(kY , kλ)g(kY , kλ).  (3.51) 
 
It is easily verified that g(·) so defined is such that kλ  ∼  Exp(1/ζ ) and kY |kλ  ∼  N(δ0  + 
 
 
satisfies this property, 
g(·)/g(·) = h(·) for a g(·) which 
 
g(kY , kλ)  = 
 1  1 exp  −   kλ 1 √  exp  −  1 (kY  −  (δ0 + Ξ + δ1kY ))
2 
g(kY , kλ) ζ ζ 2πν 2 
1 1 − 1 1 − 1 
ν 
1 (kY  −  (δ0 + δ1kY ))2 exp   k 
ζ ζ 
√
2πν 
exp  + 
2 ν 
 
1 Ξ2 −  2Ξ(kY  −  δ0 −  δ1kY ) =  exp  −  
2 ν 
 
=  h(kY , kλ) . 
 
 
 
 
(3.52) 
 
From the preceding result it can be seen that the only difference between the physical and 
risk-neutral jump-size distributions, g(·) and g(·) respectively, is that the mean of kY  is 
shifted by Ξ. 
 
Having obtained the risk-neutral system associated with the physical system in (2.12), it is 
useful to write the risk neutral process for the state vector X  in vector form, as was done 
for the physical process in the preceding section. To this end, the risk-neutral process for 
X  may be written as 
dX = µX dt + σX dB�T + kX dN, (3.53) 
 
where the objects µX (·), σX (·) and λX (·) are defined by 
 1  
(r −  q) −  V −  ηλE� [kS 
]     
 
V ξV ρV 0 

 
    
µX (X ) = 
 
κ  (  
 
, σ
 
(X )σ
 
(X )T  = 
 
ξV ρV ξ2 V 0 
 
,
 
 
V  V  ∞   
−  V )  X X          
2 
 
κλ(λ∞ −  λ) 0 0 ξλλ 
(3.54) 
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X 
� 
� 
Φ(V, λ)   =  θ 
√
V  −  λE η Y λ 
 
 
and λ�X (X )  = ηλ. Briefly,  it is worthwhile noting that  the diffusion-matrix  σX σT   is 
consistent across measures, that λ�X = ηλX , and that µX = µX −  σX 
χ. 
 
It is somewhat interesting to note that (3.50) describes the risk-neutral evolution of the 
physical intensity process λ, and not the risk-neutral intensity process ηλ. Indeed, from 
the perspective of one who is seeking to price derivative securities it is clearly the latter 
quantity that is of central concern. Moreover, the parameter η, which governs the extent to 
which jump risk is priced and nothing else, would appear to be identifiable using information 
on option prices alone given the system in (3.50). This would be akin to the inability  to 
recover, for instance, the price of volatility  risk using option price data alone, which is not 
possible for models such as those of Heston (1993) or Bates (1996). This issue is taken up 
in significant detail in Section 4.5 where the computation of European put and call prices is 
discussed. Indeed, it will be seen that it is sufficient to have knowledge of the risk-neutral 
system for the alternative state vector X ∗  ≡  [Y, V, ηλ], and it will follow from this that 
identification of η is impossible with use of options data in isolation. 
 
 
With the risk-neutral system in (3.50) and (3.51) having been examined, it is an opportune 
time to assess the relationship between the risk premia within the economy and the risk- 
neutral dynamics. First, it is useful to review the form of the equity premium in (3.43) 
and recast its jump-related component  in terms of the properties  of risk-neutral jump 
distribution.   Second,  it is also interesting to explicitly  demonstrate the impact of the 
jump-risk premia on the shape of the risk-neutral return PDF via a numerical example. 
 
With  regard to the first point, the fact that h(kY , kλ) = g(kY , kλ)/g(kY , kλ) may be used 
to express (3.43) as 
 
g(k  , k ) 
1 
� 
g(kY , kλ) 
l 
−  1  (exp (kY ) −  1) 
 
 
(3.55) 
=  φC V + λE[exp(kY ) −  1] −  ηλE�[exp(kY ) −  1]. 
 
By noting first that  the risk-neutral expectation of a jump in the index level has been 
forced below its physical counterpart by the introduction  of the parameter Ξ < 0, and 
second that the risk-neutral intensity is greater than its physical counterpart for all time 
by introduction  of the parameter η > 1, it may readily be  seen that  the combination 
E[exp(kY ) −  1] −  ηE�[exp(kY ) −  1] > 0, and thus that the premium for exposure to 
jump 
innovations, i.e. φJ λ, is positive. 
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With regard to a numerical example demonstrating the impact of jump-risk premia on the 
risk-neutral dynamics, it may be interesting to consider variation in the jump-premium 
parameters (Ξ, η) upon the risk-neutral return PDF. To this end, the remaining risk-neutral 
parameters are chosen according to Table 3.1 below, and the parameters of interest, (Ξ, η) 
are allowed to vary according to Table 3.2 which follows.  Setting the interval  length 
to T −  t = 1 and the initial  states to their equilibrium values V (0) = V∞ and λ(0)  = 
κλλ ∞ /(κλ −  ζ ), Figure 3.1 overleaf was 
produced. 
 
Parameter κV � V�∞ ξV ρ κλ λ∞ ξλ δ0 δ1 ν ζ 
Value 2.5 0.20 0.3 -0.7 5.0 2.5 0.4 -0.02 − 0.02 0.012 2.0 
 
 
Table 3.1: Parameters of the risk-neutral  self-exciting process in (3.50) to be fixed when varying η and Ξ. 
These parameters are used to produce the return PDFs in Figure 3.1. 
 
 
Parameter η Ξ 
Minimum Value 
 
Maximum Value 
1.00 
 
4.0 
-0.03 
 
0.00 
 
 
Table 3.2: The range of variation for the parameters η and Ξ, where 4 equidistant points are used for each 
parameter. When η is being varied, Ξ is fixed at − 0.01, and η is fixed at 2.0. 
 
 
Plotted in Figure 3.1 are the annual return PDFs for different parameter combinations. 
By inspection of the top panel, changes in η induce considerable variation in the shapes 
of the PDFs, with the skew in the η = 4 case being markedly greater than the skew in 
the η = 1 (no jump-timing premium) case.  Naturally, this owes to the fact that investors 
who are more averse to instances of jumps are willing to pay more for contracts which pay 
off in the event of one. The only way for this to manifest in the risk-neutral process is to 
overweight realisations where jumps occur. As jumps in returns are typically negative, a 
negative skew in the return PDF must result.  Inspecting the bottom panel reveals that 
variation in Ξ has a similar, but less dramatic, impact on the return PDF (at least for the 
parameters considered here). 
 
It is important  to note that  the extent  to which jump  risk is priced, and the ability  of 
this premium to warp the risk-neutral system, is not merely of academic importance, but 
is practically relevant also. Indeed, risk-management procedures based on simulation will 
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Figure 3.1:  Top panel:  The risk-neutral  log return  PDF  as η is varied according to Table 3.2, with  Ξ 
held constant.   Bottom  panel:  The risk-neutral  log return  PDF  as Ξ is varied according to Table 3.2, 
with  η held constant.  The interval  length used is T −  t = 1, and the initial  conditions were S(t0 ) = 500, 
V (t0 ) = V∞ = 0.2 and λ(t0 ) = λ∞  = 5.0, where the remaining risk-neutral parameters were set as per 3.1. 
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produce paths of the underlying state vector according to the selected model. Clearly, the 
risk inherent in a long position in the index (or a call option) will be overestimated  if a 
value of η = 4 is used in simulations when in fact η ∈  (1, 2], for instance. Conversely, the 
risk inherent in a short position in the index (or a short position) will be underestimated. 
 
The discussion turns now to alternative  approach to obtaining the risk-neutral system. 
This approach, as mentioned earlier, is to construct a Radon Nikodym COM process by 
reference to the pricing kernel Λ. To this end, consider defining the process Z (t) by 
 
Z (T ) 
Z (t) 
 
and defining the new measure P� by 
 
= exp(r(T −  t)) 
 
Λ(T ) , 
Λ(t) 
 
dP� 
(ω|F (t)) =  lim Z (T , ω)
 
, (3.56) 
dP T →∞ Z (t, ω) 
where  ω ∈  Ω are sample points or realisations of the primitive processes defined upon the 
original sample space. As in the previous section, it is hoped that under the measure P�, 
the probability structure of the primitive processes is such that 
t 
B�(t) = B(t) + [θ1(s), θ2(s), 0] ds 
0 
is a 3-dimensional orthogonal Brownian Motion, that the counting process {τi}N 
 
has the 
intensity ηλ defined in (3.50), and that the marks kX = [kY , kλ] are distributed according 
to g˜(kY , kλ) as defined  in (3.51). If these conditions are met, it follows naturally that X 
evolves according to (3.50) under 
P�. 
 
In order to prove that these conditions are met, it is necessary to invoke Girsanov’s the- 
orem. As noted earlier however, the “standard”  or “direct” proof of Girsanov’s Theorem 
in the presence of self excitation is not a accessible given a number of conditioning-related 
technical concerns.  To see this, consider first the case in which the parameter ζ = 0, and 
thus where the underlying point process is one of the mixed-Poisson type.  In this instance, 
it is possible to adopt the standard approach to proving Girsanov’s theorem, where the 
characteristic function (henceforth CF) of the point-process under the measure P� defined 
by (3.56) is shown to coincide with that of the system in (3.50). To this end, define the 
CF of the underlying point process, φ : R2 → C, by 
 
φ(θ1, θ2) ≡  E exp 
 
 
 
i:τi ∈ [t,T ] 
l 
(θ1kY i + θ2kλi) , 
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ϕ( 
ϕ( 
· 
 
 
and also define the CF of the jump sizes, ϕ : R2 → C, by 
 
ϕ(θ1, θ2) ≡  E [exp (θ1kY + θ2kλ)] . 
 
Similarly, let φ�(·)  and ϕ(·)  denote the analogous quantities where the expectations  are 
taken with respect to the measure P� defined by (3.56). It will also be useful to denote the 
integrated intensity by λ¯ [t, T ], i.e. 
 
 
λ¯ [t, T ] ≡  
T 
 
λ(s) ds. 
 
t 
 
With this notation in hand, the equivalence of the CFs may be obtained directly, 
 
 
φ(θ1, θ2)   = 
 
E�  
exp 
 
 
i:τi ∈ [t,T ] 
 
(θ1kY i + θ2kλi) 
l 
 
 
 
Z (T ) 
l 
=  E exp  
i:τi ∈ [t,T ] 
(θ1kY i + θ2kλi)  Z (t) 
 
 
 
ηλ(τi)g(kY i, kλi 
l 
=   E  exp 
(
(1 −  η)λ¯[t, T ]
)  
 
i:τi ∈ [t,T ] 
exp (θ1kY i + θ2kλi)  λ(τi)g(kY i, kλi) 
 
=  E  exp 
(
(1 −  η)λ¯ [t, T ]
) 
� θ1, 
θ2) 
N [t,T ] ηN [t,T ] 
 
 
∞  (ϕ(θ1, θ2)ηλ¯ [t, T ]
)n exp(− λ¯ [t, T ]) 
ll 
=  E E exp 
(
(1 −  η)λ¯ [t, T ]
)
 
� 
n! n=0 
λ¯ [t, T ] 
 
=  E 
r
exp 
(
ηλ¯[t, T ] ( � θ1, θ2) −  1)
)l 
. 
 
 
(3.57) 
Although the CF appearing in (3.57) is not in closed form8, it clearly defines the CF of a 
mixed-Poisson point process with intensity ηλ and jump-size distribution g( ).9 
� 
 
Note that  it is not possible to condition upon the integrated intensity λ¯ [t, T ], as done 
in the preceding arguments when ζ  /= 0, i.e. when self excitation is present.   Indeed, 
the count probabilities of a self-exciting  process do not follow the Poisson probability mass 
function when one conditions upon the integrated intensity as it encodes information 
about 
 
8 It is in fact possible to obtain the CF in closed form as ζ = 0. See Appendix A.1 for details. 
9 Note that if B3  risk was priced, and Λ was sensitive to variation in B3 , the preceding argument would still 
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hold with minimal modification. 
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behaviour of the point process over the forthcoming interval. The inability  to condition in 
such a manner renders the standard approach to proving Girsanov’s theorem unusable. 
 
In order to circumvent  this issue it is necessary  to adopt  a more subtle  approach and 
demonstrate that the KB operator of the state vector X = [Y, V, λ] under the newly defined 
measure P� coincides with that of the system in (3.50).  The sufficiency of this condition 
follows from the fact that if two systems share the same KB operator, the forward densities 
of the processes must satisfy the same Kolmogorov equations, and therefore that under P�, 
the state vector X  evolves as according  to (3.50). Although this approach to confirming 
Girsanov’s theorem may be  known to those versed in stochastic analysis, it is not an 
approach referred to heavily in financial economics and is thus of interest given the nature 
of this thesis.  Let  K�1(·)  denote the KB  operator of the system in (3.50) and let  K�2(·
) denote the KB operator of the system in (2.12) under the measure P� defined by 
(3.56). To demonstrate the coincidence of the two  KB  operators, let f (·)  denote any  
function f ∈  C 2,1 : DX × R+ → R. The KB operator of the system defined in (3.50) clearly 
satisfies 
 
K�1(f )   =  f T �
 + 2 tr 
r
fX X T σX σX 
l 
+ ηλE�[f (X + kX , t) −  f (X, t)]
 
X µX 
1 T
 
 
=  f T 
(
µX −  ξσT 
) 
+  1 tr 
r
fX X T σX σT 
l 
+ ηλE[h(kX ) (f (X + kX , t) −  f (X, t))] . X X 2 X 
 
The form of K�2(·) may be obtained by applying the definition of the physical KB operator 
K(·), 
 
K2(f )   = lim 
∆→0 
E�[f (X (t + ∆), t + ∆) −  f (X (t), 
t)] 
∆ 
 
= lim 
∆→0 
 
E f (X (t + ∆), t + ∆) exp(r(t + ∆ −  t))Λ(t + ∆) 
l
 
Λ(t) 
 
−E  f (X (t), t) 
 
1 
exp(r(t −  t))Λ(t) l  
∆ 
Λ(t) 
= exp(rt)Λ(t) 
1 = 
exp(rt)Λ(t) 
K
(
f (exp(rt)Λ(t))
)
 
 
f exp(rt)Λ(1 −  η)λ + exp(rt)Λ   f T µX + 
 
 
tr 
r
fX X T σX σT 
l 
2 
+ exp(rt)Λ(− f T σX χT) + λ exp(rt)ΛE[f (X + kX , t) −  f (X, t)] 
 
+λ exp(rt)Λf E[ηh(kX ) −  1] 
 
+λ exp(rt)Λf E[(ηh(kX ) −  1)(f (X + kX , t) −  f (X, t))]  , 
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of the risk-neutral jump-size distribution  � 
 
 
which after some straightforward simplifications can be seen to be equal to (3.58). Thus, 
under the measure defined according to (3.56) X  evolves  as in (3.50). 
 
As a final discussion for this section, it is useful to address some of the assumptions re- 
garding the pricing of risk that have come to light.  First, consider the lack of a premium 
for B3-related risk. As has been stated earlier, information regarding the behaviour of the 
intensity process and the premium it attracts is difficult to come by for an econometrician. 
In particular, it would likely prove difficult to identify the parameters governing a premium 
for diffusive variation in λ from market data, as small movements in the intensity will be 
difficult enough to detect even if options are included in the dataset. It is for similar reasons 
that the jump-size risk associated with jumps in λ is assumed to not attract  a premium. 
Indeed, to do so would require the introduction of an additional parameter which governs 
the size of the premium, which would in turn manifest itself as an additional parameter 
g(·).  Seeing as jumps are not directly observed, 
options data will clearly be heavily relied upon to identify the mean of the intensity jump, 
ζ , leaving little  additional information to use towards estimation of a premium for these 
jumps. 
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Chapter  4 
 
 
 
 
 
An Analysis of the Option  Pricing 
 
Function 
 
 
 
 
 
 
4.1    Introduction 
 
 
 
 
The primary purpose of this chapter is to take the risk-neutral dynamics of the self-exciting 
Bates (1996) model and derive the associated pricing function for European options.  A 
numerical implementation of the pricing function is also developed, and the resulting al- 
gorithm is put to use extensively in Chapter 6 in conjunction with the particle filtering 
algorithm. The path taken to arrive at the desired result is not quite a direct one, as there 
are some interesting side issues to be explored along the way. Once the ability  to gener- 
ate prices for the workhorse model is in hand, a comparison of the Black Scholes Merton 
implied volatility  surfaces generated by it and the nested Bates (1996) model is presented. 
 
To derive the pricing function, this chapter employs the suite of Fourier-transform methods 
that  have  become well known in the literature.   Section 4.2 begins by introducing an 
object commonly referred to as the “characteristic function”, and reviews its use in option 
pricing applications.  It is also seen  that  the characteristic function enjoys widespread 
use in estimation exercises.  Section 4.3 then specialises the discussion to the self-exciting 
Bates (1996) model, and derives its characteristic function.   Given the affine nature of 
the market process, it is seen that the characteristic function is available in a convenient 
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exponential-affine form.  However, it is also seen that unlike the models of Bates (1996) 
or Pan (2002), the characteristic function of the workhorse model still requires the use of 
numerical techniques for its computation. As might be expected, this owes to the additional 
complexity presented by the flexible form of the intensity process specified here. 
 
After  arriving at the characteristic function, the way it was used to produce the index 
return probability  density functions (PDFs) graphed in Sections 2.3 and 2.4 is explored 
in Section 4.4. The importance of the characteristic function in the context of generating 
European option prices is then demonstrated in Section 4.5, with the inversion techniques 
of Duffie, Pan and Singleton (2000) being put to use. As an interesting aside, the form of 
the risk-neutral dynamics presented in the previous chapter is analysed and recast in such a 
way that the notion of a risk-neutral intensity process results. This is to say that the state 
vector is restructured so that the risk-neutral process itself becomes an element, replacing 
its physical counterpart. One rather important implication of the parameterisation of this 
process is that it becomes clear that options data is not fully revealing of both the physical 
parameters and the risk-premia parameters,  as is true also for the Heston (1993) and Bates 
(1996) models, for example. Section 4.6 treats this issue specifically. 
 
With the theoretical form of the pricing function available, the issue of how best to evaluate 
it numerically takes center stage in Section 4.7. The choice of inversion procedure made 
here is motivated to some extent by the common characteristics of options datasets that 
one might expect to encounter when calibrating or estimating the parameters of the model. 
Indeed, it will be seen that the relatively simplistic point-sum approach of Pan (2002) suits 
the task well.  Finally, Section 4.8 compares the Black Scholes Merton implied volatility 
surfaces of the Bates (1996) with those of its self-exciting extension. 
 
 
 
 
 
 
 
4.2    A Review  of Transform-Based Methods  in Finance 
 
 
 
 
This section provides a brief review of Fourier transform-based techniques in option pricing, 
and also discusses the growing use of these techniques in parameter estimation exercises. 
To begin, recall the definition of the state vector as X (t) = [Y (t), V (t), λ(t)], and recall the 
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definition of the (T -t)-year ahead transitional PDF of Y provided in Section 2.3, 
 
 
P(Y (T ) ∈  A | X (t) = X ) = 
A 
f (U, T | X, t) dU . (4.1) 
Henceforth, the pair (X, t) is referred to as the “backward pair” with X  being the “back- 
ward state”,  and (U, T ) as the “forward  pair”  with  U being the forward state.  It has 
already been noted that the majority of continuous-time  models used in finance do not al- 
low for closed-form f (·), and the self-exciting Bates (1996) model is certainly no exception. 
It is for this reason that Fourier-based methods are turned to. 
 
 
The object referred to as the characteristic function (henceforth CF) is denoted here by 
φ(·) : C → C and defined here as 
 
φ(θ, T | X, t) ≡  
DY 
exp(θ U ) f (U, T | X, t) dU,  θ ∈  C , 
 
where DY  ≡  R is the domain of the log index level, and where attention is drawn to the 
fact that the argument θ is not restricted to the complex axis of C. Given the fact that θ 
can take on truly  complex values (i.e.  with nonzero real components), φ(·) is sometimes 
referred to as the “generalised Fourier transform” (henceforth GFT)  of the PDF of Y .1 
 
The use of GFT over CF is favoured here. 
 
As to why the GFT is of use in option pricing applications, it is useful to proceed somewhat 
naively at first to gain some context. Recall that the pricing function for a European put 
contract is 
 
P (k, ∆|X, t)  = 
 
 
= 
E�
r
exp(− r∆) (K −  exp(Y (t + ∆))+|F (t)
l
 
 
exp(− r∆) (K −  exp(U (t + ∆))+ f�(U, t + ∆|X, t) dU 
, 
DY 
 
 
 
(4.2) 
 
where k and ∆ are the log strike price and tenor of the contract, respectively. The preceding 
integral clearly cannot be evaluated by hand, as f (·)  appears, and its form is not even 
available. However, standard Fourier analysis dictates that 
 
 
1 
f�(U, T |X, t) = 
2πi 
0+i∞ 
exp(θU ) φ�(θ) dθ , (4.3) 
0− i∞ 
 
1 Lewis (2000) cites the textbook of Titmarsh  (1986) as the authority on this flavour of transform. 
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and it is clear that φ(·) could be inverted for f (·) at a set of points, and numerical quadra- 
ture employed.2 However, (4.3) itself cannot (for anything other than the BSM model) be 
evaluated by hand, and requires the use of numerical quadrature too. Although φ�(·) could 
be used in this way, proceeding along these lines would apparently require the numerical 
evaluation of a 2-dimensional integral in order to evaluate the price of a single option. It 
will be seen in Section 4.5 that there indeed exists a far more clever way of using φ�(·) to 
price European options, which requires the numerical evaluation of only a 1-dimensional 
integral, leading to dramatic computational gains. 
 
With regard to the historical development of these techniques, recall from Section 2.2 that 
it was Stein and Stein (1990) who first proposed to use Fourier methods in this way. In 
essence, the model that they employed is equivalent to the Heston (1993) model where the 
restriction ρ = 0 (i.e. no leverage effect) is enforced, and they arrive at near-to closed-form 
representations of f (·) by inversion of φ(·).  Heston (1993) extended the method to allow for 
leverage, and arrived at the pricing function for European put and call prices. The method 
was then extended again by Bates (1996) for use with his model, which is essentially the 
Heston (1993) model perturbed by a jump innovation in returns. 
 
 
It was at this point that these Fourier-based  techniques enjoyed formalisation by Bakshi 
and Madan (2000) and Duffie, Pan and Singleton (2000). The former paper focused upon 
the inversion of the GFT for pricing a wide variety of derivative securities,  whereas the 
latter  focused upon describing the affine  class of processes  to which the  methods could 
be applied. Moreover, Duffie, Pan and Singleton (2000) applied their analysis to a model 
possessing jumps in both returns and volatility,  which formed the basis for a number of 
subsequent studies (see Eraker (2004), for example). A similar formalisation was undergone 
soon after after by the class of linear-quadratic models, where major developments include 
the works of Leippold and Wu (2002) and Filipovic (2002). These techniques are quite 
similar to those employed in the context of affine models,  as the linear-quadratic class (in 
some sense) generalises the affine class of model. However,  as that literature revolves for 
the most part around problems in term structure modelling, it is not formally reviewed 
here. 
 
Another well-known use of Fourier-based techniques is parameter estimation for affine (and 
 
 
2 The use of φ�(·) is to distinguish the risk-neutral GFT from its physical counterpart, φ(·). 
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similarly linear-quadratic) models. Indeed, a maximum likelihood estimator could readily 
be built from the transitional PDF of returns, and by (4.3), this can clearly be produced 
with reference to the GFT. In a similar vein, “standard”  CFs (i.e.  with purely complex 
arguments) have long been used to produce the moments of stochastic processes, which 
can in turn be used towards estimation. Indeed, moments of the index level can readily be 
computed by 
 
 
E[Y (T )n|F (t)] =  ∂ φ(θ, T |X, t) 
 
, (4.4) 
∂θn  θ=0 
 
 
 
and it is noted in Section 5.2 that precisely this technique is used by Pan (2002) perform 
generalised method-of-moments  estimation for her model.  Other investigations to have 
used CF-based estimators include Singleton (2000) who treats the theoretical aspects of 
various CF-based approach, Jiang and Knight (2002) who estimate the parameters of the 
Heston (1993) model using S&P500 returns data, Chacko and Viceira (2003) who find 
strong support for the presence of jumps in S&P500 returns data and also present  an 
interesting extension to the nonaffine CEV-Heston (1993) model (see (5.7)), and Yu (2004) 
who applies CF-based estimation to what is in fact a self-exciting model, finding supporting 
evidence for this property using a long series of Dow Jones returns. 
 
 
 
 
 
 
 
4.3    The  Derivation of the Characteristic Function 
 
 
 
 
This section derives the generalised Fourier transform (GFT)  for the self-exciting Bates 
(1996) model using the  analysis of Duffie, Pan and Singleton (2000).  As seen  in the 
previous section, this quantity  is essentially the standard Fourier transform (henceforth 
FT) of the PDF of the log index level Y , save for the fact that it is extended to allow for 
arguments with nonzero real components. The importance of allowing for such arguments 
will  become clear in Section  4.5 where the pricing function for European put and call 
prices is presented. It will be seen that the pricing function is composed of two “pseudo 
probabilities”, which may be recovered by manipulation of the GFT. 
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Recall that the state vector X  in the self-exciting Bates (1996) model solves the SDE 
dY =  (r −  q −  ((1/2)V  + E[ekY   −  1]λ) + Φ(V, λ)) dt + 
√
V dB1 + kY 
dN 
√   
dV =  κV (V∞ −  V ) dt + ξV 
√   
V (ρ dB1 + 1 −  ρ2 dB2) (4.5) 
dλ   =  κλ(λ∞ −  λ) dt + ξλ λ dB3 + kλ dN , 
 
 
P(dN = 1) = λ dt, 
 
where the jump innovations kY  and kλ  have the joint PDF 
 
1 1 1 1 2 g(kY , kλ) = ζ 
exp  −  
ζ 
kλ 
 
The quantity of interest is 
√
2
   exp  −  
2ν 
(kY  −  δ0 −  
δ1kλ) 
. (4.6) 
 
φ(θ, T | X, t) ≡  
DY 
exp(θ U ) f (U, T | X, t) dU,  θ ∈  C , (4.7) 
and it is clear that  φ(·)  inherits its dependence upon the dynamics of X  through the 
presence of f (·).  In fact, the approach taken here to derive φ(·) begins with the well-known 
Kolmogorov Backward (KB) equation satisfied by f (·), to which the transform in (4.7) will 
be applied. 
 
Before stating this equation however it will prove convenient to define ∆ = T -t, and to 
redefine the backward pair as (X, ∆).  In this case, the KB equation may be written as 
 
1 kY f∆  =  fY r −  q + ΦC −  2 V +  ΦJ −  E  e 
−  1 λ + fV κV (V∞ −  V ) 
1 1   2 1   2 +fλκλ(λ∞ −  λ) + 2 fY Y V + 2 fV V ξV V + 2 fλλξλλ + fY V ρξV V 
 
(4.8) 
∞  ∞ 
+λ 
( 
f (Y + kY , V, λ + kλ, ∆) −  f (Y, V, λ, ∆) 
)
g(kY , kλ) dkY dkλ, 
0  −∞ 
 
subject to the initial  condition (henceforth IC) 
 
f (U, T | X, 0) = δ(U −  Y ), 
 
where δ(·) denotes the Dirac delta function. 
 
Given that φ(·) is an integral transform in the forward state, it follows immediately that 
φ(·) satisfies the same equation in the backward variables  as does f (·), save for a different 
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IC. Indeed, multiplying  by exp(θ U ) and integrating with respect to U yields 
 
1 kY φ∆ =  φY r −  q + ΦC −  2 V +  ΦD −  E  e 
−  1 λ + φV κV (V∞ −  V ) 
1 1   2 1   2 +φλκλ(λ∞ −  λ) + 2 φY Y V + 2 φV V ξV V + 2 φλλξλλ + φY V ρξV V 
 
(4.9) 
∞  ∞ 
+λ 
(
φ(Y  + kY , V, λ + kλ, ∆) −  φ(Y, V, λ, ∆)
)
g(kY , kλ) dkY dkλ, 
0  −∞ 
 
subject to the IC 
 
 
 
φ(θ, T |X, 0) = exp(θ Y ), 
 
where it is noted that the order of integration has been reversed to obtain the jump-related 
integral in (4.9). 
 
On a technical note, Duffie, Pan and Singleton (2000) use an alternative (and somewhat 
less transparent) route to arrive at the same result. They begin by treating the GFT as a 
stochastic process, i.e. as a function of (X (t), t), to which the KB operator can be applied. 
Proposition 1 of Duffie, Pan and Singleton (2000) essentially requires that the GFT process 
is suitably “well  behaved” such that its  differential generator (see for instance (2.10) of 
Chapter 2) coincides with an application of the KB operator to φ(·).  Equating these two 
quantities indeed yields (4.9).  Being well behaved in this context requires, for example, 
that the diffusion function of φ(·) is square integrable in expectation, and is paramount 
to requiring that φ(·) (modulo the discount factor of course) is a martingale, and not a 
strictly-local martingale (see Chapter 3 of Karatzas and Shreve (1991) for a discussion in 
the diffusive context). 
 
Whether or not φ(·)  is well behaved is quite a technical issue, and depends upon the 
properties of both the dynamics of X  and the properties of the transform type itself.  In 
this thesis, where the KB equation of the PDF is directly transformed,  one clearly requires 
that the PDF of X  satisfies the KB equation in (4.8), and more subtly that the ordering 
of the integro-differential operators at work in (4.9) can be reversed.  Naturally, this latter 
issue depends upon the properties of the X dynamics through the behaviour of the diffusion 
coefficient or through f (·) itself, and upon the transform operator, much the same as in 
Duffie, Pan and Singleton (2000). The technical details are not explored any further here. 
 
Given the form of the integral on the RHS of (4.9) it is clear that the object g(·) will play 
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an important  role in the solution of this equation. As the solution method is based on 
transformations, the GFT of g(·) will be an important quantity in what is to follow. Thus, 
if one defines this GFT by 
ϕ(θ1, θ2) ≡  E
r
exp
(
θ1kY  + θ2kλ
)l
,  (θ1, θ2) ∈  C2, 
 
its form may be obtained by noting that 
∞  ∞ 
exp (θ1kY + θ2kλ) 
 
1 exp 
I 
1 (kY  −  δ0 −  δ1kλ)2 −  
 
1 exp  −  
 
1 
kλ  dkY dkλ  
0  −∞ 
∞ ∞ 
(2πν)1/2 2 ν ζ ζ 
I  
1 
=  exp(θ1kY ) 
 
exp 1 (kY  −  δ0 −  δ1kλ)
2
 −  1
 
dkY  exp(θ2kλ) exp  −  
1 
kλ  dkλ.  
0 −∞ (2πν)
1/2 2 ν ζ ζ 
The inner integral is simply the GFT of the Gaussian PDF with a mean and variance of 
(δ0 + δ1kλ, ν) at a frequency of θ1, and thus ϕ(·) may be written as 
∞ 
1    2 1 1 exp  θ1δ0 + θ1δ1kλ + 2 
θ1 ν exp(θ2kλ) ζ 
exp  −  
ζ 
kλ  dkλ 
0 
∞ 
1 2 1 1 = exp  θ1δ0 + 2 
θ1 ν exp((θ1δ1 + θ2)kλ) ζ 
exp  −  
ζ 
kλ  dkλ. 
0 
 
If it is then noted that the remaining integral is simply the GFT of the Exponential PDF 
 
at a frequency of θ2 + δ1θ1, it follows that3 
exp 
(
θ1δ0 +  1 θ2ν
) 
ϕ(θ1, θ2) =   2   1      . (1 −  (θ1δ1 + θ2)ζ ) 
The use of a similar argument leads to the form of the expected index level jump size, i.e. 
 
δ0 + 1 ν
 
E
r
ekY   −  1
l 
= 
e 
1. (1 −  δ1ζ ) 
−
 
 
With  these objects in hand it is possible to proceed with the recovery of φ(·).  It is easy 
to verify the affine nature of the coefficients of the equation in (4.9) in the backward pair 
(X, ∆).  Coupled with the exponential-affine nature of the IC, it is natural to propose an 
exponential-affine ansatz and employ the method of undetermined coefficients to obtain a 
solution. The ansatz to be employed may be written as 
φ(θ, T | X, ∆) = exp
(
B(∆; θ) · [1 ; X T]
)
, (4.10) 
 
3 A    simpler    way    of    obtaining     this    result    is    to    simply    take     E [exp(θ1 kY  + θ2 kλ )]      = 
 
2    1 2 λ 
)  
E [E [exp(θ1 kY  + θ2 kλ )|kλ ]]  =  E 
(
exp 
 
β1 (δ0  + δ1 kλ ) + 1 β2 ν + θ k 
,  which  may  readily  be  seen to 
yield exp 
 
θ1 δ0 + 1   2
  
1  1 2 λ )] = exp 
 
β1 δ0 + 1 β2 ν
) 
/ (1 −  (δ1 θ1 + θ2 )ζ ).
 
2 θ1 ν
) 
E [exp((θ δ + θ )k  2    1 
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where B(∆, θ) ≡  [β0(∆, θ), β1(∆, θ), β2(∆, θ), β3(∆, θ)].  At this point it is useful to note 
the simple form of the derivatives of the ansatz in (4.10) with respect to X  and ∆, i.e. 
 
∂(i+j+k)φ i j  k ∂φ  dB T 
∂Y i ∂V j ∂λk  
= β1β2 β3 φ, ∂∆ 
= d∆ 
· [1 ; X ]   φ . 
 
Moreover, by noting that the GFT is exponential affine in the sum of X and a jump therein, 
 
i.e. 
 
φ
(
Y  + kY , V, λ + kλ, ∆
) 
= exp
(
B(∆; θ) · [1 ; X T + kT]
) 
= φ(Y, V, λ, ∆) exp
(
β1kY  + β3kλ
)
, 
 
it follows that substitution of this exponential-affine form into (4.9) yields 
 
(β˙0 + β˙1Y + β˙2V + β˙3λ)φ = β1φ  r −  q + ΦC −  2 V + 
(
ΦJ  −  E [exp(kY ) −  1]
)
λ 
1     2 1     2 2 +β2φκV (V∞ −  V ) + β3φκλ(λ∞ −  λ) + 2 β1 φV + 2 β2 φξV V 
1     2 2
 
+β1β2φρξV V + 2 
β3 φξλλ + λφE
r
exp(β1kY  + β3kλ) −  1
l 
, 
 
where use has been made of the notational convenience β˙  ≡  dβi . 
 
Eliminating  the common factor of φ, collecting terms in Y , V , λ and a constant, and 
equating each of the resulting coefficients with zero yields the following restriction on the 
behaviour of B(·),4 
 
dβ0 (1) 
 
 
(2) 
 
d∆ 
dβ1 
d∆ 
=  β1(r −  q) + κV V∞β2 + κλλ∞β3 , 
 
 
=  0 , 
 
(3) 
dβ2  =  β1 
1 1 
β1 + ΦC −  
 
−  κV β2 + 
 
ξ2 β2  + ρξV β1β2 , 
(4.11) 
d∆ 2 2 2 V   V 
2  
(4) dβ3 =  − κλβ3 +
 ξ2 β2 + β1 (ΦJ −  E[kS ]) + 
eδ0 β1 +(1/2)νβ1 ) 
−  1  , 
d∆ 
 
subject to the IC 
2 λ   3  
 
 
 
B(0) = [0, θ. 0, 0] . 
1 −  (β3 + δ1β1)ζ 
 
4 Note that  the system in (4.11) will not  possess finite  solutions for all combinations of parameters and 
frequencies. Indeed, for integer values of the argument  θ, the GFT  yields moments of the index level 
S = exp(Y ), and these cannot all be assumed finite, irrespective of which parameters are chosen. However, 
it is seen in Section 4.5 that  Re(θ) ∈  {0, 1}, and thus as long as E[S(t + ∆)|F (t)] exists for the given set 
of parameters, so will the solutions to (4.13). 
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It is useful to note that, given the form of (4.11.2), one has β1 = θ. In a number of affine 
pricing models, the system for B(·)  can be solved  for in closed form.  See  for instance 
Heston (1993), Bates (1996), Duffie, Pan and Singleton (2000) and Pan (2002).  In the 
present  setting however, this  is not possible. Essentially, the difficulty  stems from the 
highly nonlinear manner in which β3  enters (4.11.4). This renders β3  without  a closed- 
form solution. In turn, it deprives one of the opportunity to solve (4.11.1) in closed form, 
as it requires the integral of β3(∆)  with respect to ∆ also. Fortunately, the equation for 
β2  is independent  of β0  and β3, and permits a closed-form solution.  Indeed, β2  is the 
coefficient of variance, which satisfies the same CIR process satisfied  by V in the Heston 
(1993) model. It therefore happens that the solution of β2 in the context of the self-exciting 
Bates (1996) model coincides with that which prevails in the context of the Heston (1993) 
model. The specific form of β2 will be presented in a later part of this section, following a 
discussion of the recovery of β0 and β3. 
 
Given the preceding discussion, the objects β1 and β2 are available in closed form, and the 
objects β0 and β3 will require numerical techniques in order to obtain a solution. To this 
end, it is useful to organise the ordinary differential equations (henceforth ODEs) satisfied 
by [β0, β3] into their own system. Before taking this action however, it serves to examine 
the behaviour of β0, and recast the system in terms of a function whose differential is less 
complicated. First, note that (4.11.1) is a separable equation, and thus 
 
 
β0(∆) −  β0(0)   = 
∆ 
θ(r −  q) + κV V∞β2(s) + κλλ∞β3(s) ds 
0 
 
=  θ(r −  q)∆ + κV V∞ 
∆ 
β2(s) ds + κλλ∞ 
0 
∆ 
 
β3(s) ds . 
 
0 
 
It will be demonstrated  that, as is so for the Heston (1993) model, 
J 
β2(s) ds is available 
in closed form, and thus the only unknown quantity in the solution of β0 is 
J 
β3(s) ds. It 
therefore pays to define a function α0(∆) via 
 
1 
α0(∆) ≡  κ  λ 
β0(∆) −  (r −  q)θ∆ −  κV V
∞ 
∆ 
β2(s) ds  , (4.12) 
0 
 
which is immediately seen to satisfy the differential equation 
 
dα0  = β , 
d∆ 3 
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2 
d∆ 
d 
d∆ 
 
 
subject to α0(0) = 0. In solving for B(∆, θ), it is therefore sufficient to obtain a numerical 
 
solution to the system 
 
dα0 
d∆ 
 
=  β3 
 
 
 
(δ0 θ+ ν θ2 )
 
 
 
 
(4.13) 
dβ3 =  − κ β + ξ2 β2 + 1 + θ
(
Φ
 −  E[k ]
)
, 
d∆ λ   3 2 λ   3 1 −  (β3 + δ1θ)ζ 
−  J S
 
 
subject to the IC 
 
[ α0(0), β3(0) ] = [ 0, 0 ]. 
 
 
Once α0(∆) has been solved for, β0(∆)  may be computed by use of (4.12). 
 
 
 
 
The system in (4.13) remains a 2-dimensional system of complex-valued ODEs. Many of the 
numerical techniques available for solving systems of real-valued ODEs may be adapted 
for use in the context of systems of complex-valued  ODEs.  In order to attain maximal 
computational efficiency however, it is preferable to write the system in (4.13) in terms 
of the real and complex components of the solution vector.  This yields a 4-dimensional 
system of real-valued ODEs, but requires one to use only real arithmetic. To this end, let 
 
α0  ≡   Re(α0) + iIm(α0), 
β3 ≡   Re(β3) + iIm(β3). 
Tedious but straightforward calculations reveal the system satisfied by 
r
Re(α0), Re(β3), 
Im(α0), Im(β3)
l 
to be 
 
 
d 
d∆ 
Re(α0)   =  Re(β3) 
d ξ2 Re(β3)   =  − κλRe(β3) +   λ  
(
Re(β3)2 −  Im(β3)2
) 
+ 
(
Re(θ1)
(
ΦJ  −  E[kS ]
) 
−  1
) 
+ Re(Ψ) 
 
d 
d∆ 
Im(α0)    =  Im(β3) 
Im(β3)   =  − κλIm(β3) + ξ2 Re(β3)Im(β3) + 
(
Im(θ1)
(
ΦJ  −  E[kS 
)) 
+ Im(Ψ), 
(4.14) 
 
subject to the IC [Re(α0(0)), Re(β3(0)), Im(α0(0)), Im(β3(0))] = [0, 0, 0, 0]. In (4.14), the 
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constant Ψ is defined by 
exp
(
Θ
) 
Ψ   = |Γ| 
(cos(Ω)Re(Γ) + sin(Ω)Im(Γ)) + i (sin(Ω)Re(Γ) −  cos(Ω)Im(Γ))   , 
Θ   =  δ Re(θ) + 
ν    (Re(θ)2 0 2 
−  Im(θ)2
) 
, 
 
Γ   =  (1 −  ζ (Re(β3) + δ1Re(θ))) −  iζ (Im(β3) + δ1Im(θ)) , 
 
Ω   =  δ0Im(θ) + νRe(θ)Im(θ), 
 
For the purposes at hand, the system in (4.14) is solved using the adaptive Runge Kutta 
method which utilises the Cash Karp  embedded  formula.   Towards this  end, the re- 
lated Numerical  Recipes (Press, Teukolsky, Vetterling and Flannery, 2007) routines are 
adapted to the specifics of the system in (4.14). 
 
The procedure described above will yield numerical approximations to β0 and β3, and thus 
it remains only to obtain β2 and 
J 
β2(s) ds. Noting that β1 = θ, it follows that (4.11.2) 
may be written as 
 
dβ2 = θ 
1 
θ −  Φ  −  1 
 
+ (ρξ 
 
θ −  κ 
 
) β  + ξ2 β2, (4.15) 
d∆ 2 C 2 V V 2 2 V   2 
 
which is a separable equation. Proceeding, it is useful to the define the constants a, b and 
 
c according to 
 
1    2 1 1 a ≡  
2 
ξV , b ≡  ρξV θ −  κV , c ≡  
θ 
 
which allows (4.15) to be written as 
θ −  ΦC −  , 
 
dβ2 
2 + 
( 
a 
) 
β2 + 
( 
a 
) 
dβ2 = 
(β2 −  r1)(β2 −  r2) 
 
= a d∆, 
β2 b c 
 
where the pair of roots r1 and r2 are given by 
r1 = 
−  
+ 
 
1 
   
b2 
 
4c −  ,  r2 = 
− b 1 
   
b2 4c 
−  −  . 
2a 2 a2 a 2a 2 a2 a 
 
A straightforward application of partial fractions may be employed to obtain 
 
log(β2 −  r1) 
r1 −  r2 
−
 
log(β2 −  r1) = a∆ + k, r1 −  r2 
 
where k is a constant of integration. From here, β2 may readily be solved for as 
r1 −  r2K e(r1 − r2 )a∆ β2(∆) = , 1 −  K ea(r1 − r2 )∆ 
4.4.  INVERTING FOR THE RETURNS DENSITY 105  
r 
 
 
where K = e(r1 − r2 )k  may be obtained by imposing the boundary condition β2(0) = 0. 
Obtaining that K =  r1 , leaves one with the final result 
2 
 
 
β2(∆) = 
r1r2 
(
1 −  K ea(r1 − r2 )∆
) 
r2 −  r1ea(r1 − r2 )∆ 
 
. (4.16) 
 
The integral of β2 may be obtained by expressing it as 
 
∆ 
 
β2(s) ds  =  r1r2 
 
0 
∆ 
e− a(r1 − r2 )s 
r2e− a(r1 − r2 )s −  r1 
0 
 
ds −  r1r2 
∆ 
ea(r1 − r2 )s 
 ds r2 −  r1ea(r1 − r2 )s 
0 
 
= 
r1r2 
a(r2 −  r1) 
e− a(r1 − r2 )∆ 
 
 
1 
 
1 
r2u −  r1 
 
 
du + 
 
r1r2 
a(r2 −  r1) 
ea(r1 − r2 )∆ 
 
 
1 
 
1 
r2 −  r1u 
 
 
du, 
 
where use has been made of the changes-of-variable u = e− a(r1 − r2 )s  and u = ea(r1 − r2 )s  for 
 
the first and second terms, respectively. Evaluation of these integrals yields5 
 
∆ 
1 1 a(r1 − r2 )∆ 
 
a(r1 − r2 )∆
 
β2(s) ds = a 
log (r2 −  r1) + a  r1 log  r2e
−
 
0 
−  r1   −  r2 log  r2 −  r1e . 
 
 
4.4    Inverting  the  Characteristic  Function   of  the  Returns 
 
Process 
 
 
To this point, it has been shown that knowledge of the quantity φ(θ) requires the recovery 
of the coefficient  vector B(θ),  and a fairly  straightforward  method for computing this 
object has been provided. Knowledge of the object φ(·) is critical to the computation of 
European option prices, as is pursued in detail in Section 4.5. At this stage however, it 
5 The presence of complex logarithms in 
J 
β2 (s) ds requires careful handling when evaluating the inversion 
integral in (4.22). Indeed, the inputs wind around zero in the complex plane as the frequency argument is 
varied, leading to discontinuities in the logarithms if only the principal branch is considered. However, the 
function being evaluated in (4.22) is of course the CF, which is known to be continuous in the frequency 
argument.  This problem is taken up by Kahl and Jackel (2005) and Lord and Kahl (2010) who propose 
an innovative solution where a rotation count is used. This procedure identifies which branch the input to 
the logarithm  is currently  on. In the present setting however, as β0  and β3  require the use of numerical 
techniques anyway, β2  is solved numerically also, which bypasses the problem altogether.  When viewed 
in the  context of the quadrature scheme presented in Section 4.7, which requires evaluation of B(·)  on 
a frequency-tenor grid once per set of options, the additional  computational  effort needed is seen to be 
minimal. 
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may be illuminating to briefly consider the use of φ(·) in computing the transitional PDF 
of Y , i.e. f (·), or the PDF of returns, as was presented  in Sections 2.3 and 2.4. To this 
end, define again the period [t, T ] return as 
 
R[t, T ] ≡  Y (T ) −  Y (t), (4.17) 
 
and define the corresponding return PDF, f (r)(R, T |X, T ), as 
 
P(R[t, T ] ∈  A|X (t) = X ) ≡  
A 
f (r)(R, T |X, t) dR. 
 
Letting the GFT of returns be denoted by φ(r)(·), and recalling the definition ∆ = T -t, it 
follows that 
 
φ(r)(θ, T |X, t) = E 
r
exp
(
θR[t, T ]
) 
F (t)
l 
= E 
r
exp
(
θ (Y (T ) −  Y (t))
) 
F (t)
l 
, 
 
which of course evaluates simply to φ(θ, T |X, ∆
) 
exp
(
θ Y (t)
)
.  It follows immediately that 
the GFT of R is simply 
 
φ(r)
(
θ, T |X, t
) 
= exp
(
β0 + β2V + β3λ
)
, (4.18) 
 
 
where B(∆; θ) satisfies the system in (4.11). 
 
The fact that the CF of R does not depend upon the current log index level Y (t) is to be 
expected  seeing as how the PDF of R[t, T ] is independent of Y (t) also. Importantly,  the 
equality in (4.18) allows one to recover the PDF of R by Fourier inversion. To see this, 
recall by straightforward Fourier analysis that 
 
 
f (r)(R, T  X, ∆) =  
1 
2πi 
0+i∞ 
exp (θ R) φ(r) (θ) dθ. (4.19) 
0− i∞ 
 
Given that φ(·) itself is not available in closed form, the preceding integral clearly cannot 
be evaluated in closed form and thus numerical methods are required. As the objective 
in Sections 2.3 and 2.4 was to plot the function f (r)(·) evaluated at a set of M  possible 
return values, {R(i)}i=0   , it is useful to choose the elements of this set to be of the form 
R(i)  = R + i ∆R, i = 0, ..., M −  1, for some minimum-return node R.  As the 
distance 
between each successive node is the constant ∆R, one may apply the fast Fourier transform 
 
(henceforth FFT) in order to improve efficiency. 
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A translation of the return PDF is necessary in order to evaluate it at a set of nodes with 
an arbitrary  R /= 0. To this end, it follows by translation that the GFT of f (r)(R −  R) 
is given by exp(θ R)φ(r)(θ).  In addition, it is worthwhile setting the midpoint of the 
return 
 
nodes to the expected return to ensure that the density is evaluated in the appropriate 
region, i.e. choose R(M/2)  = R¯ ≡  E[R[t, T ]|F (t)]. Setting ∆θ  = 1/(M ∆R), it follows that 
M − 1 
f (r) 
(
R(i)
)   
≈    
j=0 
M − 1 
exp
(
− i j 2π∆θ ∆R
) 
φ(r)
(
j 2π∆θ 
) 
∆θ 
 
ij 
 
 
(4.20) 
= 
j=0 
exp  − 2π 
M  
exp
(
j 2π∆θ R
)
φ 
(r)( j 2π∆θ 
)
 ∆θ . 
 
As noted earlier, it is clearly the case that  the FFT  may be employed to compute the 
final sum in the (4.20). Indeed, the Numerical  Recipes (Press, Teukolsky, Vetterling and 
Flannery, 2007) FFT routines are employed to this end. 
 
Having acquired the ability to evaluate φ(r)(·) and invert for f (r)(R, T | X, t), it is possible 
to graphically investigate the impact of parameter variation upon the behaviour of the 
returns process.   Section 2.4 used the methods described here to examine the effect of 
moving from the constant-intensity Bates (1996) model  to its self-exciting  extension in 
(2.12), where effort was made to maintain certain characteristics of the processes across 
models. Indeed, the parameters were chosen  so that the expected counts and the means 
and variances of the distributions of kY  were consistent across models.  Before proceeding 
to a discussion of the option pricing function in the next section, it may be interesting to 
examine the effects of simply varying some of the parameters of the extended model to 
gauge their impact upon the returns process. 
 
Recall that the parameters {ΦC , ΦD , κV , V∞, ξV , ρ, δ0, ν} are essentially those of the base- 
line Bates (1996) model. The dependence of the return PDF upon these parameters are 
thus of no particular interest when viewed in the context of this chapter. Similarly, the 
parameters {κλ, λ∞, ξλ} would reasonably be included in any model in which the intensity 
was allowed to be stochastic;  they are not particular to self-exciting models. Thus, varia- 
tion of these parameters may be disregarded also. Indeed, it is sensible to restrict the focus 
of this exercise to parameters {ζ , δ1} as it is this set of parameters which truly governs how 
the self-exciting model in (2.12) differs in nature from the baseline Bates (1996) model. 
 
 
To proceed, let the parameters to be held constant for the extent of the exercise take on 
108 CHAPTER 4.  AN ANALYSIS OF THE OPTION PRICING FUNCTION  
 
 
the values presented in Table 4.1 below. The parameters to be varied will take on N = 11 
equally spaced values between the minimum and maximum values presented in Table 4.2. 
It is noted that  when ζ is being varied, δ1  is set to the midpoint  of its minimum and 
maximum values, i.e. δ1  = − 0.05, and similarly ζ is selected  as ζ = 2.5 when varying δ1. 
Finally, the return horizon is selected  as ∆ = 1, and the initial  values of the states V and 
 
λ are selected as V = 0.15 and λ = 5.0, respectively. 
 
Parameter ΦC ΦD κV V∞ ξV ρ δ0 ν κλ λ∞ ξλ 
Value 0.65 0.01 3.0 0.15 0.3 -0.7 -0.02 0.0052 6.0 5.0 0.4 
 
 
Table 4.1: Parameters to be fixed when varying ζ and δ1  for the self-exciting Bates (1996) model in (4.5). 
These parameters are used towards the plotted return PDF in Figures 4.1 and 4.2. 
 
 
 
Parameter ζ δ1 
Minimum Value 
 
Maximum Value 
0.00 
 
5.00 
-0.10 
 
0.0 
 
 
Table 4.2: Range of ζ and δ1  considered for the self-exciting Bates (1996) model in (4.5). These parameters 
are used towards the plotted return PDF in Figures 4.1 and 4.2. 
 
 
 
Figure 4.1 presents first the PDFs when ζ is varied, and second the left-hand tails of the 
PDFs when ζ is varied. Figure 4.2 presents the analogous objects for the case in which δ1 
is varied. The rationale for including the latter graph is that jumps in the model of (2.12) 
are used to mimic crashes, which naturally manifest themselves in a heavier left-hand tail 
of the return PDF.6 
 
Figures 4.1 and 4.2 are as one would expect given the given the discussion of the workhorse 
model in Section 2.4.  With  regard first  to varying ζ , it has already been noted that 
increasing ζ leads to relatively larger probabilities at higher count  values.  Given that 
jumps in Y will tend to be negative, it is natural that the effect on the return PDF will 
be to redistribute mass from more positive values to more negative values. With  regard 
 
6 Note that the upper bound for the range of log returns considered for generation of the graphs of the left- 
hand tails were simply the 10th  percentiles of the distributions  for the least extreme choices of parameters, 
i.e. ζ = 0.0 and δ1 = 0.0. 
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Figure 4.1:  Top  panel:  One-year return  PDFs of the self-exciting Bates (1996) model in  (4.5) as the 
parameter ζ is varied. Bottom panel: Same data, but with a restricted return interval concentrated on the 
left-hand tail.  The parameter ζ varies according to Table 4.2. The fixed parameters are specified in Table 
4.1. 
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Figure 4.2:  Top  panel:  One-year return  PDFs of the self-exciting Bates (1996) model in  (4.5) as the 
parameter δ1  is varied. Bottom panel: Same data, but with a restricted return interval concentrated on the 
left-hand tail.  The parameter δ1  varies according to Table 4.2. The fixed parameters are specified in Table 
4.1. 
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second to varying δ1, it is somewhat suprising that varying this parameter has a similar 
effect on the return PDF as does varying ζ . The redistribution of mass however occurs for 
different reasons. Indeed, whereas increasing ζ gives rise to more jumps being drawn from 
a fixed distribution, more negative values of δ1  leave the count probabilities unaltered but 
induce a more pronounced left skew in the jump distribution.  The tails of the return PDF 
are thus seen to thicken markedly as one progresses from δ1 = 0.0 through δ1 = − 0.1. The 
impact of varying these parameters will again be on display in Section 4.8 where the BSM 
IVs associated with the model are analysed. 
 
 
 
4.5    The  Pricing  Function  for European  Options 
 
 
This section computes option prices under the assumption that the market evolves accord- 
ing to (3.50) under the risk-neutral measure P�. As has been noted in earlier sections, the 
model prices of European call and put options written over the index level are to be eval- 
uated while implementing a filtering algorithm to produce the likelihood function.  Thus, 
it is necessary only to consider the pricing of such contracts here. Moreover, it will suffice 
to consider only the pricing of call options, as the prices of puts may be inferred by the 
put-call parity relation. The primary objective of this section is to obtain a representation 
of the pricing function as a Fourier integral by appealing to the inversion methods of Duffie, 
Pan and Singleton (2000). 
 
As is outlined in Bakshi and Madan (2000), among others, the pricing function for a 
European call option with  log strike  k = log(K ), K ∈  R+,  expiration date T > t, and 
tenor ∆ = T −  t, may be written as 
 
C (k, ∆|X, t) = E�
r
e− r∆
(
eY (T ) −  ek 
)+ F (t)
l
 
 
∞ 
= e− r∆
(
eU  −  ek 
)+f�(U, ∆ | X, t) dU 
−∞ 
∞ ∞ 
= e− r∆ 
 
k 
eU f�(U, ∆ | X, t) dU −  e− r∆ek 
k 
f�(U, ∆ | X, t) dU 
 
= e− r∆E�
r
eY (T )  F 
(t)
l 
∞ 
eU f�(U, ∆| X, t) 
∞ 
− r∆   k � 
k 
E� 
r
eY (T ) F (t) 
l dU −  e e f (U, ∆ | X, t) dU, 
k 
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r l 
 
 
where f�(·) is the risk-neutral PDF of Y defined in a manner analogous to f (·) in (4.1). At 
this point it is useful to define two distinct PDFs according to the relations 
eU f�(U, ∆ | X, t) 
f�0(U, ∆ | X, t) ≡  f�(U, ∆ | X, t)   
and 
f�1(U, ∆ | X, t) 
≡  E
� r 
 , eY (T )  F (t)
l
 
 
where it is easy to verify that f�1(·) is positive and integrates to unity, and thus exhibits 
the required properties of a PDF. Further defining the associated CDFs F�0(·) and F�1(·), 
respectively, the pricing function can be represented  as 
C (k, ∆|X, t) = e− r∆ E�
r
eY (T )  F (t)
l(
1− F�1(k, ∆ | X, t)
)
− e− r∆ek 
(
1− F�0(k, ∆ | X, t)
)
.  
(4.21) 
 
 
Evaluation  of  (4.21)  requires only  the  evaluation  of  the  CDFs F�0(k, ∆ | X, t)  and 
F�1(k, ∆ | X, t), and the expectation E� 
r
eY (T )  F (t)
l
.  Bakshi and Madan (2000) and 
Duffie, 
Pan and Singleton (2000) utilise two results that in combination allow for the computation 
of F�0(·) and F�1(·) when the GFT of the risk-neutral transitional PDF is available.  
The ability  to recover the GFT of f�(·), to be denoted φ�(·), will indeed be treated at a 
more 
opportune point later in this section. For now however, let the focus of the discussion be 
the two results required for computation of F�0(·) and F�1(·).  The first result is that 
the standard CFs of f�0(·) and f�1(·) may be written in terms of the GFT of f�(·), and the 
second 
is that a CDF may be recovered by Fourier inversion in cases in which the standard CF is 
known. This is to say that the FT of the PDF is sufficient for recovery of the CDF. The 
first result may be established by simply taking the GFTs of f�0(·) and f�1(·
), 
∞ 
 
 
 
 
 
 
 
 
and likewise 
φ�0(θ, ∆|X, t)   
≡  
 
 
= 
 
 
 
∞ 
eiθU f�0(U, ∆|X, t) dU 
−∞ 
∞ 
eiθU f�(U, ∆ | X, t) dU = φ�(iθ, ∆ | X, t), 
−∞ 
φ�1(θ, ∆|X, t)   
≡  
eiθU f�1(U, ∆ | X, t) dU 
−∞ 
∞ 
1 = �  eY (T )  F (t) −∞ 
e(1+iθ)U f�(U, ∆|x, t) dU = φ
� ((1 + iθ), ∆|X, t) 
, 
φ� (1, ∆ | X, t) 
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where use has been made of the fact that 
∞ 
E�
r
eY (T )  F (t)
l 
= 
−∞ 
eU f�(U, ∆ | X, t) dU = φ�(1, ∆ | X, t). 
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t 
) 
 
 
Given this, it can be seen that the CFs φ�0(·) and φ�1(·) may be written in terms of φ�(·
).7 
 
With  regard to computing the CDFs by reference to φ�(·), one may appeal to Levy’s in- 
version theorem. Gil-Pelaez (1951) provides a particularly useful form of this result which 
simplifies matters further. In essence, this theorem states that the risk-neutral CDF, to be 
denoted henceforth by F�(·), may be computed by reference to the risk-neutral CF, φ�(·
), via the integral 
 
1 1 
I 0+i∞
eθk 
 
φ�(θ) 
F�(k, ∆ | X, t) = 
2 
−  
π 
Im 
 
 
0+i0 
dθ . 
θ 
 
 
The derivation of this result is relatively straightforward, but relies upon some ancillary 
results from contour integration and is thus not presented here (see for instance Chung 
(2000) for a clean derivation). 
 
Levy’s inversion theorem can be used to obtain a similar relationship between the pair 
F�0( · ) and F�1( · ) and the risk-neutral CF φ�( · ).  
Specifically, 
 
 
1 1 
I 0+i∞
e − θk φ�(θ, ∆ 
| 
 
X, t) 
F�0(k, ∆ | X, t) = 2 −  π 
Im 
 
 
0+i0 
dθ , 
θ 
 
 
and   
1 1 
I 0+i∞
e− θk 
 
 
φ�(1 + θ, ∆ | X, t) 
F�1(k, ∆ | X, t) = 2 −  πφ(1, ∆ X, t) Im 
dθ . 
θ 
� | 
0+i0 
 
 
Combining these results allows one to rewrite the pricing function in (4.21) as 
 
 
7 In the present setting, the rate r is constant, and thus the “discount factor”  e− r∆  may be taken outside 
the expectation operator in (4.21).  In a more general setting in which r(t) is an affine function of X (t) 
(where the dimension of X itself may be incremented for a rate-related process), one may easily extend 
the definition  of φ�(·)  to incorporate the discount  factor exp(
J T  r(s) ds).   The solution method is only 
marginally  altered.  To this end, if one defines r¯(T ) ≡  
J T  r(s) ds, augments the state vector to obtain 
X (a) (t) ≡  [X (t), r(t)], and defines the risk-neutral  transitional  PDF of (r¯, X ) as f˜ (a) (r¯, U, ∆|X (a) , t) one 
has that exp(− r¯)f� (the state-price density) satisfies the PIDE 
(
K�(a)  −  ∂/∂∆ −  r
\ 
exp(− r¯)f� 
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= 0, where 
(a) K� (·) is the KB of X (a) under the appropriate risk-neutral measure. If the rate r is an affine process, this 
PIDE is amenable to the transform methods described in Section (4.3) with essentially no modification. 
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κV , V�∞, 
δ� }  
 
 
 
 
C (k, ∆ | X, t)  = e
− r∆ ( 
2 
0+i∞
 
k ) 
 
 
(
φ(1 + θ, ∆
 
 
 
 
 
X, t) 
 
 
 
 
e φ(θ, ∆ 
 
 
 
X, t)
) 
e− r∆ 
I
 
+ Im 
π 
 
0+i0 
e− θk 
k | −  | 
θ 
dθ . 
 
(4.22) 
 
 
The pricing function in (4.22) requires the use of a quadrature algorithm. The risk-neutral 
GFT  φ�(·)  will  be  seen momentarily to lack a closed-form representation (as was  so for 
its physical counterpart φ(·)), and thus the integrand of (4.22) is not available in closed 
form.   However, even when one considers a special choice of parameters in which the 
workhorse model collapses to existing models such as  those of Heston (1993) or Bates 
(1996) (but not that of Black and Scholes (1973)), the integral in (4.22) requires numerical 
methods for evaluation. Indeed, the difficulty does not stem from the lack of a closed-form 
representation of φ�(·) for the self-exciting model but is a feature common to most affine 
pricing models. 
 
Another challenge to be navigated about is the fact that the integral is improper, owing to 
the fact that the upper limit of integration is infinite. In this case, the issue is dealt with by 
truncation. The precise scheme to used towards the end of evaluating the integral in (4.22) 
is the topic of Section 4.7. For the remainder of this section however, where the evaluation 
of the object φ�(·) is treated, let it be assumed that the integral may be evaluated to an 
arbitrary  degree of precision. 
 
 
In order to compute option prices for the workhorse model, it remains only to treat the 
 
recovery of the risk-neutral GFT φ�(·). Clearly, this quantity  is closely related to the 
physical φ(·) by virtue of the fact that the physical and risk-neutral processes of X  are 
very similar. Indeed,  as was pointed out in Section 3.5, one may arrive at the P� system by 
replacing the parameters {κV , V∞, δ0} with  their risk-neutral counterparts {� 
replacing λ with ηλ on the RHS of (2.12), and eliminating the presence of ΦC and ΦJ  in 
the drift  of Y .  It follows therefore that the physical and risk-neutral transitional PDFs 
satisfy similar equations, and thus do their GFTs also. For the sake of brevity, the form 
of φ�(·) will be presented here without a derivation, and it is simply noted that the same 
transform methods used in Section 4.3 were used to arrive at the result. The risk-neutral 
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GFT is of the form  
 
φ�(θ, ∆ | X, t) = exp
(
β�0 + θY + β�2V + β�3λ
)
, 
 
where the unkown coefficients β�0, β�2 and β�3 satisfy the system of ODEs 
 
dβ�0  κ  V β
  
+ κ  λ β
 
1. 
d∆ 
=  θ(r −  q) + �V �∞ 
�2 
λ   ∞ �3 
dβ�2 1 
 
κ  β 
1    2    2 2. 
d∆ 
 
dβ�3
 
= 
2 
(θ −  1)θ −  �V  
�2 
 
1 
2 
ξV β�2 + ρξV θ β�2 
I 
e(δ˜0 θ+(1/2)νθ2 ) 
(4.23) 
3. 
d∆ 
=  − κλβ�3 
+ 
ξ2 β2 −  η
(
1 + θE�[kS ]
) 
+ 
η 
1 −  
(
β�3 
, 
+ δ1θ
)
ζ 
 
subject to the IC  
r
β�0, β�2, β�3
l 
= [0, 0, 0] . 
 
Note that the structure of the system in (4.23) is precisely that of (4.11), modulo the afore- 
mentioned minor differences between the risk-neutral and physical systems in (3.50) and 
(2.12), respectively. Thus, solution of the system in (4.23) proceeds precisely  as described 
in the previous section in the context of the solution of (4.11). Indeed, with the appropri- 
ate redefinition of parameters β�2 satisfies a solution of the form (4.16), and the real and 
imaginary components of β�0 and β�3 satisfy a real-valued system of ODEs of the form 
in (4.14). Given the ability  to compute φ�(·), the ability  to compute the prices of 
European put and call options follows immediately. 
 
It will  prove  useful to draw attention  to one final property of the pricing function for 
European put and call prices in (4.22). As is pointed out by Ait-Sahalia and Kimmel (2007), 
affine market processes are such that the pricing function will be first-order homogeneous in 
the pair (S, K ) = (exp(Y ), exp(k)). This is to say that the pricing function written in terms 
of the index level S and strike, denoted henceforth with a superscript i, i.e. C (i)(K, ∆|S, t), 
will satisfy the property 
 
C (i)(A K, ∆ | A S, t) = A C (i)(K, ∆ | S, t), (4.24) 
 
for some constant of proportionality  A ∈  R+. One important use of this property is that 
it allows Euler’s theorem for homogenous functions to be used to obtain the derivative of 
the option price with respect to S, a quantity typically referred to as the “option delta”. 
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Practically,  the delta is of great interest  when hedging a position in the option with  a 
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−  
−  
−  
 
 
position in the underlying index. In the context of parameter estimation based (at least 
partially)  on options data, it allows for an appropriate rescaling of observed option prices 
by the contemporaneous index level, i.e. 
 
 
1 
C (i)(K, ∆ | S, t) = C (i)((1/S) K, ∆ | (1/S) S, t) = C (i)(M, ∆ | 1, t), 
 
 
where the quantity M is the moneyness of the contract defined by M ≡  K . The ability to 
S 
rescale in this manner will be seen in the next chapter to have a significant impact upon 
 
the large-sample properties of options-based estimators. 
 
 
To establish the first-order homogeneity of the pricing function in the pair (S, K ), let 
α ≡  log(A) and note simply that 
 
C 
(
log(AK ), ∆|[log(AS), V, λ], t
)
 
 
= C 
(
α + k, ∆|[α + Y, V, λ], t
)
 
 
= 
1 
e(α+Y ) e(α+k− r∆) + 
2 
e− r∆ 
π  
× 
I 0+i∞e− θ(α+k)
 
φ� 1 + θ, ∆|[α + Y, V, λ], t
 
−  e(α+k)φ� θ, ∆|[α + Y, V, λ], t
 
 
Im 
 
0+i0 
= 
A 
eY e(k− r∆) + 
2 
( ) ( ) 
 
dθ 
θ 
 
A e− r∆ 
π 
× 
I 
Im eY 
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eβ    (1+θ)+θ(Y
 
 
− k)+β   (1+θ)V +β  (1+θ)λ
 0+i∞  
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− k)+β (θ)V +β (θ)λ 
dθ 
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0+i0 
= A C (k, ∆|X, t). 
2 3  0 
ek 
θ 
0+i0 
 2  3 
 
θ 
 
 
The preceding equality demonstrates the first-order homogeneity of the pricing function, 
 
and can readily be utilised to determine the call delta as the coefficient of exp(Y ), i.e. 
 
 
 
∂C (i) 1
 I 0+i∞
eβ  (1+θ)+θ(Y
  
k)+β  (1+θ)V +β  (1+θ)λ 
= 
∂S 2 
+ Im 
0 
 
 
0+i0 
−  2 3 
θ 
dθ  , 
 
 
which can of course be verified by tedious differentiation of the pricing function (4.22). 
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4.6 The  Pricing  Function  in terms  of the  Risk-Neutral In- 
tensity  Process 
 
 
Thus far, this chapter has provided a description of how to evaluate the risk-neutral GFT 
φ�(·),  and in turn how to evaluate the pricing function C (·).  The ability  to price traded 
instruments also yields the ability to recover estimates of the parameters and latent state 
processes that serve as inputs to the pricing function.  A very common approach used to 
achieve this is direct calibration to observed option prices. Such a procedure is discussed 
at great length in Section 4.7. At first glance, it might be concluded  that both the cur- 
rent location of the state process λ(t) and the parameter η can be recovered  by way of 
calibration.  Indeed, each of these objects are inputs to the pricing function.  However, 
simultaneously identifying the current location of the physical intensity λ(t) and its risk 
neutral counterpart ηλ(t) is at odds with the inability to recover both physical parameters 
and risk premia from option prices for similar models, i.e. those of Heston (1993) and Bates 
(1996). 
 
 
Taking the Heston (1993) model as an example, it is well known that the rate of reversion 
 
κV , the long-run mean level of volatility V∞ and the volatility premium Γ appear in the pric- 
ing function only through either the sum κV + Γ 
(
= �
 
or the product κV  V∞  = � V∞ , 
κV 
) ( 
κV  �  
) 
and thus it is impossible to uniquely identify each of the three parameters. In a similar 
vein, consider the Bates (1996) model for which the parameters governing the intensity 
and the premium for jump timing risk, i.e. λ(c)  and η, feature in the pricing function only 
through the product ηλ(c)  
(
= λ�(c)
)
.  Thus, they may not be uniquely identified either.8  In 
 
8 It is worthwhile noting that  the inability to identify physical parameters and risk premia with the use of 
options data alone is a peculiar property of model-pricing kernel combinations in which the physical and 
risk-neutral  models coincide, modulo a re-definition  of parameters. To date, attention  has been focused 
upon the setups wherein both the physical and risk-neutral models are of the affine class (i.e. Pan (2002) 
and Eraker (2004)) and these analyses require both options data and returns to identify physical parameters 
and all risk-premia (as does the analysis in this thesis). In general however, the risk-neutral measure used 
to price options depends in a complicated manner upon the physical dynamics and the risk premia, thereby 
allowing both to be identified.  To see this, note simply that if the prices of diffusive risk defined in (3.36) 
had been selected according to χ1  = c1 V p  and χ2  = c2 V p , for some p /= 1/2, where c1  and c2  are chosen 
such that  c1 σV 1  + c2 σV 2  = φV  V p+1/2   one would arrive  at a risk-neutral  volatility process of the form 
p+1/2 ) dV =  κV V∞ −  κV V −  φV V dt + σV 1 dB�1 + σV 2 dB�2 . In this formulation, recovery of the risk-neutral 
dynamics from options data reveals κV , V∞  and φV   (along with the levels parameter p). 
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the present setting however, η and λ(t) enter the quantity φ�(·) in a seemingly unrelated 
manner. 
 
It may readily be shown that the ostensible inconsistency outlined in the preceding para- 
graph may not be exploited at all.  Indeed, it is not possible to simultaneously identify η 
and λ(t). In fact, the matter is slightly more involved than this.  It so happens  that one 
may not simultaneously identify η and the set {λ(t), λ∞, ξλ, ζ , δ1}. All one may hope to do 
is recover a composition of these quantities that reveals nothing about the pricing of jump 
risk within the economy. To this end, define the process for the risk-neutral intensity as 
λ�(t) ≡  ηλ(t), and define X (η)(t) = 
r
Y (t), V (t), λ�(t)
l
, which is simply the physical state 
vec- 
tor save for the fact that the physical intensity has been substituted with its risk-neutral 
counterpart.  It is an entirely straightforward exercise to recover the  P� 
process λ� 
 
evolution of the 
 
dλ� =  ηκλ(λ∞  −  λ) dt + η ξλ 
√  
λ dB�3 + ηkλ dN 
 
=  κλ ((ηλ∞) −  (ηλ)) dt + 
(√
η ξλ
) 
(ηλ) dB�3 + (ηkλ) dN 
 
≡   κλ
(
λ(η)
 
(η) 
�   � ∞  −  λ� 
) 
dt + ξλ λ dB3 + kλ dN, 
 
subject to λ�(t) = ηλ(t), where use has been made of the definitions 
 
λ(η)
 (η) √   
∞  ≡  ηλ∞,  ξλ ≡  ηξλ,  kλ  ≡  ηkλ. 
 
With these definitions in place, it is useful to revisit the process governing  the P� evolution 
 
of the entire adjusted state vector X (η), 
dY =  
(
r −  (1/2)V  −  E�[ekY   −  1]λ� 
) 
dt + 
√
V dB�1 + kY dN 
 
√  
dV =  κV (V�∞ −  V ) dt + ξV V 
(
ρ dB�1 + 1 −  ρ2 
dB�2
)
 
 
(4.25) 
 
dλ� =  κλ
(
λ(η) −  λ� 
) 
dt + 
ξ(η) 
λ� dB�3 + 
k 
dN , P�(dN = 1) = λ� dt, 
∞ λ  λ 
 
where the distribution  of the adjusted jump sizes, (kY , kλ),  is easily obtained.  Letting 
g(η)
 
� (·) denote this quantity, note that if kλ  ∼  Exp (1/ζ ) then kλ  ∼  Exp (1/(ηζ )), and, if 
kY |kλ  ∼  N(δ0 + δ1kλ, ν) then kY |kλ  ∼  N (δ0 + (δ1/η) kλ, ν). It thus proves useful to define 
the parameter combinations 
ζ (η)  ≡  ηζ ,  δ(η)  ≡  δ1 , 
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λ(η) 
λ  = 
1 = 
 
and to define g(η) � (kY , kλ) as corresponding  to the distribution in which kλ  ∼  Exp 
(
1/ζ 
(η) 
(η)) 
and kY |kλ  ∼  N(δ0 + δ1    kλ, ν). 
 
 
Taking stock, there are now two separate risk-neutral systems. The first is that of X  = 
[Y, V, λ], which is parameterised by the vector {η, λ∞, ξλ, δ1, ζ }, and the second is that of 
X (η)  = 
r
Y, V, λ�
l
, which is parameterised by the vector {λ(η), ξ(η), δ(η), ζ (η)}.  Clearly, the ∞ λ  1 
second parameter vector has a dimension of one less than the first.  From this it follows 
immediately that  if  option prices generated with  reference to the first  system may be 
obtained with reference to the second system (to be demonstrated  momentarily), then it 
cannot be possible to recover all of the latent state variables and parameters of the first 
system by calibration. 
Suppose that the latent pair 
(
V, λ�
) 
and the parameter set {λ(η), ξ(η), δ(η), ζ (η)} has been ∞ λ  1 
recovered from a set of observed option prices. In attempting to solve the equalities relating 
these quantities to the quantities (V, λ) and {η, λ∞, ξλ, δ1, ζ }, a situation where there are 
infinitely many solutions would be encountered. This is to say that an arbitrary  value of 
η ∈  R+ could be chosen, and then the system 
 
λ(η)(t)  =   ηλ(t) 
 
∞ =  ηλ∞ 
 
ξ(η) 
√  η ξλ 
 
ζ (η)  =  η ζ 
 
δ(η) 
δ1 
η 
 
could trivially be solved for the remaining elements. Thus, if  the risk-neutral systems in 
 
(4.25) and (3.50) give rise to the same pricing function for derivative securities, a calibration 
 
9 to observed option prices can not identify the set {λ(t), λ∞, ξλ, δ1, ζ , η}. 
 
All that remains is to demonstrate that the pricing functions that arise under the two risk- 
neutral systems in (4.25) and (3.50) coincide. To this end, recall that derivatives prices 
are simply expectations taken with respect to the risk-neutral transitional PDF of the log 
forward index level. Thus, it is sufficient to demonstrate that the risk-neutral transitional 
9 Note that this argument goes through with minor modification if B3 -related risk was priced. 
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PDFs of Y taken under the systems in (4.25) and (3.50) coincide. To see that this must 
be the case, let f (η)
(
 Y, ∆ | X 
 
(η) , t
) 
denote the risk-neutral transitional PDF of Y  which 
 
(η) obtains by way of the system in (4.25), and let φ� (·) denote its GFT, i.e. 
 
(η)( � θ, ∆ | X (η) , t
) 
≡  
R 
eθ U f (η)
(
 U, ∆ | X (η) , t
) 
dU. 
 
 
By virtue of the fact that FTs of functions are unique, the equality of f�(·) and f (η) 
(η) 
(·) will 
follow if it can be demonstrated  that φ� (·) and φ�(·) are equal. To this end, the system in 
(4.25) is clearly affine in X (η), and is thus amenable to the transform methods discussed 
 
in this chapter. Indeed, it is straightforward to obtain 
 
(η)(
 
(η)
 
(η)
 
(η)
 
(η)
 
φ� θ, ∆ | X , t
) 
= exp
(
β�0 + θY + β�2   V + 
β�3 
λ� 
)
, 
 
(η)
 
(η)
 
(η)
 
where the coefficient vector 
r 
β�0   , β�2   , β�3    
l 
satisfies the system 
 
dβ�(η) 
 
κ  V β(η)
 
 
κ  λ(η)
 
 
(η) 1. 
d∆ 
 
(η) 
=  (θ −  1)r + �V �∞ �2 + �λ �∞ β�3 
dβ�2 1
 
κ  β(η)
 1 2 (η)  2
 
(η)
 
2. = 
d∆ 2 
(θ −  1)θ −  �V �2
 + 
2 
ξV 
(
β�2    
)
 + ρξV θβ
�
2 
 
dβ�(η) 
 
(η)
 
 
1 ( (η) 
 
(η)  2
 
I 
e(δ˜0 θ+(1/2)νθ2 ) 
I 
e(δ˜0 +(1/2)ν) 
3. =  − κ˜λβ�3 + ξλ    β�3   
)  
+  (η) 
 
(η)
 −  1 −  θ (η)  −  1 d∆ 
 
 
subject to the IC 
2 
 
 
 
 
(η)
 
 
 
 
 
 
(η)
 
1 −  (β�3 + δ1    θ)ζ (η) 
 
 
 
(η)
 
1.0 −  δ1    ζ (η) 
(4.26) 
r 
β�0   , β�2   , β�3   
l 
= [0, 0, 
0] . 
 
 
If φ�(θ) is equivalent to φ(η) 
 
ment that 
(θ) at the appropriately defined backward states, it is a require- 
 
(η) (η) (η) (η) (η) (η) 
eβ0 +θY +β2 V +β3 λ  = eβ0    +θY +β2   V +β3   λ  = eβ0    +θY +β2   V +(ηβ3   )λ. 
 
Close inspection of (4.23.2, 4.23.3) and (4.26.2, 4.26.3) reveals that β�2 and β�(η)  satisfy 
pre- cisely the same ODEs and have precisely the same ICs, and one thus has that β�  = 
β�(η). 
(η) (η) It is therefore necessary to show only that β�0 = β�0 and that β�3 = (1/η)β�3.  Moreover, if 
(η) (η) (η) (η) one notes that β�3 enters (4.26.1) via the term κλ λ∞ β�3   , then the fact that λ∞  = η λ∞ 
(η) (η) asserts that the requirement β�0 = β�0  is satisfied automatically should β�3 = (1/η)β�3, 
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and thus this is the only result that needs to be established.  Although these functions are 
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3 
�
3 
3 
3 
∞ 
2 
+ 
� 
 
not available in closed form, it suffices to demonstrate that the solution β�(η)  = (1/η)β�3 
 
satisfies 
 
 
dβ�(η) 
d∆ 
1 dβ =  , 
η d∆ 
 
where it is noted that β�3(0) = β�(η)(0) is satisfied automatically as they are both equal 
to zero. To this end, straightforward algebra reveals that 
 
 
1 
dβ�3
 
 
=  − κ
 I 
β�3
 
1 √
η 
ξ
 2 
I 
β�3 
I e(δ˜0 θ+(1/2)νθ2 ) 
I 
e(δ˜0 +(1/2)ν) 
−  θ −  1 
η d∆ 
λ  + 
( 
λ
) 
η 2 η 
1 −  
( β3  −  1 + δ1 θ
)
ηζ 1.0 −  δ1 ηζ 
 
 
(η)
 
 
 
1 (η) 
 
 
(η)  2
 
η 
I 
e(δ˜0 θ+(1/2)νθ2 )
 
η η 
I 
e(δ˜0 +(1/2)ν)
 
=  − κλ β�3 + 2 
(
ξλ β�3   
)  
+  (η) 
 
(η)
 −  1 −  (η)  −  1  
 
dβ(η) =  , 
d∆ 
1 −  
(
β�3 + δ1    θ
)
ζ (η) 1.0 −  δ1   ζ (η) 
as required. It follows therefore that the pricing functions associated with the state pro- 
cesses X  and X (η)  will coincide, proving that either of the risk-neutral parameter subsets 
(η) (η) (η) {λ�(t), λ∞ , ξλ   , δ1    , ζ (η)} or {λ(t), λ , ξλ , δ1, ζ , η} are sufficient  for generation of option 
prices, and thus that the elements of the latter may not be uniquely identified by calibra- 
tion.  In order to avoid onerous notation, it is the standard original process X = [Y, V, λ], 
and the related pricing function, that will be carried forward into the subsequent analysis. 
 
 
 
4.7    Numerical Evaluation of the Pricing  Function 
 
 
 
The purpose of this section is to discuss the numerical evaluation of the pricing function 
in (4.22).  It will be shown that the integral in (4.22) may be evaluated with the use of 
an N -point sum as is used by Pan (2002). The rationale for adopting such an approach 
is discussed and it is noted that  the need to numerically evaluate the system of ODEs 
in (4.14) at many frequencies necessitates  the use of such an algorithm.  This algorithm 
ensures that the system of ODEs is solved over a frequency-tenor grid once per parameter 
set, as opposed  to once per option price. 
 
Recall the form of the pricing function presented in (4.22).  This function generates the 
price of a European call option with log strike k, tenor T −  t = ∆, and time-t state vector 
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φ�(1, ∆ | X, t) −  
 
( 
| 
)
 
∞ 
φ�(1, ∆| X, t) −  
 
( � | θ    
)
 
+ 
+ 
      
 
 
X (t) = [Y (t), V (t), λ(t)]. With the use of some basic algebra it may be re-cast as 
 
C (k, ∆ | X, t) = e
− r∆ ( k ) 
2 
e− r∆ Im I (k, ∆ X, t) (4.27) 
π 
 
where I (·) denotes the integral 
 
0+i 
e− θk 
 
 
( 
φ�(1 + θ, ∆ | X, t) −  ek φ�(θ, ∆ | X, t)
) 
I (k, ∆ | X, t ) ≡    
0+i0 
dθ. (4.28) 
θ 
 
As was noted in the previous section, the integrand of the inversion integral in (4.22) is 
not available in closed form and thus evaluation of the integral necessitates the use of a 
quadrature algorithm.  For the purposes of this thesis, the quadrature rule to be adopted 
is that of a simple N -point sum, as was adopted  by Pan (2002) in the context of a similar 
model. Denoting by C�(·) the approximate pricing function, one has 
 
C�(k, ∆ | X, t) = e
− r∆ ( k ) 
2 
e− r∆ Im I (k, ∆ X, t ; ∆ , θ ) , (4.29) 
π 
 
where I�(·) denotes the approximated value of the integral according to the rule 
 
 
I�(k, ∆ | X, t; ∆θ , θ¯  ) = ∆θ 
Nθ 
 
 
n=0 
exp(− n∆θ k)
(
φ�(1 + n∆θ i) −  exp(k) φ�(n∆θ 
i)
)
 
n∆θ 
 
. (4.30) 
 
In what appears above, ∆θ   ∈  R+  denotes the width  between frequencies at which the 
integrand is to be evaluated, and Nθ  is computed as Nθ  ≡  ceil 
(
θ¯/∆θ 
)
, where θ¯  ∈  R+ is 
the maximum frequency at which the integrand is to be evaluated. Note that evaluation 
of the sum in (4.30) is problematic in that the summand is not well defined at n = 0. This 
is equivalent to the integrand of the inversion integral in (4.27) possessing a singularity at 
a frequency of θ = 0. As is noted by Kahl and Jackel (2005) however, the limiting form of 
the integrand at θ = 0 is available via an application of L’Hopital’s rule.10 
 
The N -point sum is chosen here because it drastically reduces the computational complex- 
ity of the pricing algorithm when generating the prices of many options simultaneously. 
Situations where this is necessary are often encountered. Indeed, the need to price many 
options simultaneously  arises when calibrating a model to a set of observed option prices, 
10 The  basic result  here is  that  for  a  real  value  of  θ,  L’Hopital’s   rule  can be  employed to  obtain   
∂β�0 (iθ) 
  
2 3
 
lim 
1 
Im  e− iθk φ�(iθ)
) 
= (Y −  k) + Im + ∂β
� (iθ)   
V  + 
∂β� (iθ)   
λ   .  Splitting  (4.28) 
θ→0  θ ∂θ  θ=0 ∂θ 
 
θ=0 ∂θ 
 
θ=0 
to obtain a difference of terms, this argument will produce the limiting form of the second term (modulo 
the strike price factor).  Naturally,  a similar result holds for the first term also. 
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C 
 
 
as is to be discussed momentarily, or when producing an estimator based on observed op- 
tion prices in conjunction with returns data, as is discussed in significant detail in Chapter 
5. To demonstrate the advantages afforded by the use of the N -point sum, and to provide 
a practical overview of how the pricing function is to be evaluated, it is most useful to 
consider briefly a calibration exercise. 
 
Assume that the observed data is the set of option prices 
{
H (o)   C
 
, where H (o)  denotes
 
c  
 
c=1  c 
the observed  (hence superscript o) price of the cth  put or call contract within  the set, 
observed at time tc, with strike Kc, and with time to expiry ∆c.  It will be useful to at 
this point to allow H(o)  to denote this set, and also to collect the subset of D unique dates 
within  the set  {tc}C into the set 
{
t(u)
 D  , where the superscript  u is used to denote c=1 d d=1 
uniqueness.  The goal of the calibration exercise is to choose the risk-neutral parameters, 
along with the values of the latent state variables, to minimise the distance between the 
observed prices and the model prices. Let the set of inputs to be recovered by calibration 
be denoted by 
 
  
κV
  
V λ  λ  0 1 
(u)
 
(u)  D    
\ 
S ≡  � , V�∞, ξ 
, ρ, κ 
, λ∞, ξ , δ
� , δ , ζ , 
{(
V 
(
td   
)
, λ
(
td   
)) 
d=1  , 
 
and define the optimal set of inputs by 
 
(cb) (o) (m) S� ≡  argmin 
S 
H C , H C . (4.31) 
In the above, H(m) ≡  
{
H (m)    C
 
≡  
{
H (m)(kc, ∆c | X (tc), tc)
  C  is the set of model prices C c 
 
c=1 c=1 
for the C contracts, as computed via (4.29), and ||·, ·|| denotes some distance metric on 
two  sets in RC .  Clearly, whatever the form of ||·, ·|| is, it will  require evaluation of the 
option pricing function at a value S to produce the model prices H(m). Moreover, whatever 
optimisation algorithm is used, the distance in (4.31) will require evaluation a large number 
 
(cb) of times as S� is sought out. 
 
It might rightly  be noted that evaluating 
{
H (m)(k  , ∆ |X (t ), t )
  C will require evalua- c c c c c c=1 
tion of the approximating sum in (4.30) C times over. Taken at face value, this is a com- 
putationally  burdensome  exercise as evaluating the quantities φ�(1 + n∆θ i) and φ�(n∆θ 
i) for the cth  option will  require separate numerical solutions of the system of ODEs  
for 
r
β�0(∆c, 1 + n∆θ i), β�3(∆c, 1 + n∆θ i)
l  
and 
r
β�0(∆c, n∆θ i), β�3(∆c, n∆θ i)
l  
for each of  
the 
Nθ  values of n.  Consider however evaluation of (4.30) for a set of options which have 
the same time to expiry,  ∆(1).   Clearly,  there is no need to recompute the values of 
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r
β�0(∆(1), 1 + n∆θ i), β�3(∆(1), 1 + n∆θ i)
l  
and 
r
β�0(∆(1), n∆θ i), β�3(∆(1), n∆θ i)
l  
for  each  
of 
the options under inspection. Nor is there any need to recompute β�2(∆(1), 1 + n∆θ i) and 
β�2(∆(1), n∆θ i), though the computational complexity of evaluating these quantities is not 
that great in any case owing to the closed form representation of B�2(·).  Fixing the fre- 
quencies that  are to be used prior  to the implementation of the quadrature algorithm, 
as is allowed by the N -point  sum in (4.30), may thus be seen to allow for considerable 
simplification of the numerical problem at hand; the need to recompute the coefficients of 
the GFT for each individual option with a given time to expiry is eliminated. 
 
There is even more economisation to be enjoyed when generating the  prices of another 
set of options with another common time to expiry, ∆(2) > ∆(1). Indeed, the quantities 
r
β�0(∆(2), 1 + n∆θ i), β�3(∆(2), 1 + n∆θ i)
l 
and 
r
β�0(∆(2), n∆θ i), β�3(∆(2), n∆θ i)
l 
are 
recovered via numerical solution of a system of ODEs on the interval 
r
0, ∆(2)
l
, which 
naturally embeds the interval  
r
0, ∆(1)
l
.   Thus, in order to generate the quantities  
r
β�0(1 + n∆θ i), β�3(1 + n∆θ i)
l 
and 
r
β�0(n∆θ i), β�3(n∆θ i)
l 
at both ∆(1) and ∆(2), it is 
necessary only to solve the system of ODEs once, forcing the numerical solver to recover  
and store the solution at the intermediate time point ∆(1). In the context of the Cash 
Karp error controlled Runge Kutta  algorithm used to evaluate the system of ODEs for 
r
β�0, β�3
l
,  this is accomplished by simple interpolation between the pair of time steps 
used by the algorithm which most tightly  enclose the value of ∆(1).  By inspection of  
(4.16) and its component  parts it is 
easily observed that  there  are also ∆-independent  components of 
β�2(∆, n∆θ i) which do not require recomputation for ∆(1) and ∆(2). 
β�2(∆, 1 + n∆θ i) and 
 
 
Naturally,  the unique tenors among the C contracts within  the dataset would typically 
number more than two, and when viewed in this light, the full benefit of solving the ODEs 
in the manner described in the previous paragraph becomes clear. Define the maximum 
tenor as ∆¯ ≡  max {∆c}C .  One need only numerically solve the systems for 
r
β�0(∆¯ , 1 +
 
c c=1 
n∆θ i), β�3(∆¯ , 1 + n∆θ i)
l  
and 
r
β�0(∆¯ , n∆θ i), β�3(∆¯ , n∆θ i)
l  
once  for the maximum time  
to 
expiry ∆¯ , where the numerical solver is forced to recover and store the solutions for all 
unique ∆c  < ∆¯ . Proceeding with the calibration example at hand, assume that the options 
data used in the calibration exercise were comprised of daily closing prices for European 
put and call prices on the dates {t0, .., T }. Assume also that the options chosen were those 
which possessed the nearest E expiration dates, which are assumed for simplicity to occur 
at monthly intervals, and where the convention that there are 22 trading days per month is 
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adhered to.11  Clearly, the times to expiry for options included in the dataset will cycle each 
time 22 trading days worth of data has been progressed through. If ∆¯  ≡  22 (1/252) E is the 
largest (potential) tenor included within the dataset, it follows then that the unique tenors 
on the individual  observations date will  cycle through the sets {(1/252) (1 + d) e, e  = 
1, ..., E}, d = 0, ..., 22 −  1.  For any given value of E  ≥  1 therefore, it follows that  all 
tenors reside within  the “master”  tenor set {1, ..., 22 E}, and it thus suffices to compute 
the coefficient function once on the frequency-tenor grid whose tenors are determined by 
this master set. 
 
It may appear that  a lot of attention is being devoted to a rather obvious property of 
traded option contracts. It will be seen in the following chapter that failing to capitalise 
on this property would in effect rule out any possibility of estimating the parameters of 
the self-exciting model. This owes to the overwhelming computational demands of having 
to repeatedly evaluate the coefficient functions β�0( · ) and β�3( · ) for every option 
contract under consideration, and moreover for all possible values of the latent state 
variables V and λ considered while filtering  these quantities out of the likelihood  
function.  To see this simplification  in action, assume  the  trivial  case  wherein E  = 1,  
and thus where 
the maximum possible tenor is given by ∆¯ = 22/252,  and where the tenors of all con- 
tracts used for calibration must lie in the set {(1 + d) (1/252)},  d = 0, ..., 22 −  1.  For 
evaluation of the approximating sum in (4.30), assume that θ¯  and ∆θ   are selected ac- 
cording to θ¯  = 150 and Nθ  = 30 respectively, where the low number for Nθ  is chosen 
for ease  of exposition.  Given the discussion in the preceding paragraphs, it is neces- 
sary to evaluate the quantities 
r
β�0(∆, 1 + θ), β�3(∆, θ)
l 
and 
r
β�0(∆, θ), β�3(∆, θ)
l 
on the 
grid G ≡  (∆, θ) ∈  ((1 + d) (1/22), n 5), d = 1, ..., 22 −  1, n = 0, ..., 30. The situation is 
presented graphically in Figure 4.3 overleaf. 
 
The first  graph details  the solution of the systems of ODEs.  As is suggested, for each 
frequency θ, the system will be solved through time up to ∆¯  = 22/252, storing the values 
of the solution at multiples of 1/252.   The resulting solutions could be used repeatedly 
in the required computation of (4.30) for different  option contracts.  The second graph 
 
in Figure 4.3 presents the quantity β�3(∆, 1 + θ)  on the grid desribed in the preceding 
 
 
11 In practice, it is typical  to use the nearest E  expiration  dates subject to the caveat that  the nearest 
expiration date not be less than 5 or so trading days from the present date. This is done to avoid using 
data perturbed by nonstandard market behaviour as expiry dates approach. 
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Figure 4.3: Top panel: The soution grid, G, for the complex-valued ODEs necessary for the characteristic 
function.  Bottom  panel: The magnitude of the β0  coefficient on the solution grid.  The parameters used 
towards the latter  are specified in Table 4.3. 
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paragraph in order to provide some idea of the behaviour of the numerical solutions over 
the grid G.  For reference, the parameters  used to produce numerical values of β�3(·) were 
as presented  in Table 4.3 below. 
 
Parameter κλ ξλ δ�0 δ1 ν ζ η 
Value 5.0 0.4 -0.01 -0.05 0.0052 3.0 1.5 
 
 
Table 4.3: Parameters of the risk-neutral self-exciting Bates (1996) model in (3.50) used to generate compute 
the complex-valued characteristic function coefficient β0 , on the input  grid, G. 
 
 
 
 
 
4.8    Self Excitation and the Implied  Volatility Surface 
 
 
 
The purpose of this brief section is to illustrate  graphically the difference between the 
baseline Bates (1996) model and its self-exciting extension. Just as the introduction of 
self excitation was seen in Section 4.3 to significantly impact upon the tails of the return 
PDFs, it is seen to impact dramatically upon the BSM IV  surface. This is particularly 
true for the region of the IV surface corresponding  to to lower strikes, owing to the fact 
that the left-hand tail is most heavily sensitive to the introduction  of self excitation.  It 
is however interesting to note that  this effect is observed more clearly for longer dated 
options, as time is required for the heightened probability of “breakouts” to manifest itself 
in the transitional PDFs, and thus in the IVs. 
 
It has already been demonstrated  that the physical market process for the Bates (1996) 
model in (2.11) is easily obtained as a special case of the more general self-exciting model in 
(2.12). It is straightforward to obtain the analogous parameter selection for the risk-neutral 
process used in option pricing. To begin, recall from Section 4.3 that the risk-neutral system 
for the state vector X (t) = [Y (t), V (t), λ(t)] is given by 
√   
dY = r −  (1/2)V  −  E�[kS ]ηλ dt + 
√   
V dB�1 + kY dN 
dV =  κV (V�∞ −  V ) dt + 
ξV 
V (ρ dB�1 + 1 −  ρ2 
dB�2) 
(4.32) 
 
dλ   =  κλ(λ∞ −  λ) dt + ξλ 
√  
λ dB�3 + kλ dN , P˜(dN = 1) = ηλ dt, 
 
where kY |kλ  ∼  N δ�0 + δ1kλ, ν and kλ  ∼  Exp (1/ζ ).  The risk neutral system associated 
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0 
0 
0 = δ 
 
 
with the Bates (1996) model is of the form 
dY = r −  (1/2)V  −  E�[kS ]λ�(c) dt + 
√
V dB�1 + kY 
dN 
√   
 
 
 
 
 
 
(c) 
 
 
 
 
(4.33) 
dV =  κV (V�∞ −  V ) dt + 
ξV 
V (ρ dB�1 + 1 −  ρ2 
dB�2), 
P�(dN = 1) = 
λ� 
dt, 
 
where kY  ∼  N
(
δ�0, ν
)
.  By comparison of the risk-neutral systems in (4.32) and (4.33), the 
processes for the index level are equivalent if one chooses the parameters and initial  state 
 
of the self-exciting model according to 
 
 
κλ  = 0, ηλ∞ = λ� (c) , ξλ = 0, ζ = 0, δ1 = 0 and ηλ(t) = λ� (c). 
 
 
The specification of the self-exciting Bates (1996) model with this selection of parameter 
values will serve as the basis for evaluating the impact of introducing self excitation upon 
the associated European option pricing function. 
 
Before proceeding to the comparison however, recall from Section 2.4 that  an arbitrary 
selection of the parameters {ζ , δ0, δ1, ν} will  lead to an uninformative  comparison  with 
the Bates (1996) model.  This owes to the fact that  for arbitrary  parameter values the 
expected numbers of events to take place over the intervals of interest, i.e. E�[N [t, T ]|F (t)] 
for all times to expiry T −  t > 0, may not be consistent  across processes.  This is true 
also of the the means and variances of the jump innovation kY .  With  regard first to the 
expected interval count, the restrictions upon the parameters of the self-exciting process 
which ensures consistency across models are 
 
 
ηλ∞ = λ� (c) 
(κλ  −  ηζ ) 
κλ 
 
and ηλ(t) = λ� 
 
(c) 
 
. (4.34) 
 
Second, in order to maintain consistency  across the mean and variance of kY , it was 
necessary to distinguish between the values of δ�0  and ν across models. If δ�(b)  and  
ν(b) denote the values of these parameters chosen for the Bates (1996) model and likewise 
δ�(s) 
and ν(s)  for the self-exciting extension, the restriction may be written as 
 
δ˜(s) (˜b) 0 −  δ1ζ 
 
 
(4.35) 
ν(s)  =  ν(b) −  (δ1ζ )2. 
 
The parameter sets presented  in the following tables are those utilised for generating op- 
tion prices according to the Bates (1996) model and its self-exciting extension. It is readily 
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Parameter κV � V∞ ξV ρ (b)
 
δ0 
� 
(s) δ0 
� 
δ1 
Value 2.5 0.20 0.3 -0.7 -0.2 -0.11 -0.03 
Parameter ν(b) ν(s) λ�(c) κλ λ ξ ζ 
Value 0.12 0.042 5.0 5.0 2.0 0.4 3.0 
 
 
 
verifiable that they satisfy the restrictions in (4.35). 
 
 
 
 
� 
 
 
 
∞ λ 
 
 
 
 
Table 4.4: Parameters used to generate European option prices according to the Bates (1996) model and 
its self-exciting extension. These parameters are used towards producing Figures 4.4 and 4.5. 
 
 
 
The interest rate is selected  as r = 0.05, and the initial  values of the state are given by 
V (t) = 0.15 and ηλ(t) = λ�(c)  (as per (4.34)). With regard to the contract details, let there 
be 51 contracts to be priced at each expiry date, let there be 25 tenors which lie equally 
spaced within the interval [5/252, 137/252] (ie. 5 trading days plus 6 trading months), and 
let their levels of moneyness (ie. S/K −  1) lie within  the interval [− 20%, +20%].  
Figure 
4.4 overleaf  showcases the BSM IV Surfaces for the two models. 
 
 
By comparing the scales of the axes against which the BSM IVs are measured, it may 
be noted immediately that the IV surface for the self-exciting model achieves significantly 
higher levels for short times to expiry than does the Bates (1996) model. A closer inspection 
reveals that the general level of the surface is greater for the self-exciting model than for the 
base model also. However, the shapes of the IV surfaces are not so different as to warrant an 
excessive amount of interest. Indeed, it proves much more insightful to inspect individually 
the IV  “smiles” which obtain when only contracts of a given tenor are considered. The 
most natural smiles to inspect  are those which correspond to the shortest and longest 
tenors used in the construction of the IV surfaces just presented, being those of 5 trading 
days and 5 trading days plus 6 trading months, respectively. The IV smiles which result 
are presented in Figure 4.5. 
 
With  respect first to the shortest of the tenors, it is readily evident that IVs of the Bates 
(1996) model are smaller than those of its self-exciting extension for all levels of moneyness, 
and that difference between the two smiles is greatest for lower levels of moneyness. While 
this to some extent reflects the possibility of a breakout occurring in the self-exciting risk- 
130 CHAPTER 4.  AN ANALYSIS OF THE OPTION PRICING FUNCTION  
 
 
 
 
B
la
ck
 S
ch
ol
es
 I
m
pl
ie
d 
V
ol
at
ili
ty
 
B
la
ck
 S
ch
ol
es
 I
m
pl
ie
d 
V
ol
at
ili
ty
 
 
 
 
 
 
 
 
 
 
 
 
0.6 
 
0.5 
 
0.4 
 
0.3 
 
0.2 
 
0.1 
0.2 
 
 
0.1 
 
 
 
 
0 
 
 
Moneyness 
 
 
 
 
 
−0.1 
 
 
 
 
 
 
−0.2 0 
 
 
 
 
 
 
0.1 
 
 
 
 
 
0.2 
 
 
 
 
0.3 
 
 
 
 
0.4 
 
 
 
0.5 
 
 
0.6 
Tenor (years) 
 
 
 
 
 
 
1 
 
0.8 
 
0.6 
 
0.4 
 
0.2 
 
0 
0.2 
 
 
0.1 
 
 
 
 
0 
 
 
Moneyness 
 
 
 
 
 
−0.1 
 
 
 
 
 
 
−0.2 0 
 
 
 
 
 
 
0.1 
 
 
 
 
 
0.2 
 
 
 
 
 
0.3 
 
 
 
 
0.4 
 
 
 
0.5 
 
 
 
0.6 
Tenor (years) 
 
 
 
Figure 4.4: Top panel: The BSM IV surface of the Bates (1996) model. Bottom panel: The BSM IV surface 
of the self-exciting Bates (1996) model. The range of tenor is ∆ ∈  [5/252, 5/252 + 6/12], and the range of 
moneyness is M ∈  [− 20%, +20%]. The parameters used are specified in in Table 4.4. 
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Figure 4.5: Top panel: Implied volatility smiles of the Bates (1996) model and its self-exciting extension 
at the shortest tenor ( ∆ = 5/252).  Bottom panel: Implied volatility smiles of the Bates (1996) model and 
its self-exciting extension at the longest tenor (∆ = 6/12 + 5/252).  51 options are used at each tenor. 
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neutral economy,  as the time horizon under consideration is  merely 5 trading days, the 
difference between IV smiles is more likely attributable  to difference in the distributions 
of the jump innovations themselves, i.e.  a Gaussian versus a Gaussian with Exponential 
mixing on its mean. With regard to the longest of the tenors, it is most interesting to note 
that the IV smile of the self-exciting model is higher than that of the base model at all 
levels of moneyness, and is significantly more skewed. Given the longer time horizon, this 
can surely be deemed a reflection of the fact that jumps in the Bates (1996) are forgotten 
by the system, whereas for the self-exciting extension, the jumps propagate and give rise 
to higher probabilities of event arrivals in the near future. This clearly highlights the fact 
that  time is required for the added possibility of these clusters to be “folded”  into the 
transitional distribution. 
 
As a final note on the difference between these pricing functions, consider the case in which 
the moment-matching restrictions in (4.34) and (4.35) are ignored. Suppose in fact that 
the parameters δ�(s)  and ν(s) of the self-exciting  Bates (1996) model were chosen to be those 
(b) of the baseline Bates (1996) model, i.e. δ�0 and ν(b).  These parameters  will clearly be 
extreme by any standard, but it is interesting to investigate the resulting BSM IVs even if it 
is only to obtain some sense of how great the impact of simply “switching on” self excitation 
is. The BSM IVs corresponding again to tenors of ∆ = 5/252 and ∆ = 6/12 + 5/252, and 
to a moneyness interval of M ∈  [− 20%, +20%], are presented in Figure 4.6 on the following 
page. Note that the longest-tenor smile for the self-exciting Bates (1996) model now sits 
between 3 and 4 times as high as that of the baseline version,  as opposed to approximately 
1.5 times as high when the moment-matching restrictions were enforced. 
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Figure 4.6: Implied volatility smiles of the Bates (1996) model and its self-exciting extension at both the 
shortest (∆ = 5/252)  and longest (∆ = 6/12 + 5/252)  tenors, where no moment-matching  parameter 
constraints as per (4.35) or (4.34) are imposed. 51 options are used at each tenor. 
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Chapter  5 
 
 
 
 
 
The Parameter  Estimation 
 
Problem 
 
 
 
 
 
 
5.1    Introduction 
 
 
 
This chapter takes the workhorse model developed over the course of the preceding three 
chapters and explores the problem of estimating its parameters. This chapter handles the 
problem from a theoretical perspective, and the following chapter discusses the practical 
implementation of an estimation routine. The reason that an entire chapter is needed for 
the theory will become evident momentarily.  It suffices for now to say that having two 
latent processes, being those of the return volatility  and the jump intensity, is the root of 
some interesting but difficult problems. The approach to estimation adopted here is that 
of maximum likelihood (henceforth ML), and it will be seen that the tractability of the ML 
estimator is extremely sensitive to the way in which observed option prices are treated. 
If  it is assumed that  option prices are observed in the absence of noise, the likelihood 
function may be evaluated in a relatively straightforward manner by way of a standard 
change-of-variable argument. This simply reflects the fact that the underlying latent pro- 
cesses essentially become observable when option prices are free of noise, as prices can be 
inverted for the locations of the volatility  and intensity.  When it is assumed that noise is 
present in observed prices, a nonlinear filtering problem arises. The theory of the nonlin- 
ear filtering algorithm is presented in this chapter, and the subsequent chapter presents 
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a practical approach to implementing the procedure, being the particle filter (henceforth 
 
PF) of Gordon, Salmond and Smith (1993).1 
 
 
With regard to the specific goals and structure of this chapter, it is crucial that the relative 
position of this thesis within the literature be established.  Indeed, numerous authors have 
estimated continuous-time models using joint  datasets of returns and options data, and 
broadly speaking, the approaches they have adopted can be classified into three categories. 
These include moment-based approaches, Markov chain Monte Carlo (henceforth MCMC) 
approaches, and ML-based approaches. The approach taken in this thesis clearly falls into 
the latter category, but it is still very much an open question as to which is optimal (in 
the most practical sense of the word). Section 5.2 reviews the related literature and offers 
a comparison of the available methods. 
 
Section 5.3 then moves to the estimation problem. It formally describes the dataset that 
is available, and demonstrates that the data needs to be manipulated in order to obtain 
stationary series,  which are of course necessary  for the  estimator to possess  attractive 
large-sample properties.  It also highlights the fact that  it is the “full” parameter set, 
consisting of the parameters governing the physical dynamics of the market and the prices 
of risk, that is to be estimated, and comments on the importance of options data in this 
light.  Attention  in this section is paid only to the relatively straightforward case where 
option prices are assumed to be free of noise, and hence where standard ML techniques 
are applicable. A side issue is also treated, involving the ability  to infer the location of 
the latent state variables uniquely from option prices. This issue is also of considerable 
importance when option prices are assumed to be affected by noise, as it determines how 
“tight” the filtered distributions of the latent variables will be around their true locations. 
 
Section 5.4 then turns to the problem of ML estimation in the general  case where option 
prices are noisy. First, an argument is made in support of the need to allow for noise in 
observed prices. Then, a structure where noise is proportional to prices is proposed, and 
it is  demonstrated that  the location of the volatility  and intensity processes cannot be 
recovered by inspection of a finite number of option prices. Rather, a distribution for the 
 
 
1 The abbreviation PF is made heavy use of in this and the following chapters. To avoid confusion, it is noted 
at the outset that  the “particle  filter” will  be abbreviated by PF, and the “particle  filtering  algorithm” 
will be abbreviated by the PF algorithm, despite the obvious inconsistency. 
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latent variables is induced by the presence of the noise. Following this, the construction of 
the likelihood function is considered, and the nonlinear filtering problem is examined. 
 
Finally, some interesting questions that arise in relation to the filtering problem are asked 
in Section 5.5.  For instance, the issue of which options to include in the dataset is ex- 
amined, and it is argued that for the proportional noise structure OTM options are best 
suited as they afford the best “sensitivity-to-noise”  ratio.  It is also seen that a type  of 
consistency argument holds as the number of options included each day becomes large, as 
the distribution of the risk-neutral parameter estimates collapses about the true population 
parameters. Also, the ML approach adopted here is contrast with the calibration-based 
approach adopted commonly in market practice for estimation of the risk-neutral parame- 
ter set. It is seen that the calibration-based  approach produces inconsistent estimates, and 
that the root of this shortcoming is the latency of the volatility  and intensity processes. 
 
To review briefly the structure of what is to follow, Section 5.2 provides an account  of 
previous estimation exercises where both returns and options data were used. Section 5.3 
then provides an overview of the estimation problem under the simplifying assumption 
of no price noise, and Section 5.4 considers the more general setting and discusses the 
filtering  problem which arises.  Finally,  Section 5.5 investigates some interesting issues 
related to the performance of the estimation procedure as properties  of the option-related 
component  of the dataset are varied.  The following chapter uses the PF to implement 
the filtering  procedure and approximate the likelihood function, and produces a set of 
parameter estimates using S&P500 index returns and option prices spanning the period 
January 1990 through June 2012. 
 
 
 
 
 
5.2 Related  Analyses of Continuous-Time Models using Re- 
turns and Options Data 
 
 
This section reviews the literature  on parameter estimation for continuous-time models 
where options data are included within the dataset. As noted in the previous section, the 
literature can loosely be segmented into three parts based upon the estimation technique 
adopted. These techniques include moment-based estimation, MCMC estimation, and ML 
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estimation, and this review is structured with that breakdown in mind. 
 
 
The first technique to be discussed is moment-based estimation, as it is the one used by 
Chernov and Ghysels (2000) in what is arguably the  first paper to use a joint  dataset 
of returns and option prices to estimate a continuous-time model possessing a latent state 
process. It might be said that moment-based methods are instances of generalised method- 
of-moments (henceforth GMM) estimation, which attempts to reconcile empirical moments 
of the data with theoretical moments implied by the model. The reconciliation is of course 
achieved by varying the parameters of the model until the best possible matching of the 
moments has been obtained (typically measured by some weighted distance metric). Tech- 
nical details of GMM estimators can be found in Hansen (1982), and motivation for their 
use can be found in Hansen and Singleton (1982) and Tauchen (1986). 
 
The original motivation for using GMM estimation is that many economic models produce 
equilibrium restrictions on moments of the data. Indeed, the martingale condition in (3.22) 
of Chapter 3, 
Λ(T ) 
l 
H (t)Λ(t) = E[H (T )Λ(T )|F (t)] =⇒ 0 = H (t) −  E H (T ) 
Λ(t)  
F (t)  , 
 
where it is recalled that H is the price of any traded instrument and Λ is a suitable pricing 
kernel, is a parameter-dependent condition which can be reconciled with the data. 
 
Another motivation for using GMM estimators is that often the PDF of the state vector 
for a model is not available in a convenient  form, but the moments of the state vector 
are. This is indeed true for the majority of models in the affine jump-diffusion class, which 
owes to the fact that evaluating the PDF f (·) (typically)  requires numerical inversion of 
the GFT φ(·) as per (4.19) of Chapter 4, which is computationally expensive. However, 
the conditional moments E[Y (T )n|F (t)], n ∈  N, can indeed be computed by manipulation 
of φ(·), i.e. 
E[Y (T )n|F (t)] =  ∂ φ(ω, T |X, t) , (5.1) 
∂ωn  ω=0 
which requires only numerical differentiation, or which can in fact be obtained by solving a 
system of complex-valued ODEs (see Appendix A.1 or Filipovic, Mayerhofer and Schneider 
(2011) for details). This is basically the approach adopted by Pan (2002), to be discussed 
momentarily. 
 
Chernov and Ghysels (2000) estimated the parameters of the Heston (1993) model using 
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S&P500 returns and options data. The approach they adopted was GMM, but where the 
moments were essentially those that  arise in ML  estimation.  Specifically, Chernov and 
Ghysels (2000) adopted a technique known as the efficient  method of moments (hence- 
forth  EMM)  suggested  by Gallant  and Tauchen (1996).  The data series  they use are 
returns and BSM IVs from the one option which is, on a given day, most near the money 
with  the shortest tenor.  They note that  ML  estimation is the most efficient  technique 
available, but they also note that the conditional PDF of the returns and BSM IVs, say 
f (R(ti), σ(I V )(ti)|Z(ti 
 
− 1)), where Z(t 
 
i− 1 
 
) is the information available at time t 
 
i− 1 
 
(see the 
definition in (5.9)), is not available in closed form, as σ(I V )(ti) is a highly nonlinear func- 
 
tion of V (ti),  requiring numerical evaluation.  The benefit afforded by EMM  is that  an 
approximating PDF, fˆ(R(ti), σI V (ti)|Z(ti 
 
− 1)), can be proposed, and the FOCs arrived at 
when ML is performed upon it can be used to specify a set of moment conditions, 
 
 
∂ T 
∂θ i=1 
log
(
fˆ(R(ti), σ(I V )(ti)|Z(ti − 1); θ)
) 
= 0p 
 
, (5.2) 
 
where T is the number of dates included in the sample, and where θ ∈  Rp is the parameter 
vector for the Heston (1993) model. These moment conditions are of course amenable to 
 
GMM. 
 
 
Chernov and Ghysels (2000) use a semi-nonparametric density function for the approxi- 
mating PDF, fˆ(R(ti), σ(I V )(ti)|Z(ti 
 
− 1)), which is constructed during an intermediate sim- 
ulation step for each value of θ taken along the path through the parameter space as the 
distance between the moment in (5.2) and its empirical analogue is sought. It so happens 
that  under certain technical conditions, the resulting estimator attains the efficiency of 
the ML  estimator (Gallant  and Long, 1997). Importantly,  Chernov and Ghysels (2000) 
find that the precision of the parameter estimates is greatly improved by introducing the 
implied volatility data, though they caution against too strict  an interpretation  of their 
results as they experienced difficulty  in computing standard errors numerically.  Similar 
numerical issues are of concern in this thesis too, as discussed in Section 6.2. 
 
Pan (2002) also uses a GMM estimator upon a dataset consisting of S&P500 returns and 
option prices, but appeals to the affine nature of her model to produce moment conditions 
that rely on the actual probabilistic moments of the state processes of her model. Indeed, 
Pan (2002) uses the GFT of the entire state vector [Y, V ], and computes via differentiation 
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as per 5.1 a collection of moments of the form 
 
E[Y (ti)n V (ti)m|Y (ti − 1), V (t i− 1 )] , (n, m) ∈  {1, ..., N } × {1, ..., M } . (5.3) 
 
It is critical to note that the moments of both Y (ti) and V (ti) (and joint moments thereof ) 
appear in (5.3), and moreover that these moments are conditional upon both Y (ti− 1) and 
V (ti− 1).  However, V is of course a latent process, and “integrating  out”  the dependence 
upon V in this context is impossible. Pan (2002) circumvents this issue  by “implying” 
 
the level of volatility  from the price of a single derivative contract. A similar approach is 
adopted by Ait-Sahalia and Kimmel (2007) who also invert observed prices for volatility 
levels and treat the values recovered as actual observations of volatility.  This assumes that 
there is no noise in option prices whatsoever, and that investors have priced the contract 
precisely  as per the underlying model would suggest, with no short-term deviations from 
these rational prices being allowed for. The problem with this assumption is of course that 
the level of volatility  implied from a contract will differ depending on which contract is 
used, thus rendering the assumption questionable (this is made explicit in Santa-Clara and 
Yan (2010)). It is for this reason that, although the workhorse self-exciting Bates (1996) 
model lies within  the affine jump-diffusion class and thus is amenable to the estimation 
procedure of Pan (2002), it is not adopted here. Section 5.4 discusses the important issue 
of noise in option prices in significant detail. 
 
The next technique to be  discussed  is MCMC  estimation, which is in some sense  the 
most naturally  suited of the estimation techniques  considered here to handling latent- 
variable problems. The method of MCMC however is a Bayesian technique. While there 
is no criticism made here of the philosophical views of Bayesians,  as a Bayesian method 
it places the onus on the user to be subjective  in deciding the choice of, for example, 
prior distributions for parameters. Similarly, the choice of “trial” distribution  to sample 
the latent  variance and intensity state from during the Metropolis Hastings step of the 
MCMC algorithm is crucial to the performance of the algorithm, and requires a significant 
amount of trial  and error to determine an appropriate course of action.  The frequentist 
ML approach was adopted here over the MCMC approach  as it is far more “mechanical”, 
and as will be seen in the following Chapter, the development of the Monte Carlo-based PF 
algorithm of Gordon, Salmond and Smith (2003) affords many of the benefits of MCMC in 
the context of latent-variable problems. See for example Gelman, Carlin, Stern and Rubin 
(2003) for an overview of the Bayesian approach to statistics (Chapter 11 in particular 
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for MCMC) and Efron (1986) and the comments from others therein for an entertaining 
discussion of the differing belief systems of frequentists (or “Fisherians”) and Bayesians. 
 
More details of the MCMC approach are presented in Section 6.2 so that it can be contrast 
with the PF approach, but for now it suffices to say that parameter estimates are obtained 
by taking the mean of a sample of M  draws from the “posterior”  distribution  of the 
parameters, f (θ|ZT ), where ZT  is the full information set used towards estimation, 
 
θˆ  = 
1 
M 
M 
θm 
m=1 
 
, θm 
 
∼  f (θ|ZT 
 
) . (5.4) 
 
In the above the θm  are not IID across m, but rather are sampled from a Markov chain 
whose terminal distribution  is the posterior. The techniques used to produce this chain 
are based on Monte Carlo methods and are discussed in Section 6.2. 
 
As to why the Bayesian approach is useful when part of the state vector is unobserved, 
note that Bayes’ theorem is used to compute the posterior as 
 
f (θ|ZT ) = f (ZT |θ) f (θ) , (5.5) 
f (Z (T )) 
 
where f (ZT |θ)  is referred to as the “likelihood  function”  (which is indeed the quantity 
maximised in ML estimation) and f (θ) is referred to as the “prior” distribution.  Impor- 
tantly, the denominator of 5.5 is not a function of θ, and thus it is necessary only to sample 
from the posterior according to θ ∼  f (θ|ZT ) ∝ f (ZT |θ) f (θ).  Given this, if one selects a 
“flat” prior of f (θ) = α, where α is a constant, the posterior becomes f (θ) ∝ f (ZT |θ), 
and it is clear that by (5.4) the Bayesian estimator is simply the mean of the normalised 
likelihood function. As the maximum of the likelihood function, the ML estimator can be 
cast as the mode of the normalised likelihood function, and thus the two estimators are 
closely related.  The MCMC algorithm itself refers to creating the samples {θm   M     , and 
requires varying degrees of sophistication depending upon the difficulty of the problem. 
 
Where there is a series  of latent  processes  involved, say  UT    = {[V (ti), λ(ti)]}i=0,  the 
likelihood function f (ZT |θ) can be extremely difficult  to compute as the latent variables 
must be integrated out of it.  Indeed, it is this precisely this difficulty that forces the use of 
the PF algorithm (see Section 5.4). The beauty of the Bayesian formulation is that instead 
of producing draws from the posterior of θ, draws can be produced from the joint posterior 
142 CHAPTER 5.  THE PARAMETER ESTIMATION PROBLEM  
}m=1 
V 
 
 
of (θ, UT ), which satisfies 
 
f (θ, UT |ZT ) ∝ f (ZT |UT , θ) f (UT |θ) f (θ) . (5.6) 
Clearly, no integrating of the latent variables is required, and parameter estimates can still 
be computed via (5.4) by using the θ-related component of {(θm, UT ,m)  M     .  Johannes 
and Polson  (2009) provide a comprehensive manual-style overview of how the Bayesian 
approach, and in particular the method of MCMC, can be adopted for use with the Heston 
(1993) and Bates (1996) models when option prices form part of the observables ZT . 
Jones (2003)  uses an MCMC approach to estimating the parameters of a constant elasticity 
of variance (CEV) model of variance, i.e. where the conditional return variance satisfies 
 
γ 
dV = κV (V∞ −  V ) dt + ξV V 2  (ρ dW1 + 1 −  ρ2 dW2) . (5.7) 
 
This is essentially a Heston (1993) model where  the diffusive  variance of the volatility 
process is ξ2 V γ dt, where γ does not necessarily satisfy γ = 1 as it does in the Heston 
(1993) model. Jones (2003) actually generalises the model a little  further than this but 
this level of detail will  not alter this discussion. His dataset consists of S&P100 index 
returns and the VIX  index computed from S&P100 index options according to the “old” 
methodology (see Fleming, Ostdiek and Whaley (1995) or CBOE (2003) for details), which 
he assumes is linear in the spot variance, modulo perturbation by some noise. Given the 
presence  of the noise, the  spot variance cannot be recovered  from the observations of 
the VIX,  and thus Jones (2003) faces a latent-variable problem which he handled by the 
Bayesian approach outlined in the previous paragraphs. Jones (2003) finds considerable 
support for his CEV model of variance. In particular, he draws attention to the ability of 
the model to allow for rapid increases in the volatility  of volatility  as volatility  rises, and 
argues that it is crucial to explaining the tails of the empirical returns distribution. 
 
In a similar vein, Eraker (2004) and Forbes, Martin and Wright (2007) use MCMC methods 
to estimate models  with  latent  variance processes,  but these authors use option prices 
directly, as opposed  to transforming them into VIXs or inverting them for BSM IVs. 
Specifically, Eraker  (2004) considers S&P500 returns and index options (one per day) 
to produce parameter estimates for a range of affine jump-diffusion models, including the 
model where the volatility  was allowed to jump, and where intensity  was specified  as a 
linear function of variance, i.e. λ = λ0 + λ1V , which of course allows for self excitation. As 
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noted in Section 2.2, Eraker (2004) finds some support for this specification. Forbes, Martin 
and Wright (2007) use returns and the prices of options written  over a large Australian 
corporate to estimate the parameters of the Heston (1993) model via the MCMC method. 
These authors propose a novel method for sampling from the posterior of the latent variance 
states based upon treating the BSM IVs as a noisy observation of the spot variance. They 
assume that  the noise is Gaussian, allowing them to appeal to the well-known Kalman 
filter to sample from the smoothed distribution  of the states, significantly improving the 
rate of convergence of the Markov chain of parameter vectors. 
 
The final technique to be discussed here is ML estimation, which is the technique of choice 
for this thesis. The technical details of ML estimation will not be reviewed at this point 
as they are well known, and will be discussed thoroughly within this chapter. Ait-Sahalia 
and Kimmel (2007) consider ML  estimation for the Heston (1993) model.  However, as 
was noted earlier, these authors assume that option prices are observed without noise and 
thus that a single price may be inverted cleanly for the location of the latent volatility. 
This assumption renders volatility  an observable process, and a simple change-of-variables 
argument converts allows for conversion of the likelihood function of the index-volatility 
pair {Y (ti), V (ti)}T into the likelihood function of the index-option pair {Y (ti), H (ti)}T    . 
In order to compute the former, Ait-Sahalia and Kimmel (2007) put the approximating 
expansions of Ait-Sahalia (2002, 2008) to effective  use. It should also be noted that Ait- 
Sahalia and Kimmel (2007) revert to the use of volatility  proxies such as  the VIX,  as 
opposed to option prices, for their empirical application. 
 
In a similar manner, Santa-Clara and Yan (2010) use ML to estimate their linear-quadratic 
model where the intensity was specified  as a separate stochastic process.  These authors 
examined S&P500 returns and options data, but again assumed that option prices were free 
of noise. Importantly, these authors faced the problem of inverting for two latent variables, 
thus requiring the use of two contracts, as is true also for the workhorse self-exciting Bates 
(1996) model considered here.  Taking the implied volatility  and intensity as observables, 
they then construct the likelihood function of the observables {Y (ti), V (ti), λ(ti)}T 
 
, where 
the transitional PDFs which comprise the likelihood function are those associated with 
an Euler Maruyama discretisation of the state process.  In an interesting (but internally 
inconsistent) modification, Santa-Clara and Yan (2010) introduce two additional contracts 
(per day) to the dataset. The volatility  and intensity are fixed after they are implied from 
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the first two contracts, and the final two contracts are priced using the implied state, thus 
failing to match market prices. The inclusion of the two additional contracts is intended to 
augment the likelihood function by some measure of how well the model, given the current 
set of parameters, is matching options data. This of course cannot be achieved when the 
assumption of no noise is made, as the prices used in the inversion process are matched 
perfectly by construction,  and the explicit acknowledgement of this by Santa-Clara and 
Yan (2010) is pointed to here as support for allowing for the presence of price noise. 
 
Finally,  Johannes, Polson and Stroud (2009) treat real S&P500 return and option price 
data in an application of the PF method to the constant-intensity model of Duffie, Pan and 
Singleton (2000), but they do not produce any parameter estimates. The paper provides 
a comprehensive overview of the PF, and how it can be used to filter  latent  state pro- 
cesses from observed returns and option prices (and how to filter unobserved jumps also). 
The paper also provides an empirical component where they use the physical parameter 
estimates obtained by Eraker, Johannes and Polson (2003) and the risk-premia parameter 
estimates produced by Broadie, Chernov and Johannes (2007). Importantly,  the authors 
find that the filtered volatilities inferred from returns and options data (one per day) sat 
above those inferred from returns only, reflecting, they argue, additional risk premia built 
into option prices. Moreover, they note that the wedge was at its greatest during periods of 
macroeconomic uncertainty, suggesting that the risk premia were increasing in this under- 
lying uncertainty.  The Heston (1993) model does possess this feature, but it is relatively 
mild for reasonable parameters for the diffusive equity and volatility  premia, φC  and Γ. 
The premia within  the model considered here possesses a more extreme dependence on 
the state variables driving uncertainty via the presence of φJ λ within the equity premium, 
which is of course absorbed into index option premia too. 
 
On an important note before proceeding to a discussion of the estimation problem, each of 
Jones (2003), Eraker (2004) and Forbes, Martin  and Wright (2007), use Euler Maruyama 
discretisations of the type introduced in Section 2.3 towards constructing the component 
PDFs f (ZT |UT , θ) appearing in the posterior (5.6).  These PDFs require evaluation as 
part of the PF algorithm also, and to this end Johannes, Polson and Stroud (2010) indeed 
employ an Euler Maruyama scheme in their paper. Thus, the use of this type of scheme in 
the following chapter is noted as being consistent with well-known works from the literature. 
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5.3    The  Parameter Estimation Problem 
 
 
 
This section formalises the estimation problem, and outlines the ML estimation procedure 
in the simplifying case of no noise in option prices. To begin, it will pay to consider the 
notation used to describe the parameter vector. As it stands, the parameters which are to 
be estimated are those of the physical market process in (2.12) and those which govern the 
risk premia through the pricing kernel in (3.35). When options data is introduced to the 
estimation problem it will be necessary to handle the possibility of noise within observed 
prices, and another parameter will be introduced to govern the magnitude of this noise. 
This parameter is σ , which may be interpreted as the standard deviation of percentage 
option pricing errors when measured relative to the true model prices. Given these remarks, 
the full set of parameters to be estimated, denoted henceforth by θ, may be defined  as 
θ ≡  
{
κV , V∞, ξV , ρ, κλ, λ∞, ξλ, δ0, δ1, ν, ζ , φC , Γ, Ξ, η, σ    . 
 
It will be useful in certain stages of the forthcoming analysis to make use of an alternative 
parameter vector, θRN , which consists of the parameters of the risk-neutral process  in 
(3.50). Essentially, options data alone may allow for the identification of θRN , as it is the 
parameters within this set that appear in the pricing function in (4.22). θRN  is defined  as 
 \ 
θRN  ≡  κV , V�∞, ξV , ρ, κλ, λ∞, ξλ, δ�0, δ1, ν, ζ , σ  , 
 
 
where it is noted that σ   could in principle be excluded  from this set, but where it also 
noted that this definition will prove useful at later stages of this chapter. 
 
Noted at the beginning of this chapter was the fact that estimation of parameters of the 
self-exciting Bates (1996) model in (2.12) presents significant  difficulties.  In particular, 
the intensity rate λ and volatility  processes V are latent, and it might be argued that the 
latency of λ is considerably more problematic than that of V . Such a view is supported by 
the fact that variation in V can more readily be identified by observing the index process 
S, as movements  in V coincide with movements in the magnitude of return fluctuations 
over sustained periods. While λ impacts upon the expected return on S through its drift 
function, the magnitude of this effect is not great, and the primary way in which it impacts 
upon S is through its governance of event arrivals. Given that significant crashes are few 
and far between, and moreover that jumps are not directly observed even when events do 
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occur, it is reasonable to argue that observing S yields one a minimal amount of information 
regarding the behaviour of λ. Thus, identification of the parameters of the intensity process, 
and especially the parameters governing its response to events, will be problematic if index 
data alone is to be utilised. It is indeed this difficulty that provides options data with its 
appeal; the entire fourth chapter of this thesis was devoted to a pricing function relating 
option prices to the underlying state variables, being the log index Y and the latent pair 
V and λ.  Given the dependence of the pricing function upon the latent processes, it is 
clear that observed contract prices are at least partially revealing of their location, which 
clearly aids the identification of the parameters governing their dynamics. 
 
It is important to note also that the parameters within  θRN  are combinations of the pa- 
rameters within  θ, and as such an increase in the amount of information regarding θRN 
will translate immediately into an enhanced ability to identify the related component pa- 
rameters in θ.  Naturally,  the option pricing function is heavily sensitive to some of the 
parameters within  θRN , and thus observed option prices present a wealth of information 
pertinent to these parameters.  Options data can therefore  be seen to benefit the estimation 
procedure beyond revealing the location of the latent state processes V and λ. 
 
Given the preceding discussion,  an effective approach to estimation will  be  one which 
utilises options data along with index level data. Before proceeding to details of an estima- 
tor based on both sources of data, it is useful to pause and establish what data is available 
and precisely which series will be utilised in estimation.  First,  there are essentially two 
series of information at hand. Assume that at times {ti}T 
 
one observes the index level 
Si, and a cross section of C European put and call contract price quotes, 
{
H (o) C c=1 , with 
the associated contract variables, {(Kc, ∆c)}C .  Note that the superscript o is used to 
distinguish observed prices from theoretical model prices, which will be denoted using a 
 
superscript m. It will prove convenient in the coming discussion to introduce the notation 
H(o)
 
(o)   C
 
C,i ≡  
{
Hc,i c=1  for the set of observed option prices at time ti.  The set of information 
observed by the econometrician up to time ti, to be denoted by Ii, may be defined  as 
(o)  
\i 
Ii ≡  Sj , HC,j . j=0 
 
Naturally, estimators of θ will be based upon the full information set IT , and their properties 
 
will be dependent upon those of the constituent series. Considering the properties of the 
series {Si}T and 
{
H(o) T i=0 
 
, the former is clearly nonstationary by virtue  of the fact 
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that the index level is explosive and thus does not possess an equilibrium distribution.  The 
latter is nonstationary also given that the prices of European options written over the index 
will typically be proportional to the index level, and thus they will exhibit explosivity also. 
Indeed, it was seen in the previous chapter that for a fixed spot-strike ratio, (S/K ), the 
prices of European options are proportional to S (see (4.24)). Given their nonstationarity, 
the use of these series as the basis for an estimator would negatively impact upon its large 
sample properties. It is therefore necessary to transform the observable series within IT  to 
obtain series which do exhibit stationarity.  To this end, it is a trivial  exercise to transform 
T T the index-level series {Si}i=0  into the return series {Ri}i=1,  where returns are naturally 
defined  as in Section 4.3 by 
 
Ri  ≡  Yi −  Yi− 1,  i = 1, ..., T . 
 
With regard to the option price series, it suffices to scale the option prices by the inverse of 
the contemporaneous index level. To this end, let scaled observed option prices be denoted 
by G(o), and define these quantities by 
 
 
(o) 
c,i  ≡  
 
H (o) c,i  , c = 1, ..., C, i = 0, ..., T . (5.8) 
Si 
 
By the well-known no-arbitrage bounds on vanilla put and call prices, one has that the 
scaled option prices satisfy the bound2 
c,i  ≤  1, c = 1, ..., C, i = 0, ..., T . 
 
Letting Zi  denote the series which are available up to time ti, Zi  may be defined  as 
 
Zi  ≡  
{{
Ri, G(o) 
T 
i=1 
(o) 
C,0 , (5.9) 
2 One may note that the type of nonstationarity being referred to within  this section is that of a process not 
possessing an equilibrium distribution due to the fact that the underlying process is explosive. This is to say 
(o)  C that   lim E[S(T )|F (t)] = ∞. This type of nonstationarity is not exhibited by the series {Gc,i }c=1 , however T →∞ 
the scaled option prices remain a function of the contract variables {(Kc , ∆c )}C 
previous chapter, the tenors of options may be expected to exhibit cyclical behaviour. Indeed, this cyclical 
behaviour may be viewed as a benefit in the context of the efficient computation of option prices. However, 
it induces some time dependence in the distribution of scaled option prices. To see this, note that for any 
T > t, the distribution of G(o) (T ) conditioned upon F (t) will  be dependent upon the distance T −  t, as 
c=1 . The scaled option prices are thus still nonstationary in this sense 
of the term.  As is noted in Pan (2002) however, this is a particularly weak type of nonstationarity and 
requires one to relax only slightly the standard assumptions necessary to establish favourable large-sample 
properties of estimators based on this series. 
148 CHAPTER 5.  THE PARAMETER ESTIMATION PROBLEM  
c 
1 
−  × 
 
 
and it will prove useful at later stages of this section to have defined the vector of time-ti 
 
observables  as 
 
Zi  ≡  
r
Ri, G
(o), ..., G(o) 
l
. 1,i C,i 
 
 
Given that the estimator will be based upon scaled option prices constructed according 
to (5.8), it will be important that the model scaled option pricing function, G(m)(·), is of 
a convenient functional form as it will require evaluation many times over. To this end, 
 
defining again the log strike as k = log(K ), it is a trivial  exercise to establish by (4.24) 
 
that3 
 
C (k, ∆|X, t) 
S 
 
1 
 
 
 
e− r∆ 
= 1 e− (Y − k)    + 2 π 
0+i∞ 
 
Im 
 
0+i0 
eβ0 (1+ω)+ω(Y − k)+β2 (1+ω)V +β3 (1+ω)λ −  eβ0 (ω)+(ω−1)(Y − k)+β2 (ω)V +β3 (ω)λ 
ω 
 
dω . 
 
(5.10) 
Essentially, one has that the scaled option prices are a function of the log ratio log(S/K ) = 
Y −  k only, as opposed  to either Y or k individually.  Given this, if one was to fix the log 
ratios (Y −  kc) (and the tenors ∆c), one would have that the equilibrium distribution of the 
theoretical scaled option prices 
{
G(m) C c=1 depends only upon the equilibrium distributions 
of V and λ.  Given this, it is useful to recast the model scaled option prices in terms of 
the contract variables (Mc, ∆c),  where Mc  denotes the moneyness of the cth  contract, 
Mc  ≡  Si/Kc, when the cth  contract is observed at time ti.  To obtain the log ratio when 
seeking to evaluate (5.10) one need only note that Y −  kc = log(Mc). 
 
There is a crucial assumption that must be made when options data is used. This is whether 
option prices are observed with or without error.  The importance of this assumption is 
that if option prices are observed without error, the latent processes V and λ are rendered 
observable. Henceforth, let Ui  ≡  [Vi, λi] denote respectively the vector of physical and risk- 
neutral unobserved state processes at time ti.  Suppose that on a given date ti one observes 
C = 2 option price quotes and scales them appropriately to produce G(o)(ti, M1, ∆1) and 
 
 
3 The use of θ as the frequency argument has been dropped momentarily in preference for ω so as to avoid 
confusion with the parameter vector θ. 
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2   (ti, M2, ∆2). As option prices are observed without error, the system 
 
G(o)
 (m) 
1   (ti, M1, ∆1)   =  G1 (M1, ∆1|Ui)  
(5.11) 
G(o)
 (m) 
2   (ti, M1, ∆1)   =  G2 (M2, ∆2|Ui) 
 
may be solved for the pair of latent  states Ui.   This of course  assumes that  (5.11) has 
a unique solution.  This assumption is in fact critical even when error is allowed for in 
prices, as it will  govern whether or not the filtered distributions of the latent  processes 
distribute mass over the locations of the variables, or rather over other combinations of 
the variables which give rise to the same theoretical model prices. Given the importance 
of this assumption, it is worthwhile establishing  some support for it before proceeding to 
a more in-depth discussion of noise in option prices. 
 
To begin, the system in (5.11) implicitly  defines a mapping, denoted henceforth by M(·), 
between the latent processes and observed option prices, 
 
r
G(o)
 
(o)
 
1,i , G2,i 
l  
= M (Vi, λi; M1, M2, ∆1, ∆2, θRN ) . (5.12) 
 
The dependence of the mapping M(·) upon the risk-neutral parameter vector θRN  is high- 
lighted at this point to draw attention to the fact that the pair [Vi, λi] (or pairs if M− 1(·) is 
not unique) recovered from a pair of observed prices G(o) and G(o) will indeed be parameter 
dependent. 
1,i 2,i 
 
The issue at hand is whether or not the mapping M(·) in (5.12) is invertible for 
r
G(o), G(o)
l 
∈  1,i 2,i 
[0, 1]2. By (5.11), with no noise in option price quotes, if M(·) has an inverse, the option 
prices are sufficient  for identification  of the latent  pair Ui   = [Vi, λi],  and it will  subse- 
quently be  seen that  standard ML  estimation (i.e.   no filtering)  can be performed.   It 
is straightforward to demonstrate that  the  invertibility of the mapping M(·)  is critical 
also when option price quotes  are assumed  to be  noisy. Indeed, consider the  case  in 
 
which some sets of contract variables (∆1, ∆2) and (M1, M2) are such that the preimage 
M− 1
(
G(o)
 
(o)
 
1,i , G2,i ; M1, M2, ∆1, ∆2, θRN 
) 
is not single valued.  Let the set of values for the 
latent states obtained through inversion be denoted by U ∈  DU  and note that the defining 
quality of this subset is that G(m)
(
U (1)
) 
= G(m)
(
U (2)
)
, ∀ U 1, U 2 ∈  U . From this it follows 2,i 2,i 
immediately that the conditional PDF of the observed prices 
 
f 
(
G(o)
 
(o)
 
1,i , G2,i |Ui
)
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would be equivalent for all values of the latent state variables Ui  ∈  U . This clearly reduces 
the information content of observed option prices with regard to the location of the latent 
state variables, and lessens the effectiveness of the filtering algorithm. Note also that it is 
impossible to evaluate M− 1(·) in a closed-form manner, even if it is single valued. Inversion 
of the pricing function for the underlying Vi  and λi  states is indeed a numerical root finding 
exercise. 
 
A proof of the injective property of M(·) has proven to be elusive. Essentially, the task is 
to demonstrate that the Jacobian determinant 
 
 
∂M(V, λ)   
= 
∂[V, λ] 
∂G(m)(∆1, M1|U ) 
∂V 
∂G(m)(∆2, M2|U ) 
∂V 
∂G(m)(∆1, M1|U ) 
∂λ 
∂G(m)(∆2, M2|U ) 
∂λ 
 
 
(5.13) 
is nonzero on DU . It is relatively straightforward to obtain the form of this determinant, 
but there is no obvious way to demonstrate that it is single signed. The injectivity  of the 
mapping M(·) therefore remains an assumption.4  However, a simple numerical experiment 
reveals strong evidence that it is a reasonable assumption to make. 
 
For a given pair of contract specifications, (M1, ∆1) and (M2, ∆2), if the mapping M(·) 
is invertible, the constant contours ι1
(
G(o)
) 
= 
{
(V, λ) : G(m)(V, λ) = G1    and ι2
(
G(o)
) 
= 1 1 2 {
(V, λ)  : G(m)(V, λ)  = G2  , for the contract-dependent  mappings G
(m)(·)  and G(m)(·), 2 1 2 
must intersect at a single point.  In essence, this would mean that there is only one pair, 
say 
(
V ∗ , λ∗
)
,  which can generate  a given pair of prices 
G(o) 
and G(o) 
 
under the pricing 
function G(m)(·).  If ι1
(
G(o)
) 
and ι2
(
G(o)
) 
intersected at multiple points, this would clearly 1 2 
not be te case. Like proving that the Jacobian in (5.13) is single signed, it is certainly not 
possible to prove this by hand. However, computing ι1  and ι2  for a range of G
(o)  and G(o) 1 2 
and a reasonable set of parameters reveal isocurves that are in fact quite straight, and only 
cross at one another in a single location. To see this, the parameters of the self-exciting 
Bates (1996) model were specified as per Table 5.1 below, the contract specifications were 
fixed at (M1, ∆1) = (− 25%, 1.0) (a put) and (M2, ∆2) = (+25%, 1.0) (a call), and the grid 
 
4 Note that  it is fairly  easy to demonstrate the same difficulty  in the Heston (1993) model, and thus the 
source of this difficulty  is not the bivariate nature of U in the self-exciting Bates (1996) model. Indeed, 
the difficulty  stems from the fact that  the pricing function  is only available in the form of an inversion 
integral,  and in this particular  case little  can be said about the sensitivities of the  pricing  function  by 
inspection of the inversion integral alone . 
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Parameter κV � V∞ ξV ρ η δ0 
Value 3.0 0.15 0.3 -0.7 2.0 -0.06 
Parameter δ1 ν κλ λ∞ ξλ ζ 
Value -0.03 0.022 5.0 2.0 0.25 3.0 
 
1 
G(m) 
 
 
for the state variables on which the isocurves will reside was V ∈  (0, 0.5] and λ� ∈  (0, 
30]. 
With  these inputs, the isocurves of the two contract-dependent mappings from the state 
space into scaled option prices were computed for a set of observed prices G(o)  ∈  (0, 0.2]. 
Figure 5.1 overleaf presents these curves. 
 
 
 
� � 
 
 
 
 
 
 
 
 
 
Table 5.1: Parameters of the self-exciting Bates (1996) model used to compute the isocurves of the model 
pricing function G(m) (·).  The results are presented in Figure 5.1. 
 
 
 
 
The top panel in Figure 5.1 presents the isocurves of the two pricing functions G(m)(·) and 
2 (·) for a set of 15 prices on the interval G(o) ∈  [0.01, 0.11] (not all fell within the chosen 
grid under the mappings).  As can be  seen, there is  limited  variation in the isocurves, 
and they appear to be  almost straight  lines with  slightly  different  levels of steepness. 
The fact that  the curves are essentially straight  is important  in that  it minimises the 
opportunity  for the isocurves  to cross at multiple  points.   Indeed,  it is impossible for 
(distinct) straight lines to intersect at more than a single point. The bottom panel in Figure 
5.1 presents the isocurves of the two mappings for the special  case 
(
V ∗ , λ∗
) 
= (0.15, 
5.0), 
G(o)
 
(m)
 
(o)
 
(m)
 
1 = G1 
(
V ∗ , λ∗
) 
and G2 = G2 
(
V ∗ , λ∗
)
, respectively. Naturally, the point 
(
V ∗ , λ∗
)
 
falls on both isocurves  as it produced the price, and thus the two  isocurves ι1   and ι2 
intersect in at least one point.  If it is the case that the observed contract prices may be 
inverted for a unique location in the state space, ι1  and ι2  must intersect at only that point 
and no other, and this is indeed what is observed in the bottom panel of Figure 5.1. The 
two isocurves intersect at precisely the point (0.15, 5.0). 
 
The only other paper known to face the same issue, i.e. a 2-dimensional latent state vec- 
tor is that of Santa-Clara and Yan (2010), who actually need to invert M(·) for the latent 
pair [Vi, λi] as they explicitly use these implied values as part of their ML procedure. These 
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Figure 5.1: Top panel: The isocurves for the contract-dependent pricing functions G(m) (·) and G(m) (·), for a 1 2 
set of 15 prices on the interval G(o) ∈  [0.01, 0.11]. The contract specifications were (M1 , ∆1 ) = (− 25%, 1.0) 
(a put) and (M2 , ∆2 ) = (+25%, 1.0) (a call), and the grid of state values was the product of V ∈  (0, 0.5] and 
λ� ∈  (0, 30]. Bottom  panel: The isocurves for the special case V ∗ , λ∗
) 
= (0.15, 5.0), G(o) = G(m)  V ∗ , λ∗) 
1 1 
2 2 V 
∗ , λ∗
)
.  As can be seen, the isocurves intersect only at the point   V ∗ , λ∗
)
.
 
and G(o) = G(m) 
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authors do comment on the inversion procedure, but they note only that there will not 
exist a solution to the system in (5.11) for all values of the parameter vector θ in their 
model. They do not acknowledge the possibility of multiple solutions in their treatment, 
as is done here. 
 
Assuming from this point the uniqueness of the solution to (5.11), one could readily con- 
struct the likelihood function for the observed series ZT  by a standard change-of-variable 
argument. Note first that 
r
G(o) −  
(o) 
2,i− 1 
l 
∈  Zi 
 
− 1  implies that U 
 
i− 1 is Fi− 1 
 
measurable. 
 
Thus, if one has possession of the Ui− 1-conditional PDF of [Ri, Vi, λi], it is clear that the 
corresponding PDF for the observables Zi  = 
r
Ri, G(o), G(o)
l 
is given by 
 
f 
(
Ri, G
(o), G(o)
 
1,i 
 
1(
 
2,i 
 
(o)
 
 
 
(o)
 
 
1,i 2,i |Fi− 1
)   
=  f 
(
Ri, M−  G1,i , G2,i 
)
|Ui− 1
)
× 
∂M(Vi, λi)  − 1 
 
(5.14) 
. 
∂[Vi, λi]
 
[Vi ,λi ]=M− 1 
(
G(o)
 
(o) 
1,i ,G2,i 
)
 
 
Letting Θ denote the admissible parameter space, the ML  estimator, denoted by θˆ(ml), 
may be defined  as 
 
( T 
θˆ(ml)  ≡  argmax log
(
f 
(
Ri, G(o), G(o)|Ui 1; θ
)) 
+ log
(
f 
(
G(o), G(o); θ
))   
. (5.15) 
θ∈Θ  i=1 
1,i 2,i −  1,i 2,i 
 
Evaluating the likelihood function is essentially a two-step procedure. First, at the given 
point in the parameter space Θ, the series of pairs {Ui}T 
 
are constructed by inverting 
the option pricing function.  Second, the conditional PDFs are evaluated with use of the 
recovered pairs as both the forward and backward variables in (5.14) as the needs arise. 
 
This is essentially the strategy adopted by Ait-Sahalia and Kimmel (2007) in the context of 
the Heston (1993) model. It is worthwhile noting that the estimation strategy is based upon 
the transitional joint PDF of [Ri, Vi, λi], whose computation is far from standard. Indeed, 
it was noted in Section 4.3 that the complexity of the model in (2.12) is such that evalu- 
ation of the 1-dimensional conditional PDF of returns requires the inversion of its GFT. 
Evaluation of the joint PDF requires a 3-dimensional inversion integral to be evaluated, 
and computationally speaking, this is by no means a trivial  exercise. Ait-Sahalia and Kim- 
mel (2007) benefit from the expansion techniques developed by Ait-Sahalia (2002,2008), 
which allow for effective approximations to the transitional PDF of the underlying process 
in closed form, thereby sidestepping the inversion problem. In the present setting, where 
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no such approximations are available, one would need make do with the PDF of a simple 
Euler Maruyama-style disretisation of the process in (2.12). As noted in the previous sec- 
tion, style of approximation has been adopted by a number of authors, and will be used in 
the filtering algorithm of the following chapter. 
 
 
 
5.4    The  Nonlinear  Filtering Procedure 
 
 
The preceding section outlined an approach to estimation which assumes that option price 
quotes are observed without error. It was seen under these conditions that the observation 
of two option prices, G(o) and G(o), was equivalent to observing the two state variables 
Vi   and λi,  and therefore allowed for a standard ML  estimator  to be  computed.  One 
might therefore be content to make this assumption and proceed in the manner described. 
However, is the assumption likely to be valid in a practical sense?  It is argued here that 
the answer is no. To see why, first let CT OT  denote the total number of options contracts 
included within the dataset ZT  and note that dim(θRN ) + dim([V, λ]) = 11. Assume also 
that for each date ti the number of contracts observed, Ci, satisfies Ci  ≥  2. If there exists 
sufficiently many dates ti on which Ci  > 2, it is perfectly reasonable to assume that CT OT 
will be large enough in value to ensure that the system of equations 
 
G(o)(∆c, Mc, tc) = G(m)(∆c, Mc|Ut  ; θRN ), c = 1, ..., CT OT , (5.16) 
may be solved uniquely for the T -many pairs of the underlying latent variables {[Vi, λi]  T 
and the risk-neutral parameter vector θRN . 
 
Essentially, what this means is that given enough options data, in lieu of noisy prices the 
estimation problem becomes degenerate to some extent. Indeed, under such circumstances 
one may simply solve for the risk-neutral parameter vector.  Stated alternatively, a cal- 
ibration to this set would lead to model option prices that are reconciled perfectly with 
observed prices. Moreover, if one took the calibrated values of θRN  and {[Vi, λi]}i=1, and 
used these to generate model prices of any other contracts observed on dates ti,  i = 0, ..., T , 
the theoretical model prices would coincide with the observed prices exactly. The fact that 
this does not hold in practice requires one to acknowledge the presence of noise in quoted 
option prices. Another way of looking at this criticism is to note that, in lieu of noise, the 
pair [Vi, λi] obtained by inversion of observed prices will depend upon which two option 
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contracts are chosen, and sometimes heavily so. Finally, one may also view the presence of 
the bid-ask spread as a source of (additional) noise in option prices as it is essentially im- 
possible to identify the location of the true market price within this interval (see Johannes 
and Polson (2009) who treat this point in detail). 
 
Moving away from the assumption that option price quotes coincide with the true model 
prices, the ability  to recover the locations of the V and λ processes is lost.  Indeed, the 
noise in the quotes is translated into uncertainty regarding these locations. To see this, 
assume that the noise is proportional to the theoretical model price, i.e. 
G(o)(ti, Mc, ∆c) = (1 + σ Ec) G(m)(Mc, ∆c|Ui, ti), (5.17) 
 
where Ec  is an IID draw from some mean-zero unit-variance error distribution with support 
D . From the definition in (5.17), it is clear that the PDF of the cth observed price on date 
ti is given by 
 
f 
(
G(o)
)   
=  f 
(
E− 1
(
G(o)
))  ∂E − 1
( (o)) 
c,i 
c,i c,i (o) 
c,i I 
G(o)
(
ti, Mc, ∆c
) 
−  G(m)
(
Mc, ∆c|Ui, ti
) 
1 = f (
M , ∆
  
U , t 
 
σ G(m) 
 
M , ∆ 
, 
U , t 
σ G(m) 
c c|  i  i
)
 
( 
c c|  i i
)
 
(5.18) 
 
where a straightforward change-of-variable argument has been used. The specific choice of 
distribution for E will be discussed at a later point within this section. 
 
It is a fairly  simple exercise to compare the distribution  of the pair [Vi, λi]  conditional 
on observation of G(o)  and G(o)  with that conditional on some smaller set of information. 1,i 2,i 
Recalling that Zi  denotes all past and contemporaneous conditioning information available 
at time ti, it follows that G(o)  ⊂  Zi.  Letting U (0)  ≡  
r
V (0), λ(0)
l 
denote the true location 2,i i i i 
of the latent state processes at time ti, one has under the assumption of no noise that 
 
f 
(
Ui|G(o), {Zi\G(o)} = δ
( (0) 
i −  
)
, (5.19) 2,i 2,i i 
 
where δ(·) denotes the Dirac Delta function.  The expression in (5.19) simply reflects the 
fact that the location of the state is computable by M− 1(·) in (5.12). With the introduction 
of noise one has by Bayes’ Rule that 
f 
(
G(o)  Ui
) 
f 
(
Ui|{Zi\G(o)}
) 
f 
(
Ui|G(o), {Zi\G(o)}
)   
= 2,i 
| 2,i , 2,i 2,i 
f 
(
G(o)
 
(o)
 (5.20)
 
2,i |Ui
) 
f 
(
Ui|{Zi\G2,i }
) 
dVi dλi 
DU 
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where DU   ≡  D(V, λ)  has been used to denote the region of permissible values for U . 
The resulting PDF in (5.20) is clearly not degenerate on the actual location of the states 
r
V (0)
 
(0)
 
(o)
 
(0)
 
(0)
 
i , λi    
l
, as there is no reason that f 
(
G2,i |Ui
) 
would be degenerate on 
r
Vi , λi    
l 
now 
that  noise is present.  The fact that  the processes  V  and λ remain latent  under these 
conditions gives rise to a nonlinear filtering problem. 
 
Suppose the likelihood function for the observables to be utilised in estimation, ZT , is to 
be computed. The correspond joint PDF required by this task is naturally 
 
 
f (ZT ; θ)   = 
 
T 
 
 
i=1 
T 
 
f (Zi|Zi− 1; θ) × f (Z0; θ) 
 
 
 
 
(5.21) 
= 
i=1 
f 
(
Ri, G(o) |Zi 1; θ
) 
× f 
(
G(o) ; θ
)
. 
The PDFs in (5.21) cannot be evaluated  directly.  To proceed it is necessary to introduce 
dependence upon the pair of latent processes Ui  and then integrate them out of the ex- 
pression. To this end, first treat the special  case of the time-t0  PDF. Clearly it is true 
that 
C,i; θ
) 
= 
DU 
f 
(
G(o) , U0; θ
) 
f 
(
U0; θ
) 
dU0, (5.22) 
where naturally  use will  be made of the equilibrium distribution  of V and λ to evalute 
this integral.  Given the nonstandard form of the equilibrium PDF of the pair [V, λ] and 
the highly nonlinear dependence of the pricing function G(m)(·)  upon this pair, the 2- 
dimensional integral in (5.22) requires numerical evaluation. With  regard to the time-t1 
 
through time-tT  cases, it is possible to rewrite each of the component PDFs in (5.21) as 
 
f (Zi|Zi− 1; θ)   = 
 
 
= 
f (Zi, Ui|Zi− 1; θ) dUi 
DU 
C,i|Ui
) 
f 
(
Ri, Ui|Zi− 1; θ
) 
dUi, 
DU 
 
 
(5.23) 
where use has been made of the fact that the pair [Vi, λi] represents the only conditioning 
information available at time ti relevant to the the value of the set G(o) . The 2-dimensional 
integral in (5.23) clearly requires numerical evaluation for reasons similar to those cited in 
the context of (5.22). 
 
The PDF f (Ri, Ui|Zi− 1; θ) is nonstandard in that it does not condition upon the previous 
value of the state variables, but rather the full  history of the observables. Given that 
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the historical returns series and option prices clearly provide some information as to the 
historical behaviour of the latent variables,  these series are also informative with respect to 
the evolution of the latent variables. Thus, this PDF must be computed recursively  so as 
to incorporate this information.  The computational steps taken to move recursively from 
knowledge of f (Ri− 1, Ui− 1|Zi− 2; θ) to f (Ri, Ui|Zi− 1; θ) comprise the filtering component 
of 
evaluating the likelihood function. To illustrate these steps, assume possession of 
 
f (Ri− 1, Ui− 1|Zi− 2; θ). 
 
This PDF can clearly be used to recover the PDF of the time ti− 1  observables Zi− 1  by 
making use of the identity 
 
f (Zi− 1|Zi− 2; θ) = 
DU 
(  (o) 
C,i−  1|Ui− 1
) 
f (Ri− 1, Ui− 1|Zi− 2; θ) dUi− 1. (5.24) 
 
The quantity f (Zi− 1|Zi− 2; θ) is clearly necessary for evaluation of the likelihood function 
according to (5.21) and thus the computation of these quantities by the integral in (5.24) 
 
is a byproduct of the filtering recursions. The importance of this integral in the context 
of recursively building towards f (Ri− 1, Ui− 1|Zi− 2; θ) is that it allows the “filtered”  PDF of 
Ui− 1, 
f (Zi− 1, Ui− 1|Zi− 2; θ) f (Ui− 1|Zi− 1; θ) =  f (Z 
 
i− 1 |Zi− 2 
. (5.25) 
; θ) 
to be computed. With  knowledge of f (Ui− 1|Zi− 1; θ) it is straightforward to recover the 
PDF of interest, f (Ri, Ui|Zi− 1; θ), by simply introducing and integrating out the previous 
latent pair Ui− 1.  To this end, 
 
f (Ri, Ui|Zi− 1; θ) = 
DU 
f (Ri, Ui|Ui− 1; θ) f (Ui− 1|Zi− 1; θ) dUi− 1, (5.26) 
 
where it is noted that the conditional PDF of the triple [Ri, Vi, λi] is, at least in principle, 
available for evaluation.  Given that the filtered PDF f (Ui− 1|Zi− 1; θ) must be evaluated 
numerically, evaluation of the 2-dimensional integral in (5.26) will require the use of numer- 
ical techniques also. In any case, knowledge of f (Ri− 1, Ui− 1|Zi− 2) may be used to construct 
f (Ri, Ui|Zi− 1).  By the principle of induction, it follows that the joint PDF f (ZT ) may be 
evaluated with the use of these recursions. 
 
 
It is worthwhile pausing to reflect on the leap in computational complexity induced by 
introducing noise to option price quotes. When it is assumed that option prices are observed 
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without noise, all that is needed at each date ti is recovery of the implied value of the pair 
[Vi, λi].  This requires use of a numerical root-finding algorithm over a 2-dimensional space, 
i.e. D(V, λ).  While this is not a trivial  exercise, a Newton Raphson procedure could be 
implemented and quadratic convergence to the underlying values of V  and λ achieved. 
When the assumption of no noise is relaxed, at each date ti it is now necessary to evaluate 
the 2-dimensional integral in (5.23). Moreover, the PDF f (Ri, Ui|Zi− 1; θ) in its integrand 
requires the evaluation of a 2-dimensional integral as given by (5.26) for each pair [Vi, λi]. 
Thus, computation of f (Zi|Zi− 1; θ) at each date requires the evaluation of a 4-dimensional 
integral.  Given these observations,  the criticality  of the move from no noise in observed 
prices to noisy quotes cannot be overstated insofar as the tractability of the problem is 
concerned. 
 
The nonlinear filter so described  could readily be used to produce ML estimates by imple- 
mentation of the rule 
 
θˆ(ml)  ≡  argmax 
θ∈Θ 
    T 
 
 
i=1 
 
log
(
f 
(
Ri, G(o) |Zi 
 
1
)) 
+ log
(
f 
(
G(o) 
)) 
, 
where f (Zi|Zi− 1) is recursively constructed according to the filter just presented. Given 
that the likelihood function would require evaluation a large number of times as the opti- 
misation algorithm seeks out the estimate θˆ(ml), the computation time associated with the 
estimator presents a serious problem. Indeed, an alternative method of evaluation must be 
sought. The purpose of the next chapter is to describe one such alternative, which is the 
PF algorithm. Essentially, it will be seen that and that the 4-dimensional integral in (5.24) 
used to compute f (Zi|Zi− 1) may be replaced by a Monte Carlo (henceforth MC) approxi- 
mation involving a 1-dimensional summation over 4-dimensional draws (or particles) from 
the PDF f (Ui, Ui− 1|Zi− 1).  Computation of the filtered density f (Ui|Zi) is replaced by a 
simulation method which propagates draws from the date-ti− 1  filtered distribution  of the 
latent state Ui− 1  through to draws from the date-ti  filtered distribution of Ui. 
 
It has been seen that the filtered PDFs in (5.25) are a byproduct of the filtering procedure, 
whose primary goal is to construct the likelihood function  for parameter estimation.  It 
is worthwhile noting at this point that these quantities are typically of interest in and of 
themselves. Indeed, evaluating these PDFs at the parameter estimate θˆ(ml)  (and ignoring 
the impact of parameter uncertainty) yields a probabilistic characterisation of the locations 
of the latent processes through time. In the context of the self-exciting Bates (1996) model 
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in (2.12), this information might be highly valuable in that the latent processes V and λ 
are both essentially  measures of the risk inherent in the economic system. What might 
also be of interest are the filtered jump probabilities. In principle it is possible to use the 
information within ZT  to determine the filtered probability that an event took place on a 
given interval, say [ti− 1, ti], and moreover it may be used to determine the likely values of 
the jump innovation itself, kX,i = [kY,i, kλ,i]. Recalling the use of p(·) to denote the PMF 
of the count N [ti− 1, ti], the filtered probability that an event took place is given by 
p(N [ti− 1, ti] ≥  0|Zi) = 1 −  p(N [ti− 1, ti] = 0|Zi). 
The quantity p(N [ti− 1, ti] = 0|Zi) is readily obtained by 
f (Zi|N [ti− 1, ti] = 0, Zi− 1) p(N [ti− 1, ti] = 0|Zi− 1) p(N [ti− 1, ti] = 0|Zi)   = f (Zi|Z 
 
i− 1 
. (5.27) 
) 
The quantity f (Zi|Zi− 1) which comprises the denominator of (5.27) is clearly the time-ti 
contribution to the likelihood function and the quantity p(N [ti− 1, ti] = 0|Zi) will momen- 
tarily  be  seen to be of no consequence.   The object within  (5.27) which is difficult  to 
compute is f (Zi|N [ti− 1, ti] = 0, Zi− 1).  However, it is easily seen that 
f (Zi|N [ti− 1, ti] = 0, Zi− 1) 
 
 
= f (Zi|Ui− 1, N [ti− 1, ti] = 0, Zi− 1) f (Ui− 1|N [ti− 1, ti] = 0, Zi− 1) dUi
− 1 
DU 
p(N [ti− 1, ti] = 0|λi− 1) f (Ui− 1|Zi− 1) 
 
(5.28) 
= f (Zi|Ui− 1, N [ti− 1, ti] = 0) 
DU 
 
p(N [t 
 
i− 1 , ti] = 0|Z 
 
i− 1 
dUi− 1. 
The first  noteworthy attribute  of the final expression in (5.28) is that  the probability 
p(N [ti− 1, ti] = 0|Zi− 1) in its denominator will cancel with the corresponding quantity in 
the numerator of (5.27). The second is that the PDF f (Ui− 1|Zi− 1) is simply the time-ti− 1 
filtered PDF of the latent states, which would naturally have been computed at the previous 
iteration of the filtering algorithm. Finally, the conditional PDF f (Zi|Ui− 1, N [ti− 1, ti] = 0) 
can at least in principle be evaluated  with no need for an approximating PDF.5  Thus, it 
 
5 Essentially,   it  is  possible  to   evaluate  these  PDFs   using  the   methods  described  in   Appendix 
A.1.       Denoting   the   Ui− 1 -conditional   CF   of   Ri ,   Vi ,   λi     and   N [ti− 1 , ti ]   as  φ(ω1 , ω2 , ω3 , ω4 ), 
the  arguments  in  Appendix   A.1  can  be  used to  obtain   the  CF  of  f (Ri , Vi , λi |Ui− 1 , N [ti− 1 , ti ]) 
as    ∂ φ(ω1 , ω2 , ω3 , log(υ))|υ=0 
/  ∂  
υ=0 ∂υ ∂υ φ(0, 0, 0, log(υ))| 
. In   principle   this   could  be   used  to  obtain 
f (Zi |Ui− 1 , N [ti− 1 , ti ]) by inverting  for the PDF  and integrating  out the noise in option  prices.  As to 
whether this approach is practical, it is clearly not. This task becomes significantly less complicated how- 
ever if one uses the approximating  PDF associated with an Euler Maruyama discretisation of the process 
in (2.12), as is done momentarily. 
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is possible to compute filtered event probabilities at the eventuating parameter estimate 
θˆ(ml)  to characterise the jump behaviour underlying the market over the sample period. 
However, it must be stated that, holding aside any difficulties associated with evaluation 
of the component  PDFs and PMFs within  (5.27), evaluation of the final expression in 
(5.28) introduces the need to compute another 2-dimensional integral at each date ti.  The 
filtered PDFs of jump sizes are even more computationally involved again in that the PDF 
 
of the jump size associated with  the nth   event  on the interval  [ti 
 
− 1, ti]  will  require the 
computation of what is essentially a 4-dimensional integral for each date ti.  Fortunately 
however, these computational concerns are assuaged by the transition from a quadrature 
based filtering algorithm to a MC-based filtering algorithm.  Indeed, it so happens  that 
the filtered distributions of the interval counts N [ti− 1, ti]  and the  jump innovations kX i 
are drawn from repeatedly during the implementation of the PF algorithm to be discussed 
 
within the following section. In essence, augmenting the vector of latent state-variables Ui 
with these quantities actually serves to simplify the process of sampling from their filtered 
distributions. 
It is necessary now to become more specific in regard to the form of the PDF f 
(
G(o) |Ui
)
 
and to deal with the issue that the PDF f (Ri, Ui|Ui− 1) is not in fact available in closed 
form.  With  regard to the former, let it be assumed  for simplicity  that  the  percentage 
option pricing errors are distributed Ec,i|Ui   ∼  IID N(0, 1).6   Given this specification, it 
follows naturally from (5.18) that for c = 1, ..., C 
 
 
c,i |Ui
) 
= √  
 
 1 exp −  c,i  −  G 
 
(m) 2
 
(ti, Ui|Mc, ∆c, )  . 
2πσ G(m)(ti, Ui|Mc, ∆c, ) 2 σ G(m)(ti, Ui|Mc, ∆c, ) 
 
With  regard to the latter, it has been noted in earlier discussions that the computation 
of this object would require evaluation of a 3-dimensional  inversion integral of the type 
in (4.19). As this object will require computation many times over during the estimation 
procedure, this is unacceptable. For this reason, the use of an approximating PDF is 
proposed, where the approximating object will be denoted by fˆ(·).  The specific type of 
approximation to be used is the PDF which arises in the context of an Euler Maruyama 
 
6 Note that  this specification necessarily allows for the possibility  of observing nonpositive  option prices. 
However, it would require the occurrence of an Ec,i  such that σE Ec,i  ≤  − 1 which of course eventuates with 
a probability  of only N(− 1/σE ).  Nonetheless, one who is conservative  might  simply assume that  Ec,i   is 
distributed  according to a truncated N(0, 1), where the interval of truncation  is [− 1/σE , 1/σE ]. 
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discretisation of (2.12), 
∆Yi =  (r −  q + (ΦC −  1/2)) Vi− 1 + (ΦJ −  E[kS ]) λi− 1) ∆i + Vi− 1 ∆i E1,i + kY,i∆Ni 
 
∆Vi =  κV (V∞ −  Vi− 1) ∆i + ξV Vi− 1    ρ ∆iE1,i + 1 −  ρ2 ∆iE2,i    , 
 
∆λi =  κλ(λ∞ −  λi− 1) ∆i + ξλ λi− 1 ∆iE3,i + kλ,i∆Ni,   i = 1, · · · , T , 
 
 
(5.29) 
where ∆i ≡  ti −  ti− 1, (E1,i, E2,i, E3,i) ∼  IID N(0, I3), ∆Ni  ∼  Bernoulli(λi− 1∆i), and 
where the jump innovations are naturally distributed according to kY,i|kλ,i  ∼  N(δ0 + δ1kλ,i, 
ν) and kλ,i ∼  Exp(1/ζ ). 
 
It will prove useful to introduce the notation ∆Xi ≡  [∆Yi, ∆Vi, ∆λi]T   and to note that 
kX,i ∼  g(·),  where g(·) is the PDF of kX , as defined in (2.13) of Section 2.4. It will be 
seen momentarily that  not only may the transitional PDF of the discretised  process be 
evaluated in closed form, but it may be sampled from directly too. In the following section 
the latter  property will  be seen to be critical in the context of generating the particles 
used to implement the PF algorithm. Naturally however, the approximating PDF fˆ(·) will 
not coincide with the true PDF f (·),  and thus the use of the approximation fˆ(·) in the 
context of ML estimation will induce a discretisation bias, and it could be expected that 
the problem worsens  as the average value of the discrete time steps ∆i is increased.  At a 
later point in this section a strategy for minimising the effect of discretisation bias through 
the introduction of “missing observations” along the lines of Elerian, Chib and Shephard 
(2003) and Johannes and Polson (2009) will be presented.  The method will be handled in 
significant detail in the following chapter, but it is useful at this point to outline the basic 
concept  so that the advantage of the PF algorithm in handling the introduction of missing 
observations may be made clear. 
 
To begin, consider the set of M −  1 “missing” values of the return R between time ti− 1  and 
time ti (including time ti), along with the M intermediate values of the latent variables U 
over the interval.  Let these quantities be denoted respectively by RM,i ≡  {Rm,i}M − 1 and 
UM,i ≡  {Um,i   M 
∆i Rm,i  ≡  Y ti− 1 + m M  −  Y (ti− 1),  m = 1, ..., M −  1, 
and 
U ≡  U t + m ∆i , m = 1, ..., M, 
 
 
(5.30) 
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M 
 
 
and where for simplicity  the notation RM,i  ≡  Ri  and R0,i  ≡  0 will  be utilised.  Essen- 
tially,  the task is to integrate the missing observations and the intermediate values of 
 
the latent  variables out of the time-ti   contribution  to the likelihood function.   Letting 
DRM  ≡  (DR) (M − 1) and DUM  ≡  (DU ) 
 
, this can be achieved via 
 
f (Zi|Zi− 1)   =   
DRM DUM 
f (Zi, RM,i, UM,i|Zi− 1) dRM,i dUM,i 
= 
DU    DRM DUM 
M 
o 
C,i |Ri, UM,i)× 
 
 
m=1 
f (Rm,i, Um,i|Rm− 1,i, Um− 1,i)   f (Ui− 1|Zi− 1) dRM,i dUM,i dUi− 1. 
 
(5.31) 
 
Setting M = 1 naturally yields the standard filtering problem, as was treated earlier in the 
section. 
 
It is still the case that the transitional PDFs f (Rm,i, Um,i|Rm− 1,i, Um− 1,i), m = 1, ..., M, 
in (5.31) cannot be evaluated in closed form.  Consider however an approximation of the 
PDF f (Zi|Zi− 1) of the form, 
fˆM (Ri|Zi− 1) 
 
 
≡  
DU    DRM DUM 
M 
 
 
m=1 
 
fˆM (Rm,i, Um,i|Rm− 1,i, Um− 1,i f (Ui− 1|Zi− 1) dRM,i dUM,i dUi− 1, 
 
(5.32) 
where the approximating transitional PDFs fˆM (Rm,i, Um,i|Rm− 1,i, Um− 1,i), m = 1, ..., M, 
are those arising from use of the Euler Maruyama discretisation in (5.29) with time step 
lengths of ∆i/M .  Essentially, the appeal of this approach is that  the distance between 
the individual  approximating PDFs fˆM (Rm,i, Um,i|Rm− 1,i, Um− 1,i) and the actual PDFs 
f (Rm,i, Um,i|Rm− 1,i, Um− 1,i) becomes smaller the larger the value of M , and the distance 
indeed limits  towards zero as  M  becomes  arbitrarily  large.  Letting  || · || denote some 
appropriate distance metric, it is expected that 
 
fˆM (Ri|RM,i, UM,i, Zi− 1) −  f (Ri|RM,i, UM,i, Zi− 1) 
 
is a decreasing function of M , and moreover that 
 
fˆ(Ri|RM,i, UM,i, Zi− 1) −  f (Ri|RM,i, UM,i, Zi− 1) dRM,i dUM,i 
DRM DUM 
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is a decreasing function of M  also. If the latter property does indeed hold, one may state 
 
that 
 
lim 
M →∞ 
fˆM (Ri|Zi− 1) = f (Ri|Zi− 1), 
 
and thus it is theoretically possible to avert the discretisation bias brought about by the 
need to approximate the transitional  PDF. Importantly,  regular consistency arguments 
may be employed by appealing to this result. 
 
Despite its appeal, the approach just described  is not a general panacea. For a given 
finite value of M , the introduction  of missing observations  as outlined in the preceding 
paragraphs may be seen to significantly increase the computational complexity of the ex- 
ercise. Indeed, evaluation of (5.32) requires the computation of what are essentially two 
6-dimensional integrals and (M − 2)-many 9-dimensional integrals (after separating the inte- 
grand appropriately). This is completely infeasible if one sought to implement the filtering 
algorithm directly with the use of numerical quadrature. Indeed, for large values of M the 
quadrature error associated with such an approach would likely dwarf the discretisation 
error associated with the use of an approximating density fˆ(Ri|Ui− 1, Zi− 1).  However, the 
PF algorithm to be presented in the following chapter handles the introduction of missing 
observations in quite a straightforward manner. Briefly, the integral in (5.32) is translated 
into a 1-dimensional MC sum over (M + 1) × 2 + (M −  1)-dimensional particles drawn from 
the Zi− 1-conditional distribution of [RM,i, UM,i, Ui− 1], whose evaluation is drastically 
less expensive in terms of computation time. 
 
Turning now to the issue of obtaining fˆ(Ri, Ui|Ui− 1) associated with (5.29) using a time 
step of length ∆i, it is useful to make some initial observations. First, Ri  = ∆Yi by (4.17) of 
Section 4.3 and thus fˆ(Ri, Ui|Ui− 1) is trivially obtained from knowledge of fˆ(∆Xi|Xi− 1) = 
fˆ(∆Xi|Ui− 1),  where use has been made of the fact that  Yi  does not itself impact upon 
the evolution of ∆Yi.  Second, it is possible to use the law of total probability to express 
fˆ(∆Xi|Ui− 1) in terms of its jump-related and non-jump-related components, 
 
fˆ(∆Xi|Ui− 1)   = 
 
= 
fˆ(∆Xi|∆Ni  = 0, Ui− 1) + (λi− 1 ∆i)fˆ(∆Xi|∆Ni  = 1, Ui− 1) 
 
fˆ(∆Xi|∆Ni  = 0, Ui− 1) 
 
 
 
 
(5.33) 
 
+(λi− 1 ∆i) 
 
 
DkX 
fˆ(∆Xi|kX,i, ∆Ni  = 1, Ui− 1)g(kX,i) dkX,i. 
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Third,  with  knowledge of the pair kX,i = [kY,i, kλ,i], ∆Xi is simply Gaussian. Indeed, 
recalling the definitions of the drift vector µX (·) and covariance matrix ΣX (·) in (2.16) and 
defining µX,i ≡  µX (Xi− 1) = µX (Ui− 1) and ΣX,i ≡  ΣX (Xi− 1) = ΣX (Ui− 1), one may 
state 
that 
 
∆Xi|∆Ni  = 1, kX,i, Ui− 1  ∼  N (µX,i∆i + kX,i, ΣX,i∆i) , (5.34) 
 
 
and in a related manner 
∆Xi|∆Ni  = 0, Ui− 1  ∼  N(µX,i∆i, ΣX,i∆i). (5.35) 
The preceding observations are useful in that they allow the component parts of fˆ(∆Xi|∆Ni  = 
0, Ui− 1) in (5.33), which are fˆ(∆Xi|∆Ni  = 0, Ui− 1) and fˆ(∆Xi|∆Ni  = 1, Ui− 1), to be writ- 
ten down in a fairly transparent fashion. Indeed, given (5.35) it is the case that 
 
 
fˆ(∆Xi|∆Ni  = 0, Ui− 1) = 
1 
3 1   exp  −  (∆Xi −  µX,i)T Σ− 1 (∆Xi −  µX,i)  , 
(2π) 2 |ΣX,i| 2 2 
 
 
and given (5.35) one has that 
 
 
fˆ(∆Xi|∆Ni  = 1, Ui− 1) 
 
= 
DkX 
fˆ(∆Xi|kX,i, ∆Ni  = 1, Ui− 1)g(kX,i) dkX,i 
1 
= 3 1   exp  −  (∆Xi −  µX,i −  [kY,i, 0, kλ,i]T )T Σ− 1 (∆Xi −  µX,i−   
DkX 
(2π) 2 |ΣX,i| 2 2 
 
[kY,i, 0, kλ,i]T )  × 
1 
I 
1 
 
kY,i −  δ0 −  δ1kλ,i    2 1 1 √
2πν 
exp −  
2 
√
ν exp  −   kλ,i dkY,i dkλ,i. 
 
 
The preceding integral requires some tedious computations but it may indeed be evaluated 
in closed form. For the sake of brevity, the details of the computations will be omitted, but 
it may be useful to note that the steps are simply to complete the square in kY,i, integrate 
with respect to kY,i, complete the square in kλ,i, and integrate with respect to kλ,i. The 
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final result is 
 
fˆ(∆Xi|Ui− 1) 
 
1 
 
 
 
 
 
1 (∆Vi −  µV,i)2σY Y,i 
 
 
 
 
 
1 (∆Yi −  µY,i)2σV V,i = 1 
2π|ΣX,i| 2 ζ 
√  
ν 
exp  −  
2 D 
−  
2 D 
1 (∆λi −  µλ,i)2 + (∆Yi −  µY,i)(∆Vi −  µV,i)σY V,i −  1 δ2 1 1 
(5.36) 
−  
2 σλλ,i 
B2 
I 
D 
I 
B/(2A) 
2 0 2α 2A 
× exp  M −  
4A 
1 −  N    , 
− 1/(2A) 
 
where N(·) in the above denotes the CDF of the Standard Normal distribution, where use 
has been made of the notation 
 
µY,i  

       
 
σY Y,i σY V,i σY λ,i 

        µV,i    
µλ,i 
 ≡  µX,i,    
 σY V,i σV V,i σV λ,i    
σY λ,i σV λ,i σλλ,i 
 ≡  ΣX,i,    
 
where the quantities α, A, B, D and M are defined according to 
D 
|ΣX,i| 
σλλ,i 
1 σV V,i 1 α ≡   −  
2 D 
+ 
ν 
 
1 1 δ2 D      1    A   ≡   −  
2 
+ 
σλλ,i 
1 
ν σV V,i 
 
ν + D 
 
B 
∆λi −  µλ,i 
σλλ,i 
1 
−  
ζ 
−  
δ0δ1  + K 
ν 
 
1 
M   ≡   −  
4α 
I 
(∆Yi −  µY,i)σV V,i 
D 
−  
(∆Vi −  µV,i)σY V,i 
D 
2 δ2 +  0 
ν2 
+ 
2δ0 
ν 
(∆Yi −  µY,i)σV V,i 
D 
(∆Vi −  µV,i)σY V,i −  
D 
, 
 
and where finally K is defined  as 
 
1 K ≡  −  
4α 
2δ0δ1 
ν2 
+ 
2δ1 
ν 
(∆Yi −  µY,i)σV V,i 
D 
−  
(∆Vi −  µV,i)σY V,i . 
D 
 
In the following chapter, where the PF algorithm is discussed, it will become apparent that 
it is the conditional PDF fˆ(Ri|Ui, Ui− 1), as opposed to the joint PDF fˆ(Ri, Ui|Ui− 1), that 
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is required. Naturally, the conditional PDF may be obtained via 
fˆ(Ri, Ui|Ui− 1) fˆ(Ri|Ui, Ui− 1) = fˆ(Ui|Ui− 1) 
, (5.37) 
where the functional form of the constituent component fˆ(Ui|Ui− 1) = fˆ(Vi, λi|Vi− 1, λi− 1) 
may be obtained by first noting that 
 
fˆ(Vi, λi|Vi− 1, λi− 1) = fˆ(Vi|Vi− 1)fˆ(λi|λi− 1), (5.38) 
 
which follows from the Ui− 1-conditional independence of Vi  and λi, by second noting that 
the approximating transitional PDF fˆ(Vi|Vi− 1) is clearly a Gaussian, and by third noting 
that fˆ(λi|λi− 1) may be recovered  by again appealing to the law of total probability  and 
integrating out the jump  innovation kλ,i.  The details  are omitted here for the sake of 
brevity. 
 
The Euler Maruyama-discretised  process in (5.29) naturally  allows for the possibility of 
negative values for the processes V and λ.  This property manifests itself in the approxi- 
mating PDF fˆ(·) by forcing its support to include negative values for V and λ which could 
never actually be attained by the process in (2.12) due to the fact that the diffusivity  of 
the processes approach  zero as the processes tend towards zero. The only way to overcome 
this problem is to restrict the support of fˆ(·) to DX  and obtain the normalising constant 
by integrating fˆ(·) over this domain. However, the arguments V and λ enter (5.36) in a 
highly nonlinear way, rendering this approach infeasible. Essentially, the problem is ig- 
nored on the basis that when missing observations are included in the analysis, the amount 
of mass being distributed by fˆ(·) over R3/D(X ) over short time steps may be thought of 
as negligible. This is particularly true when one considers the use of missing observations 
as the time steps are smaller again, and the diffusion coefficients are allowed to vary along 
the intermediate paths of the process, and thus will become small when the path tends 
towards the zero boundary. 
 
To briefly review, this section has defined the ML estimator θˆ(ml), discussed the need to 
integrate the latent variables from the joint PDF of the observables ZT , proposed an ap- 
proximating transitional PDF for the state process f�(Xi|Xi− 1; θ) given the unavailability 
of the true transitional PDF f (Xi|Xi− 1; θ), and discussed the introduction of missing ob- 
servations to minimise the resulting discretisation bias. The following chapter is devoted 
to the PF algorithm, which actually puts all of this into practice. Instead of proceeding 
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directly to that discussion however, the next section pauses and considers some interesting 
issues that  arise in filtering  problems where option prices in particular  are used in the 
construction of the observable dataset. 
 
 
 
 
5.5 Options  Data,  the Sampling  Distributions and the Fil- 
tered Distributions 
 
 
The purpose of this section is to offer some insights regarding the inclusion of options in 
the dataset, and how this impacts upon parameter identification and the ability to recover 
the paths of the latent processes.  The comments made within  this section are reflected 
in the results of the simulation experiments presented in the Section 6.5 of the following 
chapter.  With  regard to parameter estimation, it is demonstrated that  a consistency- 
type result holds for estimation of the risk-neutral parameters  as the number of options 
available at each point in time becomes large, which in turn allows for sharper estimates 
of the remaining parameters to be produced. Moreover, the difference between calibration 
of the risk-neutral parameter set by nonlinear least squares is contrast with the (arguably) 
statistically superior approach of ML adopted within this thesis. A technical exposition of 
why the filtered distributions improve as options are added to the dataset is also provided, 
and a link is formed between the sensitivities of the options with respect to the underlying 
latent variables and the benefits gained from their inclusion. The importance of the latter 
point in particular is on display within  the simulation exercises of the following chapter 
where it is seen that farther OTM options produce tighter filtered distributions of the latent 
variables. It is important to note that this section is not a particularly technical exposition, 
and many of the arguments  used here rely strongly on intuition.   However, formalisation 
of the preliminary results obtained here may be a rich source of material for future work, 
and is noted in Chapter 7 as providing the basis for a number of extensions to this thesis. 
 
To begin, recall from Section 5.4 that one might think of θRN  = {� 
δ�0, δ1, ν, ζ , σ2} as the risk-neutral parameter vector as it is this vector that is required for 
the generation of option prices. This property also means that it is identifiable with use 
of options data alone. Within  this section it will  be demonstrated that  as the number 
of options contracts traded on a given day becomes unboundedly  large, the sampling dis- 
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}c=1 
c=1 
f 
(
G(o) 
 
tribution  of the estimates of the risk-neutral parameter vector, say θˆ(ml), collapses about 
θRN .  Clearly, econometricians will  never be so fortunate as to observe the prices of in- 
finitely many options contracts on a single day, but it is a useful exercise to establish that 
in this most desirable  case, one could identify the values of the parameters which govern 
the generation of the option prices exactly. 
 
As in Section 5.4, assume that  there is a fixed finite number of dates T + 1 on which 
options and index level data is observed, and assume again for simplicity that the number 
of option prices observed each day is the constant C for all dates ti.  As C will be allowed 
to grow without bound, it is necessary to establish what this means for the set of C pairs 
of moneyness levels and tenors, {(Mc, ∆c)}C .   For simplicity,  let it be  assumed  that 
as C grows, the contract variable pairs are drawn from the region V ≡  [Mmin, Mmax] × 
[∆min, ∆max] ∈  R × R+ such that in the limit  {(Mc, ∆c)  C becomes first a dense subset 
of this region, and second uniformly distributed over this region. From the latter property 
it follows that for any subregion Vsub ⊆  V one has that 
 
 
lim 
C →∞ 
# 
{
(Mc, ∆c) ∈  {(Mc, ∆c)}C 
C 
: (Mc, ∆c) ∈  Vsub = µ(Vsub) , µ(V) 
 
where µ(·) represents the Lebesgue measure. 
 
 
Turning attention towards the behaviour of the sampling distributions, recall that the joint 
 
PDF from which the log-likelihood function is composed is given by 
 
 
 
f (ZT ; θ)   = 
 
 
= 
T 
 
 
i=1 
T 
 
f (Zi|Zi− 1; θ) 
 
C 
c,i |Ui; θRN 
) 
f (Ri, Ui|Ui− 1; θ)  f (Ui− 1|Zi− 1; θ) dUi− 1. 
t=1 DU  DU c=1  
(5.39) 
 
Of interest are the properties of the ML estimator in the limit  as the number of option 
prices observed each day, C , becomes large.  As has been discussed in earlier sections, 
options data is revealing only of the risk-neutral parameter vector and thus it should be 
expected only that a consistency-type argument holds for the combinations within θRN . 
 
In order to take the limit as C becomes large, note that just as the PDF in (5.39) misbehaves 
as T becomes large so does it misbehave  as C becomes large. It is therefore necessary to 
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c,i 
RN 
RN 
RN 
 
 
focus upon its C th  root to obtain a well behaved quantity, 
 
 
(f (ZT ))1/C  = 
T 
 
 
t=1 
 
 
 
DU  DU 
C 
 
 
c=1 
f 
(
G(o)|Ui; θRN 
) 
f (Ri, Ui|Ui 
 
− 1; θ) dUi 
 
f (U 
 
i− 1 
 
|Zi− 1 
 
; θ) dU 
 
i− 1 
1/C 
. 
 
For the purposes of this exposition, it will serve to consider only a single date’s contribution 
 
to the preceding quantity, 
 
 
(f (Zi|Zi− 1)) 
 
1/C  = 
 
 
 
DU  DU 
C 
 
 
c=1 
f 
(
G(o)|Ui; θRN 
) 
f (Ri, Ui|Ui   1; θ) dU f (U |Z ; θ) dU 
 
(5.40) 
1/C 
, 
 
as a single cross section of option prices is sufficient for precise identification of the risk- 
neutral parameter set as C becomes large. 
 
The first step to be taken in demonstrating large-C consistency is to reverse the order of 
integration in (5.40) to obtain 
 
 
(f (Zi|Zi− 1)) 
 
1/C  = 
C 
 
 
c=1 DU 
f 
(
G(o)|Ui; θRN 
)
 
 
f (Ri, Ui, Ui− 1|Zi− 1; θ) dUi− 1 dUi 
DU 
1/C 
. 
(5.41) 
 
Essentially, it must  be shown that  the  limiting  value of (5.41) is maximised when θRN 
 
takes the value implied by the true parameter vector. Letting the population parameter 
vector henceforth be denoted  θ(0), the population risk-neutral parameter vector θ(0) 
 
will 
 
be the value of θRN  obtained via the particular risk-neutral combinations of parameters in 
κ(0)
 (0) θ(0), i.e. �V    = κV    −  Γ(0).  The parameter vector θ appearing in f (Ri, Ui, Ui − 1|Z i− 1 ; θ) of 
(0)
 
the preceding equation can take on any value as long as it gives rise to θ(0) when θRN  is 
used as an argument of f 
(
G(o)|Ui; θRN 
)
, and similarly so for θ(1) which is to be introduced  
momentarily. 
c,i  RN 
 
Verifying that (5.41) is maximised at θ(0) is not however an entirely straightforward exer- 
cise. The complication lies in the fact that the time-ti  latent variables must be integrated 
out of the expression before the C th  root may be applied to the product of option price 
PDFs. As a product of PDFs, the limit  of this factor for large C is very poorly behaved 
and limits towards zero or infinity  depending upon the values of the parameters involved. 
 
 
Direct integration is of course impossible and another approach is required. It proves useful 
to consider a ratio of filtered PDFs of the type in (5.41), where each is evaluated at different 
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RN 
(0) 
f 
(
G(o) c,i 
C,i 
C,i 
C,i c,i 
S 
 
1 
C 
 
 
values of θRN . Consider the ratio 
 
 
f 
(
G(o)  Ui; θ(0) 
) 
 
 
 
f 
(
Ri, Ui, Ui
 
 
 
 
1|Z
 
 
 
 
) 
dU
 
 
 
 
)   dU 
 
 
1/C 
I 
f 
(
Zi|Zi   1; θ(0) 
)
 
f 
(
Zi|Zi   1; θ(1) 
) 
1/C  
= 
 DU  
C,i| 
 
 
o)
 
RN 
DU 
(1)
 
−  i− 1 i− 1 i      
f 
(
GC,i|Ui; θRN 
)
 
DU  DU 
f 
(
Ri, Ui, Ui− 1|Zi− 1
) 
dUi− 1 dUi   
 
(5.42) 
where θ(1) ∈  ΘRN   is an arbitrary  choice of risk-neutral parameter vector, and where the 
dependence of f 
(
Ri, Ui, Ui− 1|Zi− 1
) 
upon θ has been dropped for convenience.  Naturally, 
RN   maximises (5.40) for large C this ratio must be greater than one as C approaches 
infinity  for all θ(1) /= θRN , with the converse holding true also. 
 
That the limiting  value of the ratio in (5.42) necessarily  exceeds unity  remains unclear. 
Indeed, neither the integral with respect to Ui  in the numerator or that in the denominator 
are themselves well behaved for large C . In order to proceed one must therefore introduce 
normalising factors for the integrands of both the numerator and denominator. As to which 
normalising factors to choose, it is useful to pause and explore the limiting  behaviour of 
the product 
C,i|Ui; θRN 
) 
= 
C 
 
 
c=1 
f 
(
G(o)|Ui; θRN 
)
, 
and in particular to explore the issue of which values of θRN  and Ui  give rise to its maximal 
value for large C . Specifically, for the purposes at hand it is necessary to demonstrate that 
 
 
argmax 
( 
lim f 
(
G(o) |Ui; θRN 
) 
= 
(
U (0), θ(0) 
)
. 
(Ui , θRN )∈DU ×Θ C →∞ 
C,i i RN 
 
To verify that this condition indeed holds, consider first the fact that log
(
f 
(
G(o) |Ui
)1/C ) 
is a monotonically increasing function of f 
(
G(o) |Ui; θRN 
)
, and thus a maximising pair of 
(Ui, θRN ) for one is a maximising pair for the other. With  this in mind, consider the fact 
 
that 
log
(
f 
(
G(o) |Ui; θRN 
)1/C  = 
C 
 
 
c=1 
log
(
f 
(
G(o)|Ui; θRN 
))
. (5.43) 
The limiting  value of the preceding sum ought  to yield an expectation, but  one must 
exhibit caution and note that  the contract variables differ across each of the C options 
when deciding upon which expectation should result.  Briefly, partitioning  the region of 
moneyness-tenor pairs into an exhaustive set of S mutually exclusive subregions {Vsub,s}s=1, 
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c=1 
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C,i 
C C 
 
 
and letting the number of the C contract variables falling within the sth  subset be denoted 
by C (s) ≤  C , it becomes possible to express the sum in (5.43) as 
 
 
 
1  C  1 log
(
f 
(
G(o)|Ui; θRN 
)) 
= 
S   C (s) 
log
(
f 
(
G(o)  |Ui; θRN 
))
, 
c=1 s=1  c=1 
 
 
where G(o) (o) (S(1)+...S(s)+c),i in the G
(o)  notation. 
 
Choose  the  partitioning  of V such that  as  S  → ∞, max 
s∈ {1,..,S} 
µ(Vsub,s)  → 0, and let 
{(M , ∆ )}s=1  be a set of moneyness-tenor pairs where 
(
M (s) , ∆(s)
)
 ∈  Vsub,s, s = 1, .., S. 
For a large enough value of S one has that (Mc, ∆c) ≈  
(
M(s), ∆(s)
) 
for each of the C (s) 
pairs lying within Vsub,s. From this it follows then that for large enough a value of S, 
 
 
1  C S 
log
(
f 
(
G(o)  |Ui; θRN 
)) 
≈  C (s) 
I 
1 
C (s) 
log
(
f 
(
G(o)  
(
M(s), ∆(s)
)
|Ui; θRN 
))  
. 
C c=1 
c,s,i C s=1 C (s) 
 
c=1 
c,s,i  
 
(5.44) 
Recalling that the set {(Mc, ∆c)}C is dense in V as C → ∞ one has that C (s) → ∞, s = 
1, ..., S also. It follows then that 
 
 
 
 
lim 
C (s) 
1 log
(
f 
(
G(o)  
(
M(s), ∆(s)
)
|Ui; θRN 
)) 
= E  log
(
f (G(o)
(
M(s), ∆(s)
)
|Ui; θRN 
))  
. 
C →∞ C (s) 
c=1 
c,s,i i 
 
(5.45) 
 
With this in mind, the limiting value of the sum in (5.44) as S becomes large is the integral 
 
 
 
1 
µ(V) 
V 
E  log
(
f 
(
G(o)
(
M, ∆
)
|Ui; θRN 
))  
dM d∆ . (5.46) 
 
 
 
Having obtained  the limiting  form of log
(
f 
(
G(o) |Ui; θRN 
)1/C ) it is  straightforward  to 
demonstrate that  when viewed as function of Ui  and θRN , it is maximised at the pair 
(
U (0)
 
(0)
 
i  , θRN 
)
.  Indeed, the argument is essentially that used when proving consistency for 
the ML  estimator in the general case. For the sake of clarity,  consider  only the FOCs 
for Ui, which are slightly more interesting than θRN  in this context insofar as Ui  is not a 
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parameter in the strict sense of the word. It is clear that for a given pair (M, ∆), 
 
∂ 
∂Ui 
E
 log
(
f 
(
G(o)(M, ∆)|Ui; θRN 
))
  
Ui =U 0 
(o)
 
(0)
 
fUi 
(
Gi    (M, ∆)|Ui    ; θRN 
) 
f 
(
G(o)
  (0) ) (o) 
f 
(
G(o)(M, ∆)|U (0); θRN 
) i  (M, ∆)|Ui    ; θRN dGi    (M, ∆) 
DU  i i 
∂ 
= f 
(
G(o)(M, ∆)|Ui; θRN 
) 
dG(o)(M, ∆) 
∂Ui i i U =U (0) 
DU 
∂ = 1 
∂Ui 
i i 
 
, 
Ui =U 
(0)
 
which clearly evaluates to zero. As the given pair (M, ∆) ∈  V is arbitrary, it follows that 
∂ 
∂Ui 
1 
µ(V) E  log
(
f 
(
G(o)(M, ∆)|Ui)
)   
dM d∆ 
 
 
U =U (0) 
 
= 02. 
i i V 
Precisely the same argument can be used to obtain the same FOCs for θ(0) , and thus the 
pair 
(
U (0), θ(0) 
) 
maximises the limiting form of f 
(
G(o) |Ui, θRN 
)
. i RN C,i 
 
Recall that  the objective  of this exercise was to determine the appropriate normalising 
constant  for the joint  PDFs f 
(
G(o) |Ui; θ(0) 
) 
and f 
(
G(o) |Ui; θ(1) 
)
.   If one assumes that 
(
U (0)
  
(0)
 C,i RN C,i RN 
i  , θRN 
) 
is the unique 7 maximiser of this quantity for large C , it follows that 
f 
(
G(o)
 (0) )  
lim C,i
|Ui; θRN = 1
(
Ui
 = U (0)
)
. (5.47) 
C →∞ f 
(
G(o)
 
(0)
 
(0)  i
 
C,i|Ui    ; θRN 
)
 
 
In a similar vein, if one defines the quantity  U (1) 
 
 
 
as being the value of the latent  state 
 
which maximises the joint PDF of the option prices, i.e. 
 
U (1)
 ( 
(o)
  
(1)
 
i ≡  argmax 
Ui ∈DU 
lim f 
(
GC,i|Ui; θRN 
) 
, 
C →∞ 
 
one obtains a limiting ratio similar to that in (5.47) 
f 
(
G(o)
 (1) )  
lim C,i
|Ui; θRN = 1
(
Ui
 = U (1)
)
. (5.48) 
C →∞ f 
(
G(o)
 
(1)
 
(1)  i
 
C,i|Ui    ; θRN 
)
 
7 As to the uniqueness of  U (0) , θ(0)  
) 
as a maximiser of f G(o) |Ui ; θRN 
)
, it is true that multiple combinations i RN C,i 
of Ui  and θRN   may yield the same model option pricing function evaluation G(m) (Mc , ∆C |Ui ; θRN ), for 
a given contract pair (Mc , ∆c ), or even a finite set thereof.  As in Section 5.3 however, one may assume 
a finite  number of contracts,  denoted again by CT OT , such that  the system G(m) (Mc , ∆c |Ui ; θRN )  = 
i  ; θRN 
)
,  c = 1, ..., CT OT , is satisfied only by the true combination   Ui     , θRN 
)
.   As C
 
G(m)  Mc , ∆c |U (0) (0) (0) (0) 
is being allowed to tend towards infinity, it follows that   U (0) , θ(0)  
) 
would be the unique maximiser of 
E 
 
log f G(o) (M, ∆)|Ui ; θRN 
)) 
. 
i RN 
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Moreover, given that the pair 
(
U (0), θ(0) 
) 
is the global maximiser of the limiting  form of 
f 
(
G(o)
 i RN 
C,i|Ui; θRN 
)
, it is necessarily the case that 
(
f 
(
G(o)
  (0) (0) ))1/C  
lim C,i
|Ui    , θRN  > 1. (5.49) 
C →∞ (f 
(
G(o)
 
(1)
 
(1)
 1/C 
C,i|Ui    , θRN 
))
 
 
 
Returning now to the ratio in (5.42), one may normalise both the numerator and denomi- 
 
nator to obtain the quantity 
 
 
f 
(
G(o)
  
(0)
 
 
1/C 
C,i|Ui; θRN 
)
 
 
f 
(
Ri, Ui, Ui− 1|Zi− 1
) 
dUi− 1 dUi  (
f 
(
G(o)
 
(0)
 
(0)
 
1/C  
 
f 
(
G(o)
 (0) (0) )  
C,i|Ui    ; θRN 
))
   DU C,i
|Ui    ; θRN DU (
f 
(
G(o)
  
(1)
  
(1)
 
1/C  
  
(o)
 
(1)  
 . 
C,i|Ui    , θRN 
))  f 
(
G  C,i |Ui; θRN 
) 
( ) 
 
 
f 
(
G(o)  U (1); θ(1) 
) f Ri, Ui, Ui− 1|Zi− 1 dUi− 1 dUi  
C,i|  i DU RN  DU  
(5.50) 
 
 
The inequality in (5.49) ensures that  the first  factor in (5.50) is greater than 1, as  is 
 
required. As to the behaviour of the second factor, it follows from (5.47) and (5.48) that 
 
f 
(
G(o)
 (0) )  
lim C,i
|Ui; θRN f 
(
R , U , U Z dU
  
dU = 0 
C →∞ f 
(
G(o)  U (0); θ(0) 
) i i i− 1| i− 1
)
 i− 1 i 
 
 
and 
C,i|  i DU 
 
f 
(
G(o)
 
RN  DU 
 
(1) )  
lim C,i
|Ui; θRN f 
(
R , U , U Z dU
  
dU = 0 , 
C →∞ f 
(
G(o)  U (1); θ(1) 
) i i i− 1| i− 1
)
 i− 1 i 
C,i|  i DU RN  DU 
as      1
(
U = U ∗
) 
ψ(U ) dU = 0, ∀ U ∗ , given a continuous test function ψ(·).  However, it is 
conjectured here that as these  integrals exhibit the same type  of limiting  behaviour, the 
ratio of these integrals limit  towards some finite value, F ∈  R+, i.e. 
 
f 
(
G(o)
 
(0)
 
C,i|Ui; θRN 
)  
 (  (o) 
 
(0)
  
(0)
 f 
(
Ri, Ui, Ui− 1|Zi− 1
) 
dUi− 1 dUi  
 
lim 
  DU 
f GC,i|Ui    ; θRN 
)
 DU 
  
= F. 
C →∞ 
 
(o)
 
(1)  
  f 
(
GC,i|Ui; θRN 
)
  
f 
(
G(o)  U (1); θ(1) 
) f 
(
Ri, Ui, Ui− 1|Zi− 1
)
 
 
dUi− 1 dUi 

 
C,i|  i DU RN  DU 
Given that   lim F 1/C  = 1, ∀F ∈  R+, it follows from the assumptions outlined earlier that 
C →∞ 
 
 
lim 
I 
f (Zi|Zi− 1; θ (0) 
) 
RN 
(1)
 
 
1/C 
 
 
> 1, 
C →∞ f 
(
Zi|Zi− 1; θRN 
)
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as was  required.   It is therefore  necessarily true that  as  the number of options in the 
cross-section becomes infinitely  large, the ML estimates must converge to the population 
risk-neutral parameter vector, θ(0) . 
 
As an interesting byproduct of the preceding exercise, it becomes relatively straightforward 
to verify that the filtered PDFs of U collapse for large C about the true location of the 
latent variables, when evaluated at the true risk-neutral parameter vector θ(0) . This may 
 
be established by recalling the filtering recursion in (5.25), 
 
f 
(
G(o)
 
(0)
 
f (Ui|Zi; θ) = C,i
|Ui; θRN 
) 
f (Ri, Ui|Zi− 1; θ)  
. (5.51) 
f 
(
G(o)
 
(0)
 
C,i|Ui; θRN 
) 
f (Ri, Ui|Zi− 1; θ) dUi− 1 
DU 
Again, in the limit  as  C becomes  large the joint  PDF f 
(
G(o) |Ui; θ(0) ) will  be  poorly C,i RN 
behaved  as it is a product of marginal option price PDFs. The redeeming property of the 
expression in (5.51) is that the joint PDF appears in both the numerator and denominator 
(albeit inside an integral) and thus one might hope that the ratio of the joint PDFs may 
be well behaved for large C . Clearly, what is needed is some normalising quantity which 
may be applied to both instances of the joint  PDF. Given the preceding discussion, it 
is clear that the appropriate normalising factor is f 
(
G(o) |U (0); θ(0) 
)
.  Application of this  
normalising factor yields 
 
 
 
f 
(
G(o)
 
 
 
 
(0)
 
C,i i RN 
C,i|Ui; θRN 
)
 
f (Ri, Ui|Zi− 1; θ) 
f 
(
G(o)
 
(0)
 
(0)
 
f (Ui|Zi; θ) = C,i
|Ui    ; θRN 
)
  (5.52) 
f 
(
G(o)
 
(0)
 
C,i|Ui; θRN 
)
 
f 
(
G(o)  U (0); θ(0) 
) f (Ri, Ui|Zi− 1 
 
; θ) dU 
C,i|  i RN DU 
 
Recalling the limiting  argument in (5.47), taking the limit  of the preceding filtered PDF 
 
as C tends towards infinity  yields 
 
lim f (Ui|Zi; θ) = 
1
(
Ui  = U (0)
) 
f (Ri, Ui|Zi 
 
− 1; θ) . 
C →∞ 1
(
Ui 
DU 
= U (0)
) 
f (Ri, Ui|Zi   1; θ) dU 
Clearly, the limiting form of the filtered PDF integrates to unity by virtue of the fact that 
it is normalised by its integral over its entire support.  Moreover, the numerator takes 
on a nonzero value  only for the  single argument  U (0).   These qualities of course define 
the Dirac delta function.  The particular  value of f 
(
Ri, U 
(0)|Zi − 1; θ
)  
has no bearing on 
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this result provided that  it is nonzero. This establishes that  as the number  of options 
available on a given  date becomes large, the filtered distribution  of the latent  variables 
becomes degenerate about their true location, and essentially renders the latent variables 
observable. Thus, 
lim f (Ui|Zi) = δ2
(
Ui −  U (0)
)
, 
C →∞ i 
where δ2(·)  denotes the product of two  Dirac Delta functions each degenerate upon a 
distinct element of U (0). 
 
 
The next analysis to be presented within this section is one of how calibration-based pa- 
rameter estimates differ from those produced with the use of the ML procedure discussed 
within this chapter, and in particular the issue of whether or not consistent estimates are 
obtained as the length of the dataset grows without  bound.  Before proceeding to this 
analysis however, which concerns another of the asymptotic properties of option-based  es- 
timators, it is useful to pause briefly and consider the impact of introducing a finite number 
of options to a dataset, as it gives rise to a number of interesting issues. Specifically, it 
is useful to note that while options data should indeed be expected to improve the filtered 
distributions of the latent processes, option prices are in fact noisy, and thus with some 
small probability,  the inclusion of options data may lead to a reduction in the quality of 
a filtered distribution.  This is of course true for any filtering problem but is particularly 
important a point when there may be structure in the errors. In addition, it is helpful also 
to note that a general property of nonlinear filtering problems is that the more sensitive 
the signal is to the latent state process, the easier it is to infer the location of the latent 
state process. In the present context, where the econometrician  has a potentially large set 
of option contracts to select from, this property would suggest selecting option contracts 
which demonstrate the greatest sensitivity to the underlying state process.  This issue is 
taken up here also. 
 
To formalise matters, it will simplify this analysis greatly if attention is restricted to the 
filtered marginal distribution of one of the latent variables in isolation. The variable to be 
considered here is the intensity process λ, as the central theme of this work is self excitation 
in the market process. Let Z(1)  and Z(2)  denote two conditioning information sets. Z(1)  is i i i 
a given set of data points observed up to and including date ti, and Z(2)  = 
{
Z(1) ∪  G(o)    , i i 2,i 
where G(o)  = 
{
G(o), G(o) is the set of prices for C = 2 additional option contracts (note 2,i 1,i 2,i 
that any choice of C > 1 would suffice here). The original conditioning set Z(1)  may or 
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may not include a number of time-ti  option prices, but it is assumed for simplicity that 
it does at the least include Ri.  Clearly, the Z(2)-conditional  filtered distribution may be 
related to its Z(1)-conditional counterpart by   
f 
(
G(o)
 
 
 
) 
f 
(
V |λ , Z(1)
) 
dVi
 
f 
(
λi Z(2)
) 
= 
f 
(
G 
 
(o) 
2,i 
 
|λi, Z 
 
(1) 
i 
) 
f 
(
λi|Z (1)
) 
i 
 
= DV 
2,i |λi, Vi i  i i 
 
, 
f 
(
λi|Z(1)
) 
f 
(
G(o)
 
(1)
 
(1)
 
f 
(
G(o) 
)  ( (1))
 
i 2,i |Zi    
)
f 
(
λi|Zi    
)
   
Dλ DV 
2,i |λi, Vi f λi, Vi|Zi dVi dλi 
 
(5.53) 
and it can be seen that the impact of G(o)  will be felt most heavily through its influence 
 
on the integrand of the numerator. 
 
Throughout this thesis reference has been made to the information content of options data 
with regard to the underlying state processes. If this information content is large, it would 
be hoped that by introducing the additional option contracts into the dataset, the resulting 
i    -conditional filtered distribution  would become more tightly  packed about the true 
location λ(0)  than the Z(1)-conditional filtered distribution is. A useful metric for assessing i i 
the “tightness” of a filtered distribution is its mean squared error (henceforth MSE). The 
MSE associated with  the  Z(j)-filtered  marginal distributions  of λi,  where j = 1, 2, are 
 
defined according to 
 
MSE
(
Z(j)
) 
≡  E  
(
λi −  λ(0)
)2|Z(j)    = 
 
 
 
(
λi −  λ(0)
)2f 
(
λi|Z(j)
) 
dλi .
 
i i i i i 
DU 
 
If  the inclusion of options data does  lead to a tightening of the filtered distributions 
about the true location of the latent intensity it should be expected  that MSE
(
Z (2)
) 
≤  
MSE
(
Z (1)
)
. A useful way of thinking about why this might occur involves noting that 
 
MSE
(
Z(2)
) 
= 
(
λi −  λ(0)
)2f 
(
λi|Z(2)
) 
dλi  =
 (λi −  λ(0)
)2 
I 
f 
(
λi|Z(2)
)
 
f 
(
λi|Z(1)
) 
dλi .
 
i i i 
Dλ 
f 
(
λi|Z(1)
)
 Dλ 
 
Given the form of the preceding equality, it can be  seen that  if  the ratio f 
(
λi|Z(2)
)
 
/f 
(
λi|Z(1)
) 
< 1 for values of λi  distant from λ
(0)   and f 
(
λi|Z(2)
)
/f 
(
λi|Z(1)
) 
> 1 for i i i i 
values of λi  within close proximity of λ(0), the MSEs may behave as desired. By inspection 
of (5.53), it may be seen that for instances in which G(o)  falls near to G(m)
(
U (0)
) 
(which 2,i 2,i i 
by definition will typically be the case), the quantity f 
(
G(o)|λi, Vi
) 
appearing within  the 
integral in the numerator will  be large for values of Ui   near to U 
(0),  and thus will  be 
5.5.  OPTIONS DATA  AND SAMPLING DISTRIBUTIONS 177  
i 
i 
G G 
2 
i 
i 
G 
i 
i 
i 
 
large for values of λi  near to λ(0).  Given these observations, if one holds the distribution 
f 
(
λi, Vi|Z(1)
) 
constant for a moment, it can be seen that for G(o)  near to G(m)
(
U (0)
) 
the i 2,i 2,i i 
ratio f 
(
λi|Z(2)
)
/f 
(
λi|Z(1)
) 
will yield a function of λi  which is peaked in the vicinity  of i i 
λ(0)
 
i  , as is desired. 
 
However, precisely how close the realisation of G(o)  falls to the model price G(m) will depend 2,i 2,i 
upon the pricing error, which is of course a stochastic quantity  and will  vary from one 
realisation of uncertainty to the next. Indeed,  when one discusses the impact of options data 
upon filtered distributions, a more meaningful comparison is that of MSE
(
Z(1)
) 
with the 
expected  value of MSE
(
Z(2)
)
, denoted henceforth by EMSE
(
Z(2)
)
, and defined according  
to 
 
EMSE
(
Z(2)
) 
≡  E 
i 
 
 
 
E  
(
λi −  λ(0)
)2|Z(2) = 
i 
 
 
 
(
λi −  λ(0)
)2 E 
 
 
 
f 
(
λi|Z(2)
)   
dλi ,
 
i (o) 2 i i i 
DU 
(o) 
2 
i 
 
(5.54) 
where EG(o) [·] is an expectation over realisations of the observed prices. Having adopted 
this view, the statement that for G(o)  near to G(m)
(
U (0)
) 
the ratio   f 
(
λi|Z(2)
)
/f 
(
λi|Z(1)
)
 2,i 2,i i i i 
will be peaked near λ(0), may be replaced with the statement that G(o)  is distributed such i 
that on average the ratio will be peaked near λ(0), i.e. that 
 
f 
(
λi|Z(2)
) l 
2,i 
E  (o) 
2 f 
(
λi|Z(1)
)
 
 
is peaked near λ(0).  Naturally, variation in the extent to which the ratio is peaked in the 
vicinity  of λ(0)  across realisations  of price noise will be dependent upon the magnitude of 
the price noise. Given this, the pricing errors should be modelled in as “fine”  a manner  as 
possible. 
 
 
On this last note, while it is not considered in this thesis, making an allowance for the 
fact that observed prices may be partially misleading with respect to the true location of 
the underlying latent processes when there are sustained mispricings might prove crucial 
in extended studies or in practical applications. Indeed, this allowance could be extremely 
important  if one begins to consider more realistic  price-noise structures, such as where 
systematic underpricing or overpricing may take place. Such an allowance would of course 
have strict implications for the finite-sample behaviour of the parameter estimates. As to 
how to go about allowing for more general price-noise structures, a sensible place to start 
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may be to allow for persistence  in overpricings or underpricings, where this persistence 
may be attributed  to a misreading of the overall health of the economy by its agents. 
Formally, it might  be assumed  that  the set of date-ti   pricing errors, Ei   ≡  {Ec,i   C    , is 
distributed according to Ei   ∼  N
(
E¯i 1C , σ2 IC 
)
,  where  the conditional mean pricing error 
evolves according to an autoregressive process, 
 
 
E¯i  = ρ0 + ρ1E¯i− 1 + υi , 
 
for some IID error innovations υi.   Clearly, the more of this type  of structure that  is 
captured by the assumptions of the econometrician, the less of an impact will the pricing 
errors have upon the quality of the filtered distributions. And importantly, this type of an 
error structure may be readily handled in the PF framework  discussed within the following 
chapter. 
 
Consider now the second issue raised in relation to how the filtered distribution might be 
expected to respond to the introduction  of a finite number of option contracts into the 
dataset. Recall that this issue was whether or not selecting contracts which are more sensi- 
tive to variation in the underlying intensity process will lead to tighter filtered distributions 
thereof, and recall the speculation that the most sensitive contracts will be OTM contracts. 
The rationale for why one might expect tighter filtered distributions is of course that when 
the sensitivities of the model prices increase, small movements in the state variables lead to 
larger movements in prices, and vice versa. Thus, perturbing observed prices with a fixed 
amount of noise will alter the range of the latent variables consistent with the observed 
prices less when the sensitivities of the contracts are increased. As to obtaining contracts 
that are more sensitive to variation in the underlying latent variables, clearly options with 
strike prices far from the current index level will be more sensitive to tail variation, and 
thus to the level of the intensity.  Moreover, if one agrees with the assumption made in 
this thesis that  price noise is likely proportional to theoretical model prices, it is clear 
that one will prefer contracts which exhibit the greatest relative sensitivity to movement 
in the intensity process, so that the ratio of the sensitivity to the magnitude of the noise is 
maximised. It is seen below that the contracts which afford the greatest relative sensitivity 
to the intensity are those which are farthest OTM. 
 
To formalise matters, let Z(1) again denote the initial  conditioning information set and 
likewise let Z(2) = 
{
Z(1)  ∪  G(o) 
 
, where it is noted that  the  use of a single additional i i i 
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simplifies the algebra dramatically.  Of interest is how the the impact upon the tightness 
of the filtered distributions owing to inclusion of G(o)  within the conditioning information 
set varies as the sensitivity of G(m)  with respect to λi  is varied. Using again the expression 
in (5.53), and recalling that the primary dependence of this quantity upon G(o)  is through 
the factor f 
(
G(o)|λi, Vi
) 
appearing within  the integrand of the numerator, it will suffice 
to consider the impact of price sensitivity upon this factor.  By a standard Taylor series 
 
argument it must be the case that 
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. 
Focusing upon the derivatives of the PDF of the observed price with respect to the condi- 
tioning value of the intensity, one obtains by the chain rule that (where obvious notational 
conveniences have been employed) 
∂ ∂f 
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) 
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(5.55) 
If one assumes momentarily that,  as will  often be the case,  G(o) ≈  G 
(
λ , V 
)
,  it i i i i 
follows that ∂f 
(
G(o)
)
/∂G(m)(λi, Vi)| i i λi =λ(0) ≈  0, and by (5.55) one has also that 
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By the preceding arguments an approximate relationship is arrived at, 
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λi− λi    
) 
, 
 
and thus it can be seen that the greater is the intensity derivative ∂G(m)/∂λi, the faster 
will the PDF decay as one moves away from the true location λ(0). 
 
 
As an additional note on this topic, by the put-call parity,  which is a model-free result 
and must hold for the self-exciting pricing function developed in Chapter 4, it follows that 
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(modulo rates and dividends for simplicity) 
 
∂ 
∂λ  
C (k, ∆|λi, Vi) + exp(k) = 
 
from which it follows immediately that 
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P (k, ∆|λi, Vi) + exp(Y )   , 
 
 
 
 
P (k, ∆|λi, Vi) , 
 
and thus one might conclude that it is alright to be indifferent to whether a put or call 
is taken at a given strike.  One must demonstrate caution at this point however,  as it is 
relatively straightforward (but  tedious) to demonstrate that  coefficient  of the quadratic 
term (disregarding 
(
∂G(m)/∂λi
 )2 for clarity) is (for G(o) ≈  G(m))  of the form i 
 
∂2f 
(
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) 
λi =λ
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 ))4 
i i i i i  , Vi 
 
and it is immediately clear that, holding the raw levels of sensitivity constant, it is preferable 
to choose options which have lower prices, or stated in an alternative  manner, greater 
relative   levels of sensitivity.  Thus, heavily OTM  put options are likely  to be far more 
informative in regard to the location of the intensity process than will be heavily ITM  call 
options, for example. 
 
To demonstrate the benefits of filtering with OTM options via a simple numerical exercise, 
consider the following quantity which might be interpreted as a “sensitivity-to-noise” ratio, 
∂G(m)
 
      i   (Vi, λi) (σ  G(m)(V , λ )
) 
. (5.56) 
∂λi i 
i i 
 
This quantity might be of interest because intuitively,  the more sensitive the contract is to 
the underlying intensity (the numerator), the more information it should convey regarding 
the location of the intensity. Conversely, the more noise there is in the price of a contract 
(the denominator), the less information it provides regarding the location of the intensity. 
Thus, larger values of the sensitivity-to-noise ratio would be preferable for options included 
in the dataset. Numerical evaluation of the quantity in (5.56) for a range of moneyness 
levels reveals that, as expected,  OTM options attain larger values of the sensitivity-to-noise 
ratio. 
 
To this end, the parameters  used in this exercise are as specified  in Table 5.2 below, the 
risk-free rate is set at r = 2.5%, the initial  state vector was set according to V (t) = V�∞ 
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Parameter κV � V∞ ξV ρ η δ0 
Value 3.0 0.15 0.3 -0.7 2.0 -0.06 
Parameter δ1 ν κλ λ∞ ξλ ζ 
Value -0.03 0.022 5.0 2.0 0.25 3.0 
 
 
 
and λ(t) = κλ(ηλ∞)/(κλ −  (ηζ )), and the contract specifications are M  ∈  [− 25%, +25%] 
and ∆ = 1.0, with a total of C = 50 put and call contracts considered. With  use of these 
parameters and contract specifications, and a noise parameter of σ  = 7.5%, Figure 5.2 
overleaf was produced. 
 
 
� � 
 
 
 
 
 
 
 
 
 
Table 5.2: The parameters used to compute option prices which are differentiated with respect to λ(t), and 
which are in turn  used to compute the sensitivity-to-noise ratios as per (5.56).  The results are presented 
in Figure 5.2. 
 
 
 
As can be seen, both put and call options that are farthest from the money possess the 
greatest signal-to-noise ratios. Therefore, it is expected that these options would produce 
the tightest filtered distributions of the latent intensity process, as measured  for instance 
by the EMSEs defined in (5.54).   This conjecture  indeed finds support in Section  6.5 
of the following chapter, where a simulation experiment  is performed.  Briefly,  the PF 
algorithm developed in the next chapter is used to filter the path of the intensity process 
from a simulated set of returns and option prices (T = 2, 520 or 10 years worth of data) 
constructed according to the self-exciting Bates (1996) model. Figure 6.6 presents two sets 
of [1%, 99%] confidence intervals for the latent intensity.  The confidence intervals in the 
top panel were generated with reference to a set of C = 2 options with a moneyness spread 
of [-5%,+5%], and those in the bottom interval were generated with reference to a set of 
C = 2 options with a moneyness spread of [-20%,+20%]. Clearly, the confidence intervals 
produced in the latter case more closely track the path of the intensity. 
 
The final topic to be discussed within this section is the difference between ML estimation 
and direct calibration to option prices, and in particular the implications for the result- 
ing parameter estimates. Essentially, the following arguments will demonstrate that the 
calibration approach to estimation of the risk-neutral parameter vector does not give rise 
to consistent estimates. Choosing to calibrate by minimising the sum-of-squared percentage 
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Figure 5.2:  Top panel:  The derivative  of the pricing  function  with  respect to the initial  intensity  λ(t). 
Bottom  panel: The sensitivity-to-noise ratios as computed according to (5.56).  The red line corresponds 
to put options and the blue line corresponds to call options. 
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pricing errors, as is often the approach adopted by practitioners, will yield an inconsistent 
estimator even in the most desirable of cases where the volatility and intensity processes 
are observable. Note also that minimisation of the percentage pricing errors is the natural 
choice given the assumption of proportional price noise maintained  throughout this chapter. 
For the more theoretically motivated approach where calibration involves minimising the 
log-likelihood function of the observed option prices, it is seen that the resulting estimator 
is consistent  when the  volatility  and intensity  processes  are observed (given that  it is 
essentially ML), but when these processes are treated as unobserved,  and thus when it is 
necessary to calibrate the latent factors also, the resulting estimator is again inconsistent. 
This fact may be viewed as further evidence of how important a bonafide filtering technique, 
as is considered within this chapter, will be when seeking quality estimates of even the risk- 
neutral parameter set, let alone the full parameter set. 
 
Let the discussion begin by briefly reviewing the calibration approach to parameter es- 
timation.   Recall that calibration utilises only options data in generating estimates. As 
was noted in Section 5.3, the pricing function for the self-exciting model may be written 
in terms of the risk-neutral parameter set, denoted by θRN , and thus it is only this set 
of parameter combinations that are identified by options data.  Letting θˆ(cb) denote the 
calibration-based estimator of θ(0) 
 
, this quantity is produced by the rule 
 
θˆ(cb)
 
(o)   T
 
(m)  T
 
RN  ≡  argmin 
θRN ∈ΘRN 
d
({
GC,i i=0, 
{
GC,i (Ui; θRN ) 
)
, (5.57) 
where d(·, ·) denotes a distance metric on hypercubes of the appropriate dimension, and 
where the calibrated series 
{
Uˆi(θRN )  
T
 , which will be required when the volatility  and 
 
intensity processes are taken as unobserved,  is defined by 
 
Uˆi(θRN ) ≡  argmin d
(
G(o) , G(m)(Ui; θRN )
)
, i = 0, ..., T . 
U ∈DU 
C,i C,i 
 
 
As to who might favour the use of calibration over the filter-based ML estimation procedure 
developed within this chapter, practitioners who require estimates of only the risk-neutral 
parameters for the purposes  of pricing OTC derivatives  may indeed prefer calibration. 
Moreover, practitioners seeking to use a given model for risk-management purposes might 
be willing to substitute the risk-neutral parameters for their physical counterparts. Such 
practitioners might find justification for this approach in the fact that risk-neutral processes 
by their very nature reflect a more pessimistic outlook for the resolution of uncertainty than 
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θˆ(cb) 
G(m)   ˆ 
i 
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c,i 
c,i 
c,i 
C 
1 
 
 
do their physical counterparts, and thus the use of risk-neutral processes might indeed lead 
to more conservative decisions being made. This is indeed true for traders who are long the 
market (i.e. long a call), but is clearly false for traders who are short the market (i.e. short 
a call or even simply long a put), and as such this argument must be viewed skeptically. In 
any case, it is of course generally superior to refer to the true physical  processes for decision 
making purposes. Though, if it is for whatever the reason the case that one requires only 
the risk-neutral parameters, the following arguments should serve to cast some doubt over 
the appropriateness of the calibration procedure relative to a more traditional  estimation 
procedure. 
 
Let the first  specification of the distance metric d(·, ·)  to be considered  be that  of the 
sum-of-squared percentage price deviations (normalised by the total number of contracts) 
between individual model and observed prices, as it might appear the most natural choice 
given the proportional nature of the price noise.  In this case the calibrated estimator 
becomes 
T C  I G(o)
 (m)   ˆ 2 
RN  ≡  argmin 
θRN ∈ΘRN 
1 
C × (T + 1) 
 
 
i=0  c=1 
c,i  −  Gc,i  (Ui; θRN ) , 
c,i  (Ui; θRN ) 
where Uˆi  = U (0)  if the volatility  and intensity processes are assumed observable, or where 
 
Uˆi  ≡  argmin 
C  I (o) 
c,i  −  
 
G(m)(Ui; θRN ) 
 
2 
, i = 0, ..., T . 
U ∈DU C c=1 G
(m)(Ui; θRN ) 
 
when they are not.8  It is relatively straightforward however to demonstrate that such an 
approach would yield an inconsistent estimator even in the simple  case where the volatility 
and intensity processes are observable. To see  this, note that  the limiting  form of the 
calibration criterion function in (5.57) is 
 
1 T C
 I 
G(o)
  (m)  2  
lim 
T →∞ C × (T + 1) 
 
 
i=0  c=1 
c,i  −  Gc,i  (Ui; θRN ) 
G(m)(Ui; θRN ) 
 
 
 
(5.58) 
1 T  
I 
1
 C  I G(o)
 (m)  2  
=  lim 
T →∞ T + 1 
 
 
i=0 
 
C c=1 
c,i  −  Gc,i  (Ui; θRN ) . 
G(m)(Ui; θRN ) 
 
Clearly the preceding limit is going to converge to an expectation. For the sake of simplicity, 
let it be assumed that the contract details are fixed across dates, i.e. {Mc,i, ∆c,i}c=1  is a 
 
8 See Christoffersen and Jacobs (2004) for an empirical analysis of the importance of choosing the “loss 
function”  (their term for the distance metric).  They also provide a through list of earlier papers utilising 
calibration and classify them according to the type of loss function used. 
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fixed set of points for all dates, i = 0, ..., T .   This ensures  that  the need to introduce 
integrals of the type in (5.46) can be avoided, though it does not weaken the general result. 
Taking the limit  in (5.58) yields 
 
1 T  
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1
 C  I G(o)
 (m)  2   
1  C
 I 
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(m)  2 
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= EU,G(o) 
 
C c=1 
c    −  Gc (U ; θRN ) , 
G(m)(U ; θ ) 
 
which is an unconditional expectation over both the volatility  and intensity  processes, 
and the pricing errors. By a straightforward conditioning argument one may express the 
preceding expectation as 
 
  
1  C
 I 
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l C  I (o) (m) 2 ll  
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G(m)(U ; θ ) 
(5.59) 
 
Seeing as the inner expectation is conditional upon U , one has that the observed contract 
prices are distributed  according to G(o)
 
∼  N
(
G(m)
 
U ; θ(0)
 
, σ2G(m)
 
U ; θ(0)
 
2  .   If  the
 
c c 
( 
RN 
)
 
( ) ) 
c RN 
calibration-based estimator θˆ(cb)  is indeed consistent, the first-order conditions associated 
with the limiting  form of the criterion function must be satisfied by the true risk-neutral 
parameter vector θ(0) .  To verify that this is the case, note that differentiation of (5.59) 
 
yields 
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(5.60) 
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Gc  U . 
G(m)(U ; θ ) 
 
It will suffice to concentrate on the innermost expectation for an arbitrary  value of c, as 
this quantity would be required to evaluate identically to zero for all values c = 1, ..., C in 
order to guarantee consistency. To see that this does not hold, note that 
  I 
G(o)
 (m) 
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 (m) 2 
l  I (o) (m)  l  
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c    −  Gc (U ; θRN ) 
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U   + EG(o) 
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G(m)(U ; θ ) 
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Naturally, when this quantity is evaluated at θRN  = θ(0) , one obtains 
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and thus the FOC in (5.60) becomes 
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, (5.61) 
C 
c=1 
∂θRN  θRN =θ(0) Gc 
(
U ; θRN 
)
 
 
and there is no reason a priori to suspect that the remaining expectation is zero valued. It 
is acknowledged here that this is not a proof of inconsistency, but rather simply a failure 
to prove consistency, and the latter is certainly not as powerful as the former. However, it 
was noted in the introductory comments of this section that the arguments made here are 
based more on intuition  rather than technical rigour, and intuitively  there is no reason to 
expect that the remaining expectation in 5.61 is zero valued. 
 
The preceding argument was presented in order to demonstrate the importance of choosing 
the distance metric d(·, ·) wisely. Somewhat counter intuitively, it is relatively straightfor- 
ward to prove that the even less complicated  distance metric 
 
d
(
G(o)
 
(m)
 
(o)
 
(m)  2
 
c,i , Gc,i  (Ui; θRN )
) 
= 
(
Gc,i −  Gc,i  (Ui; θRN )
)
 
 
 
yields a consistent estimator. Though, it will inevitably lead to a rather inefficient estima- 
tor as it completely ignores the proportional nature of the pricing errors.  Verification of 
the properties of the distance metrics described thus far could indeed be achieved via an 
interesting Monte Carlo study. 
 
Consider now what is arguably the ideal case,  where the  distance metric is chosen  to 
coincide with the negative of the log-likelihood function associated with the observed option 
prices, i.e. 
 
I 
G(o)
 (m)  2 
d
(
G(o)
 
(m)
 
(m)
 1 c,i  −  Gc,i  (Ui; θRN ) 
c,i , Gc,i  (Ui; θRN )
) 
= log
(
σ Gc,i  (Ui; θRN )
) 
+ 
2 
 
c,i  (Ui; θRN ) 
. (5.62) 
 
To demonstrate that this criterion function gives rise to a consistent estimator when volatil- 
ity and intensity are observable is almost unnecessary  seeing as how one is essentially per- 
forming ML estimation using only option prices. However, it will be most useful to have 
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stepped through this proof in a moment when the case of unobserved volatility  and in- 
tensity processes is handled  as it allows the source of the inconsistency which arises to be 
isolated. 
 
It is most simple to begin at the expression for the FOC in (5.60), and simply substitute 
for the new form of d(·, ·).  Proceeding in this manner yields 
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Evaluating this quantity at θRN  = θ
(0)
 yields 
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and thus it can be seen that the calibration-based estimator using the distance metric in 
(5.62) exhibits consistency in the special case where the volatility and intensity processes 
are treated as observable. 
 
Consider now the more realistic case in which the volatility  and intensity processes are not 
observable.  Under these conditions it becomes necessary to replace the instances of Ui  in 
(5.62) with their calibrated counterparts, Uˆi, defined by 
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Proceeding again to examine the expression for the FOC with the revised criterion function 
 
yields an expression of the form 
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It might be suspected initially  that the barrier to establishing consistency is the presence 
of the additional derivative terms owing to the dependence of the calibrated state process 
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upon the parameter vector. This is in fact not the case, which may be verified by inspecting 
 
the FOCs of the calibrated state processes for an arbitrary  date ti, 
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As this quantity is identically zero for all dates, it must take the value zero in expectation, 
 
and thus (5.66) becomes 
 
1  C 1 
I 
∂G(m)(Uˆ ; θRN ) EU   C  
c=1 
 
c (U ; θRN ) ∂θRN  
×  
(5.65) I 
1 
I 
G(o)
 (m) 
I 
(o)  
l l 
1 −  
σ2 
EG(o) 
c    −  Gc (U ; θRN ) 
c (U ; θRN ) 
Gc  U , 
G(m)(U ; θ ) 
 
and thus the suspect derivatives are seen not to feature in the FOC for the limiting  form 
of the criterion function.  Indeed, the source of the inconsistency lies in the requirement 
to evaluate the pricing function at the calibrated values of the state processes, as opposed 
to the true values thereof. To see this, evaluation of the quantity in (5.65) at θRN  = θ(0) 
 
yields 
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Recall that the inner expectation in (5.63), where the state processes were assumed ob- 
servable, evaluated to σ2. When utilising the calibrated state values, Uˆ , one obtains 
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In the earlier  case where the state processes were observed, the second term in the preceding 
equality evaluated to zero.  When they are treated as unobserved,   there is no reason 
whatsoever to suspect that this term will evaluate to zero. Even under the best conditions 
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as would be required to demonstrate that it evaluates to zero. A similar statement can be 
made in the context of the first term in (5.67), and thus one is not able to establish the 
consistency of the calibration-based estimator when the state processes are unobserved. 
Given these reflections on the inadequacy of the calibration-based approach to parameter 
estimation, the adaptation of the PF for the self-exciting Bates (1996) model presented 
within the following chapter may be viewed  as well worth the effort. 
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Chapter  6 
 
 
 
 
 
The Particle  Filtering  Method 
 
 
 
 
 
 
6.1    Introduction 
 
 
 
 
The previous chapter presented the estimation problem, and a proposed solution. In very 
brief review, the parameters of the physical self-exciting Bates (1996) process in (2.12) 
and the pricing kernel in (3.35) are to be estimated, the dataset to be used is to contain 
both returns and scaled option prices, and the method of estimation to be adopted is 
maximum likelihood (ML). The problem was treated mostly from a theoretical perspective 
in the last chapter. However, it was pointed out on a practical note that the estimation 
procedure would present a significant computational burden, and that this burden owed to 
the latency of the volatility  and intensity processes.  This chapter introduces the particle 
filter (PF), which to a large degree mitigates the computational complexity of the problem. 
Though, it is seen that  even with  use of the PF, the estimation procedure still  cannot 
be implemented with  use of a standard central processing unit  (henceforth CPU) in an 
acceptable timeframe, and that parameter estimation requires parallelisation techniques. 
 
This chapter begins with a review of the related literature in Section 6.2. The review starts 
with a treatment of some relatively simple stochastic volatility  models that are amenable to 
the well-known Kalman filter and associated estimation methods  such as quasi-maximum 
likelihood. Attention then turns to the general nonlinear filtering problem arising for more 
common stochastic volatility  models, and a number of works which adopt quadrature-based 
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techniques in this context are cited.  Following this, the MCMC estimation procedure is 
reviewed, and a number of associated sampling techniques used to handle the latency of 
the volatility  process are explored.  It is seen that  the  literature  on MCMC  estimation 
can be split into papers which use only returns data, and papers which use returns and 
options data in conjunction.  The latter  setup is shown to give rise to some additional 
computational complications, similar to those arising in the context of the filter-based ML 
estimation procedure discussed in the previous chapter. Finally, some papers which have 
already used the PF algorithm in various contexts are cited and discussed. 
 
Section 6.3 then presents a technical overview of the PF algorithm. Naturally, this overview 
of the PF algorithm is specialised to the case where the observable data series includes both 
returns and option prices, given the use of such a dataset in this thesis. It highlights how 
the additional information in option prices assists in drawing a set of volatility and intensity 
“particles” that are nearer to the true locations of the volatility  and intensity processes than 
would be the case if returns alone were used. The problem of performing inference upon 
the jump component of the state vector is also handled. Finally, it is demonstrated that 
the use of “missing observations”,  as per Section 5.4, within the PF framework is relatively 
trouble free, but does not come without cost as it is likely to introduce additional MC noise 
to the approximating likelihood function. 
 
Section 6.4 considers the PF algorithm from a computational point  of view.  The im- 
provement of the PF approach to nonlinear filtering over the quadrature-based approach 
is highlighted, but it is seen that PF algorithm still represents an enormous computational 
expense, and that much of this owes to the need to repeatedly evaluate the option pric- 
ing function in (4.29) and (4.30) of Section 4.7. It is demonstrated however that the PF 
algorithm, despite its an inherently sequential procedure, can benefit greatly from par- 
allelisation techniques. The parallelisation tools adopted here include NVIDIA graphical 
processor units (henceforth GPUs) on the hardware front and the CUDA  C extension to the 
C programming language on the software front. 
 
Section 6.5 then presents a simulation study of the PF algorithm.   The study involves 
simulating a dataset  comprised of returns and option prices with  the use of a fixed set 
of parameters. The PF algorithm is then used to construct the likelihood function, and 
to perform inference upon the trajectories taken by the latent processes over the sample 
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period. It is seen that for reasonable assumptions regarding the size of the options dataset 
and the specifications of the contracts therein (i.e.   moneyness and tenor), the filtered 
distributions  of the latent  variables are reasonably tight  about their true paths, which 
bodes well for the performance of the PF-based estimator.  Some natural questions that 
are treated in this study are whether including more contracts, or those which are more 
sensitive to the underlying processes (i.e. those that are farther OTM as per Section 5.5) 
improves  the performance of the filter.   A separate small-scale simulation study is seen 
to confirm these suspicions, which is suggestive of which contracts should be favoured for 
inclusion when implementing the estimation procedure on real market data. 
 
Finally, Section 6.6 presents an application to real S&P500 returns and options data span- 
ning 1990 through 2012. Using this data, a set of parameter estimates for the workhorse 
self-exciting Bates (1996) is produced, along with standard errors.  Although the empirical 
study might be viewed as somewhat  preliminary, strong evidence is found in support of 
the need for self-excitation. Recalling that the parameter ζ governs the extent to which 
the market is self exciting, an estimate of ζˆ  = 1.2748 is obtained, along with an estimated 
standard error of 0.0180, strongly contradicting the notion that the population value of 
this parameter is zero. 
 
 
 
 
 
6.2 A Review  of Filtering and Smoothing Techniques in Fi- 
nance 
 
 
The relationship between quadrature-based nonlinear filtering and the PF approach is anal- 
ogous to the relationship between the quadrature-based approximation of an integral and a 
Monte Carlo (MC) approximation. Basically, the quadrature-based method integrates the 
latent variables out of the joint likelihood function of the observables and unobservables by 
way of direct quadrature, whereas the PF algorithm achieves this by way of MC averaging. 
As is generally the case when comparing quadrature-based and MC-based approximations 
of integrals, the latter is seen to circumvent (to some extent) the issue of dimensionality. 
 
The use of filtering techniques became widespread in the 1950’s and 1960’s with areas of 
applicability  largely centred around aeronautical engineering (missile tracking etc.)  and 
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aerospace engineering (rocket guidance etc.).1  Perhaps the most famous theoretical treat- 
ments were those of Kalman (1960), who considered the extraction of signals from noisy 
observations in discrete time, and Kalman and Bucy (1961) who considered the continuous- 
time formulation of the same problem. The Kalman filter (or the Kalman-Bucy filter when 
a signal is observed continuously) are essentially applications of the more general method 
of Bayesian filtering. Importantly,  the techniques developed in these papers are extremely 
efficient, with no need to evaluate the filtering integrals presented in Section 5.4. However, 
these filters are only applicable in linear systems, where the noise in both the state and 
measurement equations is both Gaussian and additive. An example of such a system (or 
one very near to) from finance will be examined momentarily. 
 
In financial econometrics, problems are typically of the nonlinear type, and the computa- 
tionally attractive Kalman filter cannot be applied. One specification that allows for use of 
the technique is considered by Ruiz (1994) and Harvey, Ruiz and Shephard (1994) (in the 
multivariate setting). The model describes a system with log index level Y (t) and another 
process V (t) which governs the return variance (V  itself is the logarithm of variance as 
in the model of Melino and Turnbull  (1991)). The model is actually formulated by Ruiz 
(1994) in discrete time but will be cast into continuous time here given the focus of this 
thesis on the latter type of model,2 
 
dY =  exp(V /2) dB1 
 
dV =  κ(V∞ −  V ) dt + σdB2 , 
 
(6.1) 
 
where B = [B1, B2] is a 2-dimensional orthogonal Brownian motion. Clearly, V is an OU 
process, and it is exp(V ) that is the conditional return variance. The process for the latent 
V in (6.1) represents the “state equation” for this system which can be discretised  over 
time steps of length ∆i to obtain an Euler Maruyama-style approximation of the form 
V (ti + ∆i) ≈  κ V∞ ∆i + (1 −  κ ∆i) V (ti) + 
(
σ ∆i 
) 
E2(ti) , 
 
 
where E2  is a mean-zero unit-variance Gaussian innovation. 
 
 
For a “measurement equation”,  the ∆i-period return, Ri  = R(ti− 1, ti + ∆i) = Y (ti− 1  + 
1 In Chapter 1 of his well-known text on SDEs Oksendal (2003) notes the use of these techniques in NASA’s 
lunar missions Ranger and Apollo and the Mariner missions to Mars, Venus and Mercury, for example. 
2 The discrete time version is in the spirit of Taylor’s (1982) original stochastic volatility model. 
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∆i) −  Y (ti− 1), is squared and its logarithm taken to obtain 
 
log
(
R(ti, ti + ∆i)2
) 
≈  V (ti) + log 
 
ti +∆i 
dB1(s) 
 
ti 
 
2 
= α + V (ti) + υ(ti) , 
 
where an Euler Maruyama discretisation has again been employed. In this measurement 
equation, α = E
r
log
(
(B(ti + ∆i) −  B(ti))2
)l
, and υ(ti) = log
(
(B(ti + ∆i) −  B(ti))2
) 
−  α is a 
mean-zero random variable with a complicated distribution whose parameter-independent 
variance is  increasing in ∆i.   Clearly, the (approximating) state equation and the (ap- 
proximating) measurement equation are linear in V , the (approximating) state equation 
has Gaussian additive noise E2,  and the (approximating) measurement equation has ad- 
ditive noise, but υ is unfortunately not Gaussian.  As such, Kalman filter is not directly 
applicable. 
 
 The Kalman filter  becomes  applicable however if  one further  approximation is made. 
Briefly, υ is approximated according to υ(ti) ≈  
(
γ 
√
∆
I
i
) 
E1, where γ2 ∆i = E[υ(ti)2], and 
E1(ti) ∼  N(0, 1), and the approximating 
system 
log
(
R(ti, ti + ∆i)2
)   
=  α + V (ti) + 
(
γ 
√
∆
I
i
) 
E1(ti) 
 
V (ti + ∆i)  ≈   κ V∞ ∆ + (1 −  κ ∆i) V (ti) + 
(
σ 
√ 
∆i
 
 
) 
E2(ti) , 
(6.2) 
 
is clearly now amenable the Kalman filter  as both equations are linear in V  and both 
instances of noise are Gaussian and additive. 
 
It was noted earlier that  the Kalman filter  is essentially an application of Bayesian fil- 
 
tering, and its application yields fˆ
(
log
(
R(ti, ti + ∆)2
)
|Zi
)
,  where Zi   = {log
(
R(tj , tj  + 
∆)2
)
}i− 1 ˆ
 
j=0, where the f (·) has been used in the place of f (·) owing to the approximation 
of υ by 
(
γ 
√
∆
   ) 
E1.  Using these PDFs to construct an approximating likelihood function 
 
and seeking an optimum yields quasi-maximum likelihood (henceforth QML) estimates of 
 
3 (κ, V∞, σ). Kim, Shephard and Chib (1994) present a powerful refinement to the QML 
procedure based on a Gaussian approximation to υ proposed by Ruiz (1994) and Harvey, 
Ruiz and Shephard (1994). They essentially approximate υ by a mixture of Gaussians, i.e. 
υ(ti)|w(ti) = wk  ∼  N 
(
µk , σ2
)
,  k = 1, ..., K . As such, when one conditions on the mixing 
index w(ti) the distribution  of each log-squared  return is Gaussian, and the conditional 
problem remains well within reach of the Kalman filter.  The dependence of the likelihood 
3 It is noted that this estimation technique is often also attributed to Nelson (1988). 
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i=0 
 
 
function on the mixing indices, {w(ti)}T , is integrated out via the Gibbs sampler, which 
is discussed later in this section. 
 
 
In more typical cases, or in lieu of the approximations adopted by Ruiz (1994) and Harvey, 
Ruiz and Shephard (1994), filtering  in stochastic volatility  models requires the use of 
numerical techniques. As has been made obvious by this stage, the method advocated here 
for evaluating the filtering integrals in 5.24 and 5.26 of the last chapter is the PF. Studies 
where these integrals are evaluated by direct quadrature have also reported success. Indeed, 
Kitagawa (1987) advocated the use of direct quadrature in nonlinear filtering application in 
a scientific studies involving, for example, Japanese earthquake data. Briefly, his approach 
is to computed the filtering integrals recursively by fixing a set of “nodes” in the state space, 
evaluating the PDFs involved in the filtering steps, linearly interpolating the PDFs between 
these nodes, and applying the midpoint rule.  This procedure amounts to evaluating the 
integrals in (5.24) and (5.26) recursively with use of the well-known trapezoidal rule, on a 
fixed grid. Importantly, Kitagawa (1987) does in his paper hint at the difficulty in choosing 
the locations of the nodes, which is a problem handled naturally in the PF framework. 
 
In a financial context, Watanabe (1999) applies the technique of Kitagawa (1987) to the 
estimation of a stochastic volatility model on Japanese equity index data. Watanabe (1999) 
discusses the difficulties that might arise out of using a fixed grid, noting that such a setup 
is not well suited to an autoregressive latent state process. The problem Watanabe (1999) 
is referring to is that, as the latent volatility  moves persistently through its domain, the 
values of the filtered PDFs will be very small at many of the nodes, and resources will have 
been wasting in evaluating them.  He argues that a superior approach is to fix the nodes 
following a “first-stage run”  of a simpler estimation algorithm, and to use these “better 
informed” nodes in the quadrature scheme.  Watanabe (1999) proposes to map the model 
under consideration into a linear state-space form as in (6.2), and to then apply the low-cost 
QML approach of Ruiz (1994) and Harvey, Ruiz and Shephard (1994) to obtain an initial 
set of parameter estimates. These estimates are then fixed, and volatility  states are placed 
along likely paths of the volatility  process over the sample period, as inferred from the 
data. Specifically,  nodes drawn from what is essentially a mixture of the predictive PDFs 
f (Vi|Zi− 1), filtered PDFs f (Vi|Zi) and smoothed PDFs f (Vi|ZT ).  The quadrature-based 
approach of Kitagawa (1987) is then employed. The ability  of the nodes to “respond” to 
the observed data is shared by the PF algorithm and is one of its strongest attributes: 
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}m=1 
 
 
computational effort is focused upon areas where the latent variables are most likely to 
have been. 
 
This review now turns to stochastic, as opposed  to deterministic quadrature-based, ap- 
proaches to handling the latent volatility  in the general nonlinear case (the approach of 
Watanabe (1999) could be viewed  as a hybrid of the two).  It might be most convenient 
to begin with the MCMC methods discussed in Section 5.2, as they are already somewhat 
familiar at this point.  Recall that the MCMC approach to parameter estimation requires 
sampling from the posterior of the parameter vector, 
 
f (θ|ZT ) ∝ f (ZT |θ) f (θ) . 
 
Recall also that  the likelihood function,  f (ZT |θ),  is not available in any simple form. 
Indeed, the previous chapter was devoted in its entirety to discussing the need to solve a 
filtering problem to compute this quantity.  The way around this difficulty  was noted in 
Section 5.2 as being to sample a chain, {(θm, UT ,m)}M , whose stationary distribution is 
the joint posterior of both the parameters and the latent states, 
 
 
f (θ, UT |ZT ) ∝ f (ZT |UT , θ) f (UT |θ) f (θ) , 
 
and to compute parameter estimates by taking the arithmetic average of the {θm}M 
 
 
 
com- 
ponents of the chain. It is useful to note that the PDFs in the product f (ZT |UT , θ) f (UT |θ) 
can readily be approximated with use of the Euler Maruyama scheme discussed in 5.3, for 
instance. 
 
The discussion in Section 5.2 ceased at this point  and did not discuss how to actually 
sample a chain {(θm, UT ,m)  M  with the desired property of 
 
lim 
m→∞ 
(θm, UT ,m) =d f (θ, UT |ZT ) . 
 
There are certain parameter estimation problems (typically not those involving latent vari- 
ables) where posterior f (θ|ZT ) can be sampled from directly.  In these instances, the the 
Markov chain {θm  M       is in fact a set of IID draws from f (θ), guaranteeing favourable 
properties of the Bayesian estimator in 5.4 as it serves to minimise MC noise. 
 
 
Returning to the general latent  variable problem, it is typically  not possible to sample 
directly from the joint posterior f (θ, UT |ZT ), although it is sometimes possible to sample 
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b=1 
m=1 
}m=1 
T ,m 
f (U T ,m 
T ,m 
 
from the conditional posteriors f (UT |θ, ZT ), 
{
f 
(
θ(b)|
(
θ\θ(b)
)
, UT , ZT 
) B
 , where θ(b)  is 
the bth  block in a partitioning of θ into B blocks. Gibbs sampling  (see for instance Casella 
and George (1992)) involves repeatedly sampling the sequence 
 
UT ,m ∼  f (UT |θ, ZT ) 
 
and 
 
θ(b)
 
(1)
 
(b− 1)
 
(b+1)
 
(B)
 
m   ∼  f 
(
θ(b)|θm  , ..., θm , θm − 1 , ..., θ m− 1 , UT , ZT 
)
,  b = 1, ..., B, 
 
which will produce a Markov chain {(θm, UT ,m)}M satisfying 
 
lim 
m→∞ 
(θm, UT ,m)  =d f (θ, UT |ZT ) . 
 
 
In the context of stochastic volatility  problems, sampling from f (UT |θ, ZT ) is clearly not 
straightforward.  Indeed, this is the “smoothed” distribution  of the latent states UT , and 
computing it is more difficult than computing the filtered distributions of the latent states, 
i.e. f (Ui|θ, Zi), and sampling from it seems all but impossible. In this light, it would appear 
that there is no real benefit to using MCMC techniques at all.  However, there are long- 
established techniques that can be used when a posterior (conditional or otherwise) cannot 
be sampled  from directly.  One of the best-known examples is the celebrated Metropolis 
Hastings (henceforth MH)  algorithm of Metropolis, Rosenbluth, Rosenbluth, Teller and 
Teller (1953) and Hastings (1970). 
 
Focusing  again  on  the  conditional  posterior  of  the  unobserved states  given  by 
f (UT|θ, ZT ) ∝ f (ZT |UT , θ) f (UT |θ),  if this PDF cannot be sampled  from directly it is 
possible to build a chain {UT ,m   M       whose stationary distribution  is  f (UT|θ, ZT ), by 
implementing the following algorithm at each transition. 
 
 
 
1. Sample a “candidate” U∗  ∼  h(UT |UT ,m− 1), for some Markov “trial” 
transitional 
PDF h(·) : DU → DU . 
 
 
2. Compute the “acceptance probability” αm  by 
 
 
αm  = max 
∗  
T ,m |θ, ZT )h(UT ,m− 1|U∗  )  , 1  . (6.3) 
f (UT ,m− 1|θ, ZT )h(U∗  |UT ,m− 1) 
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U  = 
U∗  
m=1 
T ,m 
T ,m 
}i=0 
 
 
3. Accept or reject the candidate according to 
 
T ,m  with probability αm 
T ,m  . UT ,m− 1 with probability 1 −  αm 
 
 
This is the MH algorithm at work. The fact that {UT ,m}M constructed in this manner 
has the stationary distribution f (UT|θ, ZT ) will not be formally verified here. Though, it 
is useful to point out that the ratio comprising αm  essentially represents a tradeoff between 
how likely the trial state U∗  is to arise in a Markov chain with transition function h(·), 
versus how likely U∗  is to be sampled from the true stationary distribution f (UT |ZT , θ). 
Refer to Chib and Greenberg (1995) for an intuitive  overview of the MH algorithm or 
Mengersen and Tweedie (1996) for a more technical presentation, and for a treatment of 
how quickly the multi-step transition probabilities of these Markov chains converge to their 
stationary analogues. 
 
The prototypical paper using the MH algorithm to estimate a stochastic volatility  model 
is that of Jacquier, Polson and Rossi (1994). They consid a discrete-time version of the 
model in 6.1, and treat a dataset of log returns, i.e ZT  = RT . As has been noted earlier, 
the difficult part of the MCMC algorithm in this context is sampling from the conditional 
posterior of the latent volatilities, i.e.  f (VT |ZT , θ), for VT  = {Vi   T    .  Jacquier, Polson 
and Rossi (1994) essentially apply Gibbs sampling where they sample successively from 
the conditional posteriors 
 
Vi,m  ∼  f (Vi|V0,m, ..., Vi− 1,m, Vi+1,m− 1, ..., VT ,m− 1, RT , θ) , i = 1, ..., T , m = 1, ..., M. 
 
They appeal to the Markovian nature of the SV model under inspection to simplify the 
conditional posteriors to 
f (Vi|Ri+1, Vi+1,m− 1, Vi− 1,m, θ) ,                                      (6.4) 
This in turn is shown to be well approximated by an inverse gamma distribution,  whose 
with parameters of course involve Ri+1, Vi+1,m− 1, Vi− 1,m, and θ. The approximating inverse 
gamma PDF is used as the trial transitional PDF h(·), where it is noted that this h(·) is in 
fact independent of the current value of Vi,m− 1, leading to this flavour of the MH algoithm 
being known as “independence”  MH. Importantly,  Jacquier, Polson and Rossi (1994) find 
via a simulation study that the MCMC estimator outperforms the QML estimator of Ruiz 
 
(1994) for sensible values of the parameter vector. 
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Related techniques were used for similar  discrete-time stochastic volatility   models by 
Jacquier, Polson and Rossi (2004), Meyer and Yu (2000) and Yu (2005).  The former 
paper introduces leverage and heavy-tailed returns to the model in (6.1). The presence of 
correlation (given their specification)  does not complicate the MH MCMC algorithm used 
in Jacquier, Polson and Rossi (1994) in any material way.  They introduce heavy-tailed 
return innovations by means of a mixture of Gaussians, which allows them to follow Kim, 
Shephard and Chib (1998) and integrate out the mixing indices as part of a Gibbs-sampler 
step, as discussed earlier in this section. 
 
Meyer and Yu (2002) and Yu (2005) similarly allow for correlation between returns and 
volatility  innovations, and implement MCMC with use the BUGS (Bayesian inference using 
Gibbs sampling) software.4 According to Meyer and Yu (2002), BUGS requires the user to 
specify the transitional PDF of the system under inspection. If the program finds that 
the posterior is not available in a convenient form for sampling from, and thus where a 
direct Gibbs step is not possible, it forks to one of two  possible sampling approachces. 
The first approach, and the one which is most preferable when possible, is to employ a 
direct accept-reject method (see Chapter 7 of Press, Teukolsky, Vetterling and Flannery 
(2007)). The second is the griddy-Gibbs sampler, which is computationally expensive but 
widely applicable. Basically, the griddy-Gibbs sampler involves evaluating the posterior at 
a number of nodes, interpolating between these nodes, and then sampling from the inverse 
of the approximating CDF (see Ritter  and Tanner (1992) for details).  Interestingly, Yu 
(2005) points out a shortcoming of the way the leverage effect is handled in Jacquier, Polson 
and Rossi (2004). This shortcoming was that correlation is only allowed for between today’s 
return and yesterday’s volatility  innovation, which is argued by Yu (2005) not to be the 
most natural setup. By making the shocks contemporaneously  correlated, Yu (2005) reports 
a markedly superior model fit to US equities data across the 1980’s and 1990’s. 
 
Eraker (2001) and Elerian, Chib and Shephard (2001) also consider the use of MCMC to 
handle the introduction of missing observations for continuous-time models, as presented 
in Section 5.4. In essence, Eraker (2001) and Elerian, Chib and Shephard (2001) propose to 
use missing observations to minimise the discretisation bias in parameter estimates, where 
it is recalled that this bias is a result of approximating the transitional PDF f (Xi|Xi− 1, θ) 
 
4 See  the textbook  of Lunn,  Jackson, Best, Thomas, and Spiegelhalter (2012) for an overview of BUGS 
package. 
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m=1 
M 
m=1 
 
by the PDF of a discretisation of the X  dynamics, i.e. fˆ(Xi|Xi− 1, θ), over some finite 
interval ∆i.  Even in cases where  the entire state vector X  is observed, the M −  1 missing 
observations {Xm,i}M − 1  (see (5.30)) placed between  successive data points Xi and Xi+1 
are clearly latent, and must be treated accordingly.5   The technique they propose is to 
handle the missing observations {Xm,i}M − 1 
Chib (1998) handle the mixing indices {wi}T 
in the same way that  Kim,  Shephard and 
in their problem. Basically, they condition i=0 
on the missing observations when sampling from the posterior f 
(
θ|{Xm,i}m=0
)
, they then 
sample from f 
(
{Xm,i}M − 1|Xi+1, Xi, θ) (potentially  with  the need for an embedded MH 
step), and they then repeat according to the Gibbs sampler. 
 
Thus far, all of the cited papers which have used MCMC methods employed datasets that 
were comprised only of returns. When options data is present, the problem of sampling from 
the posteriors of the latent variables becomes considerably  more difficult, and much more 
computationally expensive in cases where actual option prices themselves are included. 
This is because the model option pricing function must be repeatedly evaluated for each 
step of the Gibbs sampler. The papers of Jones (2003), Eraker (2004), and Forbers, Martin 
and Wright (2007) were reviewed in Section 5.2, and were seen to have used either a VIX 
index or raw option prices as part of the dataset. Recall that Jones (2003) used a dataset 
consisteing of US equity returns and the VIX (denoted henceforth by I V in formulae), and 
recall that he was investigating the CEV extension of the Heston (1993) model specified 
in (5.7).  For estimation purposes Jones (2003) assumed that I Vi|Vi  ∼  N(ai + biVi, c2Vi). 
Given this setup the posterior for a particular date’s latent volatility  is of the form 
 
f (Vi|(VT \Vi), IVT , RT , θ) ∝ f (Vi+1, Ri+1|Vi, θ) f (I Vi|Vi, θ) f (Vi|Ri, Vi− 1, θ) . 
 
Even after substituting with the transitional PDF from an Euler Maruyama discretisation, 
fˆ(Vi+1, Ri+1|Vi, θ), this PDF is highly nonstandard, and cannot be sampled from directly. 
To handle this difficulty,  Jones (2003) proposes the use of an embedded MH step where 
the transitional PDF h(·) takes the form 
 
fˆ(Vi|Ri, Vi− 1, θ) fˆ(I Vi|Vi, θ),                                        (6.5) 
where fˆ(I Vi|Vi, θ) approximates the distribution  of the VIX  by I Vi|Vi  ∼  N(ai + biVi, Ci). 
The product in 6.5, when viewed as a function of Vi, is proportional to a Gaussian, allowing 
5 To avoid confusion it is recalled that the subscript m in this context is in the spirit of (5.30), denoting the 
mth in a series of missing observations. This is as opposed to the mth in a Markov chain, as per (5.4). 
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for simple generation of candidates at the MH step. 
 
Eraker (2004) uses a dataset of S&P500 returns and option prices and assumes that ob- 
served prices satisfy H (o)  = H (m)  + Ei,  Ei  ∼  N(0, σ2). It is noted here that Eraker (2004) i i 
performs estimation not only for the Heston (1993) model but also for the jump-diffusion 
models of Bates (1996) and Pan (2002) (and his own extension thereof ), and moreover that 
he allows for some correlation between errors in observed prices. To simplify this exposition 
however, only his treatment of the Heston (1993) model is considered, and option price 
errors are assumed IID. Given the setup of Eraker (2004), the posterior of each volatility 
is 
 
f (Vi|(VT \Vi), HT , RT , θ) ∝ f (Vi+1, Ri+1|Vi, θ) f 
(
H (o)|Vi, θ
) 
f (Vi|Ri, Vi − 1, θ) . (6.6) 
 
The presence of the observed price PDF f 
(
H (o)|Vi, θ
) 
serves to greatly complicate matters, 
as it involves the model pricing function (see for instance (5.20)). The approach adopted 
 
by Eraker (2004) is to use a “random walk”  MH algorithm, where the transitional PDF 
h(·) describes an N
(
Vi,m, σ2
)
.  Basically, candidates  V ∗  
 
are generated here without any τ i,m 
reference to the data whatsoever, with the data only becoming relevant when the updated 
 
probablity  αm   is calculated according to (6.3).  The “tuning  parameter” σ2 
 
is used to 
 
control the tradeoff between having a slowly mixing chain and too many rejections (see 
again Chib and Greenberg (1995) for an overview).6 
 
Finally,  Forbes, Martin  and Wright  (2007) employ an almost identical setup to Eraker 
(2004), save for the fact that they investigate Australian equity data. Indeed, the condi- 
tional posterior they face is the same as that appearing in (6.6). However, they use quite 
a clever approach to building a transitional PDF h(·) from which candidates Vi  are to be 
drawn. Indeed, they use the approximation I Vi  = Vi + σI V E1,i, where E1,i  ∼  N(0, 1), and 
they approximate discretised Heston (1993) process according to 
 
∆Vi  = κ(V∞ −  Vi) ∆i + σ V∞( ∆i E2,i) , 
 
where E2,i|E1,i  ∼  N(0, 1), and where attention is drawn to the fact that the diffusion coef- 
ficient for the volatility  process has replaced 
√
V
 
i with 
√
V 
.  The system [I V , V ], given 
∞ i i 
these approximations, defines a linear state-space model with additive-Gaussian  noise, and 
 
6 The choice of σ2  requires some amount of preliminary analysis, and is an example of the additional burden 
placed upon the econometrician by Bayesian/MCMC methods, as noted in Section 5.2. 
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thus is amenable to Kalman filtering and smoothing techniques. Forbes, Martin and Wright 
(2007) use this fact to set h(·) equal to the smoothed distribution of latent volatility  states. 
It is clear that in doing this, Forbes, Martin  and Wright (2007) are far more effectively 
incorporating the data into their generation of candidates 
{
V ∗  T i=0 
 
, and are likely to enjoy 
a far lower level of autocorrelation between successive draws Vi,m  and Vi,m+1. 
 
It is important to reiterate at this point that MCMC-based methods do not offer a general 
panacea for computationally intractable nonlinear filtering problems. Indeed, it has been 
seen that in order to produce a parameter chain {θm}M 
 
, it is still necessary to not just 
compute, but sample from, the smoothed distribution  of the latent states, f (UT |ZT , θ). 
It just happens that there is a suite of techniques associated with MCMC methods such 
as the Gibbs sampler and the MH algorithm that render this feasible. Importantly,  it has 
been seen that these techniques are all stochastic in nature. It is natural to ask, therefore, 
if there any stochastic  techniques that  can be used in the realm  of the frequentist ML 
estimator. 
 
The PF of Gordon, Salmond and Smith (1993) indeed matches this description well, and 
can readily be used to solve nonlinear filtering  problems.7  A very detailed overview of 
this use of the procedure is provided in the following section. For now, it suffices to note 
that it is based on the (SIR) method of Smith and Gelfand (1992), which allows one to 
produce a sample from a target distribution, say f (Ui|Zi), by first producing a sample of P 
draws from a convenient approximating distribution, say f (Ui|Ui− 1), and then “resampling” 
from among these initial  draws with reference to the target distribution.  The PF uses the 
SIR method to produce samples, or “particles”,  from the filtered distributions f (Ui|Zi), 
propagates them forward, and then uses these particles to affect the filtering integrals in 
(5.24) and (5.26) by way of a normalised MC sum. 
 
Articles which have employed the PF algorithm to solve nonlinear filtering  problems in 
finance are somewhat rare as it has only in recent  years received attention in financial 
econometrics. A seminal example is the work of Pitt and Shephard (1999) (the online 
working-paper version), who use the PF algorithm to estimate a discrete-time analogue of 
the stochastic volatility  model in (6.1) on the GBP/USD currency pair (using FX returns 
 
 
7 Note that although this method is often attributed to Gordon, Salmond and Smith (1993), it appears also 
to have been arrived at independently by Kitagawa (1996). 
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only, no options).  Importantly,  they find that the estimates obtained via PF-based ML 
were, broadly speaking, in line with estimates they obtained with use of MCMC. Johannes, 
Polson and Stroud (2009) have also used the PF to investigate US equity market behaviour, 
as discussed  in Section 5.2.  They consider a dataset of returns and option prices and 
adopt as a workhorse model the double-jump stochastic volatility  model of Duffie, Pan and 
Singleton (2000). They extracted a filtered trajectory of the latent volatility  process that 
seems to match well with the behaviour of the observed returns series over their sample 
period. 
 
Most recently,  Fulop, Li and Yu (2012) have estimated the parameters of a self-exciting 
process using S&P500 data. The model they considered is driven by Levy noise, and return 
innovations are fed back onto the intensity to achieve self excitation.8  One attractive aspect 
of their model, which is not present in the workhorse self-exciting Bates (1996) model of 
this thesis, is that there is a distinction between positive and negative return jumps, with 
only the latter affecting the intensity.  This is indeed quite a natural way to handle the 
relationship between return shocks and intensity shocks, and it was in a similar spirit that 
negative correlation between these shocks was allowed for in the model of this thesis. Fulop, 
Li and Yu (2012) use the PF not to perform ML, but rather as an intermediate step in an 
MCMC-style procedure. As has been noted, MCMC estimation of the parameter vector 
θ requires sampling from the posterior f (θ|ZT ) ∝ f (ZT |θ), where priors on θ have again 
been ignored. In the presence of latent variables, the likelihood f (ZT |θ) is not available, 
but it is possible to introduce dependence upon UT   and sample from its posterior also as 
part of an extended Gibbs sampler, thereby avoiding the need to evaluate f (ZT |θ) directly. 
As has been noted earlier, the PF algorithm is of such interest because it produces an 
approximation of the likelihood function (to be demonstrated  in the following section).  At 
its most basic level, the approach of Fulop, Li and Yu (2012) is to use this result to sample 
directly from the approximating fˆ(θ|ZT ), and to perform inference on these draws. Using 
their estimation procedure, Fulop, Li and Yu (2012) found strong evidence for self excitation 
in equity returns, as determined  by a model selection exercise. Importantly  however, these 
authors did not make use of options data at the parameter estimation stage, and the use 
of options data is indeed highlighted as a point of differentiation for this thesis. 
 
8 Note that  the time variation  in jump activity is in fact achieved with  the use of a random time change 
(see Carr and Wu (2004)). Their model thus possesses a “subordinator” which drives the time change, as 
opposed to an explicit intensity process. 
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6.3    The  Particle  Filtering Algorithm 
 
 
 
This section overviews the stochastic approach to solving the nonlinear filtering problem 
presented in the previous chapter.  As noted there, the stochastic approach to the fil- 
tering problem is referred to as particle filtering (PF). The primary goal of this section 
is to introduce the PF algorithm and adapt it to the specifics of the self-exciting Bates 
(1996) model. In the process, a number of interesting features of the algorithm that arise 
due to the self-exciting nature of the underlying market process are highlighted and dis- 
cussed. Moreover,  some observations are offered regarding the suitability of approximating 
the likelihood function by a MC sum, as are some cautionary statements regarding the 
introduction of “missing observations” within the MC framework. 
 
To begin, recall from the last chapter that,  under the assumption of noisy option price 
quotes, the ML estimator is defined  as 
 
 
θˆ(ml)  ≡  argmax 
θ∈Θ 
T 
 
 
i=1 
 
log (f (Zi|Zi 
 
− 1; θ)) + log (f (Z0; θ)) , 
 
where the PDFs f (Zi|Zi− 1; θ) are computed via the recursion 
 
f (Zi|Zi− 1) = 
DU DU 
f 
(
G(o) |Ui
) 
f (Ri|Ui, Ui   1) f (U , U |Z ) dU dU . (6.7) 
 
 
The basic premise of the PF approach to computing of the PDFs f (Zi|Zi− 1) is that the 4- 
dimensional integral in (6.7) may be approximated in the MC fashion by the 1-dimensional 
 
sum 
1 
f (Zi|Zi− 1) ≈  P 
 
P 
P 
 
 
p=1 
f 
(
GC,i|Up,i
)
f (Ri|Up,i, Up,i− 1) , (6.8) 
where the “particles” {Up,i, Up,i− 1}p=1  are sampled from the Zi− 1-conditional distribution 
of [Ui, Ui− 1].   The standard logic is that  evaluating the integral in (6.7) by an MC ap- 
proximation averts the curse of dimensionality, as it converts a 4-dimensional integral into 
a 1-dimensional sum over the 4-dimensional particles [Vp,i, λp,i, Vp,i− 1, λp,i− 1].  The use of 
MC integration in this manner is particularly  suitable when considering the form of the 
integral in (6.7). Indeed, the fact that the integrand is a product of the conditional PDF 
of the observables and the marginal PDF of the unobservables suggests that a high degree 
of accuracy should be achievable  with a minimal number of particles. This point, and a 
206 CHAPTER 6.  THE PARTICLE  FILTERING METHOD  
C,0 
−  p,i− 1   p=1 
−  p=1  −  i− 1 
P,i 
p,i 
p,i 
q,i 
P,i 
U P 
 
 
number of other points regarding the error properties of the approximating sum in (6.8), 
is returned to at the end of this section. 
 
In order to evaluate the sum in (6.8) it is necessary to sample particles from f (Ui, Ui− 1|Zi− 1). 
To accomplish this, the PF makes of the method of sequential importance resampling (SIR). 
The most transparent way of presenting this sampling technique is to start by assuming 
the possession of a set of particles drawn from f (Ui− 1|Zi− 1), and to then demonstrate how 
this set of particles is used to arrive  at a set of particles drawn from f (Ui|Zi).   Having 
verified that it is possible to propagate particles from the filtered distribution at one date 
to the next, it will  follow by induction that  the PDF f (Ui, Ui− 1|Zi− 1)  may be sampled 
from on all dates ti,  i = 1, ..., T (sampling from f (Ui|Ui− 1) is straightforward, see (6.9)). 
The special case of sampling from the time-t0  PDF f 
(
G(o) 
) 
is straightforward and will be 
treated at later point in this section. 
 
To begin, introduce the notation UP,i   1 ≡  {U       }P       and suppose one has a set of time- 
ti− 1  particles UP,i− 1 drawn from f (Ui− 1|Zi− 1).  If it is assumed that the transitional PDF 
f (Ui|Ui− 1) can be sampled from, it is straightforward to obtain a set of time-ti  particles 
Up,i by sampling each Up,i  according to 
 
Up,i ∼  f (Ui|Up,i− 1),  p = 1, ..., P.                                     (6.9) 
Clearly, the set {[Up,i, Up,i   1]}P      is a set of draws from f (Ui, Ui   1|Z     ).  To progress, it 
is necessary to resample the draws UP,i  in a manner such that the information within Zi 
has been taken into account. 
 
Let the existing or “first-stage” particles henceforth be denoted by U(1)  ≡  
{
U (1)   P . The P,i p,i p=1 
SIR algorithm essentially builds a PMF for resampling from the existing set U(1),  where 
the discrete probabilities associated with  each particle U (1), denoted by ωp  ∈  [0, 1], are 
given by   
ωp ≡  
 
f 
(
Zi, U (1)|Up,i 
P 
 
− 1
)
 
 
 
 
. (6.10) 
 
 
q=1 
f 
(
Zi, U (1)|Uq,i − 1
)
 
It is worthwhile noting that the denominator in (6.10) is indeed the approximating sum in 
(6.8), modulo division by P . Thus, the approximation of f (Zi|Zi− 1) is in fact a byproduct 
of the PF algorithm. Let the resampled or “second-stage” particles be denoted by U(2)  ≡  
{ (2) 
p,i p=1.  Each of the new particles are sampled with replacement from the exiting set 
6.3.  THE PARTICLE  FILTERING ALGORITHM 207  
p,i 
P,i 
i 
p,i 
p,i 
U 
P,i 
L,i ≡  U 
L 
 
of particles where each existing particle U (1)  may be drawn with probability ωp.  Letting 
F(·) denote the probability measure associated with the resampling step, it follows that 
 
F
(
U (2)
 
(1)
 
p,i   = Uq,i 
) 
= ωq , p, q = 1, ..., P. 
 
It will  be  demonstrated momentarily that  resampling in this manner ensures  the new 
particles are draws from f (Ui|Zi).  Naturally, it is the set U(2)   that is used to begin the 
following iteration of the PF algorithm, where draws from f (Ui+1|Zi+1) are sought. 
 
There are a number of technical conditions that must be satisfied to ensure that the resam- 
pling technique just described yields the desired result. However,  as is noted by Johannes, 
Polson and Stroud (2009), these are not particularly  restrictive  in the context of jump- 
diffusion models. For a simple demonstration of the result U (2)  ∼  f (Ui|Zi), it is useful to 
consider the limiting  proportion of the second-stage particles that fall within a particular 
subregion of DU .  If it can be shown that the limiting  proportion coincides with the the- 
oretical proportion dictated by f (Ui|Zi), the result will have been demonstrated. Let the 
subregion of DU  be the disk of radius ∆U centered on the location U ∗ , and let this disk be 
denoted by D(∆U , U ∗ ). In the analysis to follow the value of U ∗  will be fixed and only the 
value of ∆U  will be allowed to vary. In light of this, the dependence of the disk upon the 
value of U ∗  will be suppressed and the region denoted by D∆U  when convenient. 
 
Returning to the problem at hand, if the U (2)  are truly samples from f (Ui|Zi), it is neces- 
sarily the case that   
#
{
U (2)
 
 
 
 
(2) 
 
 
 
(2)  
lim 
∆U →0 
 
lim 
P →∞ 
p,i   ∈  UP,i  : Up,i  ∈  D∆U 
P 
1 
π∆2 
 
= f (Ui = U 
∗ |Zi), 
 
where the operator #{·} counts the number of elements in a set. 
 
To demonstrate that this property is indeed satisfied by the particles U(2)   generated by 
the SIR algorithm, it is useful to start by characterising the number of first-stage particles 
to fall within  the disk D∆U .  Indeed, the number of second-stage particles to fall within 
the disk must be comprised  of those resampled from this subset. The next step will be 
to determine the probability of resampling a particle from within  this set by inspecting 
the probabilities ascribed to these particles. Let the number of the P date-ti  first-stage 
particles falling within  the disk D(∆U , U ∗ ) be  denoted by L(P ).   It will  be  useful to 
distinguish these first-stage particles by introducing the  notation U(1,D) 
{ (1,D) 
l,i l=1, 
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F
(
U (2) 
i|  i i 
i|  i i 
U 
−  
−  
 
 
where the superscript D serves to highlight the fact that the first-stage particles so denoted 
lie within D(∆U , U ∗ ). It will also prove useful momentarily to denote by ω(D),  l = 1, ..., L 
the resampling probabilities associated with these first-stage particles, and also to denote 
by U(D)
 { (D)  L (1,D) 
L,i− 1 
≡  
Ul,i− 1 l=1 the time-ti− 1  particles with the use of which the particles UL,i 
were sampled.  With these notational tools in hand, consider the limiting argument 
 
L(P )
 
#
{
U (1)
  (1) 
 
(1)  
lim 
P →∞   P 
 
= lim 
P →∞ 
p,i   ∈  UP,i : Up,i  ∈  D∆U 
P 
 
= 
 
D∆U 
 
f (U i|Z 
 
i− 1 
 
) dUi, 
 
(6.11) 
where use has been made of the fact that the U (1)  are draws from f (Ui|Zi 
 
− 1). For a finite 
P , the probability of resampling a second-stage particle U (2)  ∈  D∆ is given by 
 
L(P ) 
 
 
(1,D)
 
 
 
(D)
 
 
F
(
U (2)
 
 
 
(2)
 
 
L(P )   
 
 
(1,D)
 
 
L(P ) 
 
 
(D)
 
 
 
l=1
 
f 
(
Zi|Ul,i , Ul,i 1, Zi− 1
)
 
. p,i   ∈  D∆U 
)  
=  F  Up,i  ∈  
l=1 
Ul,i = 
l=1 
ωl = P 
 
 
p=1 
f 
(
Zi|U (1), Up,i   1, Z 
 
(6.12) 
 
For a sufficiently small ∆U , the PDFs appearing within the sum in the numerator satisfy 
 
f (Zi|Ui, Ui− 1, Zi− 1) ≈  f (Zi|Ui  = U ∗ , Ui− 1, Zi− 1),  ∀ Ui  ∈  D(∆U , U 
∗ ), 
 
where equality clearly holds in the limit  ∆U → 0. Given these remarks it follows that 
 
L(P ) 
 
i ∈  D∆U 
) 
≈  
 
 
l=1 
f 
(
Z U = U ∗ , U (D)  , Z l,i− 1 
 
P 
− 1
)
   
. (6.13) 
 
 
p=1 
f (Zi|Up,i, Up,i− 1, Zi− 1) 
The sums appearing in (6.13) may be rescaled to simplify the interpretation of its limiting 
value, 
 
 
 
 
F(U (2)
 
 
 
 
L(P ) P 
 
L(P ) 
 
 
l=1 
 
f 
(
Z U = U ∗ , U (D)  , Z l,i− 1 
 
− 1
)
 
i ∈  D∆U )   ≈   L(P ) P 
 
P 
 
 
p=1 
L(P ) 
 
f (Zi|Up,i, Up,i− 1, Zi− 1) 
 
 
(D)
 
 
 
 
 
(6.14) 
 
L(P ) 
≈  
P 
 
 
l=1 
f (Zi|Ui  = U ∗ , Ul,i 
 
P 
1, Zi− 1)
 
L(P ) 
 
 
p=1 
f (Zi|Up,i, Up,i− 1, Zi− 1)
 
P 
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Before taking the limit as P → ∞ however, it will simplify matters further to predetermine 
what the individual components of the final expression within (6.14) limit  towards. Given 
 
(6.11), 
 
lim 
P →∞ 
 
L(P ) 
P 
 
= 
 
D∆U 
 
f (Ui|Zi   1) ≈  f (U  = U ∗ |Z ) π∆2 , 
 
and given the definition of the approximating MC sum in (6.8), 
 
 
 
1 lim 
P 
f (Zi|Up,i, Up,i− 1, Zi− 1) = f (Zi|Zi− 1). P →∞ P 
p=1 
 
 
All that remains is to determine the limiting form of 
 
 
 
1 
L(P ) 
L(P ) 
 
 
l=1 
f 
(
Z U = U ∗ , U (D)  , Z l,i− 1 − 1
)
. (6.15) 
 
 
The ratio in (6.15) can straightforwardly be identified as limiting towards an integral, but 
 
precisely which integral is obscured by the fact that the time-ti− 1  particles within the set 
(D) L(P ) {Ul,i− 1}l=1 are no longer simply draws from f (Ui− 1|Zi− 1).  Indeed, the particles within 
this set are those for which first-stage time-ti  particles within  the disk D(∆U , U ∗ ) were 
sampled using the transitional PDF f (Ui|Ui− 1), which clearly provides additional condi- 
tioning information. Using again the fact that Ui  ≈  U ∗ , ∀ Ui  ∈  D(∆U , U ∗ ), for 
sufficiently 
(D) L(P ) small ∆U , it follows that the {Ul,i− 1}l=1    are in an approximate sense distributed accord- 
ing to f (Ui− 1|Ui  = U ∗ , Zi− 1), where the result holds exactly in the limit  as ∆U → 0. It is 
therefore the case that 
 
 
 
lim 
L(P ) 
1 f 
(
Z U = U ∗ , U (D)  , Z 
l,i− 1 
− 1
) 
P →∞ L(P ) l=1 
= f (Zi|Ui  = U ∗ , Ui− 1, Zi− 1) f (Ui− 1|Ui  = U ∗ , Zi− 1) dUi
− 1 
DU 
= f (Zi, Ui− 1|Ui  = U ∗ , Zi− 1) dUi− 1 
DU 
 
 
(6.16) 
= f (Zi|Ui  = U ∗ , Zi− 1). 
 
 
To prepare the expression in (6.13) so that the limiting value may be determined,  scale its 
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−  C,i −  
U (1)   ˆ
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LHS by 1/(π∆2 ) prior to taking the limits, 
 
F
(
U (2)  
) 
 
lim 
 
lim   i     
∈ D∆U   
P →∞ ∆U →0 π∆2 
 
L(P ) 
f 
(
Zi|U (1,D)
  (D) ) L(P )
 
 
 
= lim 
 
 
lim 
 
1 L(P ) 
 
l=1 
l,i , Ul,i− 1, Zi− 1 
. 
P →∞ ∆U →0 π∆2 P P 
 
 
p=1 
f (Zi|U (1), Up,i   1, Z )  P 
 
Proceeding to evaluate these limits according to the preceding discussion yields 
 
f (Zi|Ui  = U ∗ , Zi− 1) f (Ui  = U ∗ |Zi− 1) = f (Zi, Ui  = U 
∗ |Zi− 1) = f 
(U 
= U ∗  |Zi), 
f (Zi|Zi− 1) 
 
which is indeed the desired result. 
f (Zi|Zi− 1) 
 
 
The discussion thus far has been fairly theoretical and it will pay to consider briefly the 
way in which the filter is actually implemented. The first aspect of the procedure to be 
addressed is the fact that  the PDFs f (Ri|Ui, Ui− 1)  and f (Ui|Ui− 1)  are not available in 
closed form, which has thus far been ignored. As was pointed out in the previous chapter, 
these PDFs are to be replaced by the approximating PDFs fˆ(Ri|Ui, Ui− 1) and fˆ(Ui|Ui− 1) 
obtained with reference to the Euler Maruyama discretisation in (5.29). In particular, the 
PDF of the observables f (Zi|Ui, Ui− 1) is to be approximated by the product 
 
fˆ(Zi|Ui, Ui   1) ≡  f 
(
G(o) |Ui
) 
fˆ(Ri|Ui, Ui   1), 
 
where the transitional PDF fˆ(Ri|Ui, Ui− 1) is obtained as the ratio of approximating PDFs 
fˆ(Ri, Ui|Ui− 1) fˆ(Ri|Ui, Ui− 1) = fˆ(Ui|Ui− 1) 
, (6.17) 
and where the functional forms of the PDFs in the (6.17) have already been presented in 
(5.37) and (5.37).  With  regard to sampling particles from f (Ui|Ui− 1),  it is necessary to 
again consult the Euler Maruyama discretisation in (5.29).  By this approximation, it is 
possible to sample first stage particles according to 
 
p,i   ∼  f (Ui|Up,i− 1). 
 
This, begins by drawing a ∆Np,i ∼  Bernoulli (λp,i− 1∆i).  If ∆Np,i = 1, a jump innovation is 
drawn according to kλ,i ∼  Exp(1/ζ ). Finally, three deviates E1,p,i, E2,p,i  and E3,p,i  are drawn 
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from N(03, I3).9  With these deviates in hand, it is possible to construct the pth  first-stage 
particle U (1)  = 
r
V (1), λ(1)
l 
via 
 
 
V (1)
 
p,i p,i p,i  
 
V ∆ ρE
 
 
+ 1 −  ρ2E
 
p,i  =  Vp,i− 1 + κV (V∞ −  Vp,i− 1)∆i + 
ξV 
 
λ(1)
 
p,i− 1  i 
 
∆ E
 
1,p,i 
 
 
+ k ∆N .
 
2,p,i 
p,i  =  λp,i  + κλ(λ∞ −  λp,i− 1)∆i + ξλ λp,i− 1 i 3,p,i λ,p,i p,i  
(6.18) 
 
Once the first stage particles 
{
U (1) P p=1 have been drawn, the time-ti  contribution to the 
likelihood function is approximated according to 
 
 
fˆ(Zi|Zi− 1) ≈  P 
P 
 
 
p=1 
fˆ
(
Zi|U (1), Up,i   1
)
. (6.19) 
 
Finally, the second-stage particles 
{
U (2) P p=1 may be resampled from this set for use while 
carrying out the time-ti+1  iteration of the PF algorithm.  Recall that the first step is to 
 
compute the discrete probabilities 
 
 
ωp = 
fˆ
(
Zi|U (1), Up,i 
P 
− 1
)
  
, (6.20) 
 
 
q=1 
fˆ
(
Zi|U (1), Up,i − 1
)
 
 
where fˆ(Ri|Ui, Ui− 1) is computed via (6.17), and where it is noted that the sum appearing 
in the denominator of (6.20) has been precomputed  as it appears in (6.19). Subsequently, 
 
it is necessary to resample from the first stage particles according to 
 
F
(
U (2)
 
(1)
 
p,i   = Uq,i 
) 
= ωq , q, p = 1, ..., P. 
 
 
Although somewhat basic, a transparent approach to implementing this resampling step 
involves first producing a set of IID uniform random deviates for each date ti, {up,i}P  , 
and then setting U (2)  = U (1)  if p,i q,i  
 
up,i  ∈  
 
q− 1 
 
 
l=0 
 
 
 
ωl , 
 
 
q 
ωl 
l=0 
 
 
l 
. (6.21) 
 
 
It is interesting to note that  the  time-ti  first-stage particles are generated according to 
 
(6.18), which is of course entirely independent  of the return  and option prices within 
 
9 In practice, as no ∆Yp,i  is being generated, only a single Gaussian deviate is required for generating ∆Vp,i . 
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−  C,i −  
q,i 
q=1 
 
 
Zi.   It is only at the resampling step that  this information is incorporated via the de- 
pendence  of the weights in (6.20) upon Zi,  which is due to the presence  of the  PDF 
f (Zi|Up,i, Up,i   1) = f 
(
G(o) |Up,i
) 
f (Ri|Up,i, Up,i   1).  If C is large (as many as C = 18 op- 
tions were used by Hurn, Lindsay and McClelland (2012,b)), and σ2  is of a reasonable 
magnitude, the information content of the set of option prices will outweigh that of the 
return, and a first-stage particle will enjoy large a resampling weight only if it is consistent 
with the observed prices. Thus, for large C the filtered distributions of the latent pairs will 
be driven mostly by the behaviour of the scaled option prices over the sample period. 
 
Given the discussion thus far, it is clear that the PF is well suited to approximating the 
likelihood function at a particular point in the parameter  space Θ. However,  as is pointed 
out by Pitt and Shephard (1999) and Pitt (2002), there are reasons to doubt is applicability 
to parameter estimation problems, which require the PF to be embedded  within  search 
algorithms. Essentially, the problem lies in the discrete nature of the PF, and the fact that 
for a fixed “seed” (for the underlying random number generator), the particles Up,i  are in 
fact discontinuous functions of the parameter vector θ. Indeed, if the simple rule in (6.21) 
is adopted, the interval for which the first-stage particle U (1)  is resampled will vary as θ 
varies, which owes to its influence on the weights {ωq,i}P .  If one of the boundaries of 
the qth  interval crosses the pth  uniform deviate, a different particle is sampled on the pth 
iteration of the resampling step. This clearly gives rise to regions of discontinuity in the 
parameter space. Pitt  and Shephard (1999) note that sorting the particles in ascending 
order (in the context of a stochastic volatility  model)  goes a long way towards removing the 
inherent “roughness” in the likelihood function, and Pitt  (2002) recommends interpolating 
between the boundaries in (6.21) and resampling from a continuous region of support. 
These techniques have not been adopted here as they are not immediately applicable in 
the multidimensional setting. Moreover, no great difficulty was encountered in arriving at 
the empirical results reported in Section 6.6, which perhaps owes to the number of particles 
used, being P = 72, 000.10 
 
 
10 It is worthwhile  noting that  Pitt  and Shephard (1999) present  a somewhat more sophisticated version 
of the “standard” PF  presented above, known as the auxiliary  PF  (henceforth APF)  method.   This 
method is not  discussed here however at it requires sampling from f (Ui |Ui− 1 , Zi ),  which is a highly 
nonstandard distribution when option prices are available. Although,  it might be an interesting exercise 
(and potentially  a fruitful one if  the APF  can be  used) to  explore the possibility  of sampling from 
f (Ui |Ui− 1 , Ri ) at an intermediate step with use of an approximating  distribution (even this distribution 
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p,i 
 
 
Let it be taken as given that the PF can be used towards estimation and that the parameter 
estimate θˆ(ml)  has been obtained. At this stage, it might be of interest to investigate the 
jump-related behaviour of the process over the sample period.  In the previous chapter, 
it was seen that if the filtering problem was solved by direct quadrature, computing the 
filtered distributions of event  times would require numerical evaluation of additional 2- 
dimensional integrals at each date ti.   Similarly, computing the filtered distributions  of 
jump innovations would require what is akin to the numerical evaluation of 4-dimensional 
integrals at each date ti.  In the context of the PF algorithm, sampling from the filtered 
distributions of event times and jump innovations will still involve only the evaluation of 
a 1-dimensional sum at each date ti.  From a practical perspective, the only difference will 
be which PDFs appear in the resampling weights. 
 
To   demonstrate  the  sampling   procedure,  it  is  useful  to   introduce  the  notation 
Ji  = [∆Ni, kY,i, kλ,i] to handle the unobserved jump component of the state process over the 
interval [ti, ti− 1]. It is also helpful to introduce the notation of Johannes, Polson and Stroud 
(2009) and use Lp,i   to denote particles of a generic type.  For the purposes at hand, let 
Lp,i  ≡  [Up,i, Jp,i]. Without revisiting the theory underlying the PF algorithm in its entirety, 
the essence of the algorithm is that the first-stage particles, denoted L(1)   = 
r
U (1), J (1)
l
, 
are generated according to 
p,i p,i p,i 
 
∆Np,i ∼  Bernoulli(λp,i− 1∆i),  kX,p,i|∆Np,i  = 1 ∼  g(·),  kX,p,i|∆Np,i  = 0 ∼  δ(03), 
 
and the [Vp,i, λp,i] are constructed according to (6.18). 
 
The resampling step is essentially the same as that when only the latent states Vi  and λi 
comprise the particles.  Indeed, the second-stage particles, L(2),  are resampled from the 
first-stage particles by first computing the discrete probabilities 
f 
(
G(o)
 
(1)
 
(1)
 
(1)
 
(1)
 
C,i|Up,i 
) 
fˆ
(
Ri, Up,i |Jp,i , Up,i− 1
)
 
fˆ
(
U (1)  J (1), Up,i   1
) 
ωp = 
 
P   f 
(
G(o)
 p,i 
| 
(1)
 p,i 
−  
(1)
  
(1)
 , (6.22) 
C,i|Uq,i 
) 
fˆ
(
Ri, Uq,i |Jq,i , Uq,i− 1
)
 
fˆ
(
U (1)
 (1) 
q=1 q,i |Jq,i , Uq,i− 1) 
where fˆ(Ri, Ui|Ji, Ui− 1) denotes the PDF under which 
[Ri, Vi, λi] ∼  N (µX,i ∆i + kX,i ∆Ni, ΣX,i∆i) . 
 
cannot be sampled from directly).   One candidate for such an exercise is a moment-matched Gaussian- 
mixture distribution. 
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P,i 
X,i 
∗  
X,i 
P,i 
(o) 
 
 
As for the earlier case, the second-stage particles are then resampled with  replacement 
 
according to 
F
(
L(2)
 
(1)
 
p,i  = Lq,i 
) 
= ωq , q, p = 1, ..., P. 
 
The particles U(2)   may then be used to perform the time-ti+1  recursion. 
 
Having obtained the particles J(2)  = 
{
J (2)   P it is possible to perform inference upon the P,i p,i p=1 
event times and jump sizes.11  Indeed, the quantity 
 
#
{
J (2)
 (2) 
p,i   : ∆Np,i = 1 
P 
 
(6.23) 
 
approximates the filtered probability that a single event took place on the interval [ti− 1, ti]. 
In a similar vein, letting S(∆k , k∗  ) denote the square with  edge length ∆k centred on 
kX,i ∈  DkX , the quantity 
 
 
 
1 #
{
J (2)
 
 
 
 
(2) 
p,i   : kX,p,i ∈  S(∆k , k∗   
) 
∆2
 
 
(6.24) 
k #
{
J (2)
 (2) 
p,i   : ∆Np,i = 1 
 
approximates the filtered PDF of the associated  jump innovation, conditional upon an 
event  having taken place on the interval.   Some caution is necessary when interpreting 
these quantities however. Even in the limiting case as P → ∞, the quantity in (6.27) does 
not approach the filtered probability that precisely one event took place on the interval, and 
the quantity in (6.28) does not approach the filtered PDF of the jump innovation associated 
with the first event to have occurred on the interval.  The source of the discrepancy is of 
course that the Euler Maruyama discretisation  was used to obtain the approximating PDFs 
appearing in (6.22), and it was used as the basis for sampling the first-stage particles L(1). 
 
This discretisation only allows for a single event to take place, and thus only a single jump 
innovation may have impacted upon the underlying process over the interval.  The extent 
to which this obscures the interpretation of the quantities in (6.27) and (6.28) is of course 
mitigated by the introduction of missing observations,  as is to be discussed next. 
 
It was noted in the last chapter that  using missing observations in the context of the 
 
PF algorithm does not give rise to the impractically high-dimensional integrals that would 
 
11 It is worthwhile drawing attention to the fact that sampling from the filtered distribution of the event times 
may be done without  having to sample from the filtered distribution of the jump innovations. Indeed, one 
may simply consider particles of the form Lp,i = [Up,i , ∆Np,i ], where the resampling probabilities for the 
second-stage particles are computed as ωp  ∝ f GC,i |Up,i 
)
fˆ (Ri , Up,i |∆Np,i , Up,i− 1 )/f (Up,i |∆Np,i , Up,i− 1 ). 
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m=1 
m=1 
}m=1 
}p=1 
L(1)   ˆ
i=0 , out of the PDF  f (Z 
 
 
require evaluation if the filtering problem were solved using a direct quadrature scheme. Let 
there once again be M − 1 missing observations, RM,i  ≡  {Rm,i}M − 1 and M associated latent 
states, UM,i  ≡  {Um,i}M over the interval [ti − 1, ti].  Note also that if the jump component 
is to be examined, there will be M  jump-related objects, JM,i ≡  {Jm,i   M       that must be 
filtered too.  The SIR algorithm is such that these additional unobserved quantities may 
simply be combined to form particles of the type Lp,M,i ≡  [Rp,M,i, Up,M,i, Jp,M,i], where 
sets of these will be denoted LP,M,i ≡  {[Rp,M,i, Up,M,i, Jp,M,i] P    . Given these notational 
conveniences,  implementation of the PF algorithm will  proceed  as per the earlier cases 
discussed within  this section. The time-ti  contribution to the likelihood function will be 
approximated by 
 
P 1 (o) 
 
(1)
  
(1)
 
f (Zi|Zi− 1)   ≈   P p=1 
f 
(
GC,i|Up,M,i
)
fˆ
(
Ri|Lp,M,i, Zi− 1
)
   
(6.25) 
1  P f 
(
G(o)
 (1) ) fˆ
(
Ri, U 
(1) (1) (1) (1)  ) 
= C,i
|Up,M,i p,M,i|Jp,M,i, Rp,M − 1,i, Up,M − 1,i  . 
P fˆ
(
U (1)
 (1) (1)  ) 
p=1 p,M,i|Jp,M,i, Up,M − 1,i 
 
Naturally, the first-stage particles are produced according to12 
 
p,M,i ∼  f (LM,i|Up,i− 1), (6.26) 
 
 
where use is made of the Euler Maruyama discretisation in (5.29), with  step lengths of 
 
∆i/(M  + 1), and where the initial  conditions used for the pth   particle are chosen  as 
 
[Rp,0,i, Up,0,i] = [0, Up,i− 1]. 
 
 
It may appear strange at first that the only sampled quantities to appear within (6.25) are 
R(1)
 (1) (1) (1) { (1) M − 2 
p,M − 1,i, Up,M,i, Jp,M,i, and Up,M − 1,i. Indeed, none of the missing observations Rp,m,i m=1 
are present  and it is not immediately obvious how the introduction  of missing obser- 
 
vations is of benefit. Consider however the fact that  by having a number  of missing 
 
12 The introduction  of intermediate time steps is completely straightforward in the particle filtering context, 
whereas in the context of the related MCMC  method, there are some nontrivial  barriers to implement- 
ing this  approach.  Indeed, assuming uninformative  priors,  MCMC  involves  computing  the likelihood 
by integrating  the full series of latent  states, UT  ≡  {Ui }T T |UT )f (UT ) using 
an MC approach. It is necessary to draw directly  from the smoothed distributions  of the latent states, 
f (Ui |ZT ),  i = 1, ..., T as opposed to the filtered distributions  f (Ui |Zi ).  Introducing  the missing obser- 
vations RM,i will  require sampling from f (RM,i |Ri , JM,i , UM,i ), directly.  This is clearly a nonstandard 
distribution, even if one approximates it using the Euler Maruyama discretisation in (5.29). Indeed, the 
fact that RM,i  is actually observed will require one to sample from what is effectively a Brownian bridge. 
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p,M,i , J , R , U 
p,M,i , J , R , U 
L(1) 
of L(1) 
p=1 
p,M,i 
 
 
observations, the time step between tM − 1,i  and tM,i  is ∆i/(M + 1), and the quality  of 
approximating PDFs is expected to improve as the time step becomes smaller. The dis- 
tance between the true and approximating PDFs f 
(
Ri|U (1) (1) p,M,i 
(1) 
p,M − 1,i 
(1)  ) 
p,M − 1,i 
and fˆ
(
Ri|U (1) (1) p,M,i 
(1) 
p,M − 1,i 
(1) 
p,M − 1,i 
) 
will in this case be a decreasing function of M . 
Moreover, by sampling finer and finer paths of Lp,M,i as the value of M increases, samples 
p,M,i according to (6.26) more closely resemble samples from the true distribution, p,M,i ∼  
f (LM,i|Up,i− 1). 
 
 
In order to recover the second-stage particles for use in the time-ti+1  iteration of the PF 
algorithm, and in particular the set {Up,M,i}P 
 
, it is necessary only to compute discrete 
probabilities   
 
f 
(
G(o)
 
 
 
 
(1)
 
 
 
 
(1)
 
 
 
 
(1)
 
 
 
 
(1)
 
 
 
(1)  
 
C,i|Up,i 
) 
fˆ(Ri, Up,M,i|Jp,M,i, Rp,M − 1,i, Up,M − 1,i)  
fˆ(U (1)
 (1) (1)  
 
 
ωp =  
P
 p,M,i
|Jp,M,i, Up,M − 1,i)   , p = 1, ..., P, 
f 
(
G(o)
 
(1)
 
(1)
 
(1)
 
(1)
 
(1)
 
C,i|Uq,M,i
) 
fˆ(Ri, Uq,M,i|Jq,M,i, Rq,M − 1,i, Uq,M − 1,i)  
fˆ(U (1)
 (1) (1)  
 
q=1 q,M,i|Jq,M,i, Uq,M − 1,i) 
 
and then resample with replacement from the first-stage particles according to 
 
F
(
L(2)
 
(1)
 
p,M,i = Lq,M,i
) 
= ωq , q, p = 1, ..., P. 
 
 
In a case similar to the approximation of f (Zi|Zi− 1), it may appear odd that the proba- 
bility  of resampling a given particle L(1) is dependent only upon the “final” components 
M − 1
 
Rp,M − 1,i, Up,M,i, Up,M − 1,i and Jp,M,i, and the “intermediate” components {Up,m,i}m=1  etc. 
do not feature. The rationale for this is simply that the only available information regard- 
ing the behaviour of the intermediate components is gleaned from the behaviour of the final 
components.  Thus, particles for which the final components are more consistent with the 
observed data, and in turn give rise to larger values of fˆ(Zi|Up,M,i, Jp,M,i, Rp,M − 1,i, Up,M − 1,i), 
are more likely to have intermediate components which are consistent with the observed 
data also. This will then be reflected in the composition of the second-stage draws for the 
intermediate components. 
 
(2)  P Having obtained samples {Jp,M,i}p=1,  i = 1, ..., T , from their filtered distributions, these 
may be used to infer features of the jump-related behaviour of the underlying process over 
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# J(2) p,m,i 
X,i 
X,i 
J(2) k ∈  S(∆k , k ) 
∆ 
J(2) p,m,i 
p,M,i = [R , U 
m=1 
U (2) 
( 
 
 
the sample period. To this end, the quantity 
 
 
1 
P p,M,i 
: 
I M 
 
 
m=1 
 
∆N (2)  = 1 > 0 (6.27) 
 
will approximate the filtered probability  that at least one event took place on the inter- 
val [ti− 1, ti].  Similarly,  letting S(∆k , k∗  
 
) again denote the square with edge length ∆k 
centered on k∗  ∈  DkX , it is the case that 
 
( 
# p,M,i : 1 
M 
 
 
m=1 
 
(2)  ∗  
X,m,p,i X,i 
 
 
 
(6.28) 2 
k 
# p,M,i : 
M 
 
 
m=1 
 
∆N (2)  = 1 > 0 
 
approximates the filtered PDF of the sum of the jump innovations to have impacted upon 
the market process  over the interval,  should at least  one event  have taken place.  The 
interpretation of these quantities in the limiting case as both P → ∞ and M → ∞ is in no 
way obscured by the issues associated with the use of the Euler Maruyama discretisation, 
and thus the use of missing observations may be seen to improve the inference in regard 
to the jump component also. 
 
It is not noted in Johannes, Polson and Stroud (2009), but it is possible to avoid the 
introduction of the jump-related components of Jp,M,i into the approximation of the time- 
ti contribution  to the likelihood function by (6.25).  Indeed, one may simply construct 
particles of the type L(1) (1) p,M,i 
(1) 
p,M,i ] and approximate f (Zi|Zi − 1) by the sum 
 
P   f 
(
G(o)
 
(1)
 
(1)
 
(1)
 
(1)
 
f (Zi|Zi− 1) ≈  C,i
|Up,M,i
)
fˆ
(
Ri, Up,M,i|Rp,M − 1,i, Up,M 
) 
− 1,i 
 
, (6.29) 
fˆ
(
U (1)
 (1)  ) 
p=1 p,M,i|Up,M − 1,i 
where it is noted that  the approximating PDF fˆ(Rm,i, Um,i|Rm,i− 1, Um,i− 1)  is given by 
(5.36) for a time step of ∆i/(M + 1), and similarly so for fˆ(Um,i|Jm,i, Um,i− 1).  Naturally, 
it will be necessary to simulate jump components {∆Nm,i, kX,m,i}M in order to generate 
the missing returns and the associated latent states, but these will essentially be discarded 
as they are not required for evaluating (6.29), or for producing the second-stage particles 
p,M,i. 
 
There is no significant difference in the computational efforts required by the two potential 
approaches. Indeed, it was just noted that  even when the time-ti   contribution  to the 
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1/2 
 
 
likelihood function is approximated by (6.29), it remains necessary to generate the deviates 
M  (1)
 
(1)
 
(1)
 
{∆Nm,i, kX,m,i}m=1  in order to simulate the particles LM,i  = 
r
UM,i, RM,i
l
.  One difference 
between the two methods is however that the unknown jump sizes are being integrated 
out of the conditional PDFs by hand when they are not explicitly included. As a result, 
one might hope to obtain a significantly more accurate approximation of f (Zi|Zi− 1) for a 
fixed number of particles. To see this, recall Section 5.4 where the problem was stated in 
terms of deterministic integration. Using the logic presented there, evaluating f (Zi|Zi− 1) 
by integrating out the unobservables RM,i, UM,i  and JM,i would require the evaluation 
of what are essentially a 10-dimensional integral, a 12-dimensional integral, and (M −  2)- 
many 15-dimensional integrals. If the unobservables to be integrated out were only RM,i 
and UM,i, this is reduced to two 6-dimensional integrals and (M −  2)-many 9-dimensional 
integrals. The increase in the dimension of the problem when the jump components are 
included should not come at no additional cost when the problem is recast in terms of the 
PF algorithm. 
 
Intuitively, the difference is that the variance of the approximation to the time-ti  contri- 
bution to the likelihood function according to (6.25) is given by 
 
 
Var 1  
P 
P p=1 
l 
fˆ(Zi|RM,p,i, UM,p,i, JM,p,i, Up,i− 1)   = 
1 Var 
P 
 
fˆ(Zi|RM,p,i, UM,p,i, JM,p,i, Up,i− 1)  , 
 
(6.30) 
 
whereas the variance of the quantity in (6.29) is given by 
 
 
Var 1  
P 
P p=1 
l 
fˆ(Zi|RM,p,i, UM,p,i, Up,i− 1)   = 
1 Var 
P 
 
fˆ(Zi|RM,p,i, UM,p,i, Up,i− 1)  . (6.31) 
 
Calculation of these variances by hand is not possible given the complexity of the PDFs 
involved, but is intuitively  the case that the variance in (6.31) is smaller than that in (6.30). 
Consider for simplicity the case in which M  = 0. Essentially, when a Jp,i  is drawn such 
that ∆Np,i = 1, the conditional PDF fˆ(Ri|Jp,i, Up,i, Up,i− 1) is essentially degenerate about 
the point  kY,p,i.  Indeed, the jump innovations are O(1) whereas the drift  and diffusive 
components are O(∆i) and O(∆i     ) respectively, and thus the jump contribution clearly 
dwarfs the others. In these cases, Ri  will typically not lie within a small interval of kY,p,i 
and the PDF will evaluate to zero. However, there is the possibility that Ri  will lie within 
a small interval of kY,p,i, in which case the PDF will  evaluate to a very large number. 
When Jp,i   is not included within  the particles Lp,i,  it is still  true that  for ∆Np,i = 1 
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there will be strong conditioning information in the value of λp,i, and the conditional PDF 
will  essentially  become that  of kY |kλ,p,i.   However, this is clearly far less peaked than 
when kY,p,i  itself is being conditioned upon. For these reasons, there is far less variation 
within fˆ(Ri|Jp,i, Up,i, Up,i− 1) than in fˆ(Ri|Up,i, Up,i− 1) when a jump has occurred. A similar 
argument  may be made for the case in which a jump has not occurred. The extent  to 
which this impacts upon the variability of the approximation of f (Zi|Zi− 1) could readily 
be determined  by way of a Monte Carlo study, and is left for future research. 
 
Before proceeding to the parallelisation of the PF in the next section, it is useful to briefly 
pause and reflect upon why MC integration is well suited to the task of integrating the 
unobserved  processes out of the likelihood function.  Essentially, if one hopes to obtain a 
good approximation with the use of 
 
 
 
1 
f (Zi|Zi− 1) ≈  P 
P 
 
 
p=1 
 
f (Zi|Up,i, Up,i− 1) , (6.32) 
 
 
 
for  Up,i, Up,i− 1    ∼   f (Ui, Ui− 1|Zi− 1),  it must  be  the  case  that  “action”  in  the  
PDF 
f (Zi|Up,i, Up,i− 1) occurs where the particles will  typically  be located. It can readily be 
seen that, for the most part, this will be true for the problem at hand. Indeed, the ob- 
servables Zi  are distributed  according to f (Zi|Ui, Ui− 1),  and thus by their very nature 
the Zi  will tend to be such that the PDF will evaluate to a (relatively) large value when 
conditioning upon the true values of Ui  and Ui− 1.  If one then considers the fact that the 
particles are drawn from the Zi− 1-conditional distribution of the latent states Ui  and Ui− 1, 
it is hoped that the particles will reside within a close proximity  of the true values of the 
latent states. Naturally there will be occasions on which the observables take values which 
are deemed to be of low probability  according to the PDF f (Zi|Ui, Ui− 1).   Indeed, the 
return Ri  might evolve in a manner which is inconsistent with the evolution of Ui, or the 
noise in observed option prices might be nontrivial. On these occasions the PDF will not 
evaluate to large values for the vast majority of the sampled particles, and thus one might 
expect a relatively large approximation error under such circumstances.  As was discussed 
earlier however, it is by the very nature of the problem that these scenarios take place with 
low probability, and it could be argued that such issues are acceptable when viewed in the 
context of the computational savings afforded by the PF algorithm. 
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6.4    Parallelisation of the Particle  Filter 
 
 
 
The purpose of this section is to discuss the parallelisation of the PF algorithm.  Before 
proceeding to the technical details, it is interesting to review the computational gains af- 
forded by moving from a quadrature-based filter to the PF, and to note that despite the 
efficiencies afforded by the PF, evaluation of the likelihood function is still  enormously 
burdensome. This exercise should thus serve to motivate the need for parallelisation tech- 
niques. Recall that if direct quadrature was used to solve the filtering problem, computing 
each date’s contribution to the likelihood function f (Zi|Zi− 1) would require evaluation of 
4-dimensional integrals of the type represented by (5.24) and (5.26). Let Q denote the num- 
ber of quadrature nodes employed in each dimension,  and note that whichever quadrature 
algorithm is adopted, the integrand will require evaluation at Q4 nodes. 
 
Naturally, any opportunity to minimise the number of such evaluations is warmly welcomed, 
and it was seen in Section 6.3 that the PF needs only to perform such function evaluations 
when computing the resampling weights according to (6.10). This occurs a total P times 
per date in the sample period. If Watanabe (1999) is followed and the number of nodes is set 
to Q = 25 (he also considered a larger number of nodes at Q = 50), the number of function 
evaluations is 254 = 390, 625. In exploratory experiments conducted while preparing this 
thesis, reasonably good performance of the PF was found using as few  as P  = 17, 920 
particles, revealing why the PF is such an attractive  alternative.13   Note however that 
for each of the T dates in the sample period, and for each of the P evaluations of the 
summand in (6.19) performed per date, one actually requires C evaluations of the model 
pricing function (see below). In this light it becomes immediately obvious that the option 
pricing function in (4.30) still needs to be evaluated  a large number of times. Indeed, the 
empirical results presented in Section 6.6 use T = 5, 672 days worth of data, P = 72, 000 
particles, and C = 6 options per day, leading to the need for T × P × C ≈  2.5 billion 
 
 
13 This  is a somewhat unfair  comparison as the pricing  function  requires evaluation for all P  particles, 
but  for only Q2  of the quadrature nodes, and the pricing function  is by far the most computationally 
expensive object present in these calculations. Nonetheless, additional computer experiments conducted 
in the preparation of this thesis suggested that  more than even Q = 200 nodes would be required to 
appropriately  integrate the intensity  from the likelihood contributions.   This was particularly true for 
larger values of ζ as the finite interval used in the quadrature step had to be “stretched”,  which led to a 
loss of resolution for fixed Q. 
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evaluations of the pricing function. As part of an estimation procedure, this is to be done 
for each point θ ∈  Θ considered during the search routine.14 
 
 
Turning now to the parallelisation procedure, it is useful to recall that the PF algorithm is 
simply a MC-based approximation to the standard nonlinear filter, where observations are 
used to update the assessment of the likely location of the unobserved variables. As such, 
it is inherently sequential in nature, with one having to process observations  at all dates 
tj  < ti before the observation at ti can be processed. However,  as has just been made clear, 
the calculations required to progress from one date to the next are themselves substantial. 
The forthcoming discussion should demonstrate that  they are also highly parallelisable. 
Thus, enormous improvements in routine times may be achieved if the calculations at each 
date can be distributed across multiple computing resources. 
 
To make matters more concrete, it is useful to identify which steps of the algorithm con- 
tribute most heavily to its computational burden. Recall from Section 6.3 that there are 
essentially three steps that must be performed at each iteration (i.e. from time ti− 1  to time 
ti) of the PF algorithm, where for simplicity it will be assumed that there are no missing 
observations (i.e. M = 0). The steps can be stated as follows. 
 
 
1. Simulate from the ∆i-ahead transitional PDFs of each of the second-stage particles 
{
U (2)  P
 
(1)   P
 
p,i− 1 p=1  to construct the next set of first-stage particles 
{
Up,i p=1. This involves 
sampling a set   
U (1)
 
 
 
(2)
 
p,i   ∼ ∼  fˆ
(
Ui|Up,i− 1, ∆i
)
,  p = 1, ..., P, 
 
with use of the Euler Maruyama scheme in (5.29). 
 
2. Compute the weights associated with  each of the first-stage particles so that they 
may be resampled from. This requires the evaluation of the conditional PDF of the 
observables, i.e. 
 
ωp  ∝ f 
(
G(o) |Up,i
) 
fˆ(Ri|Up,i, Up,i − 1), p = 1, ..., P , 
 
and thus requires calculation of the set of model contract prices, 
{
G(m)
(
U (1)
) C    . c,i p,i c=1 
14 Recall also that  the coefficient vectors B(·) of the CF φ�(·) used in the pricing function are computed on 
a grid and stored, as per the discussion in Section 4.5. They therefore need only be computed once per 
parameter vector, as opposed to 2.5 billion  times over.  This observation of course yields considerable 
efficiency gains in addition to those made possible by the parallelisation procedure to be discussed below. 
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p,i 
q,i 
p,i   1 
p,i 
p,i 
q,i 
P 
 
3. Resample P draws from the set of first-stage particles 
{
U (1) p=1. 
 
 
Clearly it is the second step, and in particular calculating the model prices, that is the 
most computationally expensive. Therefore, it is the  step that  should receive the most 
attention when parallelising the PF algorithm. Fortunately this step is quite amenable to 
parallelisation, as the generation of model prices for each distinct first-stage particle U (1) 
is independent of the generation of model prices for all of the other particles U (1),  q  /= 
p.  Indeed, it is difficult  to envision a task more amenable to parallelisation than  the 
computation of the resampling weights. Therefore, in the ideal setting in which one has 
access to P floating point units (henceforth FPUs)15, the generation of model prices could 
be undertaken simultaneously,  and an immediate P -fold speedup of the second step of the 
PF algorithm would be enjoyed. Moreover, as an additional bonus the first and second 
steps could be linked together as a combined operation as the marching forward of U (2) −  
to obtain U (1)  is clearly independent across particles too. 
 
The point  at which the  parallelisation of the iteration  breaks down lies in the  need to 
normalise the resampling weights by their sum.  This step clearly requires information 
pertaining to all particles and cannot be parallelised. However, the resampling step itself, 
where the actual sampling of particles is done after the normalised weights have been 
made available, is in principle parallelisable. There is nothing to preclude resampling a 
single particle at a time, and thus the resampling of one particle U (2)  is independent of the 
resampling of all others U (2), q /= p . However, as this step is such a small component of the 
overall computational procedure performed at each iteration, and as there are efficiencies 
to be had by resampling the second-stage particles together (one may maintain the sum of 
the weights  as one progresses through the uniform deviates) it is simply handled on a single 
unit. Finally, it is worthwhile noting that in practice one will have access to only NF P U < P 
many FPUs, and is thus not able to handle the entire set of particles simultaneously. Still, 
it is possible to achieve an improvement in performance by simply separating the particles 
into blocks of approximately P /NF P U  particles. The processing of each block may then be 
handled simultaneously. 
 
 
In order to implement the parallelisation of the PF algorithm, use was made of NVIDIA’s 
 
15 Note that the use of “floating  point units”  at this point is deliberate, and is intended to highlight the fact 
that this parallelisation is in no way architecture specific. 
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Compute Unified Device Architecture (henceforth CUDA)  architecture, comprised  of the 
CUDA extension to the C programming language, and NVIDIA’s Tesla graphics processing 
units (GPUs).16  At a very basic level, NVIDIA GPUs are comprised of many FPUs, known 
in this context as  CUDA cores, all located together on a single “card”  that  plugs into a 
desktop computer’s motherboard. The CUDA cores  are  able  to carry out a set of instructions 
(all arithmetic in nature) in a concurrent manner, where each core operates on a distinct 
piece of data.  In the present context, the instructions will be whichever calculations are 
necessary to compute an option price, and the data will be the set of first-stage particles, for 
instance. The language  CUDA C is used to write programs capable of passing instructions to 
NVIDIA’s line of GPUs. It is interesting to note that the use of GPUs in quantitative finance 
and financial econometrics is becoming popular. Indeed, Zhang and Oosterlee (2009) use 
GPUs to parallelise the evaluation of option price-related inversion integrals of the type in 
(4.30) for instance, and Durham and Geweke (2011) use GPUs to estimate a discrete-time 
macroeconomic model by a parallelised MCMC algorithm. 
 
The benefits afforded by the use of GPUs can best be demonstrated  via a small computer 
experiment. For these purposes, a single NVIDIA Tesla  M2090 residing on QUT’s super- 
computer Lyra was employed. The M2090 has a total of 512 CUDA cores. To provide the 
M2090 with a set of instructions, the PF algorithm was run with the parameters C = 6, 
P = 72, 000 and T = 5, 672 (the dataset employed in Section 6.6 was operated upon), with 
the minimum number of CUDA cores  utilised being NF P U  = 8, and the maximum being 
NF P U  = 512.17  Figure 6.1 overleaf depicts the relationship between computation time, 
and the number of CUDA cores allocated to the algorithm (on a log2 scale). As can be seen, 
there is a clear benefit to parallelising the PF, with the overall algorithm time decreasing 
markedly from the case NF P U  = 8 to NF P U  = 512. Note also that the algorithm time 
seems to be asymptoting towards a positive value at approximately 110 seconds.  This is 
indeed to be expected  and owes to overheads which cannot be parallelised, such as the 
resampling step (the “third step” in the PF iteration) for instance. 
 
 
 
 
 
 
 
16 See the introductory textbook of Sander and Kandrot  (2010) for an overview of the CUDA programming 
model. 
17 The specific values of NF P U  considered here were 8, 16, 32, 64, 128, 256 and 512. 
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Figure 6.1: The time taken to implement the PF algorithm versus the number of CUDA cores  available. The 
parameters of the PF algorithm were C = 6, P = 72, 000 and T = 5, 672, and the data used was that used 
in the empirical analysis of Section 6.6. 
 
 
 
 
 
 
6.5    A Simulation  Study  of the Particle  Filtering Algorithm 
 
 
 
The purpose of this section is to demonstrate the efficacy of the PF algorithm on a simulated 
dataset.  It is seen,  using as  few as  C = 2 option contracts per day, that  the filtered 
distributions of the intensity are centered sharply upon their true paths.  Furthermore, 
the filtered distributions become sharper still as the number of contracts considered each 
day increases, or as the range of moneyness grows wider. These supplementary  exercises 
confirm the conjectures of Section 5.5.  As this exercise employs a simulated dataset, a 
natural place to begin is with its construction. With  regard to the length of the dataset, 
let T = 2, 520 and ∆i = ∆ ≡  1/252,  ∀i.  These specifications amount to 10 trading years 
worth of data, sampled daily.  The Euler Maruyama method depicted in (5.29) was used 
to simulate the paths with 100 steps between observations,  where the time-t0  values of the 
latent state processes were initialised by burn in to V0 = 0.124 and λ0 = 3.338. Finally, the 
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}i=1 
}i=1 
i=1 
 
 
risk-free rate and the dividend yield were chosen to be r = 0.05 and q = 0.02 respectively, 
 
and the physical parameters  used were as presented in Table 6.1 below. 
 
Parameter ΦC ΦJ κV V∞ ξV ρ δ0 
Value 0.65 0.035 3.0 0.15 0.3 -0.7 -0.01 
Parameter δ1 ν κλ λ∞ ξλ ζ · 
Value -0.02 0.052 6.0 2.0 0.5 1.5 · 
 
 
Table 6.1:  Parameters of the self-exciting Bates (1996) model used to  simulate returns,  volatility and 
intensity paths of the self-exciting model for the filtering exercise. The resulting paths are used to construct 
Figures 6.2 through 6.6. 
 
 
 
Figure (6.2) on the following page displays a graph of the the returns path, {Ri   T    , and 
also a graph of the jump components of both the returns, {kY,i   T    , and the intensity, 
{kλ,i}T .   Inspection of the figure reveals the presence of event  clusters, as  should be 
expected given the self-exciting nature of the model. With regard to the options data used 
in this exercise, the first issue to be explored here is the effectiveness of introducing option 
prices into the dataset to learn about the intensity.  Thus, the properties of the contract 
grid, i.e. the range of moneyness and tenor, will be fixed and the number of contracts C 
will be varied to determine its impact upon the quality of the filtered distributions. 
 
Specifically, the cases C = 0, C = 2, C = 6 and C = 15 will be considered.  With  regard 
to the contract specifications, let only OTM contracts be considered given the discussion 
in Section 5.5 of how important the relative sensitivities of the selected options are to the 
quality of the filtered distributions.  It is assumed for all tenors that the moneyness of the 
contracts range from -10% to +10%.  For the case C = 2, it is assumed that there is a 
single tenor, which begins at 26 trading days and then steps downwards by a single trading 
day until the tenor reaches 5 trading days, at which point it cycles back to 26 trading days. 
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Figure 6.2: Top panel: The simulated index returns.  Bottom  panel: The simulated jump components of 
the returns and intensity  processes. The number of observations is T + 1 = 2, 521, with  a time step of 
∆ = 1/252.  The parameters used are presented in Table 6.1. 
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Parameter κV � V∞ η δ0 
Value 2.0 0.225 1.5 − 0.01 
 
 
 
The tenor then cycles in this manner henceforth. For the case C = 6, it is assumed that 
there are 2 tenors, and that there are 3 contracts possessing each tenor. The first tenor will 
be coincide with that for the single tenor in the C = 2 case, and the second tenor will cycle 
in the same manner, save for the fact that it will begin another 22 trading days beyond 
the first tenor. Similarly, for the C = 15 case, there are to be 3 tenors with 5 contracts per 
tenor, and the third tenor will be constructed  from the second tenor modulo an additional 
22 trading days for its initial  value.18 
 
In order to evaluate the model prices, the risk-neutral parameters of the model were set as 
per Table 6.2 which follows.19 In order to finalise the construction of the options dataset, 
it was necessary to perturb the model prices with noise to arrive at observed prices. It was 
assumed that the magnitude of the noise in contract prices is σ  = 5%. 
 
 
� � 
 
 
 
 
 
Table 6.2:  Risk-premia  parameters used to  generate observed contract  prices for the simulation-based 
filtering  exercise. 
 
 
 
Using the data generated according to this prescription, the  PF algorithm was applied 
to the four datasets in turn.  In order to evaluate the performance of the filter, and the 
impact of increasing the number of options contracts included in the dataset, graphs of 
the 98% confidence intervals (henceforth CIs) across the sample periods, i.e the 1st  and 
99th percentiles of the filtered distributions of the intensity through time, were constructed. 
Let these quantities be denoted by F1 and F99, respectively. Given that the PF algorithm 
yields samples of draws from the filtered distribution  of the latent  states through time, 
estimates of the percentiles can readily be obtained by simply ordering the intensity parti- 
cles from smallest to largest, and successively stepping through the ordered particles until 
the proportion of the particles stepped over exceeds α.  Letting Fˆα,i  be used for the αth 
18 Note that by specifying the observable contracts in this manner one is not simply evaluating the impact 
of introducing  successively more contracts into  the dataset in isolation.  Indeed, contracts of new and 
longer tenors are being introduced, and thus the results may also reflect the benefit of including contracts 
with longer tenor. Nevertheless, it is reasonable to suggest that this approach is suitable for the type of 
exploratory simulation study being performed within  this section. 
19 It may readily be verified that these parameters are consistent with the value of φJ  in Table 6.1. 
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q:λ <λ 
λ 
p,i 
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percentile of date ti’s filtered distribution, estimation of the percentiles is done by 
 
Fˆα,i  =  max 
p=1,...,P 
( 
1 ∗  
p,i  P 
 
 
 
∗  
q,i 
 
 
 
∗  
p,i 
 
∗  
q,i 
 
 
< α , 
 
where the use of the superscript  ∗  on the set {λ∗  P }p=1 denotes the set of ordered intensity 
particles. Figures 6.3 and 6.4 on the following pages present the graphs of the CIs con- 
structed according to the preceding rule, along with the true path of the intensity processes 
so as to allow for an appraisal of the performance of the PF. 
 
Some interesting observations may be made in regard to these graphs. First,  it is clear 
that the filter is performing as expected  with the true path for the most part lying within 
the CIs and only breaching them occasionally (i.e.  near to 2% of the time).  As might 
be expected, the occasions on which the CIs are breached tend to correspond to intervals 
in which an event (or multiple events) took place,  as it takes time for observations under 
the “new regime” to be incorporated into the filtered distributions.  The CIs can be seen 
to correct themselves following these episodes as additional information in the form of the 
subsequent returns and contract prices becomes available. With  regard to the impact of 
options data on the filtered distributions, a convenient position to begin is a comparison 
of the graphs corresponding to C = 0 and C = 15 options per day, as this pair offers the 
sharpest contrast. Inspection of these graphs reveals the power afforded by using options 
data.  Indeed, the CIs are far tighter about the true path of the intensity process in the 
case where more options data is available. Being better informed of the location of the 
intensity through time naturally allows one to obtain sharper estimates of the parameters 
governing its dynamics, and the use of 15 options provides one with  a far  more precise 
assessment of the intensity’s location across the sample period. 
 
With  regard to the incremental improvements in the filtered distributions as successively 
more options are introduced into the dataset, it is apparent  that  the impact of moving 
from C = 0 to C = 2 is not as great as that owing to a move from C = 2 to C = 6. 
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Figure 6.3: Top panel: The 1st  and 99th  percentiles of the filtered distributions  using C = 0 options per 
day. Bottom  panel: The 1st  and 99th  percentiles of the filtered distributions  using C = 2 options per day. 
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Figure 6.4: Top panel: The 1st  and 99th  percentiles of the filtered distributions  using C = 6 options per 
day. Bottom panel: The 1st  and 99th  percentiles of the filtered distributions  using C = 15 options per day. 
6.5.  A SIMULATION STUDY OF THE PARTICLE  FILTERING ALGORITHM 231  
 
 
Indeed, the “contraction”  of the CIs toward the true path of the intensity seems to have 
been more significant in the latter case. Thus, one might be inclined to conclude that the 
the marginal increase in information per contract may not begin to diminish immediately. 
Again however, caution should be taken in interpreting these graphs too strictly.  As per 
Footnote 18, it is impossible to disentangle the impact of introducing contracts of a greater 
tenor from that of simply introducing more contracts with the same tenors as the contracts 
already within the information set, and the move from C = 2 to C = 6 introduces contracts 
with one additional tenor given the setup of this simulation exercise. 
 
It is worthwhile inspecting also the impact of including options data upon the the time- 
t0  filtered distribution  of the intensity  process.   For the case  C  = 0 there is precisely 
zero information with which one could form an opinion as to the location of the intensity. 
Therefore, the time-t0  filtered distribution must coincide with the equilibrium distribution 
of the intensity process.  Given the discussion in Section 5.5, it should expected for the 
C = 2 case that the filtered distribution will have tightened about the true location of the 
intensity.  Figure 6.5 overleaf however suggests only a minimal transfer of mass owing to 
the inclusion of the options data, which is in some sense consistent with the observation 
made above that two contracts do not represent as much information regarding the location 
of the latent intensity as might be hoped. It is worthwhile noting however that for the 
simulated data path λ0  = 3.338, and the means of the filtered distributions in the C = 0 
and C = 2 cases are 2.46 and 2.71, respectively.  Thus, the inclusion of options data has in 
fact led to a shift in the mean of more than 5% in the correct direction. 
 
When considering the desirable  case in which C = 15, a more convinving story is told. 
Indeed, the bottom panel in Figure 6.5 reveals a clear tightening of the filtered distribution 
about the true location of the intensity when C = 15 contracts are used, showcasing the 
might of large sets of options data in these settings. It may also be of interest to note that 
the MSEs of the filtered distributions, as discussed in the Section 5.5, are 5.26 and 1.89 for 
the C = 0 and C = 15 cases, respectively. By this (quite reasonable) metric, one would 
certainly deem there to be a significant improvement. 
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Figure 6.5: Top panel: A comparison of the filtered distributions  of the initial  intensity for the (C = 0, C = 
2) options per day cases.  Bottom  panel: A comparison of the filtered distributions  of the initial  intensity 
for the (C = 0, C = 15) options per day cases. 
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Figure 6.6: Top panel: The 1st  and 99th  percentiles of the filtered distributions  using C = 2 options per 
day with  a moneyness interval  of [− 5%, +5%].  Bottom  panel: The 1st  and 99th  percentiles of the filtered 
distributions  using C = 2 options per day with a moneyness interval of [− 20%, +20%]. 
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It is also useful to investigate the impact of selecting options of different moneyness upon 
the quality of the filtered distributions. To this end, returning to the C = 2 case which used 
a moneyness interval of [− 10%, +10%], and reperforming the experiment with moneyness 
intervals of [− 5%, +5%] and [− 20%, +20%], Figure 6.6 presented on the preceding 
page 
is produced.  As speculated  in Section 5.5, increasing the moneyness levels (and thus 
the relative sensitivities) of the OTM contracts, the information content of the observed 
prices with respect to the location of the underlying intensity process is enhanced. Indeed, 
perusal of Figure 6.6 reveals an obvious tightening of the confidence band towards the true 
trajectory. 
 
 
 
 
 
6.6 An Empirical Application using S&P500  Index  Returns 
and Options Data 
 
 
This section implements the PF algorithm on a real dataset. The dataset considered here is 
that used by Hurn, Lindsay and McClelland (2012,b) in their analysis of the Heston (1993) 
model, and is comprised of daily S&P500 index returns, and a panel of S&P500 index 
option prices (European SPX options).  The S&P500 options data was purchased  from 
Delta Neutral (DeltaNeutral.com), and the risk-free rate data used here is that provided 
by Ken French’s research  database.20  The dataset spans the period January 02 1990 
through June 29 2012 for a total of 5,672 trading days, and there are 4,459,751 individual 
option price observations (closing bid-ask quote pairs) in the raw dataset. 
 
Not all of these prices are suitable for use in estimation. The criteria for possible inclusion 
in the set of option prices on date ti, i.e. for possible inclusion in HCi ,i, were threefold. 
 
 
•  Condition  1. The option had to have been traded on that day (nonzero volume). 
 
 
•  Condition  2.  Option prices had to satisfy the theoretical bounds on the intrinsic 
 
 
20 The data  was obtain  from  the Dartmouth  College website http://mba.tuck.dartmouth.edu/pages/ 
faculty/ken.french/data library.html, with the last access taking place on 03/10/2012. 
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values of their American analogues, 
 
 
 
P (ask)(Kc, Tc| Si, ti)   >   max(Kc −  Si, 0) for the ask quotes of puts, 
 
C (ask)(Kc, Tc| Si, ti)   >  max(Si −  K, 0) for the bid quotes of calls. 
 
 
 
 
 
•  Condition  3.  The “roundtrip” put-call parity  condition must be satisfied by 
the bid and ask prices of calls and puts with the same strike, 
 
 
 
C (ask)(Kc, Tc| Si, ti) + Kce− ri (Tc − ti ) ≥   Si + P (bid)(Kc, Tc| Si, ti), 
 
Si + P (ask)(Kc, Tc| Si, ti)   ≥   C (bid)(Kc, Tc| Si, ti) + Kce− ri (Tc − ti ) . 
 
 
 
 
After cleaning the raw dataset a total of 600,764 option price quotes remained available 
for use in the estimation procedure. It is noted that as many as 18 options (a mix of ATM 
and OTM)  per day (when available) have been used for estimation, which is markedly 
more than have been used by any other (known) investigations using option price data. 
This indeed pays testament to stability  of the aforementioned CUDA  C computer routine. 
The parameters reported here were obtained with  use of the 6 farthest  OTM  options 
available each trading day, where the contracts were chosen on the basis that their tenors 
were between 5 trading days and 6 months.21  Table 6.3 below showcases the parameter 
estimates, along with their standard errors, which were approximated with reference to the 
outer product of the gradient of the log likelihood function.22 
 
 
 
 
21 The results presented here were obtained by a more recent implementation  of the PF algorithm  which 
employs a COS-style approximation  to the pricing function, as developed by Fang and Oosterlee (2008) 
and Lord, Fang, Bervoetz and Oosterlee (2008), as opposed to the Pan (2002)-style approximation devel- 
oped in Section 4.7. As is noted in Hurn, Lindsay and McClelland (2012,b), computing times were far 
better when the former, more efficient, approximation  was used. 
22 Pitt  and Shephard (1999) reported success in computing standard errors this way, despite the lack of 
strict smoothness in the PF-based approximation to the likelihood function (see Section 6.3). 
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Parameter κV V∞ ξV ρ δ0 δ1 ν κλ 
Value 2.8796 0.0007 0.4900 -0.5248 -0.0624 -0.0957 0.0462 2.4445 
Std. Error 0.0451 0.0001 0.0067 0.0094 0.0008 0.0013 0.0005 0.0404 
Parameter λ∞ ξλ ζ ΦC Γ Ξ η σ2 
Value 0.0914 0.6770 1.2748 5.4770 1.2511 N/A 1.4105 0.46202 
Std. Error 0.0021 0.0105 0.0180 0.1345 0.0189 N/A 0.0191 0.0057 
 
 
Table 6.3: Estimated parameters of the self-exciting Bates (1996) model using S&P500 returns and options 
data.  The sample period under inspection was January 02 1990 through June 29 2012, and the C = 6 
farthest OTM  options were used each day. 
 
 
 
It is useful to treat the parameters common to the baseline Bates (1996) model before 
proceeding to those exclusive to its self-exciting extension. Beginning with the volatility 
process, the unconditional mean level of variance V∞ is estimated quite low at 0.0007. This 
is significantly lower than the estimate of Ait-Sahalia and Kimmel (2007) at 0.0457 in the 
context of the Heston (1993) model. Needless to say, the workhorse model of this thesis is 
not the Heston (1993) model, and thus a direct comparison is not possible. However, this 
difference  does highlight the fact that allowing for a stochastic intensity process, or even 
just constant-intensity jumps when comparing with the Heston (1993) model, takes a lot 
of pressure off the volatility  process to explain market behaviour. This view is reinforced 
when it is considered that, as C = 6 option contracts are used per day, the option price data 
is largely driving the results presented in Table 6.3. Having a self-exciting jump component 
means that there is significantly less onus on the volatility  process to “lift” IV smiles. Note 
however that ξV  is estimated quite high at 0.4900 and the magnitude of ρ is large with an 
estimate of − 0.5248, suggesting that the volatility process is still instrumental in explaining 
the curvature and skew of IV smiles. 
 
 
Turning to the “unconditional” jump behaviour of the market, λ∞ is estimated at 0.0914, κλ 
at 2.4445 and ζ at 1.2748, suggesting an unconditional intensity of λ(c)  = κλλ /(κλ −  ζ ) = 
0.1910  (see the discussion in relation to (2.10)).  This is quite a low value, implying the 
arrival of approximately 0.2 jumps per year on average, and is seemingly inconsistent with 
the number of crashes highlighted in Figure 1.1 (Eraker (2004) expects nearer to 0.75 jumps 
per year using both returns and options data for the Bates (1996) model). In contrast, the 
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parameter estimates imply an unconditional jump-size distribution which is more extreme 
than that reflected by Figure 1.1, with an unconditional mean of δ0 + δ1ζ = − 18.44%. This 
value is in fact greater (in magnitude) than any of the crashes highlighted in the figure 
 
barring the Black Monday Crash of 1987. These results suggest that option markets (or at 
least those in far OTM contracts) price in a lower (unconditional) probability of crashes 
occurring than is warranted by historical data, but also price in a much more severe crash 
than is typically observed. 
 
With  regard to the “dynamic” jump behaviour of the market, the mean size of intensity 
jumps ζ is estimated at 1.2748, and is statistically significant at all practical confidence 
levels given the standard error of 0.0180. This is clear evidence of self exciting behaviour 
in the S&P500 over the past 20 years, and supports the hypotheses put forward in Chapter 
1.  The interpretation  of this estimate is of course that,  conditional on an event  taking 
place, it is expected that  the intensity will  immediately increase by approximately 1.3 
on average,  and then revert at a rate governed  by κλ.   Moreover, the estimates of δ1 
at − 0.0957 and ν at 0.0462 imply a correlation between return jumps kY   and intensity 
jumps kλ  of (δ1ζ )/    δ2ζ 2 + ν = − 0.9357 (see (2.15)). This is quite strong evidence for the 
leverage effect in jump innovations, as postulated in Section 2.5. It is noted also that the 
volatility  of the intensity ξλ  is estimated to be quite high at 0.6770, which ensures that the 
intensity does not simply lie dormant until an event arrives, but rather fluctuates naturally 
as economic  conditions worsen or improve. 
 
With  regard to the pricing of risk implied by these parameter estimates, strong evidence 
of a negative volatility  risk premium is found. An estimate of − Γ at − 1.2511 is obtained, 
which implies that a security which is sensitive to volatility,  say H (·), will earn an addi- 
∂H 
tional − ΓV in (annualised) expected return. Clearly, securities  possessing positive ∂V 
sensitivities to volatility  (and which are thus hedging instruments) will  earn a negative 
 
premium, as per the discussion in Section 3.5.  This estimate of Γ is indeed consistent 
with  the findings of Pan (2002) and Eraker (2004), among others.  An estimate of the 
parameter governing the jump-timing premium η at 1.4105 > 1 is also consistent with the 
notion that  investors are adverse to the uncertain nature of crash dates.  However, the 
interpretation of this estimate is not entirely straightforward as the jump-size premium Ξ 
could not be estimated, despite the amount of data used here. It was fixed at 0.0 to arrive 
at the estimates in Table 6.3, and thus the estimate  of η likely folds in some jump-size 
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premium given that jumps in returns are typically negative. Regarding an estimate of Ξ, 
the problem encountered is that the set of parameters Ξ, δ0  and η can take on somewhat 
unrealistic values when Ξ is estimated.  It is hoped that this difficulty can be overcome in 
future analyses. Some cause for optimism comes in the form of preliminary simulation- 
based estimation experiments of the type  performed  in Hurn, Lindsay  and McClelland 
(2012,b), which suggest that this set of parameters indeed can be identified using datasets 
with similar characteristics (i.e. values of T and C ) to that used here. 
 
The diffusive equity premium coefficient ΦC is estimated at 5.4470, implying an uncondi- 
tional diffusive contribution to the equity premium of ΦC V∞ = 5.4470 × 0.0007 = 0.3813%, 
which is quite small. Note however that the overall unconditional equity premium implied 
by these estimates is 
 
ΦC V + ΦJ E[λ] = ΦC V∞ + ΦJ 
(
E[kS ] −  ηE�[kS ]
)
E[λ] = 1.8271% . 
 
The raw data used here implies an unconditional equity premium of 1.2756% over the 
sample period. On a final note, the variance of the relative option pricing error σ2 was 
estimated at 0.46202, suggesting that the workhorse model produces pricing errors on the 
order of 46% on average. This would be unacceptable  in a calibration exercise,  as even 
the BSM model with a fixed volatility  would produce a more satisfactory match to most 
IV smiles. However, the calibration of a set of model parameters will typically involve the 
use of only a single day’s worth of prices, with perhaps 10-20 prices being suitable for use 
(i.e. have sufficient liquidity).  Here, a single parameter set is used to “match”  over twenty 
years’ worth of option price (and returns) data, with literally  thousands of option prices 
being used in the estimation procedure. It is also noted that much smaller estimates of σ2 
(in the range of 0.22 to 0.32) are obtained when options nearer to the money are used in 
place of the OTM contracts used to produce the estimates in Table 6.3. 
 
Figure 6.7 plots the squared daily returns on the S&P500 index (top panel), the filtered 
means of the intensity along with the 5% and 95% CIs evaluated at the estimates in Table 
6.3 (middle panel), and the VIX  (bottom panel).  All  series are plotted over the sample 
period January 02 1990 through June 29 2012. The behaviour of the filtered intensities is 
as would be expected of a self-exciting market. Large innovations in the squared returns 
series are occasionally “coupled” with a sharp response in the intensity (and likewise in 
the VIX).  The period in late 2008 when the GFC transitioned into top gear very clearly 
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Figure 6.7: Top panel: The squared daily returns on the S&P500 index over the period January 02 1990 
through  June 29 2012.  Middle  panel:  Filtered  means and CIs of the intensity  process over the period 
January 02 1990 through June 29 2012 evaluated at the parameter estimates in Table 6.3. Bottom  panel: 
The VIX  index over the period January 02 1990 through June 29 2012. 
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demonstrates this.  The explanation maintained here is that the initial  shock (or shocks) 
which gives rise to the movement in the index also has a destabilising effect on the system, 
reflected in the heightened intensity.   Option market participants, being aware of this, 
adjust the prices at which they are willing to buy and sell derivative securities.23 
 
It is however difficult  to infer too much from a twenty two-year series of filtered intensi- 
ties, and it pays to inspect a specific crash episode more carefully. To this end, recall the 
discussion in Section 1.1 surrounding the failed initial  attempt to pass the TARP bill on 
September 29 2008. Figure 6.8 on the next page presents the S&P500 index level (left ver- 
tical axis) and the filtered mean intensity (right vertical axis) for the period of mid-August 
through to early October, with  the data points corresponding to the 29th  of September 
encircled. It can be seen that that the intensity was trending upwards for the most of this 
period, reflecting the concern of option market participants about the worsening condition 
of credit markets. The index was falling for most of the period for similar reasons. On 
the 29th  of September however, the filtered mean intensity “jumped”  from 1.27 to 2.05, 
while the S&P500 fell from 1,213.01 to 1,106.39. This is entirely consistent with the claim 
made in Section 1.1 that the probability of observing a crash on the morning of the 30th 
of September would not have been as great had the events of the 29th not taken place. It 
is precisely this type of episode that the self-exciting Bates (1996) model is intended to 
capture. 
 
 
 
 
 
 
 
 
23 One aspect of the results in Figure 6.7 that has thus far alluded satisfactory explanation is the somewhat 
oscillatory  behaviour in  the filtered  intensity  process.  Such behaviour is  not  present  in  the filtered 
intensity process presented  by Fulop, Li and Yu (2012), nor is it present in the filtered volatility process 
in Hurn, Lindsay and McClelland (2012,b), and nor is it present in the simulation studies presented in 
the preceding section (the latter  two rule out the cause being a problem with the algorithm).  It is noted 
also that  the effect is far less pronounced (if  present  at all)  when the filtered intensities are evaluated 
at  parameter estimates obtained using nearer-to-the-money options.   It is argued therefore that  this 
oscillatory  behaviour might  reflect some structure  in (specifically OTM)  option  prices not allowed for 
here, and warrants further  investigation moving forward.  One solution is of course to restrict  attention 
to options that are nearer to the money. Naturally,  the parameters are generally less well estimated when 
this is done, and the evidence for self excitation is not as strong. Dropping farther OTM  options would 
thus weaken the conclusions offered here. 
6.6.  AN EMPIRICAL APPLICATION TO S&P500 DATA 241  
In
de
x 
U
ni
ts
 
In
te
ns
ity
 U
ni
ts
 
 
 
 
1350 
 
 
 
1300 
 
 
S&P500 
Index 
Level 
 
 
September 
29 
Crash 
2.6 
 
2.4 
 
2.2 
 
 
 
1250 
 
 
 
1200 
 
 
 
 
Filtered 
Mean 
of the 
Intensity 
2 
 
1.8 
 
1.6 
 
1.4 
 
 
1150 1.2 
 
1 
 
1100 
17/08 24/08 31/08 07/09 14/09 21/09 28/09 
Date 
0.8 
 
 
Figure 6.8: The S&P500 index and the filtered mean intensity  over the period August 14 2008 through 
October 01 2008. Marked is the September 29 crash owing to the failure of the US Congress to pass the 
TARP  bill. 
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Chapter  7 
 
 
 
 
 
Concluding Remarks and 
 
Directions for Future  Research 
 
 
 
 
 
 
This thesis has investigated the issue of self excitation  in equity indices. A well-known 
jump-based model was extended  so that it became self exciting, an equilibrium analysis 
was conducted to arrive at a sensible form for the risk-neutral dynamics, and the pricing 
function for European put and call prices was derived.  The particle filtering  algorithm 
was then proposed  as a tool for estimating the parameters of the model, with emphasis 
being placed upon its amenability to parallelisation techniques. Finally, an empirical ap- 
plication to S&P500 index returns and option prices  was performed, revealing evidence 
of self excitation.  Beyond the analysis of the model, the most important contribution of 
this thesis has been the implementation of a parallelised version of the particle filter on 
newly available computing technology, being graphics processing units. The reason for its 
importance is simply that it allows very large panels of options data to be used towards 
estimation, and as has been argued in this thesis, observed option prices can be extremely 
informative regarding the parameters of a model. 
 
The ability  to handle large options datasets allows for future research in a number of 
interesting directions. Some of the more promising of these are stated in the following list. 
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•  Direction  One. A model specification test is clearly in order. The model of Eraker 
(2004) specifies the intensity as a linear function of a jumping variance. This model 
is self exciting, and has only a 2-dimensional state process,  as opposed  to the 3- 
dimensional state process used by the self-exciting Bates (1996) model.  As such, 
the former might  be regarded as a more parsimonious description of self-exciting 
behaviour.  Recall that  the findings of Santa-Clara and Yan (2010), regarding the 
relatively low correlation between their volatility and intensity factors, were presented 
as justification for using a separate intensity process.  However, there is nothing to 
stop the intensity process being a function of variance also. One obvious possibility is 
to take a linear combination αλ(t) + βV (t) to be actual intensity, where λ and V still 
evolve as in (2.12). The processes λ and V would lose their (strict) interpretations as 
the intensity and volatility,  but the resulting model would be quite flexible. Another 
possibility ignored in this thesis was the presence of a jump in volatility,  i.e. kV . 
Whether or not these features are necessary could readily be answered by a test of 
nested models. 
 
•  Direction  Two.  One advantage of having separate volatility  and intensity 
dynamics is that it allows for flexible behaviour in implied volatility  indices such as 
the VIX. As is noted in Santa-Clara and Yan (2010), the benefit of a stochastic 
intensity process is that  it is possible for the VIX  to take  on a series of large 
values without  there being any need to observe contemporaneous  movements  in 
the index.  Indeed, all that is necessary for this to occur is that the intensity 
increases for a period without any crashes taking place. This is clearly not possible 
(or at least highly unlikely) in models possessing  only a stochastic volatility  
process  as return variation must be large when volatility  is high.  Given this, it 
could prove  interesting to test the ability  of the self-exciting Bates (1996) model to 
explain variation in the VIX  over the sample period.  This would in fact be a fairly 
straightforward exercise, as the VIX is (essentially) the expected quadratic variation 
in the index (see for instance Jiang and Tian (2005)). This quantity is easily 
computed for the workhorse model of this thesis. 
 
•  Direction  Three.   An exercise closely related to the preceding one is an out-
of- sample performance analysis of the self-exciting Bates (1996) model, where the 
ability of the model to explain variation in the implied volatility  surface would be 
examined. 
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The analysis of Andersen, Benzoni and Lund (2002) would provide an excellent basis 
for such an investigation.  They  estimate a set of models by the efficient  method 
of moments on S&P500 returns data, and then use the estimated parameters, along 
with some reasonable assumptions regarding risk premia, to analyse the fit to S&P500 
option prices. A similar exercise could be conducted  for the workhorse model used 
here, but where the options investigated were from a period subsequent to the sample 
period. It is expected that the self-exciting model can match quite extreme smiles 
given the discussion in relation to Figure 4.6 of Section 4.8, and thus inspection of 
its fit to the smile during the GFC would be most interesting. 
 
•  Direction   Four.    Section 6.6 presented  a brief analysis of the filtered 
intensity process during the early stages of the GFC. This analysis could easily be 
extended and replicated for other periods of market stress, such as those appearing  
in Figure 
1.1 of Chapter 1. This might facilitate a more qualitative study of market behaviour 
during a crisis.  Similarly, filtered jump distributions can be computed as per the 
discussion in Section 6.3, and thus inference can readily be performed  upon the the 
jump component  of the market process during crises. Moreover, inference can be 
performed upon the intensity innovations themselves, which would allow for a gauge 
of how “destabilising”  a shock to the  system has been.  Ait-Sahalia, Cacho-Diaz 
and Laeven (2010) contains a qualitative investigation along these lines where they 
document  whether a crash on one market “transmitted” to another market.  The 
investigation here would be a statistical one in which a test for the  presence of a 
jump in intensity would be conducted. 
 
•  Direction  Five.  In recent years trading volumes for volatility derivatives, i.e. vari- 
ance derivatives and VIX  futures or VIX  options, have increased dramatically.  In 
general, the prices of these products are even more sensitive to the specification and 
parameterisation of the underlying intensity than standard index options.  Indeed, 
these products are directly written over the amount of variation in equity indices (or 
expectations thereof ). Moreover, the historical prices of these instruments could read- 
ily be included within the information set used towards estimation with essentially no 
modification to the PF algorithm developed within this thesis. Thus, exploring the 
use of such data in future exercises, and evaluating the information content of these 
contracts relative to index options, could prove very productive and quite interesting. 
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•  Direction  Six. While self excitation in term structure models may not be a topical 
area of research, the majority of term structure models  possess latent factors. This 
naturally makes parameter estimation more difficult, as per the discussion in Section 
5.4. Examples of term structure models with latent factors can be found in Duffie 
and Kan (1996) or Leippold and Wu (2002), for instance.  Given the presence of 
latent factors, interest-rate derivatives such as caps and swaptions can be very useful 
in parameter identification, and there indeed exist fairly efficient methods of approx- 
imation for pricing these securities  (see for instance Collin-Dufresne and Goldstein 
(2002) and Singleton and Umantsev (2002)). As such, the (parallelised) particle fil- 
tering algorithm considered here could be used towards estimation of latent-variable 
term-structure models with  relatively minor modification.  The natural benefit of 
being able to identify risk premia would be afforded also. 
 
•  Direction  Seven. As has already been discussed, many practitioners favour calibration- 
based estimators, as  they are less computationally burdensome than the filtering 
techniques discussed here. It was seen in Section 5.5 however that calibration-based 
estimators are likely to be inconsistent as the length of the panel of options data be- 
comes large. Some preliminary analysis not presented in this thesis suggests that it is 
possible to relate the asymptotic variance of the calibration-based estimator to that of 
the filter-based maximum likelihood estimator. In short, it is seen that the asymptotic 
variance of the calibration estimator is driven above that of the filter-based estimator 
because it fails to incorporate any information regarding the transitional dynamics 
of the model. Extended formal analysis in conjunction with simulation experiments 
could do much to bring this additional shortcoming of calibration estimators to the 
attention of practitioners. 
 
•  Direction  Eight.  Another most interesting exercise would involve computing 
value- at-risk figures using risk-neutral parameter estimates and the physical 
parameter estimates obtained with use of the particle filter.  It was noted in 
Section 3.5 that using risk-neutral parameters to evaluate risk figures could be 
misleading,  and give rise to either an overestimation of risk, or an underestimation of 
risk, depending upon whether the agent is long or short the market, respectively. 
The ability to compute physical estimates of course requires the use of a time-series 
technique such as the one proposed here, and is not possible via the calibration 
route.  Similarly, it would be 
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informative to compare value-at-risk figures (particularly  longer-term ones) for the 
self-exciting Bates (1996) model and other nested models to determine the impact of 
ignoring feedback upon risk-management calculations. Indeed, the need to allow for 
the possibility of self excitation in such exercises was proposed  as partial motivation 
for this thesis. 
 
 
In summary,  there are a number of research exercises that follow immediately from the 
work of this thesis. All of them, barring (possibly) Direction Two, require the use of a set 
of physical parameter estimates, and thus require the use of the particle filtering algorithm 
also. In this light,  the comments made earlier in regard to an efficient  implementation 
of the particle filter being one of the most significant contributions of this thesis are well 
substantiated. 
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Appendix  A 
 
 
 
 
 
Technical Appendices 
 
 
 
 
 
 
A.1  The Probability Generating  Function  and Count Prob- 
abilities 
 
 
The purpose of this appendix is to discuss the computation of count probabilities for the 
self-exciting model. As mentioned in Chapter 2, this appendix also provides an opportunity 
to contrast the jump behaviour of Poisson  processes and self-exciting processes from a 
technical perspective. In particular, it highlights instances in which standard conditioning 
arguments used in the context of Poisson processes are invalid in the context of self-exciting 
processes. 
 
To begin let it be noted that for the purposes of this thesis, the distinction between Poisson 
processes and self-exciting processes is that the probability of observing a jump in a process 
on a given interval  is independent of the jump innovations in the process prior  to that 
interval. Poisson processes may of course possess stochastic intensities, in which case they 
are generally referred to as mixed-Poisson  processes or Cox processes, but the intensities 
of such models must not respond to the occurrence of jumps.  The importance of this 
distinction lies in how count probabilities may be written for the two types of process. In 
the case of Poisson processes, if one conditions upon the integrated intensity, defined  as 
 
λ¯ [t, T ] ≡  
T 
λ(s) ds, 
t 
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i=1 
n 
 
 
one has that the count probabilities follow the Poisson mass function, 
exp
(
− λ¯[t, T ]
) (
λ¯[t, T ]
)n 
P 
(
N [t, T ] = n|λ¯[t, T ]
) 
= . (A.1) n! 
 
This is in general not true for self-exciting processes for the simple reason that the intensity 
itself encodes information pertinent to the realised jump behaviour of the process.  As a 
familiar example of this, consider a self-exciting process whose intensity process coincides 
with that used for the extended Merton (1976) model in (2.7), which was 
dλ = κλ(λ∞ −  λ) dt + ζ dN. 
 
One may readily verify that in lieu of any jumps taking place on an interval, the integrated 
intensity must be given by 
 
λ¯ [t, T ] = λ∞(T −  t) + 
(
λ(t) −  λ∞
)
 
κλ 
 
1 −  e−  
 
 
κλ (T 
 
− t) 
 
 
. (A.2) 
 
If the integrated intensity rate is anything other than this value, one has immediately that a 
jump has taken place on the interval. This is to say that P 
(
N [t, T ] = 0|λ¯[t, T ]
) 
= 0 if λ¯ [t, T ] 
differs from the value in (A.2).   Yet, the Poisson probability  mass function (henceforth 
 
PMF) in (A.1) will never allocate an identically zero probability for any value of N [t, T ], 
for any conditioning value λ¯ [t, T ]. Thus, even conditioning upon the integrated intensity, 
the count probabilities of the self-exciting Merton (1976) model do not follow the Poisson 
PMF.1 
 
This issue of the non-independence of the historical jump behaviour of a self-exciting pro- 
cess and its intensity, arises in a number of exercises relevant to econometricians. Indeed, 
1 In order to demonstrate that  the Poisson PMF  does not hold in the self-exciting case, one may proceed 
as follows. Fix a partition of the interval [t, T ] {t = t0 < t1 < ... < tn− 1 < tn = T } and let ∆i  = ti −  ti− 1 . 
Conditioning  upon λ¯ [t, T ], one has that  P(N [t, T ] = n|λ¯[t, T ])  = P  Ln 1N [t  i−1 ,ti ]=1 |λ¯[t, T ]
)
.   In  the 
Poisson case, it is true  that  N [ti− 1 , ti ]  and λ¯ [t, T ]  are P independent  for  any  given i,  and in  the 
limit  as n  → ∞, there may be P a.s. no more than  a single event  on any interval,  and it is known 
that  limn→∞ 
L
i=1 λ(ti )∆i    = 
L
i=1 P  N [ti− 1 , ti ] = 1|λ¯[t, T ]
)
.    Moreover,  the  events 1N [ti
 
and 
n n 
−1 ,ti ]=1 
1N [tj −1 ,tj ]=1 are independent for i /= j.  One therefore has that the problem is of the generalised-Binomial 
type, i.e. N [t, T ] ∼  GenBin  n, 
{
P  N [ti− 1 , ti ] = 1|λ¯[t, T ]
)}
i=1 
)
.  Given these observations, Le Cam’s The- 
orem (a generalisation of the Poisson limit-theorem) may be applied to arrive at the PMF in (A.1).  In the 
case of self-exciting processes, N [ti− 1 , ti ] and λ¯ [t, T ] are not P independent, from which it follows that one 
does not know the form of the individual  P  N [ti− 1 , ti ] = 1|λ¯[t, T ]
) 
values, and moreover N [ti− 1 , ti ] and 
N [tj− 1 , tj ] are not P independent.  Thus one may not restate the problem as one of the generalised-Binomial 
type. 
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in Section 3.5 it is seen to complicate the application of Girsanov’s Lemma which is re- 
quired to transition between the physical and risk-neutral measures, and in Section 5.4 
it is seen to complicate the computation of filtered jump probabilities.  In the context of 
count probabilities it can be seen to complicate the computation of these quantities too. 
Indeed, when dealing simply with a Poisson process, it would suffice to take the conditional 
probability in (A.1) and take an outer expectation with respect to λ¯ , i.e. 
E 
r
exp(− λ¯ [t, T ]) 
(
λ¯[t, T ]
)n  F (t)] 
P(N [t, T ] = n|F (t)) = 
n! 
. 
The outer expectation is tractable for the class of affine intensity models, in the case of 
which one may readily obtain the characteristic function2 (henceforth CF) of the integrated 
intensity, say φ(θ) = E
r
eθλ¯[t,T ]
l
.  It is easily verified that3 
∂n 
∂θn 
φ(θ) 
 
 
θ=− 1 
= E
r
λ¯n 
 
e− λ¯ |F (t)
l
. 
The count probabilities would therefore be available via differentiation of the CF of λ¯ if the 
model under consideration  was Poisson and affine (a later part of this appendix discusses 
a related procedure). 
 
In  the case  of self-exciting processes  the computation of count  probabilities  is not so 
straightforward.  Errais, Giesecke and Goldberg (2010) wisely note that manipulation of 
the probability  generating function (henceforth PGF) for the counting process N [t, T ] is 
another means for obtaining these probabilities, and point out that the PGF of the count- 
ing process N is closely related to its CF, which may be obtained by the transform methods 
discussed in Section (4.3) as well. 
 
To make these statements concrete, let the PGF be denoted by 
 
ψ(υ; λ, τ ) ≡  E  υN [t,t+τ ]|λ(t)  , υ ∈  R , 
and note that by straightforward arguments the count-probabilities may be obtained via 
repeated differentiation of this object with respect to the argument υ, 
1  ∂n 
P(N [t, t + τ ] = n|λ(t)) = 
n! ∂υn 
ψ(υ) . υ=0 
2 For  simplicity,  the terms “characteristic  function” and “generalised Fourier  transform”  are treated  as 
interchangeable for the purposes of this appendix as no confusion may be had. 
3 To obtain the characteristic function of λ¯ , simply define a state-vector of the form X = [λ, λ¯ ] and note 
that  the differential of λ¯ is simply dλ¯ = λ dt, which is clearly affine in [λ, λ¯ ]. The system therefore lends 
itself nicely to the Fourier methods discussed in Section 4.3. 
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Thus, possession of the PGF translates directly into the possession of the PMF of the 
counting process, subject to the ability  to differentiate the PGF accurately (direct finite 
difference techniques are unstable for higher derivatives). The recovery of the PGF can be 
seen to be almost trivial  when considering the relationship between it and the CF of the 
counting process, 
 
ψ(υ) = E  υN [t,t+τ ]   = E  elog(υ)N [t,t+τ ]   = φ(log(υ)), 
 
where φ(·)  in this context is the CF of the counting process.   Thus, to compute count 
probabilities what is really necessary are derivatives of the form 
1 ∂nφ(log(υ)) 
P(N [t, t + τ ] = n) = 
n! 
 
∂υn  υ=0 
. (A.3) 
Naturally, the relationship ψ(υ) = φ(log(υ)) does not hold at υ = 0 as the domain of the 
natural logarithm is the positive half line. However, it must hold for υ ∈  R+, and by the 
assumption of the right continuity  of ψ(υ) at υ = 0, it follows that ψ(0) = lim ψ(υ) = 
υ→0 
lim φ(log(υ)). For the remainder of the appendix, it is understood that evaluation of the 
υ→0 
CF at log(υ) for υ = 0 is in fact an evaluation of a limit. 
 
Given the discussion in Section 4.3 in regards to the CFs of affine processes, it should come 
as no suprise that the CF of the counting process will be exponential affine in the state 
vector X , i.e. 
φ(θ) = E  eθN [t,T ]|F (t)  = eB(θ)·[1;X ], 
where the specifics of the vector B ∈  R1+dim(X ) will depend upon the model at hand. Adopt- 
ing the notation of Errais, Giesecke and Goldberg (2010) and defining A(υ) ≡  B(log(υ)), 
it follows by the higher product rule that the derivatives in (A.3) are given by 
 
 
φ(n)(log(υ)) 
 
 
 
υ=0 
n− 1 
= 
i=0 
n −  1 
i 
 
φ(i)(log(υ))   A(n− (1+i))(υ) · [1; X ] 
 
 
 
υ=0 
 
 
, n = 1, .... , 
(A.4) 
where the notation in use is f (n)(x) ≡  ∂nf (x)/∂xn. A method of computing the derivatives 
B(n).  Fortunately, these may be obtained by direct differentiation of the system of ODEs 
(in time) satisfied by A (which follows from that of B), where the differentiation is with 
respect to υ, and where the resulting derivatives may be evaluated  at υ = 0. 
 
 
To demonstrate the implementation of this procedure in the context of a familiar model, 
consider the count probabilities of the full self-exciting model in (2.12). Using transform 
A.1.  COUNT PROBABILITIES 269  
 
 
methods similar to those presented in Section 4.3, it is a straightforward exercise to arrive 
at the CF of the counting process N [0, T ], conditional on F (t).  To this end, define the 
state vector X = [λ, N ]. Noting that the differential of N is simply dN , it is evident that 
 
X  is an affine process, 
 
dλ   =  κλ(λ∞ −  λ) dt + ξλ 
√  
λ dW + kλ dN, 
 
dN =  dN, 
 
where kλ  ∼  Exp (1/ζ ).  Then note that the conditional PMF, p(n, T |λ, N, t), satisfies the 
Kolmogorov Backward (henceforth KB) equation in the backward variables. This is to say 
that 
 
∞ 
1   2 ( ) p∆  = pλκλ(λ∞ −  λ) + 2 pλλξλλ + 
0 
p(λ + kλ, N + 1) −  p(λ, N ) g(kλ) dkλ, (A.5) 
 
subject to   
p(n, T |X, T ) = 1{n = N [0, T ]}, 
 
where dependence upon the forward and backward variables has been supressed where 
appropriate, and where as per Section 4.3, ∆ ≡  T −  t. It is important to note that the 
forward variable in the conditional PMF  is N [0, T ], and that  the backward variable is 
N [0, t], which is of course F (t) measurable. 
 
 
Defining the CF associated with the PMF as 
 
φ(θ) = E
r
eθN [0,t+τ ] F (t)
l
,  θ ∈  C, 
 
one may readily multiply  both sides of (A.5) by eθn  and sum over n ∈  N to obtain the 
following KB equation satisfied by the CF 
 
∞ 
1 2 φ∆  = φλκλ(λ∞ −  λ) + 2 φλλξλλ + 
0 
(φ(λ + kλ, N + 1) −  φ(λ, N )) g(kλ) dkλ, 
 
subject to   
φ(θ|X, T ) = eθN [0,T ]. 
 
Given the affine nature of the coefficient functions in the state it is readily evident by the 
arguments put forth that this equation may be solved by proposition of an ansatz which 
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1 e 
2 ∞ 
 
 
is exponential affine in the state vector X , where the coefficient function will be restricted 
by a system of ODEs. Indeed, it is possible to obtain a solution of the form 
 
φ(θ) = eβ0 +θN +β2 λ, 
 
 
where the coefficient function B = [β0, β2] satisfies the system of ODEs 
 
dβ0 
dτ 
 
=  κλ 
 
λ∞β2 
 
θ
 
 
 
 
(A.6) 
dβ2 =  − κ β + ξ2 β2 + −  1  , dτ λ   2 2 λ   2 1 −  ζ β2 
 
subject to β0(0) = 0, β1(0) = θ, β2(0) = 0. The preceding system may not be solved in 
closed form, which is true also in the case for the CF of the log index level (Y ). Nevertheless, 
as for the CF of Y , standard numerical methods such as the Runge Kutta solver with Cash 
Karp error control may be employed to obtain approximate solutions. 
 
Having obtain the CF of N [0, T ], all that remains is to note that the CF of N [t, T ] is given 
by 
E
r
eθ(N [0,T ]−N [0,t])  F (t)
l 
= E
r
eθN [0,T ] F (t)
l 
e− θN [0,t], 
 
which is easily seen to be equal to eβ0 +β2 λ, where β0 and β2 satisfy the system in (A.6). For 
the remainder of this appendix, let φ(·) denote the CF of N [t, T ] conditional upon F (t). 
 
Letting the quantity A(·) appearing in (A.4) be represented  as [α0(υ), α2(υ)] = [β0(log(υ)) 
, β2(log(υ))], from this definition of the coefficient function of the CF it is relatively straight- 
 
forward to obtain a system for the quantities 
 
∂nα0(υ, τ ) 
∂υn υ=0 
 
and ∂
nα2(υ, τ ) , 
∂υn  υ=0 
 
which in what follows will be denoted by α(n)(0, τ ) and α(n)(0, τ ) respectively, and where 0 2 
the dependence upon τ will be made explicit only when necessary.  Naturally, for n = 0, 
one may simply take the limit  of the system in (A.6) as υ → 0+  to obtain 
 
dα(0)
 
  0   (0) 
dτ 
 
dα(0)
 
 
=  κλ λ   α(0)(0) 
 
 
(A.7) 
  2   (0) =  − κ α(0)  +  1 ξ2 
(
α(0)
)2 −  1, 
dτ λ   2 
 
subject to α(0)(0, 0) = 0, α(0)(0, 0) = 0. 
2  λ  2 
0 2 
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2 
2 2 
2  (0) 
i=1 
(n)  N 
∞ 
α 
 
 
For n = 1, ..., by direct differentiation and evaluation at υ = 0 one obtains the system 
 
dα(n)
 
  0    (0) 
dτ 
 
dα(n)
 
 
=  κλ λ   α
(n)(0) 
 
∂n
 
 
 
 
n− 1
 
  2    (0) =  − κ λ α(n)  + 
1 
ξ2   (α (υ))2  + n 
∂ 1 
, 
dτ λ   ∞  2 2 λ ∂υn 2  υ=0 ∂υn− 1 1 −  ζ α2(υ) 
 
υ=0 
(A.8) 
subject to α(n)(0, 0) = 0, α(n)(0, 0) = 0. 0 2 
 
Adopting the notation of Chapter 4 and letting ϕ(·) denote the transform of kλ, it is seen 
that  higher derivatives  of the composite functions (α2)2   and ϕ (α2)  are required.  The 
derivative  of the former may be obtained in a straightforward manner by applying the 
higher product rule to its first derivative which yields 
 
∂n  2 
n− 1 n −  1 n− (1+i) 
 
1+i 
∂υn 
(α2(υ))  υ=0 
= 2 
i=0 
α (0)α  (0). 
i 
 
The form of the latter renders it less simple to compute. However,  as pointed out by Errais, 
Giesecke and Goldberg (2010), one may appeal to the higher chain rule of Faa di Bruno to 
obtain 
 
∂n  (0)
 
 
n 
(− 1)
 
 
(m1 +...+mn )
( 
 
 
(0)
 n   
I 
(i) mi ) 
∂υn 
(α2   (υ)
)
 = υ=0 
n! 
σn i=1 
(mi!) ϕ α2   (0) , i! 
i=1 
 
where σn = {(m1, ..., mn) ∈  Nn : 
Ln
 imi  = n}. Given the preceding discussion, it can be 
seen that by choosing the largest count for which the probability is to be computed to be a 
finite N ∈  N, all that is necessary in order to obtain the set of derivatives of the coefficient 
functions, 
{
α(n), α(n)    N is to solve a 2 × (N + 1)-dimensional system of ODEs in these 0 2 n=0 
objects. Having done this, one may sequentially build the set of derivatives  of the CF, 
{φ    (0)}n=0  by (A.4), which in turn will allow for computation of the count probabilities 
by (A.3). It was indeed the procedure just described which was used to compare the count 
probabilities of the self-exciting and Poisson (i.e. ζ = 0) versions of the model in (2.12) in 
Chapter 2. 
 
 
Before concluding this appendix, it is worthwhile considering the computation of the prob- 
ability  of no events on an interval, i.e. the waiting time for an event. Indeed, the use of 
this quantity in sampling paths from the self-exciting model may improve the quality of 
the Euler Maruyama approximations described in Section 2.4 and those in Section 6.3. Let 
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dt 
 
 
the distribution of the waiting time until the next event be defined by 
f (τ |F (t)) ≡  P 
(
τN [0,t]+1  = t + τ |F (t)
) 
, 
 
This object may be obtained readily by computing the time derivative of the PGF and 
evaluating at υ = 0. Indeed, f (τ ) = d (1 −  P(N [t, t + τ ] = 0|F (t)), and thus 
f (τ )|F (t)  = 
 
 
= 
d 
dτ 
P(N [t, t + τ ] = 0|F (t)) 
d lim φ(log(υ)) 
dτ υ→0+ 
=  eα0 (0,τ )+α2 (0,τ )λ  
d 
α (0, τ ) + 
d 
dτ   0 α2(0, τ )λ   , dτ 
 
where A(0)(0) was seen earlier to satisfy the system in (A.7), and its time derivatives were 
given in (A.8).  Fortunately, A(0)(0)  is available in closed-form. This stands in contrast 
to the case for higher derivatives in which a term involving ϕ(α2(υ))  and the derivatives 
thereof are present. As this term is not present for the zeroth derivative, the system in 
(A.7) may be solved in a manner similar to that used in Section 4.3 for equation (4.15), 
after which the derivatives in (A.8) may be computed readily. Thus, the waiting time for 
the self-exciting model is available in closed form. 
 
It is also interesting to note that this quantity may be obtained without use of the PGF in 
the case of self-exciting Merton (1976) model, but not in the case of the full self-exciting 
model.  The interesting aspect of this result is that  the complicating issue for the full 
model is not that the jump responsiveness of the intensity is stochastic, but rather that 
the intensity exhibits diffusive variation.  To see this, consider first the case of the self- 
exciting Merton (1976) model. Fix a partition  of the time interval [t, T ], {t0  = t < t1 < 
... < tn− 1 < tn  = T }, where the lengths of the  intervals between time-points are to be 
denoted by ∆i ≡  ti −  ti− 1.  It is clear that the probability  of no events occurring on 
an interval of length τ = T −  t may be written as 
n 
P(N [t, t + τ ] = 0|F (t))  =  P 
 
n 
= 
i=1 
 
N [ti− 1, ti] = 0 F (t) 
i=1 
P
(
N [ti− 1, ti] = 0 N [t, ti− 1], F (t) 
)
. 
Letting n → ∞, and fixing ∆¯  ≡  max 
i∈ {1,...,n} 
P
(
N [t, t + τ ] = 0|F (t)
) 
= lim 
∆i, one obtains 
 
n 
P
(
N [ti− 1, ti] = 0 N [t, ti− 1] = 0, F (t)
)
. 
∆¯ →0  i=1 
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Taking the logarithm of both sides of the resulting equality, and by the continuity of the 
 
natural logarithm on (0, 1), it follows that 
 
 
log
(
P(N [t, t + τ ] = 0|F (t))
)  
= lim 
∆¯ →0 
 
= lim 
∆¯ →0 
n 
 
 
i=1 
n 
 
 
i=1 
log 
(
P
(
N [ti− 1, ti] = 0 N [t, ti− 1] = 0, F (t)
))
 
 
log
(
1 −  E [λ(ti− 1)|N [t, ti− 1] = 0] ∆i
)
 
= lim −  
∆¯ →0 
T 
n 
 
 
i=1 
E
r
λ(ti− 1) N [t, ti] = 0, F (t)
l 
∆i 
=  −  E
r
λ(s) N [t, s] = 0, F (t)
l 
ds . 
t 
 
 
 
(A.9) 
Given that the only uncertainty driving λ in the self-exciting Merton model in (2.7) are 
jump innovations, and further that  one is conditioning upon N [0, s] = 0, the intensity 
λ evolves deterministically, and thus the integral evaluates simply to the negative of the 
quantity in (A.2). Exponentiating yields 
 
 
P
(
N [t, t + τ ] = 0|F (t)
) 
= exp  λ∞(T −  t) + 
(λ(t) −  λ∞) 
κλ 
1 −  e−  κλ (T − t) 
 
. (A.10) 
 
 
 
Proceeding then with precisely the arguments in the context of the waiting time for the 
full self-exciting model yields the last expression in (A.9), where the expectation must be 
taken with respect to the probability measure associated with the full self-exciting model. 
The difficulty which arises at this point is that the expectation is not available. One might 
indeed imagine that the expectation coincides with the value in (A.2), as this would be the 
conditional expectation of λ(s) if the jump component of the process was ignored. This 
would be incorrect however,  as there is significant  information content  in the fact that 
N [t, s] = 0 per se. Indeed, knowledge of this forces a redistribution of density over smaller 
values of λ(s), i.e. it becomes less likely that the process has diffused towards a large value 
given that no jumps were observed over the interval [t, s]. As the expectation under these 
conditions becomes nonstandard,  one has that the overall computation becomes intractable 
for the self-exciting model. In the case of the self-exciting Merton however, one may proceed 
in the natural way and recover the waiting time by straightforward differentiation of (A.10) 
with respect to τ . 
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   J ∗  � Y λ   ≡  E[J 
 
πν 
g
∗  
 
A.2    Derivation of the  Risk-Neutral Jump  Distribution  via 
 
Equlibrium Arguments 
 
 
As noted in Section 3.3, the derivation of the risk-neutral jump distribution involves some 
tedious algebra. The purpose of this appendix is to illustrate the calculations. To begin, 
recall from (3.20) that 
g∗  Y 
(Y + kY , V, λ + kλ, t) exp(− kY  ) ∗  (k  , k ) g 
Y (Y + kY , V, λ + kλ, t) exp(− kY )] 
(kY , kλ) , (A.11) 
from (A.12) that 
 
 
 
and from (2.13) that 
 
 
J ∗ (Y, V, λ, t) = exp(β0 + β1Y + β2V + β3λ) , (A.12) 
1 1 1 1 2 g(kY , kλ) = ζ 
exp  −  
ζ 
kλ √ 2
   exp  −  
2ν 
(kY  −  δ0 −  
δ1kλ) 
. (A.13) 
 
Evaluating (A.11) directly, and noting that only the functional dependence upon the pair 
 
(kY , kλ) is relevant (and hence the use of “proportional-to” relations), yields 
 
� (kY , kλ) 
exp(β0 + β1Y + β2V + β3λ) exp((β1 −  1)kY + β3kλ) = 
E [exp(β0 + β1(Y + kY ) + β2V + β3(λ + kλ)) exp(− kY )] 
g∗ (kY , kλ) 
1 1 2 ∝ exp((β1 −  1)kY + β3kλ) exp  −  ζ kλ  exp  −  2ν (kY  −  δ0 −  δ1kλ) 
1  1 2 2
 
= exp  −  ζ −  β3 kλ  exp −  2ν 
(
kY  + (δ0 + δ1kλ) 
 
− 2kY (δ0 + δ1kλ) −  2kY ν(β1 −  1)
)
 
 
1  1 2 2
 
= exp  −  ζ −  β3 kλ  exp −  2ν 
(
kY  + (δ0 + δ1kλ + ν(β1 −  1)) 
 
− 2kY (δ0 + δ1kλ + ν(β1 −  1)) + (δ0 + δ1kλ)2 −  (δ0 + δ1kλ + ν(β1 −  1))2
)
 
 
1 1 2 ∝ exp  −  ζ −  β3 kλ  exp −  2ν ((kY  −  (δ0 + δ1kλ + ν(β1 −  1))) 
 
+(δ0 + δ1kλ)2 −  (δ0 + δ1kλ)2 −  ν2(β1 −  1)2 −  2(δ0 + δ1kλ)ν(β1 −  1)
)
 
 
1 1 2 ∝ exp  −  ζ −  β3 −  δ1(β1 −  1)   kλ  exp −  2ν 
(
kY  −  (δ0 + δ1kλ + ν(β1 −  1))
) 
. 
 
(A.14) 
