Abstract It is well known that the available energy (i.e., the net radiation minus the ground heat flux) is often 10-30% larger than the sum of turbulent fluxes measured by the eddy-covariance method. Although field observations and previous large-eddy simulation studies have shown that surface heterogeneity can induce flux imbalance, the relationship between the flux imbalance magnitude and the surface heterogeneity scale remains to be investigated in more detail. Here we examine the flux imbalance over landscapes characterized by different surface heterogeneity scales in a dry freely convective boundary layer. We reveal that the flux imbalance initially increases with increasing surface heterogeneity scale. However, when the surface heterogeneity scale becomes larger than the boundary layer height, the surface starts to behave locally homogeneous, which leads to a lower flux imbalance. Based on large-eddy simulation results, we propose a conceptual model to explain how the domain average flux imbalance is influenced by surface heterogeneity. The flux imbalance is found to be controlled by the ratio of the boundary layer height to the Obukhov length (−z i /L), the integral length scale of vertical velocity (l w ), the mean horizontal speed (U), and the time averaging interval (T). Among these four variables, l w determines the size of turbulent coherent structures (i.e., large eddies), whereas −z i /L affects the form of these large eddies. Meanwhile, the U and T determine how many these large eddies can be sampled by the eddy covariance. This finding indicates that it may be possible to diagnose the flux imbalance using these four variables under convective conditions.
Introduction
The eddy-covariance (EC) method is one of the most common methods for measuring turbulent exchanges between the biosphere and the atmosphere. The fluxes of heat, water vapor, and CO 2 measured at EC sites around the world (e.g., FLUXNET; Baldocchi et al., 2001 ) are widely used for developing and validating land surface schemes (Li et al., 2013 Williams et al., 2009 ) and for climatological studies (Jung et al., 2010) . However, a long-standing problem with the EC method is observed in which the sum of the sensible and latent heat fluxes by EC is smaller than the difference between the net radiation and ground heat flux (Aubinet et al., 2012; Foken, 2008; Leuning et al., 2012; Oncley et al., 2007; Twine et al., 2000; Wilson et al., 2002; Xu et al., 2017) . This systematic bias in the EC method, which is more pronounced over heterogeneous surfaces than over homogeneous surfaces, is called the surface energy imbalance or nonclosure problem and is one of the biggest challenges for the EC measurement technique.
Potential reasons for this energy imbalance include mismatch in the footprints of radiation and turbulent flux measurements, measurement or computation errors, significant advective fluxes, and inadequate sampling of large-scale, low-frequency turbulent eddies, as reviewed elsewhere (Foken, 2008; Foken et al., 2006; Foken et al., 2011; Leuning et al., 2012; Mahrt, 1998; Twine et al., 2000; Wang et al., 2009; Wohlfahrt & Widmoser, 2013; . Among these potential causes, the inadequate sampling of large-scale turbulent eddies has been increasingly acknowledged as one of the leading contributors to the surface energy imbalance (Foken et al., 2011) .
Over homogeneous terrain, the largest turbulent eddy scales with the boundary layer height (Stull, 1988; Wyngaard, 1985) . Over heterogeneous terrain, secondary circulations can be further induced by the landscape-level heterogeneity around EC sites (Foken et al., 2006) . These large-scale turbulent eddies and secondary circulations may not be adequately sampled by an EC tower in a finite averaging period (e.g., 30 min); hence, an imbalance occurs. This phenomenon has been confirmed by many observational (Eder, Schmidt, et al., 2015; Gao et al., 2017; Panin et al., 1998; Stoy et al., 2013; Xu et al., 2017 ) and largeeddy simulation (LES) studies (Eder, De Roo, et al., 2015; De Roo & Mauder, 2018; Huang et al., 2008; Inagaki et al., 2006; Kanda et al., 2004; Schalkwijk et al., 2016; Steinfeld et al., 2007; .
Over the past decade, our understanding of the flux imbalance has been significantly advanced, and many factors were found to be related to the flux imbalance (see Table 1 ). However, it remains elusive as to (i) how the flux imbalance is influenced by surface heterogeneity and (ii) what the relationship between the flux imbalance and the surface heterogeneity scale is. For example, although previous studies have shown that surface heterogeneity is a major factor causing flux imbalance ) and various energy balance closure parametrization schemes have been proposed (Huang et al., 2008; Panin et al., 1998; Panin & Bernhofer, 2008) , the key flow parameters and surface variables controlling the flux imbalance magnitude remain debated (Eder et al., 2014) . In addition, while field observations (Stoy et al., 2013; Xu et al., 2017) have shown that the flux imbalance magnitude generally increases as the surface heterogeneity becomes stronger, large variations occur in such relations. Addressing these two questions frames the scope of our study.
The paper is structured as follows: Section 2 describes the method; section 3 provides details on the LES model and the numerical experiments. The results are described in section 4 and discussed in section 5. Finally, section 6 concludes the paper.
Method

Flux Imbalance Over Heterogeneous Surfaces
We consider a variable φ with the horizontal spatial mean as [φ] (z,t) and the temporal mean as φ x; y; z ð Þ. Fluctuations from the spatial and temporal means are denoted as φ ′′ and φ ′ , respectively. The general definition of flux imbalance magnitude (I) is the difference between "true flux" and the turbulent flux, which can be expressed as follows:
where TU denotes the turbulent flux (e.g., measured by the EC) and TF represents the true flux. Note that here I represents the flux imbalance magnitude as TU is often smaller than TF. This is slightly different from the flux imbalance defined in previous studies (Huang et al., 2008; Inagaki et al., 2006; Kanda et al., 2004; Schalkwijk et al., 2016; Steinfeld et al., 2007; , which is often (−I). Finnigan et al. (2003) used a control volume approach to discuss the assumptions and limitations of the EC method. In their method, the surface heat flux (HFX) is treated as the true flux. Following their method, the domain averaged flux imbalance can thus be calculated as follows:
where [I] represents the difference between the mean turbulent flux and the mean true flux.
It should be pointed out that in some previous studies (Huang et al., 2008; Inagaki et al., 2006; Kanda et al., 2004; Schalkwijk et al., 2016; Steinfeld et al., 2007; , the spatiotemporally averaged vertical heat flux ( wθ Â Ã ) at a given height is used as the true flux. This method is often used over homogeneous surfaces (e.g., Huang et al., 2008; Kanda et al., 2004; Schalkwijk et al., 2016; Steinfeld et al., 2007; and, to a lesser extent, 1-D heterogeneous surfaces (Inagaki et al., 2006; . When the spatially averaged vertical velocity [w] is zero, which is typical for LES runs with periodic boundary conditions, the spatiotemporally averaged vertical heat flux can be further estimated by the spatial turbulent heat flux w ′′ θ ′′ h i :However, the use of spatiotemporally averaged vertical heat flux ( wθ Â Ã ) as the true flux over heterogeneous surfaces is complicated by the existence of mean vertical motions . Hence, in this study, we use the surface flux as the true flux.
The Surface Heterogeneity Scale
Many previous LES studies focused on idealized heterogeneity, such as striped-like and chessboard-like heterogeneities with uniform sizes (Avissar & Schmidt, 1998; Chen & Avissar, 1994) . For these idealized heterogeneity patterns, the characteristic length scale can be relatively easily defined. For example, the width of the strip can be used to indicate the length scale of surface heterogeneity. Recently, more complex and/or realistic landscape patterns based on remote sensing have been used (Albertson et al., 2001; Bertoldi et al., 2007; Huang & Margulis, 2009; Kustas & Albertson, 2003; Liu et al., 2017) . To characterize the length scale of surface heterogeneity (L p ) over complex landscape patterns, Bou-Zeid et al., (2007; hereafter B07) proposed to define L p as follows:
where L D is the streamwise length of the domain and D(r) is the structure function of the analyzed surface characteristics (e.g., momentum roughness length) with distance r along the streamwise direction.
On the other hand, Huang and Margulis (2009; hereafter HM09 ) used a normalized exponential variogram model to define the characteristic length scale:
where d is the distance matrix representing the distance between any two points and γ is the variogram. The details about the two methods can be found in B07 and HM09.
A Conceptual Model Based on the Cospectral Shape
As stated in section 1, the flux imbalance is assumed to be mainly caused by the large eddies. Under this assumption, it is more convenient and easier to interpret the flux imbalance from the cospectral point of The smaller turbulent intensity, the larger I; the smaller turbulent kinetic energy, the larger I view. To do so, we employ the cospectrum of w and θ, which describes the distribution of vertical potential temperature flux among scales. Nonetheless, it should be stressed that our aim is not to propose a cospectral model to calculate the flux imbalance directly but rather to develop a conceptual model based on the cospectral shape to better understand the flux imbalance and explore the flow and surface variables that affect the flux imbalance.
Figure 1 presents a schematic illustrating the cospectrum of heat flux (F wθ ), where k is the wave number and k p is the wave number at which F wθ reaches its peak (hereafter the peak wave number). Based on the assumption that the large eddies are responsible for the flux imbalance, we assume that the EC method can only sample eddies that are larger (smaller) than a critical wave number (wavelength), which is referred to as k ec (Figure 1) . The above assumption also implicitly employs Taylor's hypothesis, which converts temporal measurements at a point (e.g., the EC measurements) to spatial information, that is, from frequency (f) to wave number (k), retaining the shape and magnitude of spectra (Kaimal & Finnigan, 1994) . Therefore, the flux imbalance, or equation (2), can be calculated as follows:
The above expression can be reformulated as equation (6), with equations (7) and (8) as follows: Figure 1 . A conceptual model for flux imbalance from the cospectral perspective. The blue curve is the cospectrum calculated based on the large-eddy simulation results of B2000 (see section 3.2), and the black curve is the fitted cospectrum based on equation (9) with k p = 0.007, m = 0.18, and μ = 5.5. k is the wave number, and F wθ is the cospectrum between w and θ. I is the flux imbalance. The k p and k ec are the peak wave number and critical wave number for eddy covariance, respectively.
In equation (6), f 1 is the ratio of the "horizontally averaged flux at height z" to the surface flux, which represents the reduction of flux as z increases. Based on Finnigan et al. (2003) , if it is assumed that
(an assumption we will invoke in our study as shall be further discussed later), then the term f 1 represents the effect of the vertically integrated storage change and the effect of the horizontal flux divergence in the spatially averaged heat flux budget, leading to inequality between the horizontally averaged flux at height z and the surface flux. Note this is based on that w ′′ θ Steinfeld et al., 2007, and . Given that the horizontally averaged horizontal flux divergence is zero in our simulations due to the periodic boundary conditions, the factor f 1 here only includes the effect of the vertically integrated storage change. The term f 2 represents the role of large eddies in causing flux imbalance at height z. From equation (6) it can be seen that the flux imbalance magnitude increases with decreasing f 1 and decreasing f 2 .
To further understand the behaviors of f 1 and f 2 , we turn to the cospectrum. Different functional forms have een used for the cospectrum F wθ (Kaimal & Finnigan, 1994; Katul et al., 2013; Lee et al., 2005; Massman & Lee, 2002) . In this paper, we use the model of Massman and Clement (2005) for illustration purposes, as follows:
where A is a normalization parameter and m and μ are the (inertial subrange) slope parameter and broadness parameter, respectively. When m = 3/4, equation (9) reproduces the −7/3 power law of F wθ in the inertial subrange (Li & Katul, 2017; Lumley, 1967) . When μ = 0.5, equation (9) reproduces the observed cospectrum from the famous Kansas experiment (Kaimal et al., 1976) , which is commonly used as the standard in the cospectral correction of EC observations (Moore, 1986) . Substituting equation (9) into equation (5), the f 2 term can be expressed as follows:
where Γ is the incomplete Gamma function. The detailed derivation of equation (10) is presented in Appendix 0. Because m and μ are positive and Γ(s,x) decreases with increasing x, equation (10) indicates that f 2 decreases with increasing k ec /k p . Similar results as equation (10) can be obtained using other cospectral models as shown in Appendix 0, but the relation between f 2 and k ec /k p strongly depends on the assumed cospectral model. It should be pointed out that these cospectral models are derived from homogeneous surfaces; over heterogeneous surfaces, their shapes, especially in the range of low wave numbers, are likely to be different from those over homogeneous surfaces. As such, we will not use the exact relation between f 2 and k ec /k p given by the Massman and Clement (2005) model (namely, equation (10)) in our calculation. Instead, equation (10) is meant to provide a qualitative description of the relation between f 2 and k ec /k p (i.e., f 2 is expected to decrease with increasing k ec /k p ).
One way to estimate ∫ ∞ 0 F wθ k; z ð Þdk without invoking any predefined cospectral model, as indicated earlier, is
This assumption is largely motivated by the current practice in LES studies (Huang et al., 2008; Kanda et al., 2004; Schalkwijk et al., 2016; Steinfeld et al., 2007; that used the spatial turbulent heat flux w ′′ θ ′′ h i to represent the true flux at z. As a result, it allows us to compare our findings to previous LES studies. With this assumption, in section 4.2 we will compute
and then explore the relation between f 2 , which will be inferred as (1 − [I])/f 1 (see equation (8)), and k ec /k p . As shall be seen in section 4.2.1, the fact that this assumption yields f 1 = 1 at the surface (i.e., the surface heat flux is recovered) suggests that this assumption is reasonable. Now we detail how k ec /k p is estimated (or approximated). Based on the sampling theory, the larger the eddy moving velocity (say, represented by u), the more eddies can be sampled by the EC in a finite averaging period (T) and hence the smaller the flux imbalance. Therefore, k ec may be represented by 1/(uT). A reasonable estimate for u is the horizontal mean wind speed U by invoking Taylor's hypothesis, which assumes that turbulent eddies are simply advected by the mean flow when they pass a fixed point. Note that the horizontal mean "velocity" under free convective conditions should be equal to 0, but here we use the horizontal mean wind "speed," which is calculated locally as
and then averaged over the domain. To distinguish it from the horizontal mean velocity, we call it "the mean wind speed U." However, given the limitation of Taylor's hypothesis in constructing very large scale structures in turbulent boundary layers (Dennis & Nickels, 2008) , we will also examine other velocity scales such as the convective velocity w * , which is defined as follows:
where g is the gravitational acceleration, θ 0 is the reference potential temperature, c p is the specific heat of air, and z i is the boundary layer height. In addition, we will consider the friction velocity u * ¼ ffiffiffiffiffiffiffi τ=ρ p , where τ is the surface drag and ρ is the air density, as well as the square root of turbulent kinetic energy (TKE; e ¼ ffiffiffiffiffiffiffiffiffi ffi
v , and σ 2 w are the variances of the three wind velocity components). Note that w * and u * have been used in previous studies to characterize the flux imbalance magnitude (e.g., their ratio was used by Huang et al., 2008) .
In addition to k ec , we also need an estimate of k p , namely, the peak wave number. The peak wave number k p can be related to the inverse of the integral length scale or 1/l (Kaimal & Finnigan, 1994) , which is an estimate of the maximum size of large-scale turbulent structures (i.e., large eddies) in the turbulent boundary layer. It is defined based on the autocorrelation function R as follows:
where r is the displacement in space. In this study, l is calculated using the autocorrelation function of vertical velocity (l w ) or potential temperature (l θ ) with an integration until the first zero of R(r) (Lenschow & Stankov, 1986) . Note that because the average integral lengths are used in this study, the effects of oscillations of autocorrelation functions are small.
In a neutrally stratified atmospheric surface layer over homogenous surfaces, the integrate length scale is on the order of z (Kaimal et al., 1976) , yielding that [I] increases with z/(uT). This result is in agreement with previous studies showing that the flux imbalance magnitude increases with increasing height in the surface layer, decreasing mean horizontal speed (when u is represented by the mean wind speed U), and shorter averaging period over homogeneous surfaces (Kanda et al., 2004; Schalkwijk et al., 2016; Steinfeld et al., 2007; . This agreement shows that the result from the conceptual model is reasonable (at least over homogeneous surfaces).
It is pointed out again that the relation between f 2 and k ec /k p is strongly dependent on the assumed cospectral shape (see Appendix B). That is, f 2 is not only a function of k ec /k p as equation (10) alludes to. While l/(uT) might provide a good approximation to k ec /k p , other factors that can affect the cospectral shape (but not explicitly considered by the Massman & Clement, 2005, model) need to be further considered. These factors include surface heterogeneity and atmospheric stability, the latter of which can be indicated by −z i /L, where L is the Obukhov length. We choose −z i /L because previous studies (Khanna & Brasseur, 1998; Lee et al., 2005; Moeng & Sullivan, 1994; Schalkwijk et al., 2016) have found that −z i /L strongly affects large-scale turbulent coherent structures and thus the low wave number regime of the cospetra (Kaimal & Finnigan, 1994) . For example, when −z i /L is larger than about 25, cell structures form with polygonal patterns and no noticeable alignment. When −z i /L is larger than 5 and smaller than 25, roll structures formed aligned with the wind (Lee et al., 2005) . Moreover, previous studies have also found a correlation between the flux imbalance and −z i /L (Huang et al., 2008; Schalkwijk et al., 2016) . Therefore, in this study, we use −z i /L to represent the effects of atmospheric stability on turbulent coherent structures and hence on the flux imbalance.
Experimental Designs
Model Description and Configuration
We used the Weather Research and Forecasting (WRF) model, version 3.9, which has the LES capability and has been widely used to investigate convective boundary layers (CBLs) over homogeneous and heterogeneous surfaces (Moeng et al., 2007; Talbot et al., 2012; Zhu et al., 2016) . Following Zhu et al. (2016) , the original WRF-LES model was modified so that the surface temperature, instead of the surface heat flux, can be prescribed as the surface boundary condition. We choose to do this because some recent studies (Basu et al., 2008; Holtslag et al., 2007) suggest that prescribing surface temperature is a better option than prescribing sensible heat flux under stable conditions. This is because the relation between surface heat flux and the temperature difference between the surface and the atmosphere is not monotonic under stable conditions. As a result, prescribing surface heat flux could result in two physically sensible values for the friction velocity (and thus two different temperature gradients), and it is hard to determine which of these two values is more appropriate (Gibbs et al., 2014) . While we do not study stable conditions in this paper, we aim to do so in the future. Hence, we decide to modify the WRF-LES model so that the surface temperature is prescribed from which the sensible heat flux is calculated.
Except for the surface layer scheme, other physical schemes in the WRF-LES model such as microphysics and radiation are all turned off. In the surface layer scheme, the Monin-Obukhov similarity theory is used to calculate momentum flux and sensible heat flux from the prescribed surface temperature, with a parameterization for thermal roughness length (Chen & Dudhia, 2001 ) and the simulated air temperature assuming local homogeneity. Periodic boundary conditions are used in our simulations. In addition, we use the default WRF numerical discretization options (i.e., a fifth-order scheme for advection in the horizontal direction, a third-order scheme for advection in the vertical direction, and a third-order Runge-Kutta scheme for the time integration). For the subgrid-scale turbulence parameterization, the 1.5-order turbulent kinetic energy-based closure scheme is used. The subgrid-scale flux is added to the turbulent flux. This is because the horizontal resolution used in our study (50 m) roughly corresponds to a sampling rate of 0.1 Hz, assuming a mean wind speed of 5 m/s. Hence, the high-frequency temporal turbulent flux is only captured by the modeled subgrid-scale flux.
The simulation domain is 5 km × 5 km × 2 km in the x-, y-, and z-directions, respectively, and the number of grid points is 100 × 100 × 100. Hence, the resolution in the x-and y-directions is 50 m and ranges from 6 to 20 m in the z-direction (i.e., using a vertically stretched grid; see Talbot et al., 2012) . Note that due to the higher vertical resolution than the horizontal resolution especially near the surface, the anisotropic mixing option, where the length scales in the horizontal and vertical directions are calculated separately in the subgrid-scale turbulence parameterization (i.e., the 1.5-order turbulent kinetic energy-based closure scheme), is selected to reduce the effects of large grid aspect ratio (see more details in Skamarock et al., 2008) . The time step is 0.25 s. The model is initialized with an idealized neutral boundary layer profile, in which the potential temperature is 298 K below 850 m, with a strong inversion layer of a potential temperature surge of 60 K/km from 850 to 1,050 m. The potential temperature gradient is 3 K/km above 1,050 m. All cases had the same initial atmospheric conditions. The geostrophic wind is set to be zero in all cases.
Numerical Experiments
In this study, we simulate a dry atmosphere over a heterogeneous surface composed of random configurations of patches with different surface temperatures and momentum roughness lengths. That is, we only consider the surface variations of surface temperature and momentum roughness length. We design two cases to analyze the effects of different heterogeneity scales on the flux imbalance. The key information is summarized in Table 2 .
Similar to that in B07, a baseline surface configuration is created manually with relatively large patches (Figure 2a ). Subsequently, the baseline configuration is changed to create surfaces with different heterogeneity length scales. With different methods, two types of simulations are designed. The cases denoted by "B" used the method from B07 (e.g., equation (3)), and the cases denoted by "H" used the method from HM09 (e.g., equation (4)). Due to the use of the same baseline configuration, the probability density functions (pdfs) of surface properties are identical in the two types of simulations. However, due to the different surface pattern generation methods, the B cases and H cases are quite different (Figure 2 ). As can be seen
10.1029/2018JD029550
Journal of Geophysical Research: Atmospheres from Table 2, the B cases and H cases have very different spatially averaged surface heat fluxes even with the same heterogeneity length scale (note in our study the surface heat flux is not imposed but computed). This suggests that the surface pattern generation method has an important effect on the results and that the heterogeneity length scale calculated by one method may not be directly comparable to that calculated by the other method.
For each type, four simulations are performed with different heterogeneity length scales (e.g., 2,000, 1,200, 550, and 240 m). These scales are chosen to give a broad range of surface heterogeneity scales: one simulation with a heterogeneity scale larger than the boundary layer height (2,000 m), one simulation with a heterogeneity scale on the order of the boundary layer height (1,200 m), and two simulations with heterogeneity scales smaller than the boundary layer height (550 and 240 m). The spatial patterns of surface temperature in the abovementioned simulations are shown in Figure 2 . The spatial patterns of momentum roughness lengths are similar to the spatial patterns of surface temperature and hence not shown. Note that the statistical properties (i.e., the pdfs) of surface temperatures and momentum roughness lengths in all cases are the same. Note. z i represents the boundary-layer height, and u * and w * indicate the friction velocity and convective velocity, respectively. HFX and w e (i.e., Δz i /Δt) are the surface heat flux (i.e., the "true flux" in our study) and the mean entrainment rates, respectively. U denotes the mean wind speed, which is first calculated locally and then averaged over the horizontal plane. e¯is the square root of turbulent kinetic energy (TKE). For all simulations, the temporal statistics (e.g., w ′ θ ′ ) are calculated during a 1-hr integration period after a 2-hr spin-up (Patton et al., 2005) for all grid points; that is, all the grids in the domain are virtual towers. Hence, the statistics are calculated over about 8 to 10 turnover times with the turnover time T * defined as z i /w * (Table 2) . We then use equation (2) to compute the mean flux imbalance magnitude. Although the model time step is 0.25 s in our simulations, the output frequency is 1 s. Due to the limitation of grid spacing, a higher sampling frequency does not resolve the turbulence better. For all simulations, the surface temperature is constant during the 1-hr integration time.
Results
4.1. The Effects of Surface Heterogeneity Scale on Flux Imbalance Magnitude 4.1.1. The Simulated Atmospheric Boundary Layer Structures As shown in Figure 2 , the patterns of surface temperature are significantly different between B cases and H cases. As a result, the sizes and spatial distributions of large eddies are different as shown in Figures 3 and 4 . In addition, the spatial patterns of large eddies clearly reflect the surface pattern, with updrafts concentrated above the hotter patches and downdrafts above the lower patches, especially when the surface heterogeneity scale is large (Figures 3d and 3h) , which is consistent with the results in De Roo and Mauder (2018). As the heterogeneity scale increases, larger organized structures are formed as shown in Figure 3 , which is similar to the results of HM09. Note that due to the larger organized structures with a 2,000-m heterogeneity length in our domain (5 km × 5 km), some parts of the domain start to behave locally homogeneous in B2000 and H2000 (Figures 3 and 4) . Clearly, the cases with the smallest heterogeneity scales (B240 and H240) show structures of a well-mixed CBL. When the heterogeneity scale becomes larger, θ increases with height in the CBL, especially in cases B2000 and H2000. Similar results also occur in a larger domain (i.e., 10 km × 10 km in Appendix C). This is in agreement with the results in Raasch and Harbusch (2001) and Avissar and Schmidt (1998) , where the simulation domain ranges from 6 to 40 km. One possible reason is that the 
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Journal of Geophysical Research: Atmospheres asymmetry of circulation within the CBL, that is, locally restricted updraughts and more extended weaker downdraughts (Deardorff et al., 1969) , leads to an increase in θ with z within the CBL. Another possible reason is that when the surface heterogeneity scale is larger, the organized structures generated by the surface heterogeneity have a larger probability to penetrate deeper into the inversion layer than have the smaller eddies, and hence, warmer air is brought downward in the CBL by entrainment, which leads to the larger θ with higher height, especially when the surface heterogeneity scale is larger than z i (Figure 5a ). Interestingly, different from the increase of potential temperature at the top of the boundary layer with increasing surface heterogeneity scales, the potential temperature near the surface decreases with the increasing surface heterogeneity scales. Hence, the potential temperature near the surface is the lowest in the B2000 and H2000 simulations. The main reason is that near the ground surface, heat is mainly transferred into the atmosphere by relatively small eddies, and hence, the larger eddies caused by the entrainment due to the larger surface heterogeneity scales is somewhat detrimental to the mixing process, which leads to lower potential temperature near the surface (Avissar & Schmidt, 1998) .
The vertical profiles of σ 2 u and σ 2 w indicate characteristics similar to many previous studies (Avissar & Schmidt, 1998; Patton et al., 2005; HM09) . Namely, σ 2 u increases near the surface and the entrainment zone, whereas σ 2 w reaches its maximum value in the middle of the mixed layer. As the heterogeneity scale becomes larger, σ 2 w in 0-0.5 z i becomes smaller, which is consistent with the results in HM09 and Patton et al. (2005) . The explanation is that the larger surface heterogeneity scale, the more aggregated areas with stronger/weaker heat flux and hence more clearly separated regions with upward and downward eddies (Patton et al., 2005) , which reduces the σ 2 w with large surface heterogeneity scale. Similarly, in 0-0.5 z i , σ 2 u generally decreases with increasing heterogeneity scale, which is different from the results In addition, near the entrainment zone, σ 2 u increases with increasing surface heterogeneity scale and reaches its maximum value at the heterogeneity scale of 2,000 m, which is different from the trend near the surface. This discrepancy could be related to the observed correlation that the larger the surface heterogeneity scale, the larger perturbation induced by entrainment and hence the larger σ 2 u (Figure 5b ). When the surface heterogeneity scale is larger than z i , the effects of entrainment on σ 2 u are maximum and can reach the surface, which leads to a larger σ 2 u at the heterogeneity scale of 2,000 m than that of 1,200 m near the surface (Figure 5b ).
Due to the effects of entrainment, the height at which the largest σ 2 w occurs also increases with increasing heterogeneity scale (Figure 5c ). For example, when the surface heterogeneity scales are smaller than z i , the heights at which the largest σ 2 w occur range from 0.3 to 0.4 z/z i , which is similar to previous studies (HM09 ; Patton et al., 2005) . However, when the surface heterogeneity scales are larger than z i , the heights at which the largest σ 2 w occur can reach 0.6-0.7 z/z i , which is much larger than previous results (HM09; Patton et al., 2005) . This large deviation is mainly caused by the fact that with a larger surface heterogeneity scale, more warm air is brought downward in the CBL by entrainment. Hence, the strong inversion layer in our LES's setup (see section 3.1) acts as a source of heat at the top of the boundary layer, which behaves as an upside-down version of surface-driven turbulence (Hogan et al., 2009) . That is why the heights at which the largest σ 2 w occur can reach 0.6-0.7 z/z i when the surface heterogeneity scales are larger than z i .
The profile of TKE is affected by both σ 2 u and σ 2 w . In general, its value decreases with increasing heterogeneity scale (Figure 5d ). However, it should be noted that near the surface (<0.1 z i ), the TKE is smallest in cases with the heterogeneity scale of 1,200 m instead of 2,000 m due to the behavior of σ 2 u . As mentioned previously, due to the different surface pattern generation methods between B cases and H cases, the profiles in B cases are different from those in H cases. For example, compared to that in H cases, θ are smaller in B cases, which is caused by the smaller spatially averaged surface heat fluxes in B cases ( Table 2 ). The larger variation of spatially averaged surface heat flux across B cases compared to that across H cases might be responsible for the larger variation of entrainment rate and hence the larger variation of σ 2 w . In fact, the differences in spatially averaged surface heat flux between B and H cases with the same surface heterogeneity scale (e.g., the 55-W/m 2 difference between B2000 and H2000) are larger than those of the same case type but with different surface heterogeneity scales (e.g., the 30-W/m 2 difference between B2000 and B240). This implies that the two methods are not directly comparable, and thus, studies examining the effects of surface heterogeneity should be explicit about the method used to quantify the surface heterogeneity scale. Considering that our main goal is to analyze the effects of different heterogeneity scales instead of the effects of different heterogeneity generation methods on the flux imbalance, the differences between B and H cases are not focused in this paper. Figure 6a shows the vertical profiles of flux imbalance magnitude calculated using equation (2) in different cases. Clearly, the flux imbalance magnitude increases with increasing height in both cases, which is consistent with previous studies (Huang et al., 2008; Kanda et al., 2004; Steinfeld et al., 2007; . It is also evident that the curves tend to cluster together at lower heights (z/z i < 0.02). This is due to the fact that the parameterized subgrid-scale turbulence becomes important and the subgrid-scale flux dominates.
The Flux Imbalance
To examine the relation between the flux imbalance and the heterogeneity scale, the results at 112 m (z/z i ≈ 0.08) are shown as an example where the difference between the flux imbalance including the subgrid-scale heat flux and the flux imbalance excluding the subgrid-scale heat flux is less than 2% (Figure 7) . We choose to analyze the flux imbalance at a fixed z instead of a fixed z/z i here because in practice all EC measurements have a fixed z. Overall, the flux imbalance magnitude increases with increasing heterogeneity scales, as shown in Figure 6b . This is consistent with field observations. For example, Stoy et al. (2013) and Xu et al. (2017) found that the flux imbalance magnitude increases with increasing landscape-level and footprint variability, respectively. This can be understood because the larger the heterogeneity scale is, the larger the circulations induced by surface heterogeneity become. These large-scale motions are less likely to be adequately sampled in a finite average period, and hence, a larger flux imbalance occurs.
Interestingly, when the heterogeneity scale becomes larger than z i , the flux imbalance magnitude seems to decrease, especially in case B2000 (Figure 6b ). Close inspection of Figure 6a reveals that this is the case nearly everywhere as long as z/z i > 0.02. Such trends are even clearer with a larger domain (i.e., 10 km × 10 km in Appendix C) and concomitantly larger patches. The further reduction of flux imbalance magnitude with increasing heterogeneity scale may be because the surface with a larger heterogeneity length starts to behave locally homogeneous. In comparison, the flux imbalance magnitudes in B cases are generally larger than those in H cases. As discussed in section 4.1.1, the smaller TKE and vertical turbulent heat flux induced by the more extended weaker downdraughts in B cases are responsible for this difference.
Interpretation of Flux Imbalance Using the Cospectral Model
The cospectral model described in section 2.3 connects the flux imbalance with f 1 and f 2 , where f 1 represents the ratio of "flux at height z" to the surface flux and f 2 represents the role of large eddies in inducing flux imbalance. Specifically, the flux imbalance magnitude is expected to increase with decreasing f 1 and f 2 . In the following, we investigate the relations between flux imbalance magnitude and f 1 and f 2 , as well as their controlling factors. It should be noted that here we do not assume any specific cospectral shapes but rather explore the relations between the computed f 1 and f 2 and flow variables. 4.2.1. f 1
As stated in section 2.3, f 1 is calculated as w ′′ θ
equation (7). Figure 7a shows the calculated f 1 at different heights when the subgrid-scale heat flux is included. As can be seen, f 1 deceases with increasing heights in all cases when the subgrid-scale heat flux is included (Figure 7a ). Based on equation (10), the decrease of f 1 with increasing heights leads to the increase of flux imbalance magnitude, which is consistent with Figure 6a . However, there is virtually no difference between the two cases and also between simulations with different heterogeneity scales. As a result, Figure 7a cannot explain the variations of flux imbalance with respect to heterogeneity scales (Figure 6b ).
Note again that f 1 has a large uncertainty at lower heights due to the role of subgrid turbulence parameterization (cf. Figure 7a where the subgrid-scale heat flux is included and Figure 7b where the subgrid-scale heat flux is excluded). For example, near the surface the f 1 values become even larger than 100% when the subgrid-scale flux is included (Figure 7a) , suggesting that the f 1 values at lower heights are less trustable.
To avoid the effects of subgrid turbulence parameterization and large grid aspect ratios, we will focus on the results starting from a few grid levels above the surface, that is, 0.03 z/z i in our study, which is 50 m (equal to the horizontal resolution) above the surface corresponding the ninth grid level and where the percentage of the subgrid-scale flux is 6%. Therefore, in the following we will focus on the results in the range of 0.03 < z/z i < 0.1.
f 2
In this section, we examine the relation between f 2 and different turbulent length scales that might characterize k ec /k p . f 2 is inferred from (1 − [I])/f 1 (equation (8)), where [I] and f 1 are calculated using equation (2) and w ′′ θ ′′ h i = HFX Â Ã , respectively. Note again that k ec is the critical wave number of the EC method and we estimate k ec as 1/(uT), where u is a velocity scale that can be represented by U, w * , u * , and e and T is the averaging period. Note that all velocity scales are first calculated locally and then averaged over the horizontal plane. The k p is the peak wave number that might be estimated from the integral length scale of vertical (13)).
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Journal of Geophysical Research: Atmospheres velocity (l w ) or the integral length scale of potential temperature (l θ ). In the following we compare all these velocity and length scales. Figure 8 shows the results in the range of 0.03 < z/z i < 0.1 when k ec /k p is represented by l w /(uT) with different velocity scales. One can see that f 2 generally decreases with increasing l w /(uT), consistent with equation (10), but with a large scatter. Similar results are also found using l θ /(uT), and hence, those results are not shown. The large scatter suggests that additional variables (e.g., −z i /L) should be considered to include the effects of atmospheric stability on turbulent coherent structures, which are not accounted for by equation (10). Similar to previous studies over homogeneous surfaces (Huang et al., 2008; Schalkwijk et al., 2016) , we also found a reasonably strong correlation between the flux imbalance magnitude and −z i /L but over heterogeneous surfaces: The larger −z i /L, the smaller f 2 and thus the larger the flux imbalance magnitude (Figure 9 ).
Therefore, we further examine the correlations between f 2 and −z i /L × l w /(uT) (Figure 10 ). The choice of −z i /L × l w /(uT) is motivated by the fact that the atmospheric stability is likely to influence the largest eddies and may be treated as an adjustable factor to k p . Compared to those in Figure 8 , the negative correlations are much higher in Figure 10 (see the R 2 values in Table 3 ). The better correlations confirm that −z i /L plays an important role in modulating the flux imbalance over heterogeneous surfaces.
Among all the velocity scales, using −z i /L × l w /(UT) yields the highest R 2 value (Table 3 ), indicating that the mean horizontal speed U better characterizes k ec . On the other hand, using l θ leads to quite peculiar relations and a very larger scatter (and thus much smaller R 2 values, not shown here) compared to using l w (Figure 11 ), implying that l w is a better choice to represent k p at least in our cases.
A Diagnostic Equation for [I]
Given that the behavior of f 1 with z is quite predictable from Figure 7 , f 1 may be parameterized as follows:
where a = −1.46 and b = 1.0 are fitted parameters (see the fitted line in Figure 7) . Again, to avoid the effect of subgrid turbulence parameterization, only data between the range of 0.03 < z/z i < 0.1 are used to fit the 
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parameters in equation (13). The linear decrease of turbulent heat flux in the CBL is a well-established result (Garratt, 1992) , and our results confirm this. Note that we did not a priori specify the value of b. The fact that b = 1.0 is obtained from the fitting demonstrates that the linear decreasing trend in the range of 0.03 < z/z i < 0.1, when extrapolated to the surface, recovers the surface heat flux. 
Only the results in the range of 0.03 < z/z i < 0.1 are shown.
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Similarly, given the nearly linear relationship between f 2 and −z i /L × l w /(UT) (here we use U due to the largest R 2 value it yields as shown in Table 3 and also the fact that its measurement is often available), we can parameterize f 2 as
where K = −0.05 and C = 0.95 are fitted parameters (see the fitted line in Figure 10a ). Based on equations (6), (13), and (14), the flux imbalance magnitude can be parameterized as follows:
In practice, some of the inputs for equation (15) are not always available even if the coefficients a, b, K, and C are provided by fitting to LES results. For example, the calculation of z i /L requires the boundary layer height Table 3 The Slopes (K), Intercepts (C), and Coefficients of Determination (R 2 ) Between the f 2 and l w /(uT) (Figure 8 ) and −z i /L × l w /(uT) (Figure 10 ) Figure 11 . The relations between f 2 and (
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Journal of Geophysical Research: Atmospheres and the surface heat flux. The former is rarely measured in the field, while the latter is what the EC aims to measure and thus is unknown a priori. From this point of view, equation (15) is a diagnostic equation and cannot be used as a prognostic equation to compute the flux imbalance. We note that this is also the case for other parameterizations in the literature (see, e.g., Huang et al., 2008) .
It should be pointed out that while equation (15) may seemingly indicate that [I] changes with z linearly, the fact that −z i /L × l w /(UT) also depends on z (Figure 10 ) makes it a nonlinear function in terms of z. One can see from Figure 6a that [I] does not change with z in a linear fashion, especially for cases with large heterogeneity scales.
Discussions
The Relation Between the Surface Heterogeneity Scale and Flux Imbalance
Our results demonstrate that the flux imbalance is primarily affected by the following variables: the integral length scale of vertical velocity l w , the atmospheric stability parameter −z i /L, the mean horizontal speed U, and the average period T, when the cospectral model is employed to interpret the flux imbalance. Among these four variables, l w determines the maximum size of large-scale turbulent structures (i.e., the large eddies); −z i /L affects the shape of these turbulent structures and also the cospectrum form, that is, the flux distribution among different eddy sizes; and U and T determine the number of large eddies that can be sampled by the EC sensors in a finite averaging period.
These characteristic variables are strongly affected by the surface heterogeneity. For example, one can infer from Figure 9 that −z i /L is dependent on the surface heterogeneity scale. Figure 12a shows this more clearly.
In addition, Figure 12b shows the dependence of l w /(UT) on the surface heterogeneity scale. Due to the dependence of these characteristic variables on the surface heterogeneity scale, the flux imbalance is shown to be affected by surface heterogeneity in both our simulations (Figure 6b ) and previous observational studies (Stoy et al., 2013; Xu et al., 2017 ). Our results demonstrate that although the pdf of surface characteristics remains identical, landscapes with different characteristic length scales can have vastly different flux imbalance magnitude. This may explain why the relation between the surface heterogeneity and the flux imbalance observed in the field data shows large variability (Stoy et al., 2013; Xu et al., 2017) .
The Relations Between Equation (15) and Related Factors
As stated in section 1, previous studies have reported relations between flux imbalance and various factors (see Table 1 ). In this section, we use the conceptual model (i.e., equation (15)) to explain these reported relations in the literature. Based on equation 15, it can be easily seen that the flux imbalance I increases with increasing z and −z i /L, decreasing U (when u is represented by U) and TKE (when u is represented by TKE), and shorter T. Due to the increasing of I with z and −z i /L, I also increases with the increasing of −z/L. In addition, as discussed in section 5.1 and shown in section 4.1.2 (Figure 6b) , overall, the flux imbalance I increases with increasing surface heterogeneity scale. −z i /L can be expressed as follows:
where k is the von Kármán constant. Based on equations (16) and (15), we can also see that the flux imbalance I increases with decreasing u * /w * . These results inferred from our conceptual model are consistent with previous studies (see Table 1 ).
Furthermore, we can express equation (8) as follows:
where R wθ (z) is the correlation coefficient between w and θ at z; σ(w) and σ(θ) are standard deviations of w and θ, respectively. A larger phase difference between w and θ results in a smaller R wθ and thus a smaller f 2 (equation (17)), which leads to a larger I based on equation (6). This conclusion is consistent with more recent results in McGloin et al. (2018) and Gao et al. (2017) .
In summary, with the proposed diagnostic equation for I (i.e., equation (15)), the relations between the flux imbalance and various factors reported in the literature (see Table 1 ) can be explained.
A Comparison of Different Parameterizations for Flux Imbalance
Several energy balance closure parametrization schemes have been proposed (Huang et al., 2008; Panin et al., 1998; Panin & Bernhofer, 2008 ). An earlier comparison was made by Eder et al. (2014) . In this paper, we also propose a conceptual model to explain the flux imbalance. Here we compare these models and explain their advantages and limitations.
Based on LES runs over homogeneous surfaces, Huang et al. (2008) parametrized the flux imbalance as a function of nondimensionalized turbulent velocity scales as
where a = 4.2, b = −16, c = 2.1, d = −8.0, and f = −0.38 are fitted parameters. found that the biggest shortcoming of this empirical parametrization scheme is that it cannot be applied directly to heterogeneous surfaces. Considering that surface heterogeneity is one of the main contributors to flux imbalance, the applicability of this parametrization scheme is greatly limited. In addition, this parameterization is developed based on LES data above the surface layer (0.3 < z/z i < 0.5), and hence, its applicability for analyzing real observations, which are mostly collected in the surface layer, is questionable, especially because the fitting function breaks down near the surface. This may be why field observations have reported failure of using this relation to capture flux imbalance (Eder et al., 2014) . Lastly, as alluded to earlier, this parameterization cannot be used as a prognostic equation since one of the required inputs is the surface heat flux for computing w * .
To consider the effect of surface heterogeneity on the flux imbalance, Panin and Bernhofer (2008) directly related the effective surface roughness length (z eff 0 ) and surface heterogeneity scale (i.e., L eff ) to the flux imbalance and proposed the following parameterization:
where EBR is the energy balance closure ratio (the ratio of the sum of turbulent heat fluxes to the available energy), and K and C are empirical constants. Compared to the parameterization by Huang et al. (2008) , the biggest advantage of this empirical parametrization scheme is that it explicitly considers the effects of surface heterogeneity, and hence, it can be used over heterogeneous surfaces. However, there are also some limitations associated with this parameterization. First, only the effect of momentum roughness length is included. Second, as shown in Figure 6 , even the same surface heterogeneity scale can yield very different flux imbalance magnitude. The large variation of flux imbalance magnitude suggests that the empirical constants (i.e., K and C) may be varying across sites, and hence, it is not surprising that the performance of this model also varies across sites (Eder et al., 2014) . Lastly, the atmospheric stability and its interaction with surface heterogeneity can strongly affect turbulent organized structures, which further alters the flux imbalance. Hence, only considering the surface heterogeneity scale solely based on the roughness length cannot correctly capture the flux imbalance under a variety of atmospheric stability conditions.
Compared to the previous two models, our model is derived from the cospectrum and hence is more physically based. It should be pointed out that the surface heterogeneity scale is not explicit in our model. This is because the model is constructed based on the assumption that large-scale organized turbulent structures lead to the flux imbalance. The effect of surface heterogeneity on flux imbalance is implicitly included in our model by considering the impact of surface heterogeneity on characteristic variables of turbulent flows, especially those related to large eddies.
There are also some limitations of our model. Most importantly, our model is based on the assumption that the flux imbalance is only caused by the large eddies. Therefore, the flux imbalance caused by other factors cannot be explained by our model. Second, our model is also a diagnostic model and cannot be directly applied in practice to calculate the flux imbalance. Third, our model is constructed with data in the range 0.03 < z/z i < 0.1. While this range is much lower than that in Huang et al. (2008) , the lowest limit (z/z i = 0.03) is still higher than the typical measurement height in the field. Whether our model can capture the behavior of flux imbalance near the surface (z/z i < 0.03) needs to be investigated using higher-resolution LESs in the future. Lastly, our model is constructed under free convective conditions. As found by previous studies (e.g., Huang et al., 2008; Schalkwijk et al., 2016; Steinfeld et al., 2007; , the geostrophic winds have important effects on the flux imbalance. However, it remains a challenge to conduct LESs with geostrophic winds over heterogeneous surfaces. That is, it is problematic to use a periodical boundary condition over two-dimensional heterogeneous surfaces when the geostrophic wind exists. To avoid or reduce the effects of periodical boundary conditions on the results, buffer zones around the study area are needed (e.g., Maronga and Raasch, 2013) . The sizes of buffer zones increase with increasing geostrophic winds, and hence, the buffer zones may be much larger than the study area with a large geostrophic wind, which will lead to a heavy computational burden. Moreover, the buffer zones could also induce additional large eddies, which further contributes to the flux imbalance. Therefore, how to set up the surface values over these buffer zones is also important. In summary, not only the sizes of buffer zones but also the surface values over these buffer zones have effects on the flux imbalance, which needs to be explored in the future.
A Comparison Between Our Model and the Existing Cospectral Corrections in EC
The proposed conceptual model is similar to the cospectral corrections already applied in the EC postprocessing (Massman & Clement, 2005) . However, there are key differences between our model and the existing cospectral corrections. First of all, the proposed model is only used to better understand the flux imbalance and to explore the flow and surface variables that affect the flux imbalance. We do not intend to use it for calculations or corrections of the flux imbalance for two reasons. First, the low wave number range of the cospectrum is strongly affected by boundary conditions (Figure 1 ; Kaimal & Finnigan, 1994) . Most cospectral models (see Appendix B) are derived from data collected over homogeneous surfaces. Hence, their shapes, especially in the low wave number range, are likely to be different over heterogeneous surfaces. It is also noted that these cospectral models are mostly for the one-dimensional cospectrum; that is, they only have a radial dependence, which excludes the effects of azimuthal variability of the surface on the cospectrum. Second, it remains unclear which factors best capture the k ec and k p , although we parameterize the k ec and k p using 1/(uT) and 1/l, respectively, in our study. Therefore, it remains to be investigated whether and how our results can be applied to correct the missing lowfrequency flux in the EC observation.
Moreover, our proposed model only considers the flux imbalance due to the large eddies, whereas the cospectral corrections of the postprocessing of EC data consider the flux imbalance due to not only the low-frequency loss but more importantly the high-frequency loss. In addition, although our model and existing corrections consider the effects of low-frequency eddies or large eddies, the transfer functions are different. Our model is based on the spatial cospectrum, and hence, a sharp or step transfer function, which is equal to 0 below k ec and is equal to 1 above k ec , can be directly applied. However, the cospectral corrections already applied in the EC postprocessing are based on the temporal cospectrum. Although simple time windows or sharp cutoffs can be applied in the time domain, their Fourier transforms rarely have transfer functions that provide sharp cutoffs in the frequency domain (see Figure 2 .2 in Moncrieff et al., 2005) .
Lastly, the true flux (or "reference flux") is different between our proposed model and the cospectral corrections already applied in the EC postprocessing. For example, in our proposed model the true flux is the surface heat flux, while in the spectral corrections the "true cospectrum" is the flux obtained from the standard cospectrum (e.g., the Kansas cospectrum; Haugen et al., 1971) . Since the low wave number range of cospectrum is strongly affected by boundary conditions, the cospectrum obtained from the Kansas experiment may not be applicable elsewhere, which may be why flux imbalance still occurs after the spectral corrections are applied in the postprocessing of EC data.
Conclusions
This study analyzes the relationship between the surface heterogeneity scale and the flux imbalance over heterogeneous landscapes under free convective conditions. The main conclusions are summarized as follows:
1. The surface heterogeneity scale strongly affects the flux imbalance even when the pdfs of surface characteristics are the same. The flux imbalance magnitude initially increases with increasing surface heterogeneity scale. When the surface heterogeneity scale becomes larger than the boundary layer height, the surface starts to behave locally homogeneous, which leads to a lower flux imbalance. 2. A conceptual model for the flux imbalance is proposed to better understand the flux imbalance induced by the large eddies. Based on this conceptual model, we find that the flux imbalance is controlled by −z i / L, l w , U, and T. Among these three variables, l w determines the maximum size of large eddies; −z i /L represents the form of these large eddies or the cospectrum form, that is, the flux distribution among different eddy sizes; and U and T determine how many these large eddies can be sampled by the EC in a finite averaging period. , where a, b, K, and C are empirical constants and b should in theory equal to unity. Compared to the other empirical and semiempirical models, our model is derived from the cospectrum and hence is more physically based. Moreover, the qualitative relations between the flux imbalance and various factors reported in the literature can be explained by our model. Note that our model is diagnostic because it requires a priori knowledge of the surface heat flux. In addition, it also requires the boundary layer height as an input, which is not always available.
Our study has a few limitations. First, it is important to point out that our study does not consider latent heat flux, whose behavior might be different from that of sensible heat flux, especially in the low frequency (Cancelli et al., 2014; Charuchittipan et al., 2014; Detto et al., 2008; Gao et al., 2017; Li & Bou-Zeid, 2011; Li et al., 2012) . Second, we only examine the flux imbalance under free convective conditions, and the effect of wind remains to be investigated. Third, our model is constructed with data in the range 0.03 < z/z i < 0.1. Whether our model can capture the behavior of the flux imbalance near the surface (z/z i < 0.03) needs to be investigated using higher-resolution LESs in the future. Lastly, only the domain averaged flux imbalance instead of the flux imbalance at one point is explored due to the use of coarseresolution LESs in this study. Hence, how our results are applied to correcting the EC nonclosure at one point in the field needs to be investigated in the future.
Appendix A: The Derivation of Equation (10) In this appendix, the flux imbalance is deduced by using the cospectral model of Massman and Clement (2005) , which can be expressed as follows:
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where A wθ is a normalization parameter, k p is the peak wave number, and m wθ and μ are the (inertial subrange) slope parameter and broadness parameter, respectively. Substituting equation (20) 
Equation (21) is identical to equation (10) in the main text. Due to the decrease of Γ(s,x) with increasing x, f 2 is expected to decrease as k ec /k p increases.
It is clear that in this model f 2 also decreases with increasing k ec /k p .
Appendix C: The Effect of Domain Size on the Results
In order to examine the effect of the domain size on our results, we add an additional case, that is, case D, where all parameters are identical to those in case B except with a larger domain (i.e., 10 km × 10 km). The patches are also enlarged concomitantly, so the heterogeneity scale is doubled. Note that due to the constant ratio of the surface heterogeneity scale to the domain size in this method, it does not need to redesign the surface heterogeneity pattern. However, if the ratio of the surface heterogeneity scale to the domain size was not kept constant, for example, only increasing the domain size without changing the surface heterogeneity scale, it needs to redesign the surface heterogeneity pattern, especially over the enlarged regions. Based on the observed differences between B and H cases, it can be imagined that how to set up the surface heterogeneity pattern over the enlarged regions will affect the results, which can be complicated and thus is left for future studies.
Base on Figures C1 and C2 , we can see that in the large domain, the results are similar to those in the main paper, suggesting that the main findings of our paper are not sensitive to the domain size if the ratio of the surface heterogeneity scale to the domain size remains unchanged. 
