We prove, using probabilistic techniques and analysis on the Wiener space, that the large scale fluctuations of the KPZ equation in d ≥ 3 with a small coupling constant, driven by a white in time and colored in space noise, are given by the Edwards-Wilkinson model. This gives an alternative proof, that avoids perturbation expansions, to the results of Magnen and Unterberger [27] .
Introduction

The main result
We consider the random heat equation
with a coupling constant β > 0, and a random process V (t, x) that is white in time and colored in space, constructed from a space-time white noiseẆ (t, x) defined on the probability space (Ω, F, P):
Here, the non-negative mollifier ϕ ≥ 0 is in C ∞ c (R d ), and the product V (t, x)u in (1.1) is interpreted in the Itô sense. The solution of (1.1) is then a continuous random field. We denote by R(x) the spatial covariance function of V (t, x):
2)
The goal of this paper is to identify the asymptotic fluctuations of
as a random distribution, that is, the asymptotic distribution, as ε → 0, of Here is the main result of paper. 
The context
The study of the KPZ equation has witnessed important progress in recent years. A lot of work was done in d = 1, including making sense of the equation without relying on the Hopf-Cole transform [20, 21, 22, 23, 26] , proving the weak/strong universality conjecture in the one-dimensional KPZ universality class [1, 2, 3, 28] , etc. We refer to the reviews [15, 36] for a more complete list of references. In d = 2, some relevant results can be found in [4, 7, 8, 9, 10, 17, 38] .
Our result in d ≥ 3 can be viewed as a continuation of the previous works on the stochastic heat equation (SHE) [16, 18] and as a counterpart of the recent work of Magnen and Unterberger [27] , where the driving force is mollified in both temporal and spatial variables. While the proof in [27] is based on a multiscale expansion and a calculation of multi-point correlation functions, we present a probabilistic proof using the tools of Malliavin calculus.
It is well-known that in d ≥ 3 there is a phase transition as a function of the coupling constant β, also known as the inverse temperature if we view the solution to (1.1) as the partition function of a directed polymer in a random environment, and the behaviors of the solution to the equation and the underlying polymers change drastically for different values of β. There are different notions of critical temperatures in d ≥ 3 [13] . For our analysis, what is particularly important is that we stay deep in the weak-disorder/high-temperature regime where β is small and the L 2 (Ω) norm of u(t, x) is bounded uniformly in t > 0. For directed polymers, the diffusive behavior was proved in the early work of [6, 25] , and we refer to [13] for a review of further developments and [32, 33] for the connection to the stochastic heat equation.
Connection to the stochastic heat equation
We note that the coefficient in front of the nonlinear term in (1.6) is small when d ≥ 3, and if we naively ignore the nonlinear term, the limiting equation forh ε would be ∂ th = 1 2 ∆h + νẆ (t, x),
sinceẆ ε (t, x) → νẆ (t, x) as ε → 0. Thus, Theorem 1.1 shows that the "optically small" nonlinear term affects the effective variance asymptotically, even in the limit ε → 0, when β is small but does not change fundamentally the nature of the Edwards-Wilkinson limit. Let us explain informally why this happens. As we have shown in [16] , when β is small, the solution of (1.1), before any space-time rescaling, behaves at large times approximately as a space-time stationary random field Ψ(t, x) with spatial correlations that decay, when the potential is white in time, as
with a universal constantc. Thus, h(t, x) = log u(t, x) is approximately log Ψ(t, x) with a similar decay of correlations. The law of large numbers implies then that h(t, x) converges as a random distribution (after integration against a smooth test function) to a constant. The spatial decay rate of correlations in (1.11) indicates that, as a distribution,h(t,
when integrated against a test function on the scale ε −1 . In other words,h(t, x) is close to zero as a random distribution but not point-wise. On a technical note, the slow spatial decay of correlations of Ψ(t, x) does not allow us to apply the central limit theorem directly to integrals on the macroscopic scale ε −1 , thinking of the integral as a sum over ε −d boxes. In a sense, the hard work is to incorporate the fast temporal mixing of V (t, x) into the picture, with the help of the Feynman-Kac formula. Ignoring this serious technical issue, the correlation structure of log Ψ(t, x) then dictates the rescaling by the factor ε (d−2) 2 in (1.3) that, in turn, shows up as the factor ε (d−2) 2 in front of the nonlinear term in (1.6). However, ash(t, x) is not close to a constant pointwise, this term is not "ε-wise" small in the pointwise sense, only "β-wise" small, and thus makes a non-trivial contribution to the effective variance, of order o(1) as β → 0, that survives in the limit ε → 0. The precise Edwards-Wilkinson nature of the limit comes as a combination of the Gaussianity coming from the central limit theorem, modulo the technical difficulties discussed above, and the heat semi-group.
In [18, Theorem 1.2], it was proved that the fluctuations of u ε are given by the same EdwardsWilkinson model: 12) which can also be viewed as a special case of Theorem 1.2 with f(y) = y. In other words, when viewed as random fields, u ε (t, ⋅) and log u ε (t, ⋅) have the same limiting distribution! While it is unclear at first glance why this should be the case, the proof in this paper helps illustrate the connection, see the discussion in Remark 3.8.
Let us make a couple of remarks on Theorem 1.2. First, if we take f(y) = log y − (y − 1) in Theorem 1.2, then
in probability as ε → 0. In other words, we have
as random distributions (after centering). We stress that (1.14) is not a simple consequence of a linearization of log y around y = 1. For example, for f(y) = y 2 , we have
which is different from the coefficient obtained by the linearization f(y) ≈ 2y − 1 near y = 1. Such a linearization fails in general precisely because u ε (t, x) is not close to 1 but rather approaches a stationary solution in the long time limit, as discussed above.
Second, if we recall the connection between the effective variance in the Edwards-Wilkinson equation and the decay of correlations rate in (1.11) for Ψ(t, x), and note that a similar connection holds for f(Ψ(t, x)), Theorem 1.2 says that if Ψ(t, x) satisfies (1.11), then the correlations of f(Ψ(t, x)) decay as
As explained in Remark 5.5 below, this is consistent with log Ψ(t, x) being a "Gaussian random field on large scales".
For a potential that is smooth in both x and t variable, such as 
This is consistent with the result in [27] , where the same limit is proved for the KPZ equation. The effective diffusion matrix a eff comes from the temporal correlation of the randomness, which was previously discussed in [5, 19] . In [18, 31] , as a crucial ingredient of the proof, a Markov chain was constructed to model the evolution of the path increments and the fast mixing of the Markov chain drives a central limit theorem which gives rise to the effective diffusivity. We believe that the approach developed in this paper, combined with the Markov chain techniques used in [18] , will give another proof of the result in [27] for random potentials that are not white in time. We choose to work in the white in time setting since it is technically simpler to explain, but is also illustrative enough to reveal the main idea of the proof for the general case.
All the aforementioned results are on the asymptotics of the random fields after a spatial averaging. For the pointwise fluctuations, we refer to the recent work [12, 14] . In the weak-coupling regime, some discussion on the pointwise fluctuations can be found in [30] .
Notation
We use throughout the following notations and conventions.
(i) We use a ≲ b for a ≤ Cb for some constant C which is independent of ε but may depend on t.
(ii) We use (p, q) to denote the Hölder exponents 
. .} is a family of standard independent d−dimensional Brownian motions built on another probability space (Σ, A,P). We will use E B , E W , P B , P W when taking the expectation and the probability with respect to B, W separately.
(vi) We use d TV (⋅, ⋅) to denote the total variation distance between two distributions, and if X, Y are random variables of laws µ X , µ Y , we write
(vii) We let ⋅ op denote the operator norm.
Sketch of the proof
We rely on the Feynman-Kac representation of the solution to (1.1):
which has the same distribution, viewed as a random field in x, with t fixed, as 
it suffices to consider the random variable
The main result (1.7) is equivalent to 1
Throughout the paper, the temporal variable t > 0 is fixed, so sometimes we will omit the dependence. Let us define 
To prove the convergence of the variance, we use the Clark-Ocone formula to write X ε − E[X ε ] as a stochastic integral with respect toẆ . An appropriate decomposition enables us to carry out some explicit calculations. To prove the Gaussianity, we use the second order Poincaré inequality [11, 34] which involves estimating moments of Malliavin derivatives of X ε and seems to be particularly handy in this context.
In the rest of this section, we describe the main steps in the proof.
Negative moments
Throughout the paper, we rely on the existence of negative moments of Z(t, x) for small β, as a quantitative control on the small ball probability for Z ε (t, x).
Proposition 2.3. There exits
The proof is presented in Appendix B.
The Clark-Ocone representation
For each realization of the Brownian motion B, we can write
Therefore, we have
where D s,y denotes the Malliavin derivative operator with respect toẆ .
1 By Lemma A.1, we have
and the Clark-Ocone formula gives
Here, F s is the filtration generated byẆ ( , ⋅) up to ≤ s.
with some α > 0 to be determined, we decompose the stochastic integral in (2.7) into three parts:
with
and
The goal is to show that if 1 ≪ K ≪ ε −2 , then the contribution from I 1,ε , I 2,ε is small compared to that from I 3,ε . For I 3,ε , since the integration is in s ≥ K, the random variable Z(K, x ε) is F s −measurable, thus
It turns out the inner conditional expectation can be computed explicitly, facilitating the analysis.
1 This involves an abuse of notation: we consider Ds,⋅Zε(t, x) as an element of the Hilbert space
, which is then integrated against the cylindrical white noiseẆ (s, ⋅). The Malliavin derivative at time s is then an element of H1, which we write as Ds,yZε(t, x). See e.g. [29] for background.
The second order Poincaré inequality
To simplify the notation, we define 
Recall our notation convention from Section 1.4; here, D 2 Y ε op denotes the operator norm of the mapping
It is clear that
, we only need to prove
Convergence of the variance
Let us set
where B j are independent Brownian motions. For any set I ⊂ R + , x ∈ R d and two Brownian motions B i , B j , we define
as the weighted intersection time of B i , B j during the time interval I, with x being the initial distance.
Before entering the proof, we present the following lemma which will be used repeatedly.
Proof. By the Cauchy-Schwarz inequality and Proposition 2.3, the square of the l.h.s. of (3.2) is bounded by
) , where x j+n = x j for j = 1, . . . , n. Evaluating the expectation with respect toẆ , we obtain
Taking p = q (q − 1), Lemma A.2 shows that the r.h.s. of the above expression has an L p norm that is bounded uniformly in ε, t and x j , provided that β is chosen small. We apply Hölder's inequality to complete the proof. ◻
The analysis of I 1,ε
Recall that the integral I 1,ε is given by (2.8).
Lemma 3.2. If
Proof. Writing
for the appropriate Y s,y as in (2.8), we have by Itô's isometry that
Using the fact that
where we recall that R is the spatial covariance function defined in (1.2), we have
By Lemma 3.1, we have
By the expression of R in (3.1), it suffices to use the estimate
for some constant C > 0. This implies
The proof is complete. ◻
The analysis of I 2,ε
Recall the definition of I 2,ε , see (2.9), and set K = ε −α . We have the following lemma.
Lemma 3.3. For any
Proof. By the same calculation as in the proof of Lemma 3.2, we have
Applying Proposition 2.3, Hölder's inequality, and the fact that Z(t, x) is stationary in x, we have
For the second factor on the r.h.s. of (3.3), we have
where the second "≲" comes from e.g. [12, Proposition 2.1]. For first factor on the r.h.s. of (3.3), the same calculation as in the proof of Lemma 3.2 yields 5) where the last step comes from Lemma 3.4 below. Combining (3.4) and (3.5), we have
We choose p large enough (for fixed α) such that
to complete the proof. ◻ Lemma 3.4. For any q > 1, we have
Proof. Since R(x) = 0 for x ≥ 1, we have
Taking the expectation, we obtain
which completes the proof. ◻
The analysis of I 3,ε
Recall the definition of I 3,ε , see (2.10). Using the fact that
We introduce the following notation: for any x, y ∈ R d , the expectationÊ x,y is defined aŝ
for any random variable F , where we recall that M j is the M associated with B j . In particular, we will consider functionals of
The following three lemmas combine to show the convergence of
with σ t given in (2.5).
Lemma 3.5.
Lemma 3.6. There exists β 0 > 0 so that there exists γ ∈ (0, 1) such that, for all
for s ∈ (0, t).
Lemma 3.7.
For any s ∈ (0, t),
Proof of Lemma 3.5 . By Itô's isometry, we have
Conditioning on F K , we have
Integrating in y, we have
Changing variables x 2 ↦ x, x 1 ↦ x + εy and s ↦ s ε 2 , and using the stationarity of V in x, we have
For r ≥ K, we can write
, whereB is another Brownian motion independent of B and the random environment V . Thus, recall the definition ofÊ in (3.6), we have
×Ê y,0 EB exp{β
We write the expectation with respect toB more explicitly by conditioning on the end point ofB:
EB e
Now we consider the integral in y and change variable y ↦ y − w ε, then the expectation inB in the last display becomes EB e
and we can write
We change back variables in the form w ↦ w + εy to obtain
Finally, we change variables y ↦ y − X K and s ↦ s + ε 2 K to complete the proof. ◻ Proof of Lemma 3.6. By Lemma A.2, we know that H is uniformly bounded for small β, so that
We bound the expectation by Lemma 3.1: for any q > 1, if β < β(q) then
Recaling that
, the above expectation can be computed explicitly: 10) where (p, q) are the dual Hölder exponents and we used the fact that s < t hence 2s q + 2ε 2 K ≲ 1 in the last step. We choose p > d 2 and adjust β accordingly to complete the proof. ◻ Proof of Lemma 3.7 . Recall that
Since s > 0 is fixed, the expectation in the above expression is bounded uniformly in x, y, w, so we only need to pass to the limit of the expectation for fixed x, y, w ∈ R d and w ≠ 0. The proof is divided into three steps.
(i) We show thatÊ −w ε,0 [ G 2s (w + εy − εX K ) − G 2s (w) ] → 0 as ε → 0. Using the fact that
We apply Lemma 3.1 to get
(ii) For α ∈ (0, 2), definẽ
we show thatÊ
as ε → 0. Note thatH can be written more explicitly by conditioning onB 2s ε α :
There are three factors inside the above expectation. First, we note that again by an application of Lemma 3.1, we haveÊ
for any λ > 0. Then by the same proof as for (i), we can replace the second factor by e −w 2 4s with a negligible error. Finally we use the simple inequality e
x − e y ≤ (e x + e y ) x − y to replace the third factor by e w 2 4s with a negligible error. This proves (3.12).
(iii) We show thatÊ
as ε → 0. Since R ≥ 0 and R(x) = 0 for x ≥ 1, we have, using Lemma A.2
(3.14)
By Lemma A.3 and (3.11), we obtain (3.13).
To summarize, we have
Proof of Proposition 2.1
Recall that X ε − E[X ε ] = β(I 1,ε + I 2,ε + I 3,ε ). Choosing K = ε −α with α < 4 (2 + d) and β small, we combine Lemmas 3.2, 3.3 and (3.7) to obtain
Remark 3.8. A simpler version of the proof will show the convergence of
that is, the convergence of the variance for the solution of the stochastic heat equation itself. A key identity in the proof of Lemma 3.5 is (3.9):
For the stochastic heat equation, it is straightforward to check that the above term becomes
The difference between these expressions comes from the distribution of (B 
Gaussianity
We turn to the proof of Proposition 2.2. The second order Poincaré inequality (2.11) reduces our task to showing that
), as ε → 0.
Since
we have
Using the Feynman-Kac representation (2.2)-(2.3) gives
Thus, we can write
g(x)dx = P 2 − P 1 , where
Recall that Φ 
The first derivative
The goal of this section is to show the following lemma.
Lemma 4.1. For any δ > 0, there exists β(δ) > 0 such that if β < β(δ), then
E[ DX ε 4 H ] 1 4 ≲ ε d−2 2 −δ .
Proof. A direct calculation gives
with R defined in (3.1). Taking the expectation E and applying Proposition 2.3 and Lemma 3.1, we have
We applied Lemma 3.4 in the next to last step. It remains to choose p large enough so that
to complete the proof. ◻
The second derivative
To estimate P k op , we use the contraction inequality [34, Proposition 4.1], which says that
The case k = 1
A direct calculation gives
where we write x 1 = x 2 = x, x 3 = x 4 = y to simplify the notations. Thus,
where x 5 = x 6 = z, x 7 = x 8 = w, and the set O is
Lemma 4.2. For any δ > 0, there exists β(δ) such that if β < β(δ),
Proof. Applying Lemma 3.1, we have
for some q > 1. We discuss two cases.
(i) d < 8. Applying Lemma 3.4 to all pairs (i, k) ∈ O, the above integral is bounded by
Since g ∈ C c , by the elementary inequality
the above integral is bounded in d < 8. Thus, we have
(ii) d ≥ 8. Applying Lemma 3.4 to three pairs of (i, k) ∈ O, and bounding the fourth pair simply by ε −2 , we have
The case k = 2
In this case,
Proof. By Lemma 3.1 and the fact that g is compactly supported, we have
we only need to control
Applying Lemma 4.4, we have
Proof. Without loss of generality, assume h is even. To simplify the notation, we write
where we let x 0 = x 4 , B 0 = B 4 , τ denotes the permutations of s 1 , . . . , s 4 , and A τ ⊂ [0, t ε 2 ] 4 corresponds to the permutation τ . Due to symmetry, there are six different permutations to consider. Now we write the integral in the Fourier domain. Denotef (ξ) = ∫ f (x)e −iξ⋅x dx as the Fourier transform of f , we have
) dη,
First, we change variables
and the above integral equals to
Depending on the permutation τ , the factor ∏
] can be computed explicitly. Since all six cases are treated in the same way, we only take s 1 < s 2 < s 3 < s 4 as an example:
with s 0 = 0 and
After integrating the s variables, we have
In the end, we note that
Proof of Proposition 2.2
Recall that 
By choosing δ small, the r.h.s. goes to zero as ε → 0.
Proof of Theorem 1.2
The proof of Theorem 1.1 applies almost verbatim with the logarithm log y replaced by a general function f(y). We need to use the assumption
provided that β is chosen small. The only changes needed are in Section 3.3, and we sketch them here.
First, we have for general f that
The following two lemmas come from the same proof of Lemmas 3.5 and 3.6.
Proof. By the covariance inequality, we have
Since we have
the Cauchy-Schwarz inequality yields
by Lemmas 3.1 and A.2 we obtain
As ϕ ∈ C c (R d ), we use the simple bound
for all z ∈ R d and r ∈ (0, t), where C is some positive constant. The r.h.s. of (5.3) is then bounded by
For x ≫ 1, integrating in r in the above expression to derive
It suffices to pick p ≫ 1 to complete the proof. ◻ 
with c(β) =cβ 2 . Theorem 1.2 further indicates that for any smooth function f we also have
We restate these properties in terms of the stationary solution H(t, x) = log Ψ(t, x) of the KPZ equation:
Cov [e H(t,x) , e 
H(t,y)
], for x − y ≫ 1, (5.9) , so that
We think of X as representing e H(t,x) and Y as representing e H(t,y) , so as to fit (5.10), although we emphasize that there is no real claim of Gaussianity of H(t, ⋅) in the pointwise sense. With this approximation, we may write
with W another N (0, 1) variable independent of X. Then, first, we have
and second, we have
(5.12)
We have denoted σ f = E[f ′ (X )X ] for smooth functions f, as before. Here, we used the identity 13) obtained via integration by parts. Thus, we have
(5.14)
Unravelling the definitions, this parallels (5.9).
As emphasized above, there was nothing Gaussian in the pointwise sense in the field H(t, x). However, the above computation would be essentially unchanged if we replace H(t, x) by the field 
A Auxiliary lemmas
Lemma A.1.
Proof. Recall that
so, for each t and x fixed, we have
1) for any n ∈ Z + , where we recall that H is the L 2 (R d+1 )-space with respect to the s, y-variables. To deal with the logarithm function, which is singular at the origin and grows at infinity, we use an
(Ω; H), and the error 
Since s −d 2 is integrable as s → +∞, this yields (A.6) and completes the proof of the lemma. ◻ Lemma A.3. Let B be a standard Brownian motion in d ≥ 3. For any α ∈ (0, 2) and t > 0, w ≠ 0, we have
Proof. It is convenient to handle separately the intervals
In the regime ∈ [t ε α , t 2ε 2 ], note that it follows from the representation (A.4) that the law of the process {X s } s∈ [0,r] is absolutely continuous with respect to the law of the process {B s } s∈ [0,r] , with Radon-Nykodim derivative given by
where the second equality follows by integration by parts. Thus, for r ∈ [t ε α , t 2ε 2 ], we have the bound Λ t (r) ≤ Λ t (t 2ε
2 ) ≤ C where C = C(w) is a universal constant. Therefore, we have
where the limit is obtained from integrating the heat kernel with respect to time over [t ε α , ∞), using d ≥ 3.
We argue similarly in the regime ∈ [t 2ε 2 , t ε 2 − t ε γ ]. Indeed, in that regime we have from (A.7)
and thus
A Green function computation gives immediately that
Using this in (A.9), we conclude that the left side there goes to zero as long as γ > 4 d. 
for some Brownian motion B. In particular, this gives a modulus of continuity for the Brownian bridge, of the following form. Let t 0 = t ε 2 − t ε γ and let
, where A is a large constant to be determined below, and set
(A.10)
Note that
Since t, w are fixed, we have sεw t → 0 as ε → 0 for s ≤
1
A log(1 ε) , and if we further assume that B t ε 2 ≤ t 4ε 2 , then
for A large enough (independent of ε). We now have
(A.12) Thus, the summation term in (A.12) goes to zero as ε → 0 since γ < 2. ◻
B Negative moments of Z(t, x)
We now prove Proposition 2.3. The goal is to show there exists β 0 > 0 such that if β < β 0 and n ∈ Z + , we have sup with some constant C β,n > 0. We adapt to our setting the proof of [24, Corollary 4.8] , which deals with the case when the noise is also singular in space. The same proof applies to our situation, and we only present the details for the convenience of the readers.
Since Z(t, x) has the same distribution as u(t, x), it suffices to estimate the small ball probability P[u(t, x) ≤ r] for r ≪ 1. We define an approximation of the spacetime white noise 
