Finding the overlaps between sequences that are generated by Next Generation Sequencing (NGS) technology is a time-and space-consuming step in building a string graph in genome assembly. The problem is known in computer science as all-pairs suffix prefix (APSP). The problem has been tackled since 1992 and several solutions were presented to solve it. While some of them achieve optimal theoretical time consumption, they have a very high space-consumption in addition to being practically slow due to a raised constant factor. Some other recent solutions practically consume much less space and time to solve APSP despite their adaptations to techniques and data structures which don't have optimal worst-case asymptotic complexity. Other few researches tackled the approximate version of the overlap problem hoping to avoid error-detecting stages in genome assembly. These solutions used the same data structures which were employed to solve APSP in addition to some advanced techniques in order to address the complexity of approximate matching. In this work, we evaluate these recent algorithms, in terms of time and space, in both exact and approximate formats. Our results show that FastAPSP has the best time-consumption unless the size of the data set is large. The high space demand of such large data sets would favor the usage of SOF and Readjoiner. Our experiments also show that AOF is, in general, faster than FM unless the data set is small and repetitive. In addition, it can handle large data sets that cannot be processed by FM.
INTRODUCTION
The emergence of the Next Generation Sequencing (NGS) technology created a new computational challenge. In the context of de novo genome assembly, the overwhelming number of reads (sequences) which are produced by NGS requires further processing in order to create the string graph. A string graph is a graph in which nodes represent reads while edges represent overlaps between reads. When a string graph is created, a path which passes through every node exactly once is sought. Such path is called a Hamilton path. An assembler which builds a string graph is called an overlap-based genome assembler. An alternative choice is to build a de Bruijn graph which requires solving an easier problem, namely the Euler path. An Euler path is a path which passes through every edge in the graph exactly once. The nodes in a de Bruijn graph are k-mers obtained from the sequences where k is less than the length of one sequence.
Finding overlaps between sequences is the initial time-and space-consuming step that is required to build the string graph. Finding overlaps is wella https://orcid.org/0000-0002-6380-209X known in literature as all-pairs suffix-prefix (APSP). For a group of sequences G = S 1 , S 2 , . . . S k , finding a solution for APSP is to find the longest suffix-prefix matching for every ordered pair in G. Gusfield et al. (Gusfield et al., 1992) presented an optimal solution for APSP using a generalized suffix tree (GST). A suffix tree of a text T is a data structure in which each suffix in T is represented by a path from the root to a leaf. The high space-consumption of suffix tree motivated Ohlebusch and Gog (Ohlebusch and Gog, 2010) to present a practically better solution in terms of time and space using a generalized enhanced suffix array (GESA). An ESA is a suffix array and an LCP (longest common prefix) array. A Suffix array of a text T with a size of n is an array of size n containing the text positions of lexicographically sorted suffixes of T . An LCP array is an array of size n containing the lengths of the longest common prefixes of every two consecutive lexicographically sorted suffixes of T . The word "Generalized" is used to indicate that the data structure is created from one string that is built by concatenating all reads (sequences) together and separating every two reads with a distinct separator.
The usage of compressed versions of these data structures in some works such as (Simpson and Durbin, 2012) , (Haj Rachid et al., 2014b) and (Haj Rachid et al., 2014a) offered low spaceconsumption solutions for APSP, however, it had a dramatic slowdown effects. Despite the optimal time complexity of GST and ESA, it has been realized that these solutions have high constants when solving APSP. Accordingly, practical solutions such as Readjoiner (Gonnella and Kurtz, 2012) and SOF (Haj Rachid and Malluhi, 2015) are practically faster solutions and consume much less space than GST and GESA.
Tustumi et al (Tustumi et al., 2016) revisited OG solution using ESA and improved the time (2.6 times faster) and the space (15% less) consumptions. The work of presented a technique to parallelize ESA's new technique. The presented parallelization achieved superior speed-up over the sequential version, however, Readjoiner and SOF have better time and space consumptions. Lim and Park (Lim and Park, 2017) recently presented a solution which uses the same data structure that is utilized in SOF in addition to other few auxiliary data structures. The presented solution uses advanced algorithmic techniques for the matching step in order to achieve fast running time. The time consumption is dramatically improved over SOF with an expected higher space-consumption than SOF. They called their algorithm FastAPSP.
While most researches tackled APSP when building a de novo overlap-based assembler, a few of them such as (Välimäki, Niko and Ladra, Susana and Mäkinen, Veli, 2012) tackled the approximate version of the overlap problem. Valimaki et al. used a compressed suffix array (FM index (Ferragina et al., 2004b) ) with the backward backtracking technique to find approximate overlaps. The technique is also enhanced by suffix filters which were introduced and improved by (Kärkkäinen, Juha and Na, Joong Chae, 2007) and (Kucherov, Gregory and Tsur, Dekel, 2014) respectively. Such direction can save the time required to detect and to correct errors in the input reads. The work of (Haj Rachid, Maan, 2017) utilizes pigeonhole principle in finding approximate overlaps and it consumes less time and space than (Välimäki, Niko and Ladra, Susana and Mäkinen, Veli, 2012) . However, only Hamming distance was used in the experiments which extremely limits the usability of the presented tool as processing genomic data requires handling insertions/deletions in addition to mismatches.
Our Contribution
• We extend the algorithm presented in (Haj Rachid, Maan, 2017) to handle edit distance. We call the new tool AOF (Approximate Overlap Finder). • We compare the time and the space consumptions for 4 recent algorithms to solve APSP. • We also analyze the performance and the spaceconsumption for two solutions for approximate APSP.
PRELIMINARIES
An input read (sequence) is a string of character over an ordered alphabet Σ={A,C,G,T}. In this work, k denotes the number of input reads, n is the total length of all strings, m is the minimal length of an overlap and h is the threshold of mismatches/deletions/insertions.
Approximate Matching
An approximate matching between two strings can be expressed by the edit distance. The edit distance between strings S 1 , S 2 is defined as the minimum number of insertions, deletions and replacements of symbols to transform string S 1 into S 2 (Levenshtein, Vladimir I, 1966) . Hamming distance is another way to describe an approximate match. The Hamming distance between strings S 1 and S 2 is the number of mismatching symbols between strings S 1 and S 2 . A string S 1 is an approximate match to S 2 , if the edit distance (or the Hamming distance) between the two strings is ≤ h, where h is the threshold of insertions, deletions and replacements (or only replacements when Hamming distance is used) to transform S 1 to S 2 .
Dynamic Programming
Dynamic programming was first presented by Bellman (Bellman, Richard, 1954) . The basic idea is to break the problem down into its basic blocks, resolve the sub problems, and record the results in a two-dimensional array A. We initialize A[0, j] = j and A[i, 0]= i. For j>0 and i>0, A[i, j] can be calculated as follows:
are matched, and 1 otherwise. We assume that the gap penalty is 1.
Needleman and Wunsch (Needleman, Saul B and Wunsch, Christian D, 1970) used dynamic programming to find an optimal global alignment and to calculate the edit or Hamming distance. An alignment for two DNA, RNA or protein sequences is a way of arranging the two sequences to identify regions of similarity that may be a consequence of functional, structural, or evolutionary relationships between them (Gollery, Martin, 2005) . In global alignment, we attempt to align every character in every sequence, while local alignment only targets regions of similarity. Figure 1 demonstrates the procedure for finding edit distance and then executing a technique called backtracing in order to find the global alignment. The two sequences are aligned as follows:
A AGCGG ACAGC A Figure 1 : Finding edit distance for two sequences using dynamic programming. A backtracing technique is used to derive the alignment between the two sequences (shown in red). We assume that gap penalty is 1, mismatch penalty is 1, and matching reward is 0.
Pigeonhole Principle
The principle is based on the idea that if an approximate match between two strings with the same length does exist using at most h insertions/deletions/mismatches, then if we divide each of the two strings into h+1 parts of the same length (the last part in both strings may be longer than the other parts if the length of a string is not divisible by h + 1), at least one part in one of them will exactly match the corresponding part in the other string. Many softwares such as Blast (Wu, Thomas D and Nacu, Serban, 2010) uses such concept to take advantage of extremely fast online and offline exact match-ing algorithms to find candidates (seeds) for approximate matching. When a candidate is found, the timeconsuming dynamic programming technique is applied to validate this matching.
Approximate All-Pair Suffix-Prefix (AAPSP)
We define a solution for AAPSP as follows. For a group of sequences G, the target is to find all suffixprefix matchings which have a minimal length of m and require at most h insertions/deletions/mismatches (or only mismatches when Hamming distance is used) for every ordered pair in G.
STUDIED TOOLS
Our selection for the studied tools was based on meeting three requirements:
• The tool has been presented recently as a state-ofthe-art, in terms of space or time consumptions, to find overlaps.
• The tool supports multi-threading.
• The time and space consumptions for finding the overlaps using the tool can be isolated if the tool also performs other tasks such as building a string graph or executing an assembly algorithm.
Exact Overlap

Readjoiner
Readjoiner (Gonnella and Kurtz, 2012 ) is a complete overlap-based assembler which takes sequences as an input, filters them, then assembles them in three phases:
• Overlap: finds overlaps and builds the string graph.
• Layout: finds the locations of the reads with respect to each other.
• Consensus: constructs the sequence.
To find overlaps, Readjoiner first creates buckets based on reads prefixes. The initial target is to distribute all suffixes of all reads on their corresponding buckets. In order to reduce the number of candidate suffixes in each bucket, Readjoiner creates filters (P and Q) which are built using the first k 1 and the last k 2 characters of the k-mer of every prefix in every read, where k 1 ,k 2 , and k are parameters. In each bucket, knowing that each bucket contains suffixes which positively passed the "P and Q" checks and cannot match prefixes from other buckets, Readjoiner then finds overlaps using the algorithm presented in (Ohlebusch and Gog, 2010) . Finding overlaps can be isolated in Readjoiner from the rest of the pipeline.
String Overlap Finder (SOF)
SOF uses a compact prefix tree to solve APSP (Haj Rachid and Malluhi, 2015) . A compact prefix tree for a group of strings G is a tree in which every string in G is represented by a path from the root to a leaf. The idea is to test every suffix in every read by seeking a path for it in the tree. If a path p from the root down to a node matches a suffix Su, then Su represents a suffix-prefix match. SOF finds all suffix-prefix matches for every ordered pair in the input strings. To find only the longest suffix-prefix match, it uses an additional two-dimensional array to store results.
Readjoiner is faster and consumes less space than SOF when a single thread is used. In addition, SOF has a degraded performance when the reads are long. However, SOF has, in general, better time and space consumptions in multi-threading environments. In addition, SOF utilizes more threads than Readjoiner and handles large data sets (Haj Rachid and Malluhi, 2015) .
Enhanced Suffix Array
Tustumi et al. (Tustumi et al., 2016) revisited Ohlebusch and Gog technique to solve APSP using GESA. An additional array P with a length k (number of strings) has been added in order to include the position of every complete string in GESA. The new technique is based on scanning GESA in a different way (from bottom to top) for each segment in GESA using the new auxiliary data structure which ultimately excludes many suffixes from processing and accordingly saves time. Experimental results show that the time and space consumptions have improved over OG algorithm. The new algorithm also outperforms Readjoiner but only when m is small (≤ 5). The parallelized version of their new algorithm demonstrates better scalability than SOF on the multi-core system .
FastAPSP
FastAPSP employs the same data structure which SOF utilizes, however, it uses an advanced algorithmic technique in the matching step instead of the brute force processing of every suffix in SOF. The new technique can be summarized as categorizing suffixes, based on their lengths, in three different cases and avoiding processing them (matching a path in the tree) whenever possible. In order to do that, FastAPSP uses additional auxiliary data structures.
FastAPSP is remarkably faster than SOF and Readjoiner when enough space is available (Lim, 2018) . In addition, it can find only the largest suffix prefix match without the need of two-dimensional array of size k 2 . Nevertheless, FastAPSP consumes more space than SOF which may limit its ability to handle large data sets.
Approximate Overlap
FM With Backtracing
An FM-index is a compressed full-text sub string index based on the Burrows-Wheeler transform (Burrows and Wheeler, 1994) . It was created by Paolo Ferragina and Giovanni Manzini (Ferragina et al., 2004a) . The Burrows-Wheeler transform (BWT) rearranges a character string into runs of similar characters. This is useful for compressing a string that has runs of repeated characters by techniques such as moveto-front transform and run-length encoding (Bentley et al., 1986) . (Välimäki, Niko and Ladra, Susana and Mäkinen, Veli, 2012) utilizes FM with the backward backtracking technique to find approximate overlaps.
AOF: Finding Edit-Distance-Based
Approximate Overlaps using Pigeonhole Principle
The work of (Haj Rachid, Maan, 2017) explains a technique to find approximate overlaps between sequences using pigeonhole technique. However, Hamming distance was used to define an approximate overlap. We show how to use the same principle to find approximate overlaps using edit distance. Let m be a minimal length for an overlap (i.e., a suffix-prefix match with a length <m will not be considered). If suffix S is an approximate suffix-prefix match with a threshold h, then its prefix of length m has to have an edit distance ≤h when aligned with a prefix of length m of some read. Accordingly, if the prefix of S with size m is divided into h+1 parts of equal length, then one of these parts exactly matches a corresponding part of a prefix p of some read r with the same size m.
Let S be a candidate for an approximate overlap (i.e., one of its parts of equal length exactly matches a corresponding part in a prefix of a read). Let j 1 , j 2 be the starting character and the ending character of the matching part in S respectively. We first globally align the prefix of S which is ending with the character Figure 2 : Solving approximate all-pairs suffix-prefix using pigeonhole principle. Since the black portion in S i is the second part in the suffix, we look for it in index 2. Two matches are found. Threshold h is 3 in this example, accordingly, we have 4 indices.
S[ j 1 -1] with its corresponding part in prefix p. If the edit distance for this alignment is smaller than h, then we also globally align the suffix of S which is starting from the character S[ j 2 +1] in S with its corresponding part in prefix p. Accordingly, the technique can be summarized as follows:
• Divide the prefix of length m for each read into h+1 parts of equal length (except the last part which may be longer if m is not divisible by h+1). Accordingly, we have k(h+1) parts.
• Add each part p from each read r to an index which has entries of type key, L where L is a list of reads. Accordingly, if p is already in the index, r will be added to an existed entry (in its L list), otherwise, a new entry p, {r} will be added to the index.
• Every suffix S in every read where |S|≥m will be tested. This is done by dividing the prefix of S of size m into h+1 parts of equal length and searching for each part in the index. If a part p has a hit at position i in the index, we investigate every read r 1 in L i . Using dynamic programming, we globally align all characters that precede p in S with their corresponding characters in r 1 . If the threshold h is not exceeded, we also globally align all characters after p in S with their corresponding characters in r 1 . If the end of S is reached without exceeding the threshold, then S is reported as an approximate overlap between r (the read which contains S) and r 1 . Figure 2 explains the technique.
Time complexity for this technique is O(n 2 ). The performance clearly correlates negatively with the number of hits. The index may contain (h+1)k entries. All entries may have up to (h+1)k values (in all L lists). Therefore, the space complexity is bounded by the size of the text which is O(n log σ) where n is the total length of all reads and σ is the size of the alphabet.
EXPERIMENTAL RESULTS
Experimental Setup
Exact Overlap
We compare the time and space consumptions for the latest four parallelized solutions for APSP: Readjoiner (RJ), SOF, ESA, and FastAPSP. All tools can output the overlaps using the format v, w, ov where v and w are reads and ov is the size of the overlap. Our six datasets, shown in table 1, are obtained from PubMed with sizes ranging from 42MB up to 32 GB. We ran our experiments on a machine running Linux Ubuntu with 2.6 GHZ CPU, 32 GB RAM, and 8 threads.
Approximate Overlap
The source code for AOF can be downloaded from https://github.com/maanrachid/AOF. We analyze the performance of two algorithms to find approximate overlaps: FM and AOF. Both tools support multithreading and provide the user the ability to specify m, h, and the type of distance (edit/Hamming).
Our experiments were run on an 8-threads machine with 8 GB RAM and a CPU of 2.6 GHZ. We used randomly-generated and real data sets. Randomly-generated data is created using a program which asks the user for n and k then generates k random sequences with a total length of n. Real data sets were obtained from PubMed and Citrus genome database. Their details are shown in table 2. We compare the time and space consumptions of AOF and FM (Välimäki, Niko and Ladra, Susana and Mäkinen, Veli, 2012) . We run AOF with mismatch penalty of 1, gap penalty of 1 and a match score of 0. Edit distance is used in all experiments. for Every part p of length psize in S's prefix of size m do 5:
Discussion
Exact Overlap
if p is found in position i in the index then 6:
for Every read r 1 found in L i do 7:
Globally align all characters before p with their corresponding characters in r 1 8:
if threshold is not exceeded then end for 20: end for the best time-consumption in most of the cases (4 out of 6), however its space consumption is always higher than SOF and Readjoiner, which may be the reason for FastAPSP's termination in the last two large data sets (9.8 and 32.7 GB). SOF and Readjoiner have the best space-consumption. SOF consumes less time than Readjoiner in all cases and processes all data sets without a termination.
Approximate Overlap
We first investigate the impact of the minimal length of an overlap m on the performance. Figure 3 shows that FM has the same performance for all different values of m, while m clearly affects AOF's performance. While the two applications start with close results, SOF's performance improves dramatically when m increases. Time  Time  Time  Time  Space  Space Space  Space  SRR007326  2  0,3  76  0,2  21  38  944  71  SRR5760188  T  167  1,320  65  T  68  7,100  212  SRR2244250  77  33  T  13  438  238  T  636  SRR2007640  337  200  900  100  474  726  7,200  5,900  SRR866986  T  1,885  T  T  T  10,034  T  T  SRR098909  T  14,153  T  T  T  31,219 T T This is expected. When the length of the piece which will be searched for in the index increases, fewer matches are expected. Since we have less hits, dynamic programming will be applied less often and the time consumption improves. Table 4 demonstrates the performances of AOF and FM (Välimäki, Niko and Ladra, Susana and Mäkinen, Veli, 2012) using different values for h (the threshold for mismatches/deletions/insertions) on both random and real data. Since random cases have a few or almost no matches, AOF runs faster than FM while FM has better performance with small genomic and repetitive data due to increasing the number of hits. Despite the slowdown of AOF with genomic data, it is clear that it can handle large cases which cause a terminating error when run with FM. Table 5 clearly explains the cause of termination. AOF consumes much less space than FM. Accordingly, FM could not handle several cases due to its high space consumption. AOF can be an appropriate solution in a machine with limited resources.
CONCLUSION
FastAPSP is the right choice for solving APSP when data sets are relatively small or space-consumption is not a big concern. In such cases, Readjoiner could be an excellent choice for relatively small data sets in a single-core machine. In other circumstances, SOF could be a favorable choice. We present AOF as a space-efficient tool which enables genome assembler's engineer to handle the overlap problem especially in machines with limited resources using both Hamming distance and edit distance. Unlike FM, AOF's time consumption improves dramatically when minimal length of an overlap (m) increases. Despite the fact that AOF is slower than FM in handling some small genomic data sets, AOF can process large data sets which cannot be handled by FM due to the high space-consumption.
