Buffer control is an important problem in very low bitrate video coding. In a recent work [ 111, the authors had proposed a new buffer control algorithm for motion-compensated hybrid DPCMiDCT coding. The algorithm is based on the use of bit allocation algorithm to determine the quantization scale factors in such coder to meet a given target bit rate. Simulation results showed that, using the proposed algorithm, the H.261 coder can achieve a higher PSNR and better visual quality than the coder using traditional buffer control algorithm. In this paper, we apply this buffer control algorithm to a modified version of the H.263 algorithm for very low bit-rate video coding. Comparing the performance of the modified H.263 codec with the TMN5 model also shows that better visual quality can be obtained at comparable PSNR values.
I. INTRODUCTION
Motion-compensated hybrid DPCMiDCT coding is a commonly used compression technique for digital video signals [ 1-41, Motion estimation and compensation are used to reduce the temporal redundancies in natural video signal. While spatial redundancy in the original or residual error images is decorrelated by the block discrete cosine transform (DCT). After the DCT, the block energy is concentrated into a few low order coefficients and data compression is actually achieved by quantization which maps the transformed coefficients into a finite set of reconstruction levels or symbols. To exploit the non-uniform distribution of the transformed coefficients, the quantized DCT coefficients are encoded using variable length codes (typically a Huffmadrun-length code) which generates an output bit stream at a variable rate. In order to transmit the variable rate compressed bit stream over a fixed rate channel, a channel buffer is required. To prevent the 0-7803-3583-X/97 $10.00 01997 IEEE buffer from overflowing and underflowing, buffer control mechanism must be used to regulate the fluctuation of the output bits. This is usually achieved by adjusting the quantizer step size for the DCT coefficients. Typical channel buffering technique includes the size of the channel buffer, the frequency and degree of adjustment of quantization levels [5-71. For low bit-rate video compression, in order to limit the delay to an acceptable value, the size of the buffer needs to be scaled down. However, the frame-rate is considerably reduced to give each frame sufficient number of bits for reasonable picture quality, the average number of bits per frame will be relatively larger compared to the buffer size. This implies that the effectiveness of the bluffer is more limited and the buffer regulation is more difficult [8] . In traditional buffer control algorithms, quantizer step size for the current bloclk depends (only on the current buffer status and sometimes on the activities of the block. Therefore, the quantization error of adjacent blocks can vary significantly especially at the boundary of moving objects. This is undesirable as it will generate significant blocking artifacts in the encoded images.
In a previous work [I 11, the authors had proposed a new buffer control algorithm for motion-compensated hybrid DPCM/DCT coding. The algorithm is based on the use of .bit allocation algorithm to determine the quantization scale factors in such coder to meet a given target bit rate. The salient features of the scheme are that i) the quantization scale factors are determined using information of the whole picture; ii) it has precise control of the buffer; and iii) it tries to allocate the given number of bits as efficient as possible in a rate-distortion sense. Simulation results showed that, using the proposed al.gorithm, the H.261 coder can achieve a higher PSNR and better visual quality than codec using traditional buffer control algorithm. In this paper, we apply this buffer control algorithm to a modified version of the H.263 algorithm for very low bit-rate video coding. Comparing the performance of the modified H.263 codec with the TMNS model also shows that better visual quality can be obtained at comparable PSNR values. The layout of the paper is as follows: In Section 11, we shall briefly summarize the structure of the modified H.263 coder. The application of the bit allocation to the modified H.263 algorithm is discussed in Sections 111. In Section IV, the simulation results are presented. The input frame is partitioned into macroblocks consisting of one luminance block of (16 x 16) pixels and two chrominance blocks of (8 x 8) pixels. The prediction is inter-picture and may be augmented by motion compensation (MC) (optional in the encoder) and a spatial filter.
THE MODIFIED H.263 ALGORITHM
For motion-compensation, the luminance component in each macroblock is used to predict the motion of the whole macroblock. The prediction error (INTER mode) or the input picture (INTRA mode) will then undergo the two dimensional (8 x 8) DCT followed by quanwation and zigzag scanning. The run-length and quantization levels are jointly entropy coded. The number of quantizers is 1 for the INTRA DC coefficient and 31 for all other coefficients. Within a macroblock, the same quantizer is used for all coefficients except the INTRA DC one. The INTRA DC coefficient is nominally the transform value linearly quantized with a step size of 8. Each of the other 3 1 quantizers uses equally spaced reconstruction levels with a central dead-zone around zero and with a step size of an even value in the range 2 to 62 [4] . The output bit-rate can be controlled by varying the quantization scale factors of the macroblocks. A number of optirmzation has also been done in H.263 bit packing to make it more efficient as compared with H.261. For example, the End-Of-Block (EOB) is eliminated by specifying, in the VLC table, whether the transform coefficient is the last coefficient in the given block. Also, in H.263, the quantizer step size between consecutive macroblocks are constrained to reduce the number of bits needed to specify the quantizer scale. In fact, adjacent quantizer levels can only differ by +2 (DQUANT). This is quite different from H.261 where the quantizer scale for each macroblock can take on any of the 3 1 different values. The buffer control problem for H.263 is considerably more complicated than the H.261 [ l l ] . This is due to the constraint in the quantizer, the highly coupled advanced prediction, and the use of PB-frames in the coder. To demonstrate the usefulness of the proposed buffer control algorithm in low bit-rate video coding, we modified the H.263 algorithm so that the quantizer constraints are removed. Also, we shall consider the default H.263 coder where the options are turned off. After performing the bit allocation, we allow the quantization scale factors to vary from 1 to 31 as in the H.261 algorithm. To save the number of bits to represent these scale factors, we modified the VLC codes in the macroblock type and coded block pattern to distinguish whether the difference in the quantizer scale factor is within the limit of k2. If it is true, then we send the appropriate code for the macroblock type and coded block pattern together with the differential value to the receiver. Otherwise, we send the corresponding code together with the five bits quantization scale factor to specify one of the 3 1 quantizer that is going to be used in that block.
BIT ALLOCATION ALGORITHM
Consider encoding the residual image after motion compensation that consists of G GOB and N macroblocks at a target bit-rate of R bits per frame using the modified H.263 coder. We want to find a set of quantization scale factor { Q, :n = 1, ...,v where ( Q , E {1,2,. .. ,31} ) for the N macroblocks that minimize the overall distortion n = l subject to the bit-rate constraint:
Here, D, ( Qk ) is the reconstructed distortion of the k-th MB if it is quantized with quantization scale factor Q, , Ck ( Qk ) is the number of bits generated in coding the DCT coefficients of the k-th MB with quantization scale factor Q, , and HPicr, HCoB and H,"" are the number of bits generated for the picture header, the GOB header and the k-th MB header, respectively. Information such as macroblock type & coded block pattern, quantizer information, and motion vector data is included in If,"".
The minimization problem of (1) is very similar to the bit allocation problem [9, lo] . Since the quantization of each macroblock is independent of each other, they can be viewed as allocating a given number of bits to N independent quantizers to minimize a total distortion measure.
We first compute the efficiency as follows:-
for all values of k and then determine the blocks with the maximum efficiency:
ADl,k+g and hBIQk,q are respectively the change in distortion and the change in overall bit-rate used for all macroblocks when the quantization scale factor of k-th macroblock Q, is replaced by q. As each quantizer is independent, these increments can be calculated as ~IQ,,, 
The algorithm is outlined below: 1.
2.
3.
4. can be (observed that our algorithm has precise control of the bit-rate for each image frame. Therefore, both the buffer requirement and the delay can be kept to minimal by using a constant bit-rate for each picture.
IV. EXPERIMENTAL. RESULTS
Computer simulation was done to evaluate the performance of the buffer control algorithm on the modified H.263 coder. All the four options in the H.263 were turned off, The Mjss America (1-150) and Claire (340.-489) sequences at QCIF format and 25 frameshec were used for testing. The TMNS algorithm and the proposed algorithm are encoded at 12.5 framedsec with the same bit-rate. In the TMNS algorithm [6] with buffer control, the codec will skip the current frame if it encounters a buffer overflow.
Since the first picture is coded as an intra picture, large number of bits will be required. The first four frames after the intra frame were skipped by the codec. It was found that three more frames were skipped due to buffer overflow. For the proposed algorithm, the same number of bits allocated to each frame was chosen such that the averagedl bit rate of the two algorithms were nearly identical. Only the first four frames were skipped and all the remaining 70 frames were encoded. Figure 2 antd 3 show the PSNR comparison of the TMN5 algorithm and the proposed algorithm for the Miss America and Claire sequences. Table 1 shows the Mean PSNR of the TMN algorithm and the proposed algorithm. The PSNR value of the proposed coder is close to that of the TMNS algorithm. A Viewstore 6000 real-time playback system with a 21 inch EIZO color monitor are used for comparing the visual quality between the sequences. We found that the proposed algorithm has a better visual quality, in addhion to more steady frame rate, than the TMNS algorithm. 'This is largely due to the use of the new buffer control algorithm and the relaxation of the constraints in the quantizer scale factor in the former algorithm. This effectively distribute the error over the whole image and significantly reduced blocking artifacts that results from uneven distribution of quantization error over adjacent macroblocks. 
