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1 Abstract
Health and environmental-friendly aspects of daily life have increased in importance over
the last decades. As materials scientists, we are able to develop non-hazardous materials,
which can replace toxic materials that are currently used in piezoelectric devices. Also, the
efficiencies of cooling and energy conversion devices can be improved by new materials,
which are especially important in industrialized countries. In this work, we tackle these
aspects from a computer-aided modeling point of view.
A major aim of this work is to study the kinetic processes of the relaxor ferroelectric sodium
bismuth titanate Na1/2Bi1/2TiO3 (NBT) on a fundamental level by first-principles density
functional theory (DFT) calculations. This material is of particular interest since its solid
solutions are viable candidates to replace the toxic, however yet indispensable, lead zirco-
nium titanate (PZT) in various piezoelectric and cooling applications. Within this thesis we
investigate the influence of chemical A-cation order, octahedral tilts and cation displace-
ments on the macroscopic properties. In particular, we study phase transformations, try to
identify the origins of the relaxor ferroelectric properties, investigate oxygen migration and
polar defect associates. Further, we employ Ising-like Monte Carlo (MC) simulations and
ab initio based effective molecular dynamics (MD) simulation to study the electrocaloric ef-
fect (ECE) in ferroelectrics, anti-ferroelectrics and relaxor ferroelectrics. The ECE describes
the increase in temperature of a material when an electric field is applied. Although the
effect is rather small, it might be possible to utilize it in solid-state cooling devices in the
future. Relaxor ferroelectrics are expected to increase the achievable temperature change
compared to conventional ferroelectrics. It is also investigated how polar defects, which
are unavoidable in devices, influence the ECE.
We find that the energy landscape of NBT for octahedral tilts is very flat, thus different
kinds of octahedral tilt patterns can easily be introduced and the underlying order of the
A-cations is very important. These local deviations in tilt pattern then can lead to locally
varying A-cation displacements which result in different polarizations, leading to the ob-
servable relaxor properties. The phase and symmetry transitions also influence the ionic
conductivity and defect associates. Further, our employed MC and MD calculations could
not show any increase of the ECE for relaxors, compared to conventional ferroelectrics.
However, the simple Ising-like model proved to be sufficient to explain the negative elec-
trocaloric temperature change observed in anti-ferroelectrics and ferroelectrics containing
polar defects.
5
Zusammenfassung
Über die letzten Jahrzehnten haben Gesundheits- und Umweltaspekte erheblich an Be-
deutung zugenommen. Als Materialwissenschaftler können wir nicht-toxische Materialien
entwickeln, welche die bisher verwendeten umweltschädlichen Materialien ersetzen. Ein
anderer Ansatzpunkt ist die Erhöhung der Effizienz von Kühlzyklen und Systemen zur
Energieumwandlung, welche insbesondere für Industrienationen wichtig sind. In dieser
Arbeit befassen wir uns mit diesen Problemen mit Hilfe von computergestützter Model-
lierung.
Der Hauptteil dieser Arbeit beschäftigt sich mit der Untersuchung der kinetischen Prozesse
im Relaxorferroelektrikum Natrium Bismut Titanat Na1/2Bi1/2TiO3 (NBT) durch ab ini-
tio Dichtefunktionaltheorie (DFT) Simulationen. Dieses Material ist von besonderer Be-
deutung, da seine Mischkristalle mögliche Kandidaten für das Ersetzen des toxischen,
aber bisher unverzichtbaren, Blei-Zirkonat-Titanats (PZT) in verschiedenen piezoelek-
trischen Anwendungen und in neuen Kühltechnologien sind. Wir untersuchen den Ein-
fluss von lokaler A-Kationenordnung, Oktaederverkippung und Kationenverschiebung,
die maßgeblich die makroskopischen Eigenschaften beeinflussen. Im speziellen werden
Phasentransformationen analysiert, nach den Gründen für die Eigenschaften des Relax-
orferroelektrikums gesucht, die Sauerstoffmigration und polare Defektassoziate unter-
sucht. Im zweiten Teil werden Monte Carlo (MC) und Molekulardynamik (MD) Simu-
lationen verwendet um den elektrokalorischen Effekt (ECE) zu untersuchen. Dieser Ef-
fekt beschreibt den Anstieg der Temperatur, wenn ein elektrischen Feld angelegt wird.
Auch wenn dieser Effekt relativ klein ist, kann dieser Effekt in Zukunft möglicherweise
in Festkörperkühlgeräten eingesetzt werden. Es wird angenommen, dass Relaxorferroelek-
trika den erreichbaren Temperaturunterschied im Vergleich zu konventionellen Ferroelek-
trika erhöhen könnten. Außerdem wird der Einfluss von polaren Defekten, welche in prak-
tischen Anwendungen unvermeidbar sind, auf den ECE untersucht.
Wir zeigen, dass die Energielandschaft für Oktaederverkippungen in NBT sehr flach ist,
diese also leicht auftreten können. Die Anordnung der A-Kationen spielt jedoch eine
entscheidende Rolle. Die lokalen Abweichungen in den Verkippungen der Oktaeder er-
möglichen eine lokale Variation der A-Kationverschiebungen, was zu unterschiedlichen
Polarizationen führt und damit die beobachtbaren Relaxoreigenschaften erklären kann.
Die Phasen- und Symmetrieübergänge beeinflussen zusätzlich die ionische Leitfähigkeit
und das Bilden von Defektassoziaten. Außerdem konnten mit wir mit den verwendeten
MC und MD Modellen keine Steigerung des ECE in Relaxoren im Vergleich zu typischen
Ferroelektrika feststellen. Jedoch konnte ein einfachen Modell, basierend auf dem Ising
Modell, den negativen ECE beschreiben, der in Antiferroelektrika und Ferroelektrika mit
polaren Defektassoziaten auftritt.
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2 Introduction
Over the last decades, health and environmental issues have increased in importance and
have become a general concern for politics and industries. One of the aspects that has to be
considered to reach a sustainable and environmental-friendly way of living, is the reduction
and replacement of toxic lead. Lead is used in various different materials and applications,
ranging from batteries, alloys, gasoline to paint, as shown in Fig. 2.1a [1].
In the early 2000s the European Union announced directives, which restrict "the use of
certain hazardous substances in electrical and electronic equipment" and regulate the
"waste of electrical and electronic equipment". These directives were renewed in 2011
and 2012 [3–5]. Still, the amount of mined lead has increased by more than 60% since
2005 [6] and ways to prevent a further raise are of urgent need.
Even though the largest amount of lead is contained in lead-acid batteries [1], also other
devices are strongly dependent on lead containing components. Lead-free substitutes are
of particular interest in piezoceramic materials. These type of materials are mainly used
for sensors and actuators and are thus included in many different applications, such as cars
and medical equipment [1] and in the future possibly in advanced cooling technologies
[7]. Conventional vapor compression technology is responsible for a large portion of the
consumed energy in households, as it can be seen from Fig. 2.1b [2]. Air conditioning
alone consumes electricity worth of more than 11 billion $ in US households per year [8].
Mischenko et al. [9] showed that by application of an electric field to a Pb(Zr,Ti)O3 (PZT)
thin-film, a large temperature change of 12 K of the sample can be obtained. The inverse
of this electrocaloric effect (ECE) could be used to cool devices efficiently.
The main task of improving the life cycle sustainability of piezoceramic products can be
condensed to the task of replacing PZT by lead-free alternatives. Throughout the history
of piezoceramic technology, PZT was one of the most widely used materials [10, 11].
Miscellaneous
Cable Sheathing
Rolled and Extruded Parts
Ammunition
Lead Paint
Alloys
Gasoline Additives
Batteries
a) b)
FIGURE 2.1: a) Usage of lead in various applications since 1960. Reprinted from Journal of
the European Ceramic Society 35, 1659-1681, J. Rödel, K. G. Webber, R. Dittmer, W. Jo,
M. Kimura and D. Damjanovic, Transferring lead-free piezoelectric ceramics into applica-
tion, Copyright (2015), with permission from Elsevier [1]. b) Energy consumption in US
households. Taken from Ref. [2] with permission from the United States Environmental
Protection Agency.
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One of the first reports on a lead-free material that could compete with the piezoelec-
tric properties of PZT was given by Saito et al. in 2004 [12]. They studied the system
(K0.5Na0.5)1−xLix(Nb1−y Tay)O3 and from then on more and more studies were conducted
on lead-free alternatives [1]. Within a few years, various different systems were studied
and first review articles were published that summarized the findings [13–18]. It turns out
that several classes of materials are able to be mayor competitors to the still ubiquitous PZT.
The first interesting class is based on Bi, which includes materials such as Na0.5Bi0.5TiO3
(NBT), Na0.5Bi0.5TiO3–BaTiO3 (NBT-BT) and (NaxK1−x)0.5Bi0.5TiO3 (NKBT). The second
class is based on the long known and widely used BaTiO3 (BT). One important mate-
rial is Ba(ZrxTix−1)O3 (BZT) [19] and recently the often studied (BaxCax−1)(ZryTiy−1)O3
(BCZT) [20]. A third class of materials is based on Nb such as (KxNax−1)NbO3 (KNN) [21].
So far these material still do not reach the necessary properties to fully compete with
PZT [1]. Either the piezoelectric coefficients are inferior to the values of PZT or their tem-
perature range for applications is far from the desired room temperature [16]. Therefore,
the quest to find a suitable replacement for PZT is still ongoing.
Part of the task of finding new materials, is to understand why certain materials have supe-
rior properties over others. The search for new materials can be simplified and accelerated,
when the underlying physics and chemistry, that give rise to the macroscopic properties,
are understood.
The aim of this work is to deepen the knowledge on the so-called relaxor ferroelectric
materials (short relaxors), and in particular of NBT, which is one of the most important
basis of materials that are able to compete with PZT and other utilized materials. Relaxor
materials (to which NBT, BCZT, KNN and the lead containing Pb(Mg1/3Nb2/3)O3 (PMN)
belong) have good piezoelectric properties [22–24], similar to conventional ferroelectrics,
but are not limited to a narrow temperature range close to the Curie temperature TC, as
standard ferroelectrics such as PZT and BT [1, 13, 25, 26]. Relaxors are expected to show
an even larger ECE than conventional ferroelectrics due to increased number of degrees
of freedom on the microscopic level [27, 28]. Additionally, in the materials PMN-PT [29]
and NBT [30] a peculiar negative temperature change was observed, which might increase
the obtainable temperature change for an entire electrocaloric cycle even further [31].
Recently, it has been discovered that NBT exhibits a high ionic conductivity [32] and could
be used in solid oxide fuel cells (SOFC), which become increasingly important in a world
that is ever more dependent on efficient energy conversion methods [33]. Investigating the
unusual high conductivity in NBT is another part of this work.
Although NBT has been thoroughly studied since its discovery in 1961 [34], many aspects
of this material are still not well understood [35]. Here, we study the kinetics of phase
transitions, polar defect associates and oxygen migration, that lead to the (often desired)
relaxor ferroelectric properties. The complex behavior of NBT is related to the differences
in local and average structure and the many degrees of freedom that are present, but no
final conclusions have yet been drawn.
This work is part of the Priority Program "1599: Caloric Effects in Ferroic Materials [7,36]:
New Concepts for Cooling" of the Deutsche Forschungsgemeinschaft (DFG).
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3 NBT and its properties: State of the art
All of the materials mentioned in the introduction (BT, KNN, NBT, PZT and solid-solutions
thereof) belong to the same type of crystal structure, the perovskite structure. Perovskite
is the abundant mineral CaTiO3, which lends its name to a whole structure type with the
chemical formula of ABX3, short perovskites.
Perovskites exhibit a vast variety of different properties, depending on the used ele-
ments and their composition [37–39]. The properties range from superconductors (e.g.
Ba1−xKxBiO3), antiferromagnetic insulators (e.g. LaMnO3), colossal magnetoresistance
(e.g. La1−xCaxMnO3), multiferroics (e.g. TbMnO3), ferroelectrics (e.g. BaTiO3), ionic con-
ductors (e.g. La0.67−xLi3xTiO3, BaCeO3−x) and the already mentioned piezoelectrics (e.g.
PZT). However, some of these materials (especially the superconductors) require doping to
induce the desired properties. The materials of interest for this work are those which show
(relaxor) ferroelectric behavior, especially NBT.
NBT has some peculiar properties that distinguish it from other ferroelectric perovskites.
Fig. 3.1 depicts the real part of the dielectric permittivity of NBT and Bi-deficient NBT
(Na0.48Bi0.52TiO2.98) measured by Hidaka et al. [40]. It can be seen that the peak of the
permittivity is very broad and spans over several hundred Kelvin. The permittivity is also
slightly dependent on the frequency of the external electric field. The situation becomes
even more interesting when Bi-deficient NBT (Na0.48Bi0.52TiO2.98) is measured, as seen in
Fig. 3.1b. Now, the permittivity becomes strongly dependent on the frequency. This is typi-
cal for a relaxor ferroelectric (see Sec. 3.3). As we will see later, the introduction of Bi and
O vacancies can lead to polar defect associates, which can alter the properties substantially.
Further, structural details on the microscopic scale of NBT are still under debate. Fig. 3.2
shows the X-ray diffuse scattering pattern of NBT of Kreisel et al. [41]. The rod-like asym-
metry next to the Bragg peaks indicates two-dimensional (polar) planar defects. This sug-
gests that the average and local structure of NBT are different. The structural origin of this
observation is, however, not well understood. In Secs. 3.1 and 3.2 we look at the phase tran-
FIGURE 3.1: Measured real part of the dielectric permittivity ε′ of a) NBT and b) Bi-deficient
NBT (Na0.48Bi0.52TiO2.98). Reprinted from Y. Hidaka, S. Tsukada and S. Kojima, Aging of
Dielectric Properties in Na0.5Bi0.5TiO3 Ceramics, Ferroelectrics 376, 134-139 (2008) with the
permission of Taylor & Francis Publishing [40].
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FIGURE 3.2: X-ray diffuse
scattering pattern of
NBT at hydrostatic
pressure of 0.6 GPa.
Reprinted figure with
permission from J.
Kreisel, P. Bouvier, B.
Dkhil, B. Chaabane,
A. M. Glazer, P. A.
Thomas and T. R.
Welberry, Effect of
High Pressure on the
Relaxor Ferroelectrics
Na1/2Bi1/2TiO3 (NBT)
and PbMg1/3Nb2/3O3
(PMN), Ferroelectrics
302, 293-298 (2004),
Copyright 2004 by
the American Physical
Society [41].
FIGURE 3.3: Arrhenius-type plots of bulk conductivity of stoichiometric NBT, non-
stoichiometric NBT and Mg-doped NBTi0.98Mg0.02. Reprinted by permission from Macmil-
lan Publishers Ltd: Nature Materials (M. Li, M. J. Pietrowski, R. A. De Souza, H. Zhang,
I. M. Reaney, S. N. Cook, J. A. Kilner and D. C. Sinclair, Nat. Mater. 13, 31-35), copyright
(2014) [32].
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FIGURE 3.4: Electric field and temperature dependences of the electrocaloric temperature
change ∆T in NBT-6BT. Reprinted from Journal of Applied Physics 114, S. Uddin, G.-P.
Zheng, Y. Iqbal, R. Ubic and J. Yang, Unification of the negative electrocaloric effect in
Bi1/2Na1/2TiO3-BaTiO3 solid solutions by Ba1/2Sr1/2TiO3 doping (2013) with the permission
of AIP Publishing [30].
sitions of NBT and the perovskite structure in general. The kinetics of the phase transitions
are studied in Sec. 5.
Additionally, doped and non-stoichiometric NBT exhibits a high ion conductivity, as was
shown by Li et al. [32] and can be seen in Fig. 3.3. Interestingly, at around 300 °C the
slope of the conductivity changes, which implies that the activation energy for the oxygen
migration changes. A deeper insight on the conductivity of NBT is given in Sec. 3.4 and
investigated in Secs. 6 and 7.
NBT has also been investigated as a potential candidate material for the ECE. Electrocaloric
temperature changes measured by Uddin et al. [30] are given in Fig. 3.4. Instead of the con-
ventional positive temperature change, a negative change of the temperature is observed
below 150 °C. The ECE is explained in more detail in Sec. 3.6 and studied in Sec. 8.
From these four examples we can see that many aspects of NBT require a deeper inves-
tigation for a proper understanding. We have to answer questions like: Are polar defects
responsible for the frequency dependent permittivity? What is the underlying structural
origin of polar nanoregions (PNR)? How do PNRs come into existence and in what way
are they temperature dependent? Why has NBT a negative ECE? To answer these questions
one first needs to take a closer look at the knowledge on NBT that was gathered so far.
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3.1 Phases and phase transitions of NBT
NBT has been studied with respect to its structural and electric properties since its discov-
ery in 1961 [34]. Pronin et al. [42] were the first to study the phase transitions in NBT
by dielectric and differential scanning calorimetry (DSC) measurements. The first neutron
scattering experiments to resolve the structure were performed by Vakhrushev et al. in the
1980s [43–45], in which they observed a transition from the room temperature rhombohe-
dral phase into a tetragonal phase at 600 K and a second transition to cubic phase at 800 K.
Later many other studies employing neutron scattering followed [46–58], in which the
same phase transition sequence was found. These findings were confirmed by X-ray diffrac-
tion studies [41,48,53,54,59–65] and other characterization techniques [42,54,59,66–79].
However in 2008, Dorcet and Trolliard performed transmission electron microscopy (TEM)
studies [80,81], in which they reported an intermediate orthorhombic phase, that was later
also considered in other studies [82–84]. All proposed structures and phase transitions are
listed in Fig. 3.5 [35]. The most prominent feature of these phases are the differences in
the octahedral tilts. Below 470 K, in the low temperature regime, NBT has been reported
to be rhombohedral [47,54], monoclinic [53,85] or a mixture of both [61,63], depending
on thermal, electric and mechanical treatments. Moreover, it was found that the applica-
tion of an electric field transforms the structure from the monoclinic to the rhombohedral
state, which is reversible by heating the sample [63]. Above 470 K the symmetry starts
to deviate from the rhombohedral/monoclinic symmetry, but the origin of this deviation
is still under debate. Two possible phase transformations were suggested. Originally, a
"direct" transition from the rhombohedral to the tetragonal phase was reported [44, 47].
Later a "indirect" transition via an intermediate orthorhombic phase was proposed from
TEM studies [80, 81, 83] and also reported in a neutron powder diffraction study on Ca-
doped NBT [50]. At 670 K the phase is purely tetragonal [47]. At very high temperatures
(T>790 K) the structure becomes cubic. As it can be seen in Fig. 3.5 the phase transi-
tion temperatures are not fixed values, but vary over a broad temperature range of more
than 50 K. This effect is sometimes called a "diffuse" phase transition and is connected to
the so-called relaxor-like behavior of NBT, which is further described in the next sections.
Within this transition range the fraction of each phase varies, as it was reported by Jones
and Thomas [47], Siny et al. [86] and Pforr et al. in NBT-4BT [87], where the rhombohe-
dral, tetragonal and cubic phase are present simultaneously. At the lowest temperatures,
rhombohedral NBT is ferroelectric (FE) and transforms to an antiferroelectric (AFE) in
the orthorhombic phase [88]. For temperatures higher than 590 K the structure NBT is
paraelectric (PE) [88].
The kinetics of the phase transitions, in particular whether the transition is a nucleation or
a collective process, is studied in Sec. 5. We also investigate whether one of the proposed
phase transition sequences can be observes in ab initio molecular dynamics simulations
(Sec. 5.4) and we study tilt defect energies to estimate the size of stable tilt defect clusters
in Sec. 5.5.
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FIGURE 3.5: Reported phases in NBT, their respective oxygen tilt patterns and possible phase
transitions. The two parallel arrows indicate a large temperature hysteresis. [47, 54, 63, 75,
77, 80, 89]
3.2 Structure of perovskites
Of the ABX3 perovskite the A and B elements are positively charged cations and X are nega-
tively charged anions, which in most cases are oxygen ions [90,91]. The crystal structure of
a model perovskite BT is shown in two different representations in Fig. 3.6. Fig. 3.6a gives
BT with the Ti-ion (blue) in the center of the cell at the Wyckoff position (0.5,0.5,0.5).
The position for Ba (green) is on the corner of the cube (0,0,0) and the oxygen ions (red)
sit on the faces of the cube at (0.5,0.5,0.0), (0.0,0.5,0.5), (0.5,0.0,0.5). However, for all
upcoming figures we choose the representation as in Fig. 3.6b with the following Wyckoff
positions: Ti: (0,0,0), Ba: (0.5,0.5,0.5), O: (0.5,0.0,0.0), (0.0,0.5,0.0), (0.0,0.0,0.5). Ti has
thus six oxygen ions as neighbors and these oxygen ions form an octahedron with the Ti
ion in the center. This oxygen octahedron is visualized in each structure figure for easier
identification of the structure symmetry.
Within this structure type various different distortions are possible, which are called de-
grees of freedom. As it was mentioned in the introduction, NBT exhibits many degrees of
freedom, which are listed in Fig. 3.7. From left to right we need to consider: ferroelectric
distortions of the octahedra, octahedral tilts, lattice strain, chemical order and displacive
disorder of the A-cations. These degrees of freedom are often not independent of each
other, but are coupled. This coupling can either be promotive or competitive [92, 93].
PbTiO3 (PT) is a typical example in which the ferroelectric distortion and the octahedral
tilts compete. It exhibits ferroelectricity, but no octahedral tilts [94].
Chemical order, octahedral tilting, ferroelectric distortion and displacive disorder are de-
scribed in more detail in the following sections.
13
FIGURE 3.6: Two different representations of the perovskite BaTiO3. a) The B-cation Ti is
located at the center (0.5,0.5,0.5) of the cubic cell and b) on the corner of the cell (0,0,0).
The oxygen ions (red) form an octahedron around the Ti ions. The Ba ions (green) are
situated between the octahedra and have 12-fold coordination (a cuboctahedron). For all
following figures the right representation is used.
FIGURE 3.7: The different degrees of freedom in NBT and their interactions (from left to
right): ferroelectric distortions of the oxygen octahedra, octahedral tilts, lattice strain,
chemical order and displacive disorder of the A-cations. Reprinted figure with permission
from M. Gröting, I. Kornev, B. Dkhil and K. Albe, Physical Review B, 86, 134118 (2012). Copy-
right (2012) by the American Physical Society [89].
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3.2.1 Chemical order
The spatial arrangement of cations (called chemical order) is an important factor concern-
ing the properties of a perovskite, if two different A- or B-cations with the chemical formula
AxA'yBO3 or ABxB'yO3 are present. When the A and A' or B and B' cations are heterova-
lent (as Na+1 and Bi+3 in NBT) a fixed amount of cations has to be present to achieve
charge neutrality of the system (x = y = 0.5 in Na0.5Bi0.5TiO3 and x = 1/3, y = 2/3 in
Pb(Mg1/3Nb2/3)O3). For homovalent cations (as Zr
+4 and Ti+4 in BZT) a continuous change
in composition is possible (x = 1− y).
If the amount of the two cations is equal (as in NBT), one important configuration is
the rock-salt order, in which the cations are placed alternatingly on the A-site sublattice
[38]. When the two A-cations are charged differently, this configuration has the lowest
electrostatic energy. This configuration is named "111-order" and is shown in Fig. 3.8a.
Another important arrangement is the alternating stacking of layers of the two cations.
This order is named 001-order in this work and is shown in Fig. 3.8b. However, in most
materials the A-cations are not ordered and are randomly distributed [38]. If the A-cations
have any kind of order, the 001-order is preferred.
For a long time the chemical order for NBT was and is still under debate, since different
works suggested different orders. In the two studies from Park et al. [77] and from Levin
and Reaney [83] it was stated from X-ray diffraction that the A-cation order should be on
a local nano-scale dimension (if present at all). From Raman spectroscopy a local order of
the Na- and Bi-ions was suggested by Petzelt et al. [68]. Yenoda et al. stated from fitting
of pair distribution functions that a local order is present [95]. Ab initio calculations from
Gröting et al. [96] showed that the layered order is preferred, but the energetic differences
to the other orders are so small, that during sintering temperatures all orders should be
present and the final structure should not experience a long-range order. All these results
lead to the conclusion that the chemical order of NBT is mostly disordered and an order of
the A-cations exists only within small nm-sized regions. This makes it difficult to observe
the local order by the various available spectroscopic techniques, which can measure only
spatially averaged configurations.
FIGURE 3.8: Two different A-cation orders. a) Rock-salt order (111-order) of the Na and Bi
ions. b) Alternating stacking of Na and Bi layers along the [001]-direction (001-order).
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3.2.2 Octahedral tilts
Many perovskite materials show a tilt of the oxygen octahedral network, which lowers the
symmetry of the structure. This is usually due to the size mismatch of the A, B and X ions,
but can also be affected by the lone-pair effect of some elements [39]. A rule of thumb to
determine whether a structure will exhibit tilts or not, can be given by the Goldschmidt
tolerance factor [97]
g =
rA+ rXp
2(rB + rX )
, (3.1)
where rA, rB and rX are the ionic radii of the three ions in the ABX3 perovskite. If the value
g is slightly below unity (0.9< g ≤ 1), no tilt of the octahedra is observed (as in BaTiO3 or
SrTiO3, ST), because the sizes for the A- and B-cations fit optimal into the structure. If g is
larger than unity (A-ions are too large) or smaller than 0.8 (A and B have similar sizes) the
structures transform into completely different lattice types. For the range of 0.8 < g < 0.9
(A-ions are too small) the octahedra tilt.
The tilt patterns are given in the Glazer notation [98], e.g. a+b−c0. The superscripts de-
scribe the tilt along the respective axes, where "+" means an in-phase tilt, "-" an anti-phase
tilt and "0" no tilt, as will be visualized later. The letters a, b and c sometimes are used
to denote the angle of the tilting. Thus, same letters correspond to equal tilt angles and
different letters to unequal tilt angles. In some cases the polarization of the structure is
given as a subscript, again respective for each axis as in a00a
0
0a
0
0. This notation is referred
to as the modified Glazer notation [99].
Depending on the tilt patterns the symmetry of the structure differs. The non-tilted struc-
ture a0a0a0 has a cubic symmetry, when no displacement of the A- or B-cation are present.
Tilting along one direction (e.g. a0a0a+) transforms the cell to a tetragonal symmetry. Ad-
ditionally, when the tilts have an anti-phase pattern (e.g. a0a0a−) the cell size of the irre-
ducible cell is doubled along the respective axis. Often observed tilt patterns include rhom-
bohedral or orthorhombic symmetries, with a−a−a− and a−a−c+ tilt patterns [39,100].
However, at least in NBT-BT, it seems that a certain phase consists of an average over
different tilt patterns, with sizes of the octahedral tilt domains on the nanometer scale
[101].
3.2.3 Ferroelectric distortions
Polarization in perovskites arises often by the displacement of the positively charged B-site
ion relative to the surrounding negatively charged oxygen ions. Depending on the direc-
tion of the displacement, the structure adopts different symmetries, as it is well known
from the prototype perovskite BT. The symmetry is tetragonal for a Ti displacement along
[001]-, orthorhombic for the [110]- and rhombohedral for the [111]-direction. B-site dis-
placements and octahedral tilts are often competitive and suppress each other [39]. This
can be seen for example in PZT, where Zr replaces Ti on the B-site. Zr does not show
any ferroelectric displacements [102] and thus small amounts of tilts of the octahedra are
possible [102,103].
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3.2.4 Displacive Disorder
Another important degree of freedom is the displacive disorder of the A-cations. When
two differently charged A-cations are present (as in NBT), unequal displacements of the A-
cations can lead to a polarization [39,92]. This type of displacement is strongly dependent
on the chemical order and the octahedral tilts [39]. As it will be shown later, no A-cation
displacements are present in the tetragonal tilted structures. The orthorhombic and rhom-
bohedral structures exhibit different kind of shifts of the A-cations. In the orthorhombic
phase, with a−a−c+ tilt pattern, a polarization is present, which arises from the displace-
ment of the A-cations along the [110]- and [110]-direction. In the rhombohedral a−a−a−
structure the displacements of the A-cations along the [111]-direction lead to a polarization
along the diagonal of the pseudo-cubic cell.
The displacement of the A-cations is affected by the lone-pair of Bi, which tends to have
an asymmetric arrangement with its surrounding [104–106]. This leads to an A-site driven
polarization in PZT [107]. However, the A-cation displacements can be competitive with
B-site displacements and suppress the ferroelectric distortion at the B-site [39].
3.3 Relaxors
As it was seen in Fig. 3.1, NBT does not show a conventional temperature dependent be-
havior of the permittivity, but one that is known from a different class of ferroelectrics, from
relaxor ferroelectrics (RFE). RFEs can be distinguished from regular ferroelectrics (FE) by
three characteristics:
• pinched hysteresis,
• no Curie-temperature,
• broad peak of the dielectric constant over a large temperature range and a frequency
dependent peak maximum.
As it can be seen on the right side in Fig. 3.9a (after Ref. [25]), RFEs show a much nar-
rower polarization-electric field hysteresis as FEs, which sometimes resembles the hystere-
sis of antiferroelectrics (which shows a double hysteresis loop with a polarization that goes
to zero for a vanishing electric field). Moreover, in RFEs a polarization persists above the
temperature at which the dielectric permittivity ε peaks. In comparison, in FEs the po-
larization vanishes completely above the narrow peak in ε, at the Curie temperature TC .
Last, the peak of the permittivity in RFEs depends on the frequency, whereas in FEs it is
frequency independent.
Over the time, several temperatures have been defined, which describe certain temperature
ranges in which the observable features of RFEs can be observed. In the following these
are listed and explained from high to low temperatures [109, 110]. The most important
temperatures are then sketched in Fig. 3.9b.
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FIGURE 3.9: a) Com-
parison between
conventional ferro-
electrics (left) and
relaxor ferroelectrics
(right), redrawn after
Ref. [25]. For a ferro-
electric material the
polarization P vs. electric
field E hysteresis loop
has a large rectangular
shaped area, a steep
decrease of the po-
larization at the Curie
temperature TC and a
sharp maximum of the
dielectric permittivity
at TC. Here a second
order phase transition
is shown. In contrast,
for a relaxor the hys-
teresis is pinched and
the polarization persists
far above the tempera-
ture Tm, which denotes
the temperature with
the maximum of the
dielectric permittivity.
Additionally, the tem-
perature Tm is frequency
dependent in a relaxor,
but not in a ferroelectric.
b) Important temper-
atures defining special
properties in relaxor
ferroelectrics: Burns
temperature TB, temper-
ature of the maximum
dielectric permittiv-
ity Tm, depolarization
temperature Td and
freezing temperature Tf.
Redrawn and adapted
from Ref. [108].
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Burns temperature TB
Above the Burns temperature TB the material is in a paraelectric state [111, 112]. Below
TB the relaxor starts to become polar. These polar nanoregions show ergodic behavior,
meaning that the mobility is fast enough to reach any polar configuration within a certain
measurement time.
Temperature of the maximum dielectric permittivity Tm
At this temperature the dielectric permittivity shows a maximum, but it is frequency de-
pendent. For FEs the maximum in permittivity is at TC, however, no large change in the
polarization is observed at Tm in RFEs [26].
Intermediate temperature T∗
At the intermediate temperature T∗ first static (correlated) polar regions appear and the
origin of these was suspected to stem from the polar displacements of Pb2+ [113]. The
intermediate temperature T∗ is rarely used in literature.
Depolarization temperature Td
At the depolarization temperature Td RFEs experience the steepest decrease in polariza-
tion [114]. This temperature is therefore comparable to TC of normal FEs.
Freezing temperature Tf
Below the freezing temperature Tf (sometimes called the percolation temperature [26])
the material gets into a non-ergodic state and the polar nanoregions become completely
immobile [115]. At the freezing temperature the relaxation time of the polarization reori-
entation tends to infinity.
Different explanations and models for the appearance of these features have been formu-
lated. Recently, Ahn et al. summarized the most important models [116]:
1. Diffuse phase transition
Most studies adopt the idea of a diffuse phase transition (DPT) which was formulated
by Kirilov and Isupov and Smolenskii in the 1970ies [117, 118]. The DPT model
suggests that polar nanoregions (PNR) with different sizes are embedded in a non-
polar matrix. All of these PNRs have different Curie temperatures and therefore this
distribution of phase transitions leads to the broad peak of the dielectric constant.
The differences in the PNRs arise from variations in the local chemical order. This
model however fails to explain the frequency dependent positions of the permittivity
maxima.
2. Superparaelectric model
The superparaelectric model [119] describes the polarization flipping processes of
each individual PNR, similar to the superparamagnetic model [120]. When the PNR
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size is lower than a certain value, the polarization can flip between different states
just because of thermal energy. The polarization of the PNRs do not vanish, but cancel
each other out on a macroscopic scale. In this model there is no stable remanence
polarization.
3. Dipolar glass
The idea of a relaxation time in a dipolar glass are the same as in a regular glass. It
specifies the timescale which is required to flip a polarization. These relaxation times,
which can be fitted by a Vogel-Fulcher-Tammann equation, depend on the correlation
lengths between the PNRs [121,122]. At lower temperatures the polarizations begin
to frustrate (cannot switch freely) and the correlation lengths and relaxation times
increase (long-range order starts to persist). Therefore, the dipolar glass model is
able to describe the kinetics of the PNR [123]. Despite this success, the disadvantage
of this model is that it does not describe why some materials behave as relaxors and
some as regular ferroelectrics.
4. Random fields
Another important model is based on the so-called random fields. Westphal et al.
[124] applied the idea of random fields to relaxors (which was adapted from Imry
and Ma [125]). They suggested that these fields lead to local deviations of the
polarizations. The origin of the random fields can either stem from charge disorder
(e.g. when ions with different charge share sites on one sublattice) or strain disorder
(ions with different volumes) [126, 127]. Recently, Phelan et al. [128] suggested
that homovalent (BZT) and heterovalent (PMN) relaxors belong to different types
of relaxors, as they show either weak or strong random fields, respectively.
5. Feedback model
Similar to the aforementioned superparaelectric model, a feedback model has been
recently formulated [129,130]. It describes the relaxation processes of polarizations
flipping between basins of a double-well potential. A main difference to the super-
paraelectric model is the temperature dependent asymmetry of the double-well po-
tential.
6. Spherical random-bond–random-field model
In 1999 Pirc and Blinc formulated the spherical random-bond–random-field (SRBRF)
model that describes the interaction between polar clusters by a Hamiltonian of in-
teracting spins [131]. These spins can have any orientation and couple to external
electric fields and internal random electric fields. However, it again does not describe
any dynamics, which are needed to explain the frequency dispersion.
Over the years many review articles on the various relaxors and their properties have been
published [25, 75, 108, 109, 119, 132–134]. Explanations for the structural origin of polar
nanoregions, which are used in many of the above mentioned models, are not yet conclu-
sive. Hlinka [135] stressed that only when a full geometrical description of the PNRs can
be given, the topic of relaxors can be understood ultimately.
It was long believed that some kind of polar regions are embedded in an unpolar (cubic)
matrix or differently polarized nanodomains (PND) [109]. Also a competition between
AFE and FE domains was proposed [136]. However, the exact structural features were
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only explained on a speculative basis. To grasp a better understanding of the local struc-
tures of PNRs several studies have been performed. Kreisel et al. [41] and Xu et al. [137]
observed rod-like patterns from X-ray measurements in NBT and PbZn1/3Nb2/3O3–xPbTiO3.
They assigned these patterns to planar defects, which Xu et al. called "pancake-like". In a
proceeding study Kreisel et al. [138] suggested that the diffuse scattering originates from
different chemical orders within and outside of the PNRs. In 2010 Ganesh et al. [139]
proposed that the diffuse scattering in the RFE system PbSc1/2Nb1/2O3 arises from local
concentration fluctuations of the B-site ordering, which induces shifts of the Pb ions due to
locally varying electric fields. Later Ge et al. [55] compared the A-site mixed NBT and the
B-site mixed PMN relaxors by neutron scattering and stated that the diffuse scattering may
be a feature specific to RFEs, independent of the origin of the relaxor properties. Generally,
correlated and uncorrelated shifts of the Pb ions are often held responsible for the observed
diffuse scatterings in Pb containing relaxors [140]. Recently, Manley et al. [24] suggested
that PNRs are just some kind of localized phonons with correlated Pb displacements. The
wavelength of the resonant ferroelectric phonons would thus describe the size of the PNRs.
Molecular dynamics (MD) simulations based on an effective Hamiltonian (explained in de-
tail in the methods Sec. 4.2) for B-site mixed relaxors of the type Pb(BxB’1−x)O3 showed the
relative strength between random electric fields and the ferroelectric interaction determine,
whether a system is a RFE or FE [141,142]. Additionally, the characteristic length scales of
PNRs and chemical ordered regions are similar. Studies from the Bellaiche group [143,144]
and Rappe group [145, 146] focused on the relaxation times of the polarization switching
in PMN and PMN-PT. In a different MD study Akbarzadeh et al. [147] showed that relaxor
behavior could be found in disordered BZT, just from the smallest length scale deviations
in the Ti/Zr distributions. In other studies a core-shell model [148–150] or a Pauli mas-
ter equation for the polarization switching [151] was applied to investigate the time and
temperature dependence of the dielectric response.
From what we have learned so far about the definition of relaxors, we have to say that NBT
can not fully be characterized as a relaxor, since the peak of the dielectric permittivity does
not show a shift with temperature [40]. Nevertheless, it is often referred to as a relaxor or
to be relaxor-like.
3.4 NBT as an ionic conductor
Generally, when non-stoichiometry of a material is induced intentionally, by doping or
unintentionally by contamination, new interesting properties can emerge. One just has to
think of semiconductors, where small doping concentrations create electric conductivity
[152]. NBT is similar in this regard. Perfectly stoichiometric NBT is an insulator and does
not show any noteworthy electrical conductivity [153]. However, ionic conductivity, which
results from oxygen vacancy migration, can be induced [32]. Since during processing of
NBT the reaction
2Bi×Bi + 3O×O → 2V′′′Bi + 3V••O + Bi2O3 (3.2)
can lead to a loss of Bi2O3, it is expected that in nominally stoichiometric NBT Bi and
oxygen vacancies are present [32].
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Interestingly, the conductivity of Bi-deficient and acceptor-doped NBT is in the order of
other important oxide ion conductors, like yttria stabilized zirconia (YSZ) [32]. A plot
of the conductivity of stoichiometric, Bi-deficient and Mg- and Ni-doped NBT is given in
Fig. 3.10. The drawn lines show different slopes and serve as guide for the eyes. The Ar-
rhenius plot of the conductivity shows a peculiar temperature dependent non-linearity, i.e.
a change in the activation energy Ea at around 600 K. Above 600 K the activation energy
is around (0.4-0.5) eV and below at (0.8-1.2) eV, depending on the chosen segment to be
fitted. The huge difference in activation energies for high and low temperature is in con-
trast to former studies on ionic conductivity of various different perovskites and oxides, in
which straight lines in the Arrhenius plot have been reported [154,155].
Understanding the underlying processes and how to maximize the conductivity of doped
and non-stoichiometric NBT (and other perovskite) is an active field of research. Already
in 2009 Ranjan et al. [50] studied Ca substituted NBT via neutron scattering, however
with a focus on the rhombohedral to orthorhombic phase transition. One of the first stud-
ies on doped NBT regarding the ferroelectric properties was performed by Aksel et al.
They investigated Fe, La and Mn dopants with a concentration of 1% [156, 157]. Al-
though no significant changes in the piezoelectric properties were observed, they found
a structural transformation on a local scale. A portion of the structure transforms from
an initial monoclinic Cc symmetry into a cubic symmetry with space group Pm3¯m. Many
more studies on doped NBT have been carried out since the work of Li et al. was pub-
lished in 2014 [32], primarily to enhance the piezoelectric properties. For example, binary
phases were found in cerium doped NBT [158]. Further, the processing behavior [159], Cc
phase stabilization [160] and piezoelectric properties of Co doped NBT [161] were stud-
ied. Other investigated dopants and their influence on the piezoelectric properties were Hf
and Zr [162] and Rb [163]. Recently, other groups have investigated Ag and Ga doped
NBT [164] or other Mg concentrations [165]. Modelling of the oxygen vacancy migration
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FIGURE 3.10: Electronic and ionic conductivity of stoichiometric, Bi-deficient, Ni-doped
(NBTi0.98Ni0.02) and Mg-doped NBTi0.98Mg0.02 (with permission of Sebastian Steiner and
Till Frömling).
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was done by different methods. Classical MD calculations were performed on ST [166]
and ab initio MD calculations on NBT [167]. Chemical defect models have been used to
describe the conductivity of ST [168, 169] and BT [170, 171], which are going to be ex-
tended for the more complex NBT in the future [172]. Yet, no definite answer could be
given to the question, why a kink in the activation energy was observed in conductivity
measurements (as shown in Fig. 3.10).
The diffusion of oxygen vacancies in a crystalline lattice depends on different factors. First
of all, only "free" vacancies V••O contribute to the overall conductivity. When oxygen vacan-
cies are bound to the dopant ion (e.g. Mg) or other defects the concentration of free oxygen
vacancies [V••O ] is reduced. The amount of free vacancies depends on the association energy
∆Hasso:
K =
[Mg
′′
Ti − V••O ]
[Mg′′Ti][V
••
O ]
= exp
−∆Hasso
kBT
+
∆Sasso
kB

, (3.3)
where K is the equilibrium constant and ∆Sasso the configuration entropy of the associate
[173,174]. The diffusion coefficient is then given by
D = ccorcgeoa
2νexp

∆Smig +∆Sasso/2
kB

exp

∆Hmig +∆Hasso/2
kBT

, (3.4)
with a correlation factor ccor, a geometry factor cgeo, the jump distance a and the attempt
frequency ν. Note that only half of the association energy enters the equation. This results
from the fact that the dopant concentration and concentration of the oxygen vacancies is
equal [Mg
′′
Ti] = [V
••
O ], because of charge neutrality.
Via the Nernst-Einstein equation [175] this leads to a total conductivity of
σ =
[V••O ]Dq2
kBT
, (3.5)
where q is the charge of the migrating particle. For a single migration and association
energy this equation gives a straight line in an Arrhenius plot and has no kink.
Yang et al. [176] modeled the change in activation energy by assuming a two-phase com-
posite of a tetragonal and rhombohedral phase between 520 K and 670 K. They were able
to fit the change in slope by employing the Maxwell model with extrapolated low and high
temperature conductivities. However, they did not provide any explanation for the different
activation energies, which can have different origins.
In the following, we study the influence of phase dependent effects on the activation en-
ergies. First, in Sec. 6 we study whether a change in the migration energy arises, when
a transition from the low temperature rhombohedral to the high temperature tetragonal
symmetry via the intermediate temperature orthorhombic symmetry is taken into account.
Related to this explanation of phase transitions is the increase in the cell volume from ther-
mal expansion, which could affect the migration barriers. The effect of the increased cell
volume is investigated at the end of Sec. 6. Secondly, in Sec. 7 we study the association of
an oxygen vacancy with a dopant and an intrinsic Bi-vacancy. For a long-range diffusion of
an oxygen ion, the associate first has to be separated. Thus, this association energy has to
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be overcome additional to the migration energy, which leads to an increase of the activa-
tion energy at lower energies. Since the kink in the slope is even present in non-doped NBT,
we also study whether the association of the two V••O and a V
′′′
Bi vacancies is energetically
favorable.
Furthermore, associates, especially polar associates, can alter the properties in ferroelectric
materials in a negative manner, e.g. influence the domain switching behavior and lead to
fatigue [177–181]. Therefore, polar defects also influence the ECE, which will be studied
in Sec. 8. Another import aspect of polar defects is not of static nature, but of kinetic. Erhart
et al. [179] calculated the switching time scales of polar (Fe
′
Zr,Ti–V
••
O )
• and (Cu′′Zr,Ti–V••O )×
associates in PT by calculating their binding energies. These timescales are of importance
since they might be of the same order as the timescales of the switching of the electric
field in the ECE, which is in the order of seconds. In 2014, Zannen et al. [182] studied
the ECE of NBT, doped with different lanthanide elements, indirectly by measuring the po-
larization and using the Maxwell’s relation of Eq. 3.8. Interestingly, they observed that not
only the magnitude and the temperature range of the ECE change with the used element,
but also the sign. For Nd and Ho dopants a negative ECE was determined at temperatures
lower than 320 K. As these defects can only be avoided to a certain extent [178,183], it is
important to study their properties.
3.5 Theoretical work on NBT
Since the beginning of this century, more and more ab initio based studies have been per-
formed to investigate the various properties of NBT. The theoretical works started with
Xu and Ching in 2000 on the electronic structure, who found a strong covalent binding
in NBT [184]. Burton and Cockayne studied the A-cation order in 2001 [185] and found
that the 111-order is the one with the highest energy. Later more complex features like
elastic constants [186], electrical and optical properties were studied, including the elec-
tronic band structure and band gap [187–189]. Gröting et al. investigated the octahedral
tilt phase stability dependent on the chemical order [96] and pressure [89]. They con-
cluded that a chemical order should be present only on a local scale. Further, a phase
transition from a rhombohedral to an orthorhombic phase with increasing pressure was
observed. Kitanaka et al. studied the polarization in NBT (displacement of Ti ions along
one of the pseudo-cubic diagonals). They found that 71° polarization switching (from one
corner to a neighboring corner in the pseudo-cubic cell) is preferred over the 180° inver-
sion [190]. Phonon frequencies were investigated in Refs. [191–193] and assigned the
different frequency ranges to the ones observed in experimental Raman studies. Oxygen
octahedral tilt defects and tilt phase transitions were studied by Meyer et al. [194]. Ju
et al. studied the magnetoelectric coupling, who observed that Na vacancies can induce
a magnetic moment [195]. Also studies on the tilt phase stability of NBT solid-solutions
were carried out [196]. Recently, the vacancy defect chemistry in NBT and doped-NBT was
studied [167, 197, 198], especially in respect to the oxygen migration, which is also part
of this work. He and Mo performed ab initio MD simulations on pure NBT and Mg, Zn
and Cd doped NBT [167]. They focused on the oxygen migration at very high tempera-
tures (1200 K to 2800 K). Most of these studies focused on the ground state rhombohedral
phase and a single chemical order. However, regarding the relaxor properties of NBT many
questions are still unanswered.
24
3.6 The electrocaloric effect
The endeavor to replace conventional vapor-based cooling techniques by new more sus-
tainable ones has lead to an increase of studies on a specific cooling effect, which was dis-
covered and reported more than 80 years ago, the electrocaloric effect [199]. These earliest
studies were performed on Rochelle salt by Kobeko in 1930 [199]. A large amount of dif-
ferent materials was investigated in the 1960ies and 70ies, like the ceramics BaTiO3 [200]
and BaTiO3-SrTiO3 [201] and PbTiO3-solid solutions [202] and other salts like KCl [203].
However, the possible temperature changes for all materials were about 1 K (2.6 K was the
highest in 1981 [204]) and for a long time the electrocaloric effect (ECE) was disregarded
as too small for any applications. Only from 2006 on, when Mischenko et al. discovered the
"giant electrocaloric effect" in thin-film PZT (∆T > 10K) [9], the quest to search for new
materials with large ECE was reawakened.
Since then many different ceramics have been measured, among some are BT- and ST-
based: BT [205,206], BCZT [207], BZT [208,209] and KNB-ST [210]. Others are lead-free
NBT-based materials such as NBT-BT [211], La-doped-NBT [182] and NBT-KBT-BT [212].
The largest set of materials however still belongs to the lead containing materials: Ca-
doped NBT-ST-PT [213] PMN-PT, [29, 214], Pb(Zn1/3Nb2/3)O3-PbTiO3 (PZN-PT) [215],
(PbLa)(ZrTi)O3 (PLZT) [216] and Pb0.8Ba0.2ZrO3 (PBZ) with a ∆T of up to 43 K [217].
Interestingly, in some studies a negative ECE was found. Thereby, the temperature of the
material decreases when the electric field is applied (instead of increased). Peräntie et al.
found a negative electrocaloric (EC) temperature change in PMN-PT by indirect measure-
ments (determination of ∆T by measuring the change in polarization) [218]. Shortly after,
a negative ECE was reported in NBT and other NBT-based solid solutions by indirect mea-
surements [30,211,212,219]. Recently, even a "giant negative ECE" of 5 K was observed in
La-doped PZT [220].
The negative EC temperature change was investigated theoretically by different ap-
proaches. In 2012, Ponomareva and Lisenkov used first-principles based simulations on
Ba0.5Sr0.5TiO3 (BST) [221]. Although they could not observe a negative ECE, they at-
tributed the experimentally observed ECE to the misalignment of an external electric
field to the internal polarizations. In general, the ECE is strongly anisotropic, meaning
the direction of the applied electric field strongly influences the temperature change [222].
Two years later, Pirc et al. studied the negative ECE in antiferroelectric PZ within a Kittel
model [223]. A simple uniaxial model of polarizations situated on two sublattices were
sufficient to obtain a negative temperature change. Another way to achieve a negative ECE
is the introduction of polar defects into a ferroelectric material. The effect of polar defects
on the ECE was studied experimentally [224] and theoretically [31, 225, 226]. However,
the usefulness or harmfulness of polar defects is still under debate and is studied in Sec. 8.
Over time, several review articles have been published, which give an overview of all the
studied materials, ranging from ceramics (mostly lead-based) to polymers [227–230]. In
2012 Lu and Zhang dedicated a review article solely on the ECE in relaxors [28]. Since
relaxor materials provide several advantages over common ferroelectrics, they are an in-
teresting type of material to study [231]. As already mentioned, RFE experience a broad
phase transition temperature range and a narrow hysteresis, which can lead to smaller
work losses and a better reversibility of cooling/heating of the material.
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An important factor for good ECE materials is their geometry, which can either be bulk,
thick-film or thin-film [227]. The advantage of thin-films over thick-films and bulk are the
high electric breakdown voltage and therefore a very large electric field can be applied
(776 kV/cm in the work of Mischenko [9]). Since the EC temperature change is propor-
tional to the applied ∆E, as we will see soon, a large dielectric strength is desirable.
However, the disadvantages of thin-films (with a thickness of usually less than 500 nm)
are the low heat capacity because of the small amount of mass involved. This problem
must be considered for applications and when the EC cooling cycle is discussed.
The EC cycle depicted in Fig. 3.11 (after Ref. [232]) shows a possible scenario where heat
can be transfered from a heat source to a heat sink by a periodic application and removal
of an electric field. At the initial stage A (top left) the sample has an initial temperature
(usually room temperature) and an initial electric field is applied (usually the electric field
adiabatic
ΔQ = 0
adiabatic
ΔQ = 0
heat from 
source
heat to 
sink
Tr
E = 0
T1 > Tr 
E > 0
Tr
E > 0
T2 < Tr 
E = 0
ΔSt = 0ΔSd < 0
ΔSt < 0ΔSd ≈ 0
ΔSt = 0ΔSd > 0
ΔSt > 0ΔSd ≈ 0
A B
CD
FIGURE 3.11: The adiabatic electrocaloric cycle. In the initial state A the sample has room
temperature Tr and no electric field E is applied. The dipoles within the sample show a
certain degree of disorder. When an electric field E > 0 is applied the dipoles align along
the external field. If the field is applied fast enough the process happens adiabatically and
the total energy and entropy stays constant. However, since the dipolar (configurational)
entropy decreases, because of the alignment of the dipoles, the lattice entropy (i.e. the
temperature) increases. If state B rests for some time it can transfer its gained temperature
to a sink and reaches room temperature after some time. During this process the total
entropy is reduced, but the dipolar entropy is approximately constant, since the electric
field is still applied. From state C to state D the removal of the electric field reverses the
effect and the temperature decreases.
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is turned off). In a first step (A→B) an electric field E is switched on adiabatically (i.e.
fast), so that no heat can be exchanged with the surrounding (∆Q = 0).
At stage B the dipoles residing within the sample align along the external field, which low-
ers the dipolar entropy Sd. Since the total entropy St stays constant [233], the vibrational
entropy of the lattice increases, which means that the temperature of the sample increases
(indicated by the red color). At elevated temperatures, the sample is brought into contact
with a heat sink (which can be at room temperature) and the temperature of the sample
equilibrates with temperature of the heat sink. During this process the vibrational entropy
decreases and the sample reaches the third stage C.
From stage C to D the electric field is removed and the dipoles reorient randomly (when
the temperature is above the Curie temperature). This leads to an increase of the dipolar
entropy and a decrease of temperature. Heat can then be absorbed from a heat source and
the sample is again at stage A.
The achievable EC temperature change can be quantified with the help of Maxwell’s rela-
tions. If an electric field is applied to a ferroelectric material, the internal dipoles try to align
along the external field. The reorientation of these dipoles leads to a change of the struc-
tural (dipolar) entropy. When the external field is applied adiabatically (no exchange of
heat with the surrounding) the temperature change can be determined using the following
Maxwell’s relation [234]: 
∂ S
∂ E

T
=

∂ P
∂ T

E
, (3.6)
where S is the dipolar entropy, E the electric field, P the polarization and T the tempera-
ture. When the electric field is switched from the initial value E1 (usually =0) to E2, the
entropy change can be determined to be
∆S =
∫ E2
E1

∂ P
∂ T

E
dE . (3.7)
Since the change in entropy of a system is related to the temperature and the heat capacity
c by ∆S = c∆T/T , one can write
∆T = − 1
ρ
∫ E2
E1
T
c(E, T )

∂ P
∂ T

E
dE , (3.8)
where ρ is the density of the material.
The pyroelectric coefficient ∂ P/∂ T is often used as a measure to quantify the ECE of a
material, see e.g. [202]. Another important parameter is the relation of the temperature
change to the applied electric field ∆T/∆E, since it is a better figure of merit than ∆T ,
which depends on the strength of the applied electric field.
Eq. 3.8 is called the "indirect" approach to determine ∆T , since only knowledge of the
polarization, and the heat capacity is required. In contrast, the temperature change can
also be obtained directly by different techniques [235]. The two most important ones are
DSC (e.g. Ref. [209]) or infrared cameras [236,237].
Some studies reported that the indirect determination of ∆T is not applicable [238, 239],
especially close to the first order phase transition of ferroelectrics, at which the heat ca-
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pacity diverges. However, in a theoretical study Kalcher et al. showed that the direct and
indirect measurements should give similar results, if the integration of Eq. 3.8 is carried
out carefully [240]. Also Goupil et al. compared and found a strong agreement between
the direct and indirect measurement of the ECE in PMN-PT [27]. Although the debate on
the validity of the indirect approach is still ongoing, it is a convenient starting point for
different models, which aim to describe the EC temperature change.
Simultaneously to the experimental studies, various theoretical works have been published.
One of the earlier works was published by Kutnjak et al. in 1999 [241]. They described the
polarization of the system with a Landau-Devonshire expansion of the free energy [242],
which then could be used together with Eq. 3.8 to determine the EC temperature change.
Similar Landau-type formulations for the free energy where later chosen by other authors,
which also take into account stresses [243–246], compositional variance [247] or deal with
relaxors [233, 248]. Other approaches include statistical thermodynamics to describe the
properties of the system: a Gibbs-Shannon equation for the entropy was formulated by Pirc
et al. [249], the canonical partition function Q(N ,V, T, E) [250, 251], the time-dependent
phase field model [252] or mean-field models [253].
In Sec. 8 we study the difference of the ECE between ferroelectrics, antiferroelectric and
relaxors. Further, we study the impact of polar defects, arising from associates, since these
defects reduce the available dipolar entropy of Eq. 3.7, which decreases the obtainable EC
temperature change.
3.7 Comparison of NBT to other important perovskites
As described in Sec. 3.2, NBT exhibits many different degrees of freedom, from polar fer-
roelectric displacements of the A and B cations, octahedral tilts and chemical disorder.
Mechanical strain fields of the heterovalent Bi+3 and Na+1 are small due to the similar
ionic radii of Bi (1.45 Å) and Na (1.39 Å) [254]. In comparison, most other mentioned
perovskites lack certain degrees of freedom.
• BT is a ferroelectric material, that undergoes phase transitions from the rhombohe-
dral to orthorhombic and further to a tetragonal and then cubic symmetry [255].
These different symmetries arise from the displacement of the Ti ion along differ-
ent directions. However, it neither shows any octahedral tilts, nor does it have any
chemical order (as it only has a single A- and B-cation).
• PZT has a morphotropic phase boundary at 45 mol% Zr from the rhombohedral to
tetragonal phase [103]. It experiences small octahedral tilts for higher Zr concentra-
tions [100,256]. However, PZT is not a relaxor, but a ferroelectric [180].
• The recently more studied material BCZT does not show any tilts of the oxygen octa-
hedra [257]. It is also only a relaxor-like material, since it has no significant shift in
the dielectric permittivity peak.
• PMN has a diffuse phase transition, a frequency dependence of TM and octahedral
tilts. Thus PMN is a model relaxor material [258].
• KNN is a ferroelectric material that exhibits octahedral tilts, but becomes a relaxor
only when doped [259,260].
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3.8 Open questions
From all the information we have gathered so far, we can pose several questions about
unresolved aspects of NBT and the ECE, which we try to answer in this work.
NBT
1. What are the kinetics of the phase transitions?
Local phase transitions may cause the difference between the local and the average
structure seen in experimental studies. Different degrees of freedom can account for
these phase transitions.
2. What is the size of polar nanoregions?
Since it is known that the size of PNRs is smaller than the resolution of different
scattering methods, one can only say so far that the diameter of a PNR has to be
smaller than 500 Å. It is expected that the size of PNRs is equal to the size of the
chemically ordered regions, which is restricted to very small sizes of several nm.
Octahedral tilt defects might account for these polar nanoregions in NBT.
3. Does the chemical order influence the phase transitions?
If PNRs are due to ordering of the A-cations, the question remains, why the different
chemical orders lead to local phase transitions? To answer this, one has to investigate
whether the different chemical orders exhibit different local energy landscapes for
octahedral tilts and cation displacements or not.
4. Why is the activation energy of the ionic conductivity temperature dependent?
The large change of up to 0.5 eV in the activation energy for the oxygen migration
at low and high temperatures might have several origins. Phase transitions from the
rhombohedral to the tetragonal symmetry could change the oxygen migration en-
ergy barriers. Further, volume changes due to thermal expansion can influence the
migration. Defect associates could further increase the activation energy.
5. Do oxygen vacancies associate with dopants and Bi vacancies?
Different oxygen vacancy defect associates can be thought of. Oxygen vacancies can
associate with dopants, but also with other vacancies, such as Bi vacancies. If an asso-
ciation energy exists, the activation energy for oxygen migration will be influenced.
Further, the associates are polar defects, which can influence the ECE.
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Electrocaloric Effect
1. How does the ECE differ in ferroelectrics, antiferroelectrics and relaxor ferro-
electrics?
Is the ECE in relaxors superior to ferroelectrics or antiferroelectrics, as it is suggested?
Two aspects can be considered, the overall achievable temperature change and tem-
perature range, which can be tuned to be close to room temperature.
2. How do polar defects influence the ECE?
Can polar defects enhance the EC temperature change or shift the ECE to tempera-
ture suitable for application? Further, how do parallel and antiparallel oriented polar
defects influence the ECE? How important is fatigue, that is related to reorientation
of polar defects, for the ECE?
3. Do different methods (molecular dynamics and Monte Carlo) give similar results
for the ECE?
How sophisticated do different models have to be to give qualitative and quantitative
agreements for the ECE? This includes the question, which terms in the Hamiltonian
are the most relevant ones and which are less important.
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4 Methods
Throughout this work three different computational methods are used: density functional
theory (DFT), molecular dynamics (MD) and Monte Carlo (MC) (see Fig. 4.1).
In the first part of this section, DFT is explained, which is used for the major part of this
work to investigate the system NBT. These first-principles (or ab initio) calculations are car-
ried out without any experimental input data. Everything that is needed to set up and run
calculations is set by the choice of the potentials, which describe the electronic configura-
tion of each element. DFT is able to describe systems with N electrons accurately by solving
the Schrödinger equation. The obtained wave function and electron density contain the full
information on the system. However, DFT is computational demanding. Thus, only rather
small system sizes of up to 10 000 electrons can be investigated, since the computational
demand increases with the factor N3. Another restriction of DFT calculations is that only
the electronic ground state is considered, as if the system is at T = 0 K. Excited electronic
states can not be studied in a straightforward manner. Therefore, the free energy F of the
electronic ground state structure contains only the internal energy U .
Next, a short introduction on transition state theory and the nudged elastic band method
is given. Therein it is described how to obtain energy barriers and the transition path of
a process, which take a structure from one state in an energetic minimum to a different
energetic minimum state.
The last two parts of this section deal with molecular dynamics (MD) and Monte Carlo
(MC) methods. Both methods are used to model the electrocaloric effect (ECE). Ab initio
MD simulations are employed to investigate the temperature dependent dynamics of the
phase transitions in NBT.
Molecular dynamics simulations allow to study the time evolution of a system at finite
temperatures by solving Newton’s equations of motion for a given set of potentials. The
DFT
F = ma
p = exp[      ]
Molecular 
dynamics
Monte Carlo
simulations
HΨ = EΨ
Methods General
equation
Statistical Physics
F0(T=0 K) = U(T=0 K) 
Utot = Ukin + Upot
Uconf
= -∇Upot(Ri)
kBT
-ΔUconf
FIGURE 4.1: The employed computational methods of this work. Density functional theory
(DFT) is based on the Schrödinger equation. Molecular dynamics use Newton’s equations
of motion to describe the dynamics of particles. Monte Carlo simulations model the config-
urational energy from statistical approaches.
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trajectories of all particles are determined by forces that act on each atom. These forces
accelerate the particles and change their velocities. In ab initio MD simulations the forces
are determined from density functional theory.
The Monte Carlo method is based on the stochastic occurrence of events that change the
configurational arrangement of a system. Here, a lattice-based Ising-like Hamiltonian is
used to describe the response of the polarization of the system as a response to an external
field. The MC method does not contain any information on the kinetics and time-evolution
of the system, but allows to obtain macroscopic entities, such as the polarization.
4.1 Density functional theory
The solution to non-relativistic quantum mechanical problems can be obtained by solving
the time dependent Schrödinger equation (SE) [261]
iħh∂t + Hˆ

Ψ(r, t) = 0 , (4.1)
where ∂t is the time differential and Hˆ is the Hamilton operator, which determines all
energy contributions of the investigated system. The solution to this differential equation
is given by the wave function Ψ(r, t). However, for most problems it is sufficient to solve
the stationary (time-independent) SE
HˆΨ(r) = EΨ(r) , (4.2)
with the time independent Hamilton operator Hˆ that contains all energy contributions. E
is the energy of the system with the eigenstate wave function Ψ(r). For a solid, Hˆ takes the
following form (in atomic units: e = ħh= me = 1/4piε0 = 1):
Hˆ = −∑
k
∇2k
2mc
−∑
i
∇2i
2me
+
∑
k 6=l
QkQ l
|Rk − Rl | +
∑
i 6= j
q2
|ri − r j| + Vext(r) . (4.3)
−iħh∇ is the momentum operator and thus the first term contains the kinetic energies of all
cores with the mass mc. The second term sums the kinetic energies of all electrons with the
mass me. The Coulomb interaction between the cores is considered in the third term and is
therefore a two body sum. Of course the interaction of one core with itself is excluded by
summing over k 6= l. Rk and Rl are the coordinates of the two cores. Identically to the core
coulomb interaction the forth term sums the Coulomb interactions between all electrons.
Again, self-interaction is excluded. The last term describes the interaction of the electrons
with the cores.
Fortunately, this Hamiltonian can be simplified and some terms can be neglected. In the
Born-Oppenheimer approximation the kinetic energy of the cores is disregarded since the
mass of the cores is about 2000 times higher than the ones of the electrons, which leads to
much slower velocities of the cores than the ones of the electrons. Therefore, the positions
of the cores are static (which also reduces the complexity of the fifth term in the Hamilto-
nian). In a next step we can neglect the Coulomb interaction between the cores as they do
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not change the energies of the electronic system (which we are interested in). Hence, we
can rewrite our Hamiltonian in a shorter and simpler form:
Hˆ = −∑
i
∇2i
2me
+
∑
i 6= j
q2
|ri − r j| + Vext(r) . (4.4)
This equation describes all energy contributions to the electronic system and it can be
solved for different simplifications.
Hartree method
The first simple approach to solve Eq. 4.4 was given by Hartree shortly after the introduc-
tion of the SE in the late 1920s. The solution of the SE (the total wave function with N
electrons) is given as a product of all single particle wave functions [261]:
Ψ(r1, r2, . . . , rN ) = φ1(r1)φ2(r2) . . .φN (rN ) = Πiφi(ri) . (4.5)
By this ansatz the SE for the individual orbitals can be rewritten in two ways:−∇2i + vext + vH(r)φi(ri) = εiφi(ri) (4.6)
and −∇2i + vext + vH, SIC(r)φi(ri) = εiφi(ri) . (4.7)
Equation 4.6 contains the Hartree potential
vH(r) =
∫
d3r ′ n(r
′)
|r − r ′| =
∑
j


φ j
wi j φ j , (4.8)
which includes the self-interaction of each electron. Here we introduce the electron density
n(r). A correction to this ansatz is the self-interaction corrected Hartree potential
v kH,SIC(r) =
∫
d3r ′
n′i(r ′)
|r − r ′| =
∑
j 6=k


φ j
wi j φ j , (4.9)
as in Eq. 4.7, in which the sum of all electron-electron interaction does not include the self-
interaction. The self-interaction corrected approach is "more" correct, however, the com-
putational time increases a lot, because the electron density n′i(r) is different for each
electron. However, for large systems with several thousands of electrons the difference in
energies for the two sums (self-interaction corrected or not) is negligible. The major prob-
lem of this ansatz is that the solution does not fulfill the requirement of a fermion, i.e. the
wave function is not antisymmetric.
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Hartree-Fock method
The antisymmetric property of the wave function can be included by a Slater determinant
Ψ =
1p
N

φ1(r1) φ1(r2) . . . φ1(rN )
φ2(r1) φ2(r2) . . . φ2(rN )
. . .
φN (r1) φN (r2) . . . φN (rN )
 (4.10)
of all individual wave functions [261]. By using this wave function, the resulting SE for
one orbital for the case of a system with two electrons looks as follows:
− ∇2
2
φ1(r) + V (r)φ1(r) +
∫
d3rφ∗2(r ′)φ2(r ′)
1
|r − r ′|φ1(r)
−
∫
d3rφ∗2(r ′)φ1(r ′)
1
|r − r ′|φ2(r) = ε1φ1(t) . (4.11)
The difference to the Hartree approach is the exchange potential
Vx(r)φk(r) = −
∑
l
∫
d3rφ∗l (r ′)φk(r ′)
1
|r − r ′|φl(r) , (4.12)
which has purely quantum mechanical origins. This potential can be computed directly
only for simple cases such as the spherically symmetric atoms or for the free electron gas.
Exchange-correlation potential
The Hartree-Fock approximation introduced the exchange potential Vx(r) and its corre-
sponding exchange energy Ex, which is however often not sufficient to give the exact
energy of a system [262]. The difference of the Hartree-Fock energy to the exact value
is called the correlation energy Ec. Since both Ex and Ec have quantum mechanical ori-
gins (and Ex is usually not directly calculable) they are often treated as one single term,
called the exchange-correlation energy (Exc). There are two different ways to determine
this energy contribution:
• Local density approximation (LDA)
The LDA is based on the assumption (and simplification) that the electron density is
distributed homogeneously in space, for which the exchange potential is known. Even
though this assumption is far from reality (covalent bonds have a strong direction
dependent electron density), it gives rather good agreements with exact potentials
[263,264].
• Generalized gradient approximation (GGA)
The GGA exchange-correlation potentials describe an electron density that changes
spatially. Different implementations of the GGA are possible, but the most widely
used one is the one from Perdew, Burke and Ernzerhof (PBE) [265].
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LDA and GGA potentials generally give slightly different results. The LDA usually under-
estimates lattice parameters, whereas GGA tends to overestimate those [266]. Further-
more, the ferroelectric distortion of the B-site ions in perovskites depend on the poten-
tials [267, 268]. Within this work the LDA is used exclusively to sustain the comparability
with the work of Gröting [92].
Thomas-Fermi-Dirac
In the late 1920ies, Thomas, Fermi and Dirac (TFD) proposed a scheme to solve the SE
which is similar to modern DFT. They introduced the electron density (instead of individual
orbitals), but used the free electron gas for the kinetic and the exchange energy parts of
the Hamiltonian. The Hamiltonian reads [261]:
ETFD[n] = THEG[n] + Eext[n] + EH[n] + ELDA−x[n] , (4.13)
with
THEG[n] =
3
10
(3pi2)2/3
∫
d3rn5/3(r) (4.14)
and
ELDA−x[n] = −34
3
pi
1/3
∫
d3rn4/3(r) (4.15)
and EH[n] as in Eq. 4.8.
This Hamiltonian however fails to reproduce correct values, since the error of the kinetic
part is too large. Therefore this ansatz is not used in today’s DFT calculations.
Hohenberg-Kohn theorems
In 1964 Hohenberg and Kohn derived the two basic theorems of DFT [261]:
• Theorem I
The ground state electron density n0(r), which is obtained from the ground state
wave function Ψ0(r), uniquely determines the external potential Vext(r).
• Theorem II
For any external potential Vext(r) an energy functional E[n(r)] can be given that
minimizes the energy globally for the ground state with the density n0(r).
These theorems state that the ground state electron density n0(r) determines the whole
system (including the external potential Vext(r)) and vice versa that Vext(r) can be related
to the ground state energy E0 of the ground state n0(r) by minimizing the energy functional
E[n(r)].
35
Start:
Initial guess of 
electron density
Calculate 
eﬀective potential solve KSE
calculate 
electron density
Electron
energy converged?
No
Yes
change
electron 
densitiy
Update  
atomic positions
Atomic
forces converged?
No Yes
Output
FIGURE 4.2: Electronic and atomic self-consistency cycle in DFT.
Kohn-Sham equation
The Kohn-Sham equation (KSE) is similar to the TFD equation, but the kinetic energy is
replaced by the general term −∇2/2 and the correlation potential is added to the exchange
potential: 
−∇2
2
+ Vext(r) + VH(r) + Vxc(r)

ψKS,i(r) = εiψKS,i(r) , (4.16)
where ψKS,i are the Kohn-Sham orbitals and the electron density is given by:
n(r) =
∑
i
ψKS,i(r)2 . (4.17)
Solution to the KSE and important parameters
Solutions to the KSE are obtained by electronic self-consistency cycles (Fig. 4.2). The ini-
tially guessed set of wave functions creates an electron density that interacts with itself and
with the surrounding cores. Subsequently, a new set of waves is created, that lowers the
electronic energy, until the total electronic energy is converged. In the next step, the posi-
tions of the cores are updated according to the forces acting upon them. This scheme is also
referred to as "molecular statics", since particles are moving, but without any velocities.
The computational time of the calculations can be reduced when the core electrons are
replaced by pseudopotentials, which decrease the total number of electrons in the system
and additionally smoothens the electron density close to the core. This reduces the number
of waves needed to fit the core electron density. For molecular systems, atomic orbital
wave functions are often the preferred choice as initial guesses of the wave functions.
Electrons in extended crystals (as in this study) are more easily described with plane waves.
Projector-augmented waves [269,270] (which are employed in VASP) are used to keep the
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TABLE 4.1: Valence electrons used in the DFT calculations of this work.
Element Valence electrons
O 2s2 2p4
Na 2p6 3s1
Mg 2p6 3s2
Ti 3s2 3p6 4s2 3d2
Ni 3p6 3d8 4s2
Bi 5d10 6s2 6p3
all electron information, but still reduce the roughness of the core electrons. An energy
cut-off can be set that determines the number of plane waves that are used as basis set.
The higher the energy cut-off, the larger the number of plane waves and thus the more
accurate are the results. However, the computational demand increases with the number
of plane waves and therefore a trade-off between accuracy and computational time has to
be made.
To obtain certain properties, like the electronic density of states, a summation over a certain
number of k-points within the first Brillouin-zone has to be evaluated [271]. The higher
the number of k-points, the more accurate the resulting values become. But again the
computational demand increases (approximately linear) with the number of k-points. The
smallest system size that is used in this work consists of 40 atoms, i.e. 8 A1/2B1/2O3 formula
units, as was seen in Fig. 3.8. The largest cells consist of 360 atoms. Specific computational
parameters are given in each results section and input files for the VASP code (INCAR and
KPOINTS) for each individual calculation type are given in the Appendix 12.2.1.
4.1.1 Transition state theory
A major part of this work deals with the kinetics of transitions. These are treated in the
framework of transition state theory (TST) [173]. It describes the diffusion or reaction
process of individual atoms (or other particles) that require a certain energy barrier Et to
be overcome. For example, Eq. 4.18 gives the jump rate Γ for a particle with mass m in a
harmonic minimum with a prefactor of the quadratic energy term (spring constant) of β
to jump over a barrier with the height Et :
Γ =
1
2pi
√√ k
m
exp
−Et
kBT

. (4.18)
The picture of an individual particle jumping from one harmonic minimum to the next is
applicable in many cases, such as diffusion of a vacancy within a crystal lattice. For this kind
of analysis the energy barrier Et has to be known, which usually is not. However, energy
barriers also exist for processes in which whole structural transitions occur, as sketched in
Fig. 4.3. The figure shows the reaction path of an octahedral tilt transition in NBT, which
switches from an in-phase tetragonal octahedral tilt at R0 to an anti-phase tilt at R6. The
structure at R3, which has a tilt angle of 0° has the highest energy Emax. To map the reaction
path and obtain Et one often applied method is the "nudged elastic band method", which
is explained next.
37
Reaction path
En
er
gy
Emin0
Emax
Et
R0 R3 R6R1 R5R4R2
FIGURE 4.3: Sketch of the transition path of an octahedral tilt transformation. The difference
between Emin and Emax gives the transition energy Et.
4.1.2 Nudged elastic band method
The nudged elastic band (NEB) method is a way to determine a transition energy of a
certain process. Mapping the reaction can be done by evaluating the energy of different
structures along the reaction path, which in the example of Fig. 4.3 is a stepwise rotation
of the oxygen octahedra within the green colored layer. Along the reaction path coordi-
nates R0 to R6 the structure transforms from tetragonal anti-phase to tetragonal in-phase.
However, a relaxation of the structures at any coordinate along the reaction path would
end in one of the ground state structures at R0 and R6 (a structure at exactly R3 would be
stable, since no forces are acting). To avoid this undesired relaxation, the NEB method is
employed. [272, 273] Virtual springs (red in Fig. 4.3) between the structures (also called
images) introduce a force upwards the energy gradient and keeps the structures equally
spaced along the reaction path.
Fig. 4.4 is taken from Sheppard et al. [273] and gives an energy landscape that explains
the concept of the NEB method in more detail. Additional to the force F∇i that drives image
i down the gradient of the energy landscape, new forces are introduced. The spring force
F
s‖
i is directed along the spring towards the neighboring structure with the higher energy.
The calculation is converged when the total NEB force
FNEBi = F
s‖
i + F
∇⊥
i (4.19)
becomes zero for each image. F∇⊥i is the gradient force perpendicular to the path, defined
as
F∇⊥i = F∇i − (F∇i · τˆi)τˆi , (4.20)
38
FIGURE 4.4: Sketch of the nudged elastic band method for determination of the transi-
tion path. Reprinted from the Journal of Chemical Physics 136, D. Sheppard, P. Xiao, W.
Chemelewski, D. D. Johnson and G. Henkelman, A generalized solid-state nudged elastic
band method (2012) with the permission of AIP Publishing [273].
where τˆ is an unit vector upwards the reaction path. The force F∇⊥i drags the image down
the energy landscape. The image can, however, not relax into the energetic minimum, since
the distances between the images is kept constant via the spring force
F
s‖
i = s(|∆R+| − |∆R−|)τˆi , (4.21)
with ∆R+ = Ri+1 −Ri and ∆R− = Ri −Ri−1 being the distance to the neighboring images.
Thus, the NEB method not only provides Et, but also gives detailed information on the
energy landscape for the whole transition path. This method is often used in molecular
statics and molecular dynamics simulations.
4.2 Molecular dynamics
Molecular dynamics simulations are used to study the time evolution of a system at finite
temperatures. It it used to investigate the kinetics of NBT , but also the ECE. The idea of this
technique is to solve the equation of motion of classical mechanics. To set up the equation
of motion, the energetic contributions U (potentials) have to be known, from which the
forces
Fi = −∇iU(Ri) = mai (4.22)
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on the particles at positions Ri of the system can be calculated. The particles can either be
atoms, molecules, chemical groups or more abstract objects, like polarization vectors, as
used for determining the ECE.
Ab initio molecular dynamics
Ab initio molecular dynamics simulations are performed in a similar way as classical molec-
ular dynamics simulations. However, the forces acting on the cores are calculated from the
Hellman-Feynman forces [261]:
FI = −∂ E
∂ λ
= −〈Ψλ
∂ H∂ λ
Ψλ〉 − ∂ Ecc∂ λ , (4.23)
where λ is any parameter of the Hamilton (such as atomic coordinates) and Ecc is the
Coulomb energy between cores. For a given configuration of atoms, the forces on each
atom are calculated by solving the SE, which then results in a change of the respective
velocities. This type of molecular dynamics is called Born-Oppenheimer MD.
Effective Hamiltonian
A perovskite ABO3 material has five atoms within its unit cell. Therefore, the number of
degrees of freedom of this unit cell is 5 × 3 = 15 (in three dimensions). To reduce the
number of degrees of freedom, an effective Hamiltonian can be set up. This approach
was developed by King-Smith, Rabe, Vanderbild, Waghmare and Zhong in the 90ies [274–
277]. The idea is to replace the five atoms of the unit cell by one polarization vector (a
ferroelectric soft mode) and one acoustic vector (for all displacements that do not produce
any polarization), each with tree coordinates. Therefore, the number of degrees of freedom
are therefore reduced from 15 to 6. One possible way of writing the total energy of the
system is, as implemented in the code "feram" (developed by Nishimatsu [278–280]):
U(Ri)→ Ueff({u}, {w},η1, . . .,η6) =
M∗dipole
2
∑
i,α
u˙2i,α +
M∗acoustic
2
∑
i,α
w˙2i,α
+ V self({u}) + V dpl({u}) + V short({u}) (4.24)
+ V elas, homo(η1, . . .,η6) + V
elas, inho({w})
+ V coup, homo({u},η1, . . .,η6) + V coup, inho({u}, {w}) ,
with the polarization vector u and the acoustic vector w. The parts of the effective Hamilto-
nian are: the (self) energy of the ferroelectric soft mode, the long- and short-range dipole-
dipole interaction energy, the elastic energy and the energy due to the coupling between
the local soft modes and the strain. Parameters for this Hamiltonian are obtained from DFT
calculations and thus this MD approach can be called first-principles effective MD. Details
on the Hamiltonian and its parameters are given in the studies of Paul et al. and Nishimatsu
et al. [278,279,281]. feram simulation are currently restricted to simple ferroelectrics (like
BT), without octahedral tilts.
The conventional choices for interatomic potentials include two-body or many-body po-
tentials. These however to not include any electrostatic contributions to the total energy.
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To describe more complex systems, other potentials can be used. The "shell model" takes
electrostatic interactions of charged atoms into account [282]. Therein a spring between
the charged (ionic) core and (electron) shell is implemented and thus this model allows to
simulate polar entities. The parameters that are needed can be obtained from DFT calcula-
tions. However, the equation of motion for each spring introduces new degrees of freedom
and therefore the computational cost is increased. Another more sophisticated description
of the energetic contributions is implemented in the bond-valence model, as explained in
Refs. [283–287]. This model is able to describe complex systems like PbTiO3 and BiFeO3,
which exhibit octahedral tilts and displacements of the A-cations due to the lone-pair of
Bi and Pb. It has so far been used to study phase transitions, but in theory would be
able to provide information about the ECE even in more complex systems, which exhibit
octahedral tilting.
The probability of the initial velocities are chosen from the Maxwell-Boltzmann-distribution
p(v )∝ exp(−mv 2/2kBT ) . (4.25)
The evolution in time can be calculated by the integration of the equation of motions with
a time step of ∆t. Several implementations of the time integration exist [288,289].
1. Verlet
The atom positions are calculated from the current position, the positions at the last
time step and the current forces acting on the atoms. However, only when the coor-
dinates of the new positions r(t +∆t) are known, the velocities v(t) are computed:
r(t +∆t) = 2r(t)− r(r −∆t) + (∆t)2a(t) , (4.26)
v(t) =
r(t −∆t)− r(t +∆t)
2∆t
. (4.27)
2. Leap-frog
The leap-frog method (which is implemented in the MD code feram [280]) evaluates
the positions and velocities at different points in time, separated by half a time step.
This still does not give the velocities at the current time step, but allows for a simpler
code implementation [288]:
r(t +∆t) = r(t) +∆tv(t +∆t/2) , (4.28)
v(t +∆t/2) = v(t −∆t/2) +∆ta(t)] . (4.29)
3. Velocity Verlet
The velocity Verlet method is one of the most widely used integration schemes, as it
enhances the numerical stability:
r(t +∆t) = r(t) +∆tv(t) + (∆t2)a(t)/2 , (4.30)
v(t +∆t) = v(t) +∆t[a(t +∆t) + a(t)]/2 . (4.31)
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Simulations can be run in different ensembles, with different constant thermodynamic
variables. The most natural ensemble from a computational side is the "microcanonical"
one, in which the sum of kinetic and potential is kept fixed. Within this ensemble the energy
ratio between the vibrational to the potential part can vary and thus the temperature of
the system is not constant.
In reality, usually the temperature is the variable that is kept fixed, not the energy. This
scenario is achieved in a "canonical" ensemble. To maintain the desired temperature in a
canonical ensemble, a thermostat has to be used. Again various implementations have been
developed over time and some of those are described here shortly [289]:
• Andersen-thermostat
At each nth time-step, the velocity of a random particle is replaced by one drawn
from the Maxwell-Boltzmann distribution of Eq. 4.25 at the target temperature [290].
The disadvantage of this stochastic type of thermostat is its bad efficiency and that
dynamic quantities, like diffusion coefficients cannot be determined [289].
• Nosé-Hoover-thermostat
In contrast to the stochastic rescaling of the velocities after some time, like in the
Andersen thermostat, a friction term ξ(r, v ) is added to the real system Hamiltonian
to obtain the Nosé-Hoover thermostat [289,291]. The Lagrangian of the Nosé-Hoover
thermostat is given by [292,293]:
HNH =
∑
i
p2i
2mi
+ V (r) +
ξ2smv
2
+ 3NkBT ln s , (4.32)
where the first two terms are the real system and the last two terms belong to a
fictional oscillator with the virtual mass mv and the degree of freedom s. This for-
mulation leads to a new (non-Hamiltonian) set of equations of motion, which can be
solved by a modified velocity Verlet integration [294].
For the investigation of the ECE, first-principles based molecular dynamics simulations
have been used in many studies. The studied materials included PZT [295], BZT [296],
BST [221, 297] and PZ [298]. Recently, the ECE of BT, PT, KNbO3 (KN) was studied in
nanowires [299]. These nanoscale systems reduced the achievable ECE, but shifted the
phase transition temperature and therefore the temperature with the maximum EC tem-
perature change. The feram code was used to study the ECE in BT [300–302]. Marathe
et al. showed with help of the feram code that the indirect and direct method give the
same temperature changes, when the temperature at which the first order phase transition
appears is excluded [303]. Further was the feram code used to inspect the influence of
strain on the phase transitions of BT [225, 304]. First computational studies on the influ-
ence of defect dipoles on the ECE have been performed, where a negative EC temperature
change could be observed [31]. Additionally, Ma et al. showed that a qualitative agreement
between the MD and MC models (explained in the next section) of the ECE exists [31].
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MD setup for simulations of the ECE
The "feram" code allows for the direct and indirect calculation of the ECE (see next section).
Since the indirect method is very sensitive to the chosen heat capacity and the numerical
integration of Eq. 3.8 [240], only the direct method is used. The ECE temperature change
is obtained by removing an external field. The system is equilibrated at a fixed temper-
ature and fixed electrical field in the canonical ensemble. After the adiabatic removal or
application of the electrical field the temperature change is calculated in a microcanonical
ensemble. An instantaneous switching of the electric field is used in the MD simulations. Al-
though switching rates in reality take a finite time, the results of different ramping rates are
in good qualitative agreement [303]. By ramping the field and long equilibration times, the
system can overcome possible energy barriers due to domain switching. The applied elec-
tric field of 100 kV mm−1 of this study is high compared to studies on bulk materials [227].
These high fields are comparable to fields used in studies on thin or thick films, which have
large dielectric strengths [227]. An input file for a canonical run at E = 100 kV mm−1 is
taken and modified from Ref [280] and given in Appendix 12.2.2.
4.3 Monte Carlo simulations
Monte Carlo (MC) simulations are used in this work to study the ECE. In MC simula-
tions the properties of a system are obtained after a large number of occurring events that
result in an equilibrated configuration. The system can consist of atoms, but also other
more abstract entities (like polarization vectors in this work). During the simulations the
events occur with a certain probability. From MC simulations it is easy to obtain proper-
ties that arise from the configurational arrangement of the investigated entities. However,
it is not straightforward to gather any information of the dynamics of the system. The
configurational energy of the system is a sum of all energetic contributions, similar to the
Hamiltonian in the case of molecular dynamics, as seen in Sec.4.2.
In our case, we employ a simple lattice-based model that is similar to the Ising model of
interacting neighboring spins [305]. The configurational energy
Uconf = −
∑
i j
Ji jP iP j −
∑
i
EP i −
∑
i
hiP i (4.33)
depends on the polarization Pi at lattice site i, the external electric field E , the strength of
the random field hi at lattice site i, and the interaction strength Ji j (the Ising parameter)
between the two sites i and j. The lattice extends in three dimensions (N×N×N). In con-
trast to the original Ising model that limits the polarization to be along one direction, the
polarization vectors in this model can align along the six directions ±x ,±y and ±z. There-
fore, this model is referred to as Ising-like. Additionally, random fields can be introduced,
which are electric fields that vary for each individual lattice site. These random fields thus
add an extra inhomogeneity to the system, as was already discussed in Sec. 3.3, and should
allow to model relaxor-like properties. From this setup the EC temperature change can
be obtained in three different ways [240], from which two (Metropolis and Creutz) are
explained in more detail.
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• Metropolis algorithm (indirect method)
The indirect method uses Eq. 3.8 to obtain the temperature change ∆T . Changes of
the polarization vectors are determined by the Metropolis algorithm. The probability
p of an event to happen is related to the Boltzmann-statistics [289]:
p =

1 if ∆U ≤ 0
exp
−∆Uconf
kBT

if ∆U > 0
, (4.34)
where ∆U = Uβ − Uα is the difference in energy between an initial α and final
configuration β , before and after the event. This algorithm was first described by
Metropolis et al. [306] and it fulfills the requirements of statistical physics that every
possible configuration of a system can be reached with a certain probability.
A simple Metropolis Monte Carlo scheme was set up by Alexander Stukowski and con-
tinued by Constanze Kalcher [240]. This code allows to calculate the EC temperature
change of a lattice-based system containing electric dipoles. Since the polarization is a
direct output of the simulations, the difficult part is to find the right value for the heat
capacity c and the integration of Eq. 3.8. Often a constant heat capacity is chosen,
which however gives an overestimation of the temperature change [240]. The capac-
ity is calculated from the derivative of the energy with respect to the temperature.
The calculations are performed in a canonical ensemble, in which the temperature is
kept fixed.
A substantial problem of the indirect method is that it fails at the first order phase
transition, where the heat capacity of the material becomes infinite.
• Creutz algorithm (direct method)
To avoid the difficulty of first order phase transitions and the determination of the
heat capacity, the direct method to obtain the ECE can be applied. For this, the sim-
ulation is switched to a microcanonical constant energy ensemble and an additional
energy term is introduced. This term is called "demon"-energy and mimics the kinetic
energy of the lattice [307]. Since the kinetic energy of one lattice site is proportional
to f kBT/2, the number of demons is 15/2 · N×N×N and each demon contains kBT
in energy. The simulations will then run as usual, however when a polarization flip
occurs, instead of checking the Metropolis equation 4.34, one demon is chosen ran-
domly and when the energy of the demon is higher than the energy required for
the flip, it is performed. The energy of the demon is lowered according to the used
energy. At the end of the simulations one obtains a distribution of demon energies,
which allows to determine the temperature change.
During the simulations the total energy (energy of the system containing the po-
larizations and energy of the demons) is constant. The energy is only transferred
between the demons and and the polarizations, thus the algorithm runs within a
microcanonical ensemble.
As a side note, many equations and explanations from above can also be used to model the
magnetocaloric effect (MCE) [308–310]. The MCE has been studied more extensively than
the electrocaloric effect and recently two books have been published, dedicated purely to
the MCE [311,312].
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5 Kinetics of phase transformations
Parts of this chapter have been published in Journal of Solid State Chemistry [194] and in
Journal of the American Ceramic Society [313].
This chapter deals with the kinetics of NBT on an atomistic scale. We want to find out what
PNRs consist of and how they come into existence. This involves the question, whether
PNRs appear as nuclei within a matrix or the structural transition is a collective transfor-
mation process of an extended region. To investigate this aspect it is important to explore
the energy landscape of NBT for the various tilt phases and the transformations between
those. This is also interesting in the context of phase transformations, which are still a topic
of debate in literature. We expect to learn why NBT acts differently on a local scale and on
an averaged long-range scale, which ultimately results in a macroscopic relaxor behavior.
Also of interest is to investigate how it is possible that different phase transition paths have
been suggested over time.
The term "phase transition" that is used in literature, typically refers to the context of
differences in the free energy of the individual phases. However, from here on we use the
term "phase transformation" to stress that the focus of this work is on the kinetic pathway
and atom movements that are involved in a phase transition.
First, we study the transformation energies to transform one phase to another by static and
nudged elastic band calculations. These calculations are complemented by ab initio molec-
ular dynamics simulations. By obtaining these information, we are able to get a picture of
the energy landscape related to the octahedral tilts. In a second step, the picture of the
global energy landscape is further enlightened by studying the displacement of A-cations.
In the last step, we investigate tilt defect clusters, especially their defect formation energies
and how they act as onsets for phase transformations.
5.1 NBT structures
Chemical order
One of the first tasks to be solved when investigating NBT, is to decide which A-site chemical
order should be used in the following calculations. Gröting et al. studied all six possible A-
cation configurations in Fig. 5.1 with a cell size of eight f.u. [92, 96]. It turned out that
the rock salt arrangement (111-order) has the highest energy and the layered arrangement
(001-order) has the lowest energy for all octahedral tilt configurations. The four other A-
cation orders have energies which lie in between the values of the 111- and 001-order [96].
Within this work only the 111- and 001-order are investigated and compared.
Tilt phases
Figs. 5.2 and 5.3 depict the four tilt configurations which are used within this study, with
view along the [100]-direction and [001]-direction. In the top left the tetragonal structure
with an in-phase tilt along the [001]-direction is shown. For easier description all phase
are labeled with single letters and the tetragonal in-phase tilt structure is labeled as (T+).
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FIGURE 5.1: The six possible orderings of Bi and Na on the A-cation sublattice in NBT, after
Ref. [96].
The top right figures show the tetragonal anti-phase tilt structure a00a
0
0c
−
0 (T
−) which has
an anti-phase tilt along the [001]-direction. Again, the structure does not have any polar-
ization. The third structure is orthorhombic (O) with the tilt configuration a−−a−−c+0 (bottom
left in Figs. 5.2 and 5.3). Along the [100]- and [010]-direction the tilts are in anti-phase,
but along the [001]-direction they are in-phase. This structure exhibits a polarization, be-
cause of the off-centering of the Ti ion and the displacement of the A-cations along the
[110]-direction. The last structure, which is shown in the bottom right of Figs. 5.2 and
5.3), has a rhombohedral (R) symmetry and the tilt configuration a−−a−−a−−. It, too, has a
polarization, which is along the [111]-direction. Detailed information on the used struc-
tures are given in Appendix 12.1. All space groups (T+: P4/mbm, T−: I4/mcm, O: Pmn21
and R: R3c) are given in the high symmetry configuration (no A-cation order). The super-
scripts of the labels of the tetragonal T+ and T− phases indicate the in-phase and anti-phase
tilt patterns. A tetragonal anti-phase T− structure has not been reported in literature, but
our calculations suggest that this tilt configuration is equally likely to occur as the in-phase
tetragonal T+ structure.
5.2 Octahedral tilt transformations – Tetragonal
Computational setup
A 600 eV plane wave energy cut-off was set and ionic positions were optimized until the
forces reached less than 0.01 eV/Å. For the calculations an 8×8×8 Γ -centered Monkhorst-
Pack k-point mesh [271] per one formula unit (f.u., A1/2A'1/2BO3, i.e. one octahedra) was
used, which results in a 4×4×4 mesh for a 40 atoms supercell (eight octahedra). For de-
termination of the transition energies the NEB method was used, with five images in the
section for the simple tetragonal case and eleven images for the comprehensive case with
all tetragonal, orthorhombic and rhombohedral phases. The electronic valance configura-
tions are given in Tab. 4.1.
Tilts of individual oxygen octahedra layers
The most simple implementation of a tilt transformation is to tilt a complete layer of oc-
tahedra in a 2×2×2 supercell. As a first variant tilt transformations from the tetragonal
in-phase T+ (Fig. 5.4a) to the anti-phase T− (Fig. 5.4c) structure are examined. Fig. 5.4b
shows an intermediate tilt configuration where the layer of tilted octahedra (green high-
lighted layer) has a tilt angle of 0°. By stepwise tilting of the octahedra from 13° of the T+
to -13° of the T− phase transformation energies are obtained that are plotted in Fig. 5.5. It
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FIGURE 5.2: The four investigated tilt configurations, viewed along the [100]-direction.
a) tetragonal a00a
0
0c
+
0 (T
+), b) tetragonal a00a
0
0c
−
0 (T
−), c) orthorhombic a−−a−−c+0 (O) and
d) rhombohedral a−−a−−a−− (R).
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FIGURE 5.3: The four investigated tilt configurations, viewed along the [001]-direction.
a) tetragonal a00a
0
0c
+
0 (T
+), b) tetragonal a00a
0
0c
−
0 (T
−), c) orthorhombic a−−a−−c+0 (O) and
d) rhombohedral a−−a−−a−− (R).
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FIGURE 5.4: Illustration of the stepwise transformation from the a) tetragonal a0a0c+ in-
phase to the c) tetragonal a0a0c− anti-phase tilt configuration via an b) intermediate mixed
tilt configuration. Lines are a guide to the eyes for an easier comparison of the tilt angles.
depicts the energies per formula unit (with one octahedron per f.u.) relative to the T+ en-
ergy. This calculation can be done statically (no ion relaxation) and within NEB calculation
(ion relaxation is constrained, but allowed). Additionally, the 111-order and 001-order are
compared. Several conclusions can be drawn:
1. The ground state energies of both T+ and T− structures with 001-order are lower than
the 111-order configurations, which has already been reported by Gröting et al. [96].
2. The energy barriers in the structures with 001-order are lower for the ones for 111-
order by about 20% in the unrelaxed case (76 meV and 97 meV) and about 30% in
the relaxed NEB case (43 meV and 65 meV).
3. The NEB calculations decrease the value of the energy barrier by about 30% com-
pared to the unrelaxed calculations, but the shape of the curve does not change.
-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
0.20
-15 -10 -5  0  5  10  15
R
el
. e
ne
rg
y 
pe
r f
.u
. i
n 
eV
Tilt angle in degrees
111-order
001-order
unrelaxed
NEB
FIGURE 5.5: Comparison of the transformation barriers for the tetragonal a0a0c+ in-phase (at
13°) to the tetragonal a0a0c− anti-phase (at -13°) tilt configuration, as displayed in Fig. 5.4,
for 111- and 001-order and unrelaxed and NEB calculations. The transformation barriers for
the structure with 001-order is smaller than for the one with 111-order by 33%. Relaxed
structures exhibit a 30% smaller barrier than the unrelaxed barriers.
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The maximum value at 0° is due to the shortened bond length between the titanium and
oxygen ions, which leads to an unfavorable packing of the A, B and oxygen ions, as was
explained in Sec. 3.2.2 on the Goldschmidt tolerance factor [97].
Tilts of several oxygen octahedra layers
In the previous calculations we have seen that the chemical order plays a role on the height
of the tilt transformation energy barrier. Now we investigate whether the energy barrier is
influenced by the Bi and the Na-layers. For this set of calculations two adjacent oxygen
octahedra layers are tilted simultaneously in a 4×2×2 supercell. In the first case, as it can
be seen in Fig. 5.6a, the two octahedra layers (green) enclose a Na-layer. In the second case
the two layers enclose a Bi-layer, as shown in Fig. 5.6b. Again, a transformation between
two tetragonal phases is studied. The initial structure is the T+ tilt phase, however the final
states consists of in-phase and anti-phase tilts (mixed tilt configuration).
The transformation energies are given in Fig. 5.7 for the unrelaxed and NEB relaxed struc-
tures. The following conclusions can be drawn:
1. The mixed state configuration is energetically favorable if the enclosed layer consists
of Na ions (green and purple).
2. Relaxed NEB calculation again decrease the energies of all structures along the trans-
formation path compared to the unrelaxed structures.
3. Energy barriers at 0° are lower when the enclosed layer is a Na-layer.
Conclusion 1 and 3 can be understood from the point of view that Na and Bi react dif-
ferently on volume constrains. In the T+ phase the undisturbed 12-fold bismuth-oxygen
cuboctahedron shows bond lengths between 2.38 Å and 2.99 Å. As part of the enclosed
FIGURE 5.6: Tilting of two adjacent layers of oxygen octahedra in a 2×2×4 structure with
001-order. a) The two octahedra layers enclose a Na-layer. b) The two octahedra layers
enclose a Bi-layer.
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FIGURE 5.7: Transformation energies for two adjacent layers as displayed in Fig. 5.6. Energy
barriers are smaller when the enclosed layer is a Na-layer.
layer all bond length are close to 2.66 Å with no deviation from the average bond length
and the volumes of the cuboctahdra decrease from 45.97 Å3 to 44.39 Å3. A similar effect
can be seen for the sodium-oxygen cuboctahdra, where the bond lengths change from
(2.48 to 3.07) Å to (2.65 to 2.76) Å. The volumes of the Na cuboctahdra decrease from
49.25 Å3 to 47.55 Å3. However, since Bi prefers an asymmetric displacement within the
12-fold cuboctahedron, because of the existence of the 6s lone-pair, the energy is higher
FIGURE 5.8: a) 2×2×6 supercell with n simultaneously tilted adjacent layers (green). b)
2×2×6 supercell with simultaneously tilted layers (green) which are separated by a dis-
tance d. For d = 2 the tilt configuration becomes the tetragonal T− anti-phase pattern.
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FIGURE 5.9: Energy barrier per f.u. for the 2×2×6 supercells displayed in Fig. 5.8. The red
squares show that energy barrier is approximately linear with the number of adjacent tilted
layers (Fig. 5.8a). The blue triangles show the independence of the energy barrier on the
distance between the simultaneous tilted layers (Fig. 5.8b). The solid lines are a guide for
the eyes.
for the Bi enclosed layer. This difference between Bi and Na will reoccur in Sec. 5.6 on the
investigations of the A-cation displacements.
To study the transformation energy barriers further, two additional variants of coupled
tilted octahedra layers are investigated. We check whether the tiltings of the layers can
happen independent of each other, or if the arrangement of neighboring octahedra affect
the energy barriers, first by tilting n (from two to six) adjacent octahedral layers simulta-
neously, as shown in Fig. 5.8a. Second, Fig. 5.8b depicts two layers of octahedra which are
tilted simultaneously, but are separated by d number of layers (also from two to six). Both
calculations are performed without ion relaxation.
The energy barriers of these calculation are shown in Fig. 5.9. The lines are guides for the
eyes. The red squares show a linear dependence of the energy barrier with the number
of tilted layers n. By looking at the blue triangles it can be seen that the value of the
energy barrier is independent of the distance d between two tilted layers. No additional
contributions can be seen, and thus the conclusion is that the tilting of octahedral layers in
the tetragonal phases can happen independent of each other and the only contribution to
the energy barrier is due to the shortening of the Ti-O bond length.
5.3 Octahedral tilt transformations – All phases
A 600 eV plane wave energy cut-off was set and ionic positions were optimized until the
forces reached less than 0.01 eV/Å. For all calculations an 8×8×8 Γ -centered Monkhorst-
Pack k-point mesh [271] per one formula unit (f.u., A1/2A'1/2BO3, i.e. one octahedra) was
used, which results in a 4×4×4 mesh for a 40 atoms supercell (eight octahedra). For de-
termination of the transition energies the NEB method was used, with five images in the
section for the simple tetragonal case and eleven images for the comprehensive case with
all phases. The electronic valance configurations are given in Tab. 4.1.
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FIGURE 5.10: The five investigated structures (four phases) and transformations between
those: tetragonal in-phase T+ (top-middle), tetragonal anti-phase T− (top-right), tetragonal
anti-phase T−b with tilt along the b-axis (left), orthorhombic O (bottom-middle) and rhombo-
hedral R (bottom-right). The phase transformations are marked with numbers: 1) T+↔ T−
2) T+↔ O 3) T+↔ R 4) T−↔ O 5) T−↔ R 6) O↔ R 7) T−b ↔ O. Colors in the circles
correspond to the colors in Figs. 5.11 and 5.17. View along [001]-direction for an 111-order
of the A-cations.
In the last section we have seen that the transformation energies in the tetragonal phases
are sensitive to the local chemical order, but tilts of separated layers can happen indepen-
dent of each other. Here, in this section, we extent the study on these energy barriers to
the tetragonal, orthorhombic and rhombohedral phases. These structures are depicted in
Fig. 5.10, with the high temperature tetragonal phases at the top, the intermediate tem-
perature orthorhombic phase at the bottom and the low temperature rhombohedral phase
in the bottom right. At the left side a fifth structure is shown with a tetragonal a00c
−
0 a
0
0 tilt
pattern. The subscript of the T−b of this structure specifies the axis of the anti-phase tilt,
which is along the b-axis, not the c-axis. Each transformation path is labeled with numbers
from 1 to 7 and with individual colors for easier recognition. The color coding is consistent
with the one from Figs. 5.11 and 5.17. Both 111- and 001-order are studied.
Fig. 5.11 shows the energies of the seven transformation paths of Fig. 5.10 for both 111-
(a) and 001-order (b) relative to the energy per f.u. of the structures with the lowest en-
ergy, which is rhombohedral for the 111-order and orthorhombic for the 001-order (see
Ref. [89]). The red line (path 1) is the energy barrier between the T+ and T− phases have
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FIGURE 5.11: Energies of the seven transformation paths for a) 111-order and b) 001-order.
Energies are relative to the structure with the lowest energy, which is rhombohedral for
111-order and orthorhombic for 001-order. Colors are the same as in Figs. 5.10 and 5.17.
Metastable structures are marked with arrows.
already been shown in Sec. 5.2. Interestingly, path 1 is the only one with a high energy
barrier of about 0.065 eV. Most of the other paths show a monotonic decrease or increase
in energy when moving along the transformation path. Five paths show exceptions from
this monotonic behavior. The first four paths with 111-order in Fig. 5.11a are: T−↔ O
(gray, path 4, point A), O ↔ R (blue, path 6, point B), T+↔ R (black, path 3, point C)
and T−b ↔ O (purple, path 7, point D). These paths show metastable intermediate con-
figurations with P21, Pm, P1 and Pm symmetry, respectively. The P21 (A) structure has a
tilt configuration of a−a−c−, where the tilt angles for the a- and b-axes are smaller than
for the c-axis (a<c) and with an A-cation displacement similar to the O phase. The Pm
(B) structure has an a−b−c+ tilt system with tilt angles a>b and the Na ions are in the
orthorhombic configuration, while the Bi ions are still in the rhombohedral configuration.
The P1 (C) is similar to the Pm (B), but slightly differently displaced A-cations and smaller
tilt angles. The fourth intermediate structure Pm (D) has a similar tilt pattern compared to
the structures B and C, but differently displaced A-cations. The fifth intermediate structure
lies along the path T+↔ R (black, path 3, point E in Fig. 5.11b) for the 001-order. How-
ever, this state (space group Pc) is very similar to the energetic lowest orthorhombic phase.
Thus, metastable configurations are only present in 111-ordered structures.
The transformations of the paths with the metastable states consists of two steps. For exam-
ple. the displacements of the ions for the O↔ R transformation with 111-order (blue, path
6) can be described as follows: 1.) The angle of the tilt around the b-axis decreases and si-
multaneously the A-cations shift closer to the rhombohedral configuration (displacement in
[111]-direction]. 2.) The transformation from the in-phase to anti-phase tilt around the c-
axis occurs simultaneously with a small final shift of the Na ions. The Ti-ions shift in the first
step relative to the surrounding oxygen octahedron from a rather small displacement in the
orthorhombic phase through an [1¯1¯0]- and in the second step to an [1¯1¯1¯]-displacement in
the rhombohedral phase. Both steps show similar energy barrier heights.
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In path T−↔ O, when going from the energetically low orthorhombic phase to the
metastable P21 structure at point B, the positions of the A-cations are still very close to
the ones in the orthorhombic structure and the oxygen octahedra have already tilted into
the tetragonal tilt pattern. Therefore, the transformation seems to be a two-step process,
consisting of an octahedral tilting and a subsequent A-cation shift. We will return to this
finding in Sec. 5.4 on the ab initio MD simulations.
Two other paths profiles exhibit a shoulder: T−↔ R (orange, path 5) for 111-order in
Fig. 5.11a and T−↔ O (gray, path 4) for 001-order in Fig. 5.11b. The existence of this
shoulder can be attributed again to the two processes, tilting of the octahedra and dis-
placement of the A-cations. Nevertheless, no energetic minimum can be observed.
Noteworthy are the tiny barriers of about ∼= 0.02 eV (0.16 eV per eight f.u.) close to
the metastable structures. For a single octahedron this barrier is lower than the room
temperature thermal energy. This finding agrees with the statement of Cross, who men-
tioned already in 1987 that micro polar regions are "dynamical disordered by thermal
motion" [119]. Our calculations, however, are limited to a small cell size, which mimics
an infinitely large transformation of the whole macroscopic sample. In reality, nuclei of
different tilt patterns can appear on a local scale which are separated by interfaces from
a matrix. These interfaces are only two unit cells wide and strongly affect the energy by
the deformation of the oxygen octahedra (see Secs. 5.6 and 5.5 and Ref. [89]). Thus, as
already mentioned in Ref. [314], the interaction (or distance) between these regions plays
an important role for the phase transformations. Since the rhombohedral, monoclinic, or-
thorhombic and intermediate lower symmetry structures have similar energies, it can be
expected that a mixture of these symmetries is present at all times. We investigate the low
symmetry structures in further detail by molecular dynamics in Sec. 5.4.
Attention should be paid to the two transformation paths T−↔ O (gray, path 4,
a0a0c−↔ a−a−c+) and T−b ↔ O (purple, path 7, a0c−a0 ↔ a−a−c+) with 111-order (in
Fig. 5.11a), which both have the same initial and final structure and energy. The difference
between the two tetragonal structures is the direction of the anti-phase tilt, which is along
the c-axis in T− and along the b-axis in T−b . It can be seen that the energies for the T−b ↔ O
transformation are lower for all points along this transformation path. This observation
can be explained as follows: for the T−b ↔ O transformation a close group↔ subgroup
relation exists [92], since the anti-phase tilt pattern along the b-axis is the same for both
structures. This implies that only few displacements of the oxygen ions (and for the cations)
are required to transform one structure into the other. To get from the T− phase to the or-
thorhombic phase more displacements are needed. This leads to stronger deformation of
the octahedra and thus an increase in energy for all structures. We will come back to the
group↔ subgroup relation in Sec. 5.6 about tilt defect clusters.
Another aspect, which can be investigated from these calculations is improper ferroelec-
tricity. In contrast to the 111-order, the O↔ R phase transformation with 001-order (blue,
path 6) does not show an energy barrier and all displacements and tilts occur simultane-
ously. This indicates that the coupling between the different degrees of freedom (or modes,
such as tilts around different axes and cation shifts) changes with the A-cation order. There-
fore, improper ferroelectric behavior is possible in the 001-order as three different modes
(polar displacement, tilt a−a−a0 and tilt a0a0c+) coexist [92,315]. The criterion that 001-
order is a prerequisite to induce improper ferroelectricity has already been deduced by
Rondinelli and Fennie [316].
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From these calculations we can conclude that the energy surface of NBT is very flat and
that octahedral tilts and A-cation displacements have energy barriers which are close to the
room temperature thermal energy. Therefore, we expect that several different tilt patterns
emerge in chemical differently ordered regions just due to thermal motion. Next, we take a
closer look at the kinetics of the phase transformations from an ab initio MD point of view.
5.4 Octahedral tilt transformations – Molecular dynamics
As it was seen in the previous chapter, octahedral tilts and A-cation displacements can be
easily introduced, since energy barriers for structural transitions are small. We employ ab
initio MD simulations to investigate which of these transitions occur more often. In this
section we study the dynamics of all ions during the phase transformations in the tempera-
tures range from 300 K to 1000 K. The initial structures are the ground state rhombohedral
(111-order) and orthorhombic phases (001-order).
For the ab initio MD simulations the energy cut-off was reduced to 500 eV and the number
of k-points was set to one. Further, a time step of 1 fs was used and time spans of at least
10 ps were simulated in both a microcanonical and a canonical ensemble with a Nosé-
Hoover thermostat (see Sec. 4.2).
For structures with 111-order the rhombohedral tilt pattern is retained up to temperatures
of 500 K, as it can be seen in Fig. 5.12a, which gives the root mean square displacement
(RMSD) of each ion from the average position. At 500 K the thermal displacements of
oxygen (and to a certain degree of Bi) has a sharp increase and other tilt patterns emerge.
One of these patterns has the orthorhombic a−a−c+ tilt, but also other tilts are observed,
such as a−b+c+ and a+b+c+. However, the structures can not be assigned to a certain tilt
configuration at all time steps, as can be seen in Fig. 5.13. It shows a snapshot of the
simulation cell at 700 K along the a-, b- and c-directions. Along the a- and b-direction the
tilts are in-phase and anti-phase, respectively (Figs. 5.13a and 5.13b). Along the c-axis a
mixture of in- and anti-phase tilts coexist (Fig. 5.13c). Therefore it can be concluded that
in a first step a small fraction of the oxygen ions jump into an in-phase tilt configuration
and then the whole structure follows into the in-phase configuration (and vive versa from
in-phase to anti-phase).
As soon as the temperature is sufficiently high to allow for tilt transformations the time
averaged structure (mean positions of the ions at the end of the simulation) gets close to
a cubic a0a0a0 phase without tilts. The higher the temperature, the faster the average tilt
a0a0a0 is observed. Nevertheless, the displacements of the A-cations are still close to the
low temperature rhombohedral configuration. Only for higher temperatures (T > 900 K)
the average positions of the A-cations shift towards the high-symmetry values. It again
seems that the octahedral tilts occur at lower temperature than the shift of the A-cations
because of the high mobility of the oxygen ions, as was seen in Sec. 5.3.
For structures with 001-order the results are similar, as can be deduced from Fig. 5.12b.
The orthorhombic structure (which is the ground state structure) is stable up to a temper-
ature of 600 K. Again, at temperatures higher than 600 K other tilt configurations start to
exist. However, the most often observed tilt transformation in the structures with 001-order
are along the [001]-direction (the stacking direction), which transform the orthorhombic
a−a−c+ tilt to the rhombohedral a−a−a− tilt. Tilt transformations along the other direc-
tions appear less often. This can be also be seen in Fig. 5.14, which gives the RMSD of the
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FIGURE 5.12: a) Root mean square displacement (RMSD) of Bi, Na, Ti and O ions at sev-
eral temperatures in an 111-ordered structure. b) RMSD of Bi, Na, Ti and O ions at several
temperatures in an 001-ordered structure.
oxygen ions along the individual axes. Within the a-b-plane (parallel to the A-cation layers)
oxygen ions have a larger displacement than along the c-axis.
From these MD calculations we conclude that transformations from one phase to the next
start locally by jumps of a few oxygen ions, which leads to a mixed tilt pattern. When
the number of switched oxygen ions is sufficiently large, in a second step the whole cell
(consisting of eight octahedra) follows. Additionally, in structures with 001-order a tilt
transformation along the [001]-direction (which is along the stacking direction) is pre-
ferred over other tilt directions.
Thus, these calculations suggest that the phase transformations are very localized and a
nucleation of phases can be expected. However, the cell sizes of all calculation so far were
restricted to 40 atoms and no distinction between a nucleus and a matrix can be made.
Therefore, in the next section we increase the size of the investigated system, in which it is
possible to introduce tilt defects with varying size.
FIGURE 5.13: Snapshot of an ab initio molecular dynamics run at 700 K. Along the a-direction
a) an in-phase tilt and along the b-direction b) an anti-phase is present. Along the c-direction
c) both in-phase and anti-phase tilts are present simultaneously.
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FIGURE 5.14: Root mean square displacement of oxygen ions at several temperatures along
different directions in an 001-ordered structure.
5.5 Octahedral tilt defects
Supercell sizes of 6×6×2 oxygen octahedra are used, of which one to nine octahedra are
titled into a different tilt pattern [41,137]. These flat supercells are sufficient, because tilt
defects are introduces as planar defects. The energy cut-off is again set to 600 eV and a
single k-point is used. Energies were calculated again by selective dynamics relaxations in
which all ions were allowed to relax except for the oxygen ions of the tilt defects.
The calculations of the last subsections focused on structural transformations of the whole
investigated cells. Here, we study the energetic cost to introduce octahedral tilt defects in
supercells with tetragonal, orthorhombic or rhombohedral symmetry.
The arrangement of the tilt defect octahedra is depicted in Fig. 5.15, where the numbers
give the positions of the respective tilted octahedra. It shows the example configuration
of nine orthorhombic tilt defect octahedra (green) in a rhombohedral matrix (light blue
octahedra). At the interface deformed octahedra occur, which are colored orange. A cluster
of nine defects has a cluster diameter of three octahedra, which corresponds to a cluster
dimension of about 12 Å which is the largest cluster that is computational feasible and
without having severe finite size effects. Most of the possible tilt combinations of the four
symmetries are studied.
Stability of tilt defect clusters
First, the sizes of stable tilt defect clusters are being examined. For this, two sets of calcula-
tions are prepared. To study the stability of tilt defect clusters we choose tilt defect patters
for the clusters that are lower in energy than the tilt pattern of the matrix. In the first set,
we examine the emergence of one, four, six and nine T− defects in a T+ supercell (with
111-order). In a second set, an orthorhombic tilt defect cluster in a rhombohedral matrix
(as was proposed by Levin and Reaney [83]) is used (with 001-order).
The energies of the tilt defects are plotted in Fig. 5.16 as red squares for the T+ matrix
(111-order) and blue triangles for the R matrix (001-order). The inset enlarges the part for
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smaller cluster dimensions. The energies are given relative to the defect-free matrix. As it
can be seen, the energy of the cluster increases with the number of tilt defects (i.e. the size
of the clusters). However, for the tetragonal structures the tilt defect energies are much
larger than for the R/O combination. But since T− is energetically more favorable than
T+ (and O lower in energy than R for 001-order), it can be expected that the tilt defect
energy will decrease at a certain size of the defect clusters. Since larger clusters can not
be computed, the values have to be extrapolated from the obtained data. To estimate the
energy of the clusters two models are set up:
Esq(N) = 4EdefN + Ediff

1
2
 
8+ 12(N − 2) + 4(N − 2)2+ 4N , (5.1)
Edisk(N) = EdefpiN + 2Ediff
pi
4
N2. (5.2)
Equation 5.1 describes a quadratic cluster, which we use in our calculations. Equation 5.2
models a disk-shaped cluster. N is either the number of octahedra in one dimension for
the square or the diameter of the disk in the number of octahedra. The total energy of the
system has two contributions. First, the energy of the deformation of the octahedra at the
interface, which is larger than zero (Edef > 0 eV). Second, the energy difference between
the tilt configurations of the tilt defect and the matrix (T− to T+ and O to R), which is
smaller than zero (Ediff < 0 eV). The energy difference Ediff is given per single oxygen ion.
This value can be used more easily than for a whole octahedron, since the octahedra at
the interface consist of both, oxygen ions that belong to the cluster, but also oxygen ions
FIGURE 5.15: 6x6x2 supercell with 111-order and an orthorhombic tilt phase defect (green
octahedra) in a rhombohedral tilted matrix (light blue). The number of defects is set to 1,
4, 6 and 9 and the positions are indicated by numbers (octahedra with higher numbers
are added to the lower numbered octahedra). Deformed interface octahedra are colored
orange.
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FIGURE 5.16: Energies for two tilt defect clusters of different sizes as sketched in Fig. 5.15.
Tilt combinations are T− tilt defects in a T+ matrix (red, 111-order) and O tilt defects in a R
matrix (blue, 001-order). Energies for larger cluster sizes are extrapolated by two approxi-
mate models: a quadratic cluster (dotted line, Eq. 5.1) and a disk-shaped cluster (solid line,
Eq. 5.2). The cluster tend to grow further for sizes larger than 120 Å in the tetragonal matrix
and between about 20 Å in the rhombohedral matrix.
that belong to the matrix and thus do not contribute to the tilt defect energy. Tab. 5.1
lists the values of Ediff, which are obtained from the differences in ground state energies
of the individual structures. The T− phase is lower in energy for both 111- and 001-A-
cation-order, thus Ediff is negative. Also the orthorhombic phase is lower in energy than the
rhombohedral phase, but only for 001-order. For 111-order the rhombohedral structure is
lower in energy than the orthorhombic one (positive Ediff), thus orthorhombic tilt defect
clusters are not stable in a rhombohedral tilted matrix. The equation for the quadratic clus-
ters can attribute all oxygen ions of the tilt defect, whereas for the disk shape cluster an
approximation was chosen. Since the values of Ediff are known from the tilt transformation
calculations, only Edef needs to be fitted. This fitted values of Edef give an estimate for the
energy (drawn in Fig. 5.16 as dotted lines for the square model and full line for the disk-
model). A comparison of the blue and red curves shows that in the tetragonal structure
the clusters have to become larger than in the rhombohedral one to become stable, inde-
pendent of the model. The maximum of the curves (the point at which the clusters tend to
increase in size) are at 120 Å for the T− and 20 Å for the orthorhombic tilt clusters. In case
of the tetragonal structures the stability of the clusters versus the initial configurations is
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TABLE 5.1: Summary of the calculated values from the tilt defect section: difference in energy
between the two different tilt configurations Ediff normalized for a single oxygen ion, the
cost to deform an octahedron when defects are introduced Edef and the sizes of the clusters
at which they have a lower energy than the defect-free 6x6x2 supercell.
T− in T+ O in R
111 001 111 001
Ediff in eV per oxygen ion -0.018 -0.011 0.006 -0.018
Edef in eV per octahedron 0.4 - 0.54 0.25 - 0.27 — 0.08 - 0.12
Cluster dimension in Å 230 233 — 35 - 42
reached at sizes of circa 225 Å. For the orthorhombic clusters the stable size is about 40 Å.
This is due to the fact that the octahedral deformation energy is much smaller in the rhom-
bohedral structures than in the tetragonal structures (0.08 to 0.12 eV for R/O and 0.4 to
0.54 eV for T+/T−). Noteworthy is the fact that the energy to deform an octahedra is much
larger than the energy gain from switching to the favorable tilt configuration, by a factor
of 25 for both structures, tetragonal and rhombohedral. However, the energy to deform an
octahedra in the O/R interface is rather small. This observation was also made by Gröting
et al. [89], where a two dimensional interface between an orthorhombic and rhombohedral
tilted structure was studied. It was reported that only one intermediate layer is needed to
stabilize the two tilt configuration of thicknesses of three layers.
The tetragonal clusters with 001-order (not plotted) show approximately the same size
as the 111-ordered tetragonal cluster. Although the 001-order deformation energy Edef is
about half the value of the 111-order, the energy difference Ediff is also about half. All
values are summarized in Tab. 5.1.
Formation energy of tilt defect clusters
We just investigated a few combinations of tilts of the defect cluster and the matrix. One
of them was an orthorhombic cluster within a rhombohedral matrix. However, also other
tilt patterns, like the T+ or T− phase, can be introduced into the rhombohedral matrix.
This is of interest, when we recall the phase diagram of NBT. The transition from the
rhombohedral to the orthorhombic phase was only one of the suggested phase transitions
at lower temperatures. The direct transition to the tetragonal state is another possible
phase transition sequence. Therefore, here we study how large the energetic differences of
the chosen tilt defect pattern are. We however do not restrict us to the rhombohedral tilted
matrix, but study six of the seven possible phase transitions that were already studied in
Sec. 5.3 and depicted in Fig. 5.10.
Fig. 5.17 shows the defect energies of several tilt defect sizes relative to the energy of the
matrix without defects for an 111-ordered (a) and an 001-ordered system (b). The red
and blue lines show respectively the T− defects in T+ matrices and orthorhombic defects
in a rhombohedral matrix, which were already shown in Fig. 5.16. In Fig. 5.17a it can be
seen that there is a pronounced difference from the red and black (T+ in R) lines to the
other lines. The difference for the T+ in R matrix combination to the other combinations is
similar to the T−↔ O and T−b ↔ O situation from Sec. 5.3. To get from the a0a0c+ to the
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FIGURE 5.17: Energies for various defect and matrix tilt combinations for different sizes rel-
ative to the energy of the defect-free matrix for a) 111-order and for b) 001-order. Color
coding is the same as in the Figs. 5.10 and 5.11.
a−a−a− phase the two a−a−a0 and a0a0c− tilt modes have to be applied, which results in a
strong deformation of the octahedra at the interfaces. The T+ and T− phases require only a
single mode, but the deformation of the octahedra at the interface very large, which leads
to high formation energies.
The lowest formation energies are seen for the T− in R configuration (orange). Yet, when
the deformation of the octahedra at the interface is small, the defect energies are very
similar for each combination [89]. Fig. 5.15 shows the orthorhombic defects in rhombo-
hedral matrix combination and it can be seen that the interface octahedra (dark gray) are
hardly deformed. For the 001-order in Fig. 5.17b the results are similar, however all defect
energies are slightly reduced compared to the 111-order.
For tilt defects which consist of four octahedra, defect energies are around 0.5 eV for most
of the 111- and 001-ordered structures, which is well above the room temperature thermal
energy. However, in a real system the positions of the oxygen octahedra of the tilt defect
cluster are not constrained. Therefore, the energies obtained from these calculations can
be seen as upper limits to the real defect energies.
As said, all tilt defect and matrix combinations which show a small deformations of the
octahedra are equally likely. This means that within the rhombohedral phase different kind
of tilt defect clusters can exist (also simultaneously). Either the anti-phase tilts along two
axes disappear (the resulting structure is T−) or the tilt along one axis becomes in-phase
(resulting structure is orthorhombic). This would lead to a simultaneous appearance of
rhombohedral, orthorhombic and tetragonal symmetries. The results of the ab initio MD
simulations from Sec. 5.4 even suggest that other kind of tilt configurations (without any
symmetry) can exist. Additionally, chemical 001-ordered regions enhance the effect of dif-
ferent tilt configurations, because of their lower tilt defect formation energies. The 001-
ordered regions prefer an orthorhombic tilt configuration with an in-phase tilt along the
stacking sequence. As we have seen, the sizes of these tilt defect clusters can be small (less
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than 100 Å) and therefore might explain the origin of the polar nanoregions, since different
tilt phases exhibit different polarizations [109].
Therefore, two different phase transformation routes with simple group↔ subgroup re-
lations from the low rhombohedral to the high temperature tetragonal phase seem to be
plausible. The transformations can either occur on the "direct" route from the rhombohe-
dral phase to the tetragonal anti-phase one: (R/M↔ T−) or via the orthorhombic phase
to the tetragonal in-phase one: R/M↔ O↔ T+. The experimentally observed tetragonal
phase thus might consist of a mixture of in-phase and anti-phase tilts, which result in an
observed averaged tetragonal phase with small in-phase tilt angle [47].
5.6 A-cation displacements
So far we have focused on the oxygen octahedra. Here we change the topic slightly and
concentrate solely on the A-cation displacements, which play also play an important role
in the relaxor properties of NBT, as they couple to the ferroelectric distortions of the B-
cations [39]. We have already seen in Sec. 5.2 that Bi and Na react differently on the
volume reduction of the 12-fold A-O cuboctahedron. Now we study the energetic cost to
displace Bi and Na from their ideal ground state position.
We use selective dynamics relaxations, in which the respective Na or Bi ion were displaced
by a certain distance from its ground state position and kept fixed, surrounding ions were
allowed to relax. However, all ions being third nearest neighbors or further away from the
respective Bi or Na ion were fixed additionally to avoid a translational shift of the entire
cell.
In Refs. [48,51–53,60,65] it is reported that, although the Bi and Na ions occupy the same
12-fold oxygen environment, bond lengths for Bi and Na to the neighboring oxygen ions
differ. Kreisel et al. [41] were the first to suggest that Bi exhibits an off-[111]-direction dis-
placement in NBT because of its lone-pair (similar to Pb in lead-containing relaxors). Keeble
et al. [52] showed that Bi experiences several distinct displacements along the tetragonal,
orthorhombic, rhombohedral and monoclinic directions depending on temperature. Na in
contrary, displaces more uniformly along all directions, especially at temperatures close to
room temperature. Jeong et al. [51] and Aksel et al. [53] showed by reversed Monte Carlo
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modeling of neutron and X-ray data that the Na ion prefers to displace into the center of
the Na-O polyhedron along the [111]-direction. Instead, Bi ions tends to displace towards
the face of the closest oxygen octahedron along the [001]-direction. Usher et al. reported
that an application of en electric field led to an ordering of the Bi ions along the external
field [65]. These different kinetic behaviors of Bi and Na are suspected to be due to the
lone-pair of Bi [106].
In this section we study the local energetic environments of Bi and Na close to the ground
state position in the rhombohedral phase, especially for displacements along the [111]-,
[110]- and [001]-directions. The ground state positions are shifted along the [111]-
direction from the high symmetry position (the center of the 12-fold oxygen cuboctahe-
dron) by 0.23 Å for Bi and 0.16 Å for Na, which is in agreement with an earlier study [46].
The results of the displacements are shown in Fig. 5.18. Negative displacements imply that
the A-cations move closer to the center of the oxygen polyhedron. Positive displacements
denote they get close to the edge of the oxygen polyhedron and closer to one face of a Ti-O
octahedron.
First of all, it can be seen that the (approximately) quadratic displacement curves for Na are
flatter than for Bi. The curvatures for the Bi-displacements are much steeper and therefore
Bi displaces less than Na (which is also seen in the MD simulations of Sec. 5.4). For Na the
displacement towards the center is slightly preferred when it is along the [111]-direction
(red curve), but positive displacements for Na do not show an energetic difference for
any of the directions. In contrast, Bi has no directional preference when displaced towards
the center, but a positive displacement along the [001]-direction (blue curve) is slightly
preferred over other displacement directions. A displacement in the [001]-direction leads
to a deformation of the cell to a tetragonal symmetry. The reason for this behavior might be
the lone-pair of the Bi ion, which tends to stabilize asymmetric arrangements of Bi and its
surrounding [106]. These findings are in agreement with the results of Keeble et al. [52]
and Aksel et al. [53] who see a transition at room temperature towards a displacement
along the tetragonal direction for Bi.
5.7 Summary
From the various calculations of this chapter on the kinetics of the phase transformations
in NBT we can conclude several points:
• As was seen in Sec. 5.2, it is necessary to perform NEB calculations when trans-
formation barriers are investigated, since the reduction of the obtained energy are
about 30% compared to static (unrelaxed) calculations. This huge reduction in en-
ergy arises from the structural relaxation of oxygen and Bi. The large energy gain
from the ion relaxation was also observed by Gröting et al. [96]. One of the driv-
ing factors of the structural relaxation is the asymmetric displacement of the Bi 6s
lone-pair.
• In Secs. 5.2, 5.3 and 5.4 we found that the chemical order not only influences the
ground state phases and ground state energies [89], but also the octahedral tilt trans-
formation paths. Tilt transformation barriers which exist in structures with 111-order
completely vanish for structures with 001-order (Fig. 5.11).
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• The experimentally observed distinct kinetic behaviors of Bi and Na [52,53] was also
observed in our calculations. Bi and Na influence octahedral tilt barriers differently
(Sec. 5.2) and have different thermal displacement behaviors within the 12-fold A-O
cuboctahedron (Secs. 5.4 and 5.6). This effect can be attributed to the active lone-pair
of the Bi ion, which tends to displace its Bi core asymmetrically within its surrounding
[104].
• A very flat energy landscape for octahedral tilts and A-cation displacements was
found in Secs. 5.3, 5.4 and 5.6. Energy barriers per f.u. for octahedral tilts and A-
cation displacements are close to room temperature, which leads to the conclusion
that above room temperature regions with different tilt patterns are present simulta-
neously, just as reported for NBT-based materials [47,87]. Therefore, deviations from
the global average symmetry can easily be introduced on a local scale.
• Similar, in Sec. 5.5 we saw that the energetic difference of various octahedral tilt de-
fect patterns is small, as long as the deformations of the octahedra at the interface
between tilt defect cluster and matrix remain small. From this follows that in a rhom-
bohedral tilted phase, both orthorhombic and tetragonal tilt clusters can emerge with
similar energetic cost. Tilt defect clusters are stable for sizes much smaller than 200 Å.
The size of PNRs might be of the same order.
• Although the energy barriers for tilt transformation and A-cation displacements are
of similar magnitude, it appears from the results of Secs. 5.3 and 5.4 that the oxy-
gen ions have larger thermal displacements than the other elements. This suggests
that the phase transformations are initialized by the vibration and hopping of oxy-
gen ions and only then the A-cation displacements follow in a subsequent step. This
explanation is in line with experimentally obtained vibrational frequencies [71,191].
• When the structure has 001-order, several degrees of freedom (octahedral tilting and
A-cation displacements) can occur simultaneously. Thus, the possibility of improper
ferroelectricity is dependent on the chemical order, as was seen in Sec. 5.3 and re-
ported earlier [316].
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6 Oxygen vacancy migration
Parts of this chapter have been published in Journal of Materials Chemistry A [317].
Now that we have dealt with the phase transitions of NBT, in this chapter we focus on the
migration of oxygen, which leads to the observed ionic conductivity. We are especially in-
terested in the question why the huge difference in activation energies exists (see Fig. 3.10)
between the high temperature and room temperature regime. The first step is to look at
oxygen migration in the tetragonal, orthorhombic and rhombohedral phase and then to
look at the influence of volume changes on the migration barrier. The next chapter will
then deal with associates of oxygen vacancies and dopants or Bi vacancies.
Computational setup
In the last chapter, which dealt with the kinetics of the phase transformations in NBT, we fo-
cused on cells with perfect stoichiometry. In this chapter we introduce oxygen vacancy point
defects V••O and study their migration barriers. The energy cut-off for the oxygen vacancy
migration calculations was set to 600 eV. Most cells have a size of 4×4×4=ˆ 64 A’0.5A0.5BO3
unit cells (i.e 64 octahedra) and were thus large enough to reduce finite size effects [318].
A single k-point was set for all relaxations and the electric density of states were calculated
with a doubling of the k-point density along each direction, resulting in a 2×2×2 k-point
mesh. All migration barrier calculations were performed in supercells with one V••O defect
and therefore contain 319 atoms. All migration barriers were obtained by NEB calculations
with either five or seven images between the initial and final configurations.
Energies for the migration barriers in the tetragonal and orthorhombic structures were
calculated by a constrained relaxation, which excluded specific atoms from the relaxation.
Thereby, a relaxation from the tetragonal and orthorhombic structures into the ground
state rhombohedral configuration was prevented. For the orthorhombic phase, fixing of
several oxygen octahedra remote from the migrating oxygen ion was sufficient to avoid a
phase transformation. However, for the tetragonal phase, all ions which were further away
than the third nearest neighbors from the vacancy, were kept fixed. Especially, a relaxation
of the A-cations into the configuration of the rhombohedral phase leads to a drastic drop
of the energy of the cell, which made it impossible to observe migration barriers.
Since the oxygen vacancy can be charged, the charge of the cell has to be taken into ac-
count. The charge of the cells of the rhombohedral phase were either neutral (removal of
one neutral oxygen atom) or charge compensated In the the case labeled "charged", one
neutral oxygen atom and two electrons are removed. In the neutral case two unbound elec-
trons are present in the system, which in reality would not be there, since they are removed
with the oxygen ion that has a charge of -2. This neutral setup does not correspond to the
realistic picture of a defect, but is studied here for comparison to the compensated states.
In a third case (labeled "substituted") the cell was charge compensated by substitution of
one neutral Bi by one neutral Na atom. This substitution compensates the charge and no
unbound electrons are present in the system, since the Bi3+ ion is replaced by a Na1+ ion.
For the orthorhombic and tetragonal cells the "charged" case is studied, exclusively.
We saw in Fig. 3.10 that a kink in the slope of the conductivity appears around 600 K,
which relates to a change in the activation energy of the oxygen migration process. As it
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was described above, deviations from the rhombohedral symmetry start to occur at 470 K,
at which orthorhombic and tetragonal phases appear (see Fig. 3.5). A purely tetragonal
phase is reached only at 640 K. Therefore, the change in the slope of the conductivity
appears in the same temperature range as the diffuse phase transition. This leads to the
idea that the change in activation energy is related to the present phases.
We study the three phases, rhombohedral, orthorhombic and tetragonal and additionally
increase the volume of the rhombohedral and tetragonal phases as is expected from ther-
mal expansion. For the tetragonal phase the T− anti-phase tilt was chosen and not the
in-phase tilt phase T+, since it is lower in energy and the structures were more stable ver-
sus relaxation toward other tilt configurations. However, the migration barriers of the two
tetragonal phases should be comparable, since we have seen in Sec. 5.2 that the coupling
between layers of octahedra along the [001]-direction in the tetragonal phase is negligible.
The migration of an oxygen ion is characterized by squeezing of an oxygen ion through an
A-A-B-cation triangle [319]. Four different migration paths are investigated and are dis-
played in Fig. 6.1 and Fig. 6.2. It can be seen that the paths labeled with 1 and 2 are along
the [001]-direction and 3 and 4 are along the [010]-direction. Again, the two chemical A-
cation 111- and 001-orders are studied, since we have seen that large energetic differences
can be expected for these two chemical orders. Also, chemical order dependent migration
barriers have already been observed by Uberuaga and Pilana [320] and He and Mo [167].
First, Fig. 6.1a and 6.2a show the 001-order. Therefore, paths 1 and 2 take the oxygen
vacancy from the Bi-layer with four neighboring Bi ions (position A in Fig. 6.1) via the
mixed layer with two neighboring Bi and Na ions (position B) into the Na-layer with four
neighboring Na ions (position C). Paths 3 and 4 keep the vacancy within the mixed layer at
all steps (positions B, B’ and B”). Second, we use the 111-order, as shown in Fig. 6.1b and
6.2b. For 111-ordered A-cations the oxygen vacancy is in a mixed layer in every position.
Because of the displacements of the A- and B-cations and the tilt of the oxygen octahedra
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Bi Na Ti O O-vacancy
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3 4
001-order 111-order
a) b)
1
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[100]
FIGURE 6.1: Investigated migration paths "1, 2, 3 and 4" of an oxygen vacancy (orange cube)
within one oxygen octahedron. The A-cations Bi (purple) and Na (yellow) are either stacked
along a) the [001]-direction or b) arranged in a rock salt order (111-order). Positions of the
oxygen vacancy are labeled by letters "A", "B" and "C". The Bi atom marked with an "×" is
replaced by a Na atom in the "compensated" case.
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FIGURE 6.2: The two used A-cation chemical orders and the oxygen vacancy migration paths:
a) 001-order b) 111-order. The migration paths are labeled as in Fig. 6.1. The Bi atom marked
with a "×" is replaced by a Na atom in the "compensated" case.
the B positions have different surroundings and thus lead to four different possibilities for
path 1 and path 2, yet the differences in energies for these paths are small. The position
of the Bi atom, which is substituted by a Na atom, is marked by a "×" in Figs. 6.1 and
6.2. Fig. 6.2 depicts one layer of the whole cell of the rhombohedral phase (with 001- and
111-order, respectively).
6.1 Rhombohedral phase
The migration barriers in the rhombohedral phase for the "charged", "compensated" and
"neutral" case are shown in Fig. 6.3. For most paths, the barrier heights are around 0.6 eV.
The unphysical case with neutral cells has migration barriers of around 1.0 eV to 1.5 eV.
Thus, the presence of two residual electrons leads to a doubling of the migration barrier
height. This agrees with the findings of Zhang et al. that a neutral cell increases the barrier
height, compared to charged cells [318].
Of particular importance is the completely different shape of the migration barrier for
path 1 in the structure with 001-order (green) for both the "charged" and the "compen-
sated" case. The migration path is not symmetric and has only one barrier for the jump
from the Bi to the mixed layer. The calculated barriers for this path vary between 0.45 eV
and 0.54 eV, depending on the different possibilities the vacancy can take from the A to one
of the {B} positions. However, no barriers or small barriers of 0.1 eV are present for the
back-hopping from the {B} to the A position. From this one can draw an interesting con-
clusion. If a long-range (percolating) 001-order would exist in the sample, the measured
ionic conductivity should mainly originate from the migration of the oxygen vacancies
along the Bi-layer as indicated in Fig. 6.4. The diffusion along the Bi-layers within the
001-ordered regions are highlighted in red and blue. Because of the energetic favorable
back-hopping from B to A positions, the vacancies can easily jump between the Bi and
mixed layer until the 001-ordered region ends. Therefore, from the experimental conduc-
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FIGURE 6.3: Oxygen vacancy migration barriers in the rhombohedral phase for three dif-
ferent scenarios: a) charge compensated cell and b) "compensated" cell with one Bi atom
replaced by a Na atom and c) no charge compensation ("neutral"), as sketched in Fig. 6.1.
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FIGURE 6.4: Sketch of NBT with few unit cell sized regions with 001-order (highlighted by a
red and a blue mask). According to Fig. 6.3 these regions exhibit a very fast oxygen vacancy
diffusion with only a small migration barrier along the Bi-layers (indicated by arrows).
tivity measurements and our barrier calculations we rule out a long-range 001-order of the
A-cations in NBT.
Additionally, in Fig. 6.3 it can be seen that the defect formation energy is the smallest
when the vacancy is situated in the Bi-layer (green, position A) and the highest when it
is in the Na-layer (green, position C). The energy gain when an oxygen vacancy migrates
from the mixed layer to the Bi-layer is about 0.5 eV. When the oxygen vacancy resides
within the Na-layer the energy is increases by 0.4 eV compared to the mixed layer. These
formation energies were already reported by Dawson et al. [198] and He et al. [167]. The
lowering of the energy for oxygen vacancies within the Bi-layer can be attributed to the
Bi 6s lone-pair electrons, which leads to a relatively weak Bi-O binding energy that often
results in an asymmetric coordination [104–106]. Therefore, short-range 001-order would
trap vacancies within the Bi-layers, as they have the lowest formation energy.
The "compensated" case in Fig. 6.3b shows a feature that is not present for the purely
"charged" cell of Fig. 6.3a. Path 4 has a reduced energy barrier compared to path 3 for
both the 111- and 001-ordered structures. After replacing a Bi atom by a Na atom, po-
sition B′′ (see Fig. 6.1) in the 111-order no longer has two Na neighbors, but three and
only one Bi atom. This leads to a reduction of the energy barrier from 0.55 eV of path 3
to 0.3 eV. Similar, but less pronounced, the migration barrier is reduced from 0.6 eV to
0.5 eV for the 001-ordered structure. Interestingly, the shape of the migration path 1 is
not affected, when compared with the one in Fig. 6.3a for the "charged" case. A reduction
of four to three Bi neighbors at position A neither changes the formation energy nor the
migration barrier. From these calculations we find that the charge of the cell and the lo-
cal electronic configuration massively affects the oxygen vacancy formation energies and
migration barriers.
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6.2 Orthorhombic phase
The energy barriers for the oxygen migration in the intermediate temperature orthorhom-
bic phase are shown in Fig. 6.5. It is easily visible that the migration barrier heights vary be-
tween 0.33 eV and 1.11 eV for the different paths and chemical orders. Further, the migra-
tion barriers are asymmetric along one direction for path 1 and 2 (or 3 and 4). The larger
variation and asymmetry in barriers arises from the lower symmetry of the orthorhombic
compared to the rhombohedral phase, which is because of the more complex octahedral tilt
pattern and displacements of the A and B-cations. In contrast to the rhombohedral phase
with 001-order in Fig. 6.3, the one-sided barrier of path 1 (both green) has vanished and
now the barrier height is 0.36 eV to 0.4 eV for both hopping and back-hopping. The high-
est barrier of 1.11 eV is found for path 4 in the 001-ordered structure, where the oxygen
vacancy migrates within the mixed layer. For 111-order the barriers decrease from around
0.6 eV in the rhombohedral phase to 0.33 eV to 0.55 eV in the orthorhombic phase. As was
found in the rhombohedral structure the vacancy prefers to be located within the Bi-layer
(position A), but the energetic difference to the mixed layer is smaller. In contrary, the
defect formation energy for the vacancy in the Na-layer (position C) increases compared
to the mixed layer. Therefore, it can be concluded that the formation vacancy energy does
not depend only on the number and type of the neighboring atoms, but also on the local
arrangement of these. Thus, we find that the migration barriers in the orthorhombic phase
vary by a factor of three and a total of about 0.8 eV.
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FIGURE 6.5: Oxygen vacancy migration barriers for the orthorhombic phase in a "charged"
cell. Chemical orders are 111 and 001 and the migration is along the [001]- and [010]-
direction, as sketched in Fig. 6.1.
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6.3 Tetragonal phase
Finally, we investigate the high temperature tetragonal phase with 111-order and a0a0c−
tilt pattern. The [001]-migration direction is along the axis around which the octahedra
are tilted. The [010]-migration-direction is along one of the axis without tilts. Therefore,
these two migration direction are different from each other, despite the 111-order.
Fig. 6.6 shows the migration barriers of the 111-ordered tetragonal structures for two direc-
tions. For paths 3 and 4, along the [010]-direction the migration barriers are about 0.87 eV.
However, for path 1 and 2 the migration along the [001]-direction has a substantially lower
migration barrier of about 0.38 eV. All paths exhibit a symmetric shape.
To understand why the migration barrier are so different, we take the two structures at the
maxima of paths 1 and 3 (marked as I and II in Fig. 6.6) and look at the electronic density
of states (DOS). Fig. 6.7a displays the DOS of selected ions of the structures I. The DOS
of structure II is given in Fig. 6.7b. The labels at the top of each column describe whether
the specific ion is "close" (a direct neighbor) or "remote" (not a direct neighbor) from the
migrating oxygen. Below the ion label the distance to the migrating oxygen ion is given.
The column labeled with "O mig." depicts the DOS of the migrating oxygen ion. Na ions
are neglected, as they do not show any interesting features. The most striking feature in
the DOS of the structure with the high energy barrier (Fig. 6.7a) can be seen for some ions
at the Fermi level at E = 0eV. These defect states are a dangling bond belonging to the
migrating oxygen ion. The oxygen-oxygen distance of 3.47 Å of the migration oxygen to
its second closest neighbor is much longer than the distance in structure II with the low
barrier (Fig.6.7b). For the low migration barrier structure the distance is 2.86 Å (which is
the average oxygen-oxygen distance). Therefore, the change of the migration barrier in the
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FIGURE 6.6: Oxygen vacancy migration barriers for the tetragonal a00a
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"charged" cell. Chemical order is 111 and the migration is along the [001]- and [010]-
direction. For path 1 and 3 at positions I and II the electronic density of states is displayed
in Fig. 6.7.
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FIGURE 6.7: Electronic density of states for two tetragonal structures of Fig. 6.6 with a) a
high oxygen migration barrier (structure I) b) a low migration barrier (structure II).
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TABLE 6.1: Summary of the calculated oxygen vacancy migration barriers for the three inves-
tigated phases: rhombohedral (Fig. 6.3), orthorhombic (Fig. 6.5) and tetragonal (Fig. 6.6).
Two different chemical orders are used: 111- and 001-order. Migration directions are along
the [001]- and [010]-direction as drawn in Fig. 6.1. Values for back-hopping are given in
brackets, when the migration barrier is asymmetric. All values are given for the "charged"
case.
Migration barriers Emig of a V
••
O oxygen vacancy in eV
Phase rhombohedral orthorhombic tetragonal
Chemical order 111 001 111 001 111 001
Migration along [001]
(path 1)
– 0.45-0.54
(0-0.1)
0.47
(0.33)
0.42-0.48
(0.36-0.40)
0.36 –
Migration along [001]
(path 2)
– 0.61 (0.40) 0.53
(0.58)
1.03 (0.49) 0.40 –
Migration along [010]
(path 3)
0.65 0.65 (0.55) 0.67
(0.55)
0.69 (0.75) 0.85 –
Migration along [010]
(path 4)
0.59 0.58 0.47 1.11 (0.79) 0.89 –
tetragonal phase can be attributed to the appearance of electronic defect states originating
from a dangling bond belonging to the migrating oxygen ion.
Migration barriers for three different phases (rhombohedral, orthorhombic and tetragonal)
with two A-cation orders (111- and 001-order) were calculated. All obtained values for the
"charged" cells (removal of one neutral oxygen ion and two electrons) for the migration of
single V••O oxygen vacancy as drawn in Fig. 6.1 are summarized in Tab. 6.1. Energy barriers
for back-hopping (migration in the opposite direction) are given in brackets.
6.4 Thermal expansion
So far, all calculations have been performed at the equilibrium volume at 0 K. However,
since the temperature range over which the ionic conductivity is measured spans over ap-
proximately 500 K (from 400 K to 900 K), one has to think about influences of the thermal
expansion on the migration barriers. The linear temperature expansion coefficient was de-
termined to be α= 6 · 10−6 K−1 [42]. When the material is heated by 500 K, this leads to a
linear expansion of 0.3% and an increase of volume of about 1%. However, since our DFT
calculations are performed at 0 K and the conductivity measurements are done at up to
900 K, we study how the barriers change over an even larger volume change. Additionally,
NBT has no constant value for the linear thermal expansion coefficient, but a value that
varies from α = 4 K−1 to 8 K−1. Therefore, when we use an expansion coefficient of 8 K−1
and assume a temperature span of 1000 K, we reach volume increase in volume of 4.5%,
compared to the ground state volume (labeled 0%). In the following, we do not study all
three phases and possible migration paths, since we are only interested in the trends and
thus we focus on the rhombohedral and the tetragonal T− phases.
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Rhombohedral
The migration barriers of the rhombohedral phase with 111-order are plotted in Fig. 6.8a.
It can be seen that for path 1 the migration barriers decrease with increasing volume. This
is an expected result, since the Bi-Na-Ti triangle, through which the oxygen is migrating,
is widened. The volume increase of 4.5% leads to a migration barrier reduction. Unex-
pectedly, for path 2 the migration barrier does not change for different cell volumes. One
possible explanation for this behavior is the rigidity of the covalent Ti-O bonds. As said
above, in the rhombohedral ground state the Ti ion is displaced towards one face of the
surrounding oxygen octahedron, which shortens three bond and lengthen three bonds.
When now the volume is increased, the cell does not transform isotropically, but the Ti-
O-O-O tetrahedron with shorter bonds stays rigid, whereas the Ti-O-O-O tetrahedron with
longer bonds increase in bond lengths, as the bonds are weaker. This result indicates again
that the properties and features of the system are extremely dependent on the symmetry
of the local environment. All values of the calculations on the rhombohedral phase are
summarized in Tab. 6.2.
When the structure has 001-order (Fig. 6.8b) the situation is different. We have seen that
no energy barrier is present for path 1, when the vacancy hops from the mixed layer into
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FIGURE 6.8: Volume dependent oxygen vacancy migration barriers of the rhombohedral
phase with a) 111-order and b) 001-order.
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TABLE 6.2: Summary of the volume dependent oxygen vacancy migration barriers for the
rhombohedral phase. Two different chemical orders are used: 111- and 001-order. The mi-
gration paths are along the [001]- and [010]-direction as depicted in Fig. 6.1.
V••O migration barriers for the R phase in eV.
Chemical order 111 001
Paths 1 2 1 2
Volume 0% 0.66 0.47 0.45-0.54 (0-0.1) 0.61 (0.40)
Volume 1.5% 0.59 0.46 0.43 0.62 (0.41)
Volume 3% 0.53 0.45 0.43 (0.09) 0.62 (0.37)
Volume 4.5% 0.46 0.43 0.39 (0.13) 0.61 (0.31)
the Bi-layer. For an increasing volume a small migration barrier appears. At 4.5% the barrier
for the mixed to Bi-layer reaches a height of 0.13 eV.
This finding is in contrast to the one of path 1 for the 111-order, where an increase in vol-
ume decreases the migration barrier. A possible explanation for this could be as follows: An
increase in volume leads to a reduction of the octahedral tilt angle [89], which is coupled
with a decreased displacement of the A- and B-cations. This shift toward the centers of the
Ti-O octahedron and Bi-O cuboctahedron might increase the energy barrier for the case
with 001-order.
Tetragonal
A somewhat simpler situation is given for the tetragonal phase, which has less A- and
B- cation displacements and octahedral tilts and thus a higher symmetry. The migration
barriers of the tetragonal structures with 111-order are shown in Fig. 6.9a for paths 1 and
2 and Fig. 6.9b for paths 3 and 4. However, as it can be seen in Fig. 6.9a for paths 1 and
2 the structures start to relax away from the tetragonal structures (due to displacing of
Bi and Na away from the high symmetry values). By this, the initial and final states are
TABLE 6.3: Summary of the volume dependent oxygen vacancy migration barriers for the
tetragonal phase. Two different chemical orders are used: 111- and 001-order. The migration
paths are along the [001]- and [010]-direction as depicted in Fig. 6.1.
V••O migration barriers in the T− phase in eV.
Chemical order 111
Paths 1 2 3 4
Volume 0% 0.36 0.40 0.85 0.89
Volume 1.5% 0.32 0.35 0.81 0.85
Volume 3% 0.26 0.30 0.75 0.79
Volume 4.5% 0.19 0.26 0.67 0.70
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FIGURE 6.9: Oxygen vacancy migration barriers of the tetragonal T− phase at four different
volumes with 111-order and a) migration along the [001]-direction and b) migration along
the [010]-direction.
no longer energetic minima and the determination of a barrier is less reliable. Thus, the
obtained values cannot be taken for granted.
Paths 3 and 4 in Fig. 6.9b still show the same shape of the migration barrier. For an increase
in volume from 0% to 1.5%, which relates to an increase in temperature of 500 K, we find
a reduction in the barrier of about 0.05 eV. When going from 3% to 4.5% increase, the
barriers decreases by 0.08 eV. Thus, a monotonic decrease in the migration barrier can be
observed for all paths. The total change in migration barriers, when going from 0% (with
around 0.87 eV) up to 4.5% (with 0.67 eV), is about 0.2 eV. These differences, ranging from
0.05 eV to 0.2 eV are significant, but are well below the experimentally observed change in
the activation energy of more than 0.4 eV (see Fig. 3.10).
All values of the migration barrier calculations in the tetragonal phases are summarized
in Tab. 6.3. The values of the calculations on the rhombohedral and tetragonal phases are
plotted in Fig. 6.10. In summary, it can be seen that some migration barriers decrease, while
others stay constant or increase. Thus, this again shows how different the two chemical
orders behave.
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FIGURE 6.10: Volume dependent oxygen vacancy migration barrier heights for the a) rhom-
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6.5 Summary
The results of the last chapter can be summarized by the following points:
• Oxygen vacancy migration barriers are different for the rhombohedral, orthorhombic
and tetragonal phases, which differ in local tilt order and A-cation displacements.
The difference in the lowest migration barriers is between 0.36 eV in the tetragonal
and 0.59 eV in the rhombohedral phases, as was seen in Figs. 6.3 and 6.6.
• Because of the lower symmetry of the orthorhombic phase, the migration barriers
show values in the range of 0.33 eV to 0.55 eV for the 111-order and up to 1.11 eV
for the 001-order (Fig. 6.5).
• Differences in high and low migration barriers can originate from the strained inter-
atomic distances between the migrating and neighboring oxygen ions (Fig. 6.7). This
leads to dangling bonds, which create electronic defect states within the band gap.
• The oxygen vacancy migration from the mixed layer to the Bi-layer (only for struc-
tures with 001-order) show a very low migration barrier of 0 eV to 0.1 eV (Fig. 6.3).
This low barrier should be reflected in the ion conductivity measurements, but there
is no sign for such a high mobility, therefore a long-range order layered order of the
A-cations can be ruled out. Oxygen vacancies prefer to reside in the Bi-layer, as this
configuration shows the lowest formation energy (Fig. 6.3). Thus, trapping of oxygen
vacancies in locally 001-ordered regions is possible.
• The shape and height of the migration barriers dependent on the charge of the system
(Fig. 6.3). When a neutral oxygen vacancy is created, the migration barriers double
in heights and certain aspects, like the very low barrier between the Bi- and mixed
layer, vanish.
• The migration barriers are dependent on the volume of the cell (Tabs. 6.2 and 6.3).
For the tetragonal phase, the barriers decrease monotonically with an increase in vol-
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FIGURE 6.11: Experimental oxygen activation energies and calculated migration energies.
Experimental data are taken from Li et al. [32]. Colors represent the temperature ranges
of the cubic (red), tetragonal (orange), orthorhombic (green) and rhombohedral (blue)
phases.
ume, as expected for a widening of the triangle consisting of two A-cations and Ti
on the B-site, through which the migrating oxygen must squeeze. In the rhombohe-
dral phase the situation is more complex. When the Ti-O bond length are rigid, the
migration barriers are independent of the cell volume. For an increasing Ti-O bond
length, the migration barriers decrease in height. However, the vanishing barrier for
the hopping of the vacancy from the mixed layer into the Bi-layer develops a small
barrier with increasing volume.
• Fig. 6.11 compares the migration barriers obtained in this study with the experimen-
tally determined activation energies [32]. The four colored segments depict the tem-
perature regions, where the cubic (red), tetragonal (orange), orthorhombic (green)
and rhombohedral (blue) phases are present. A fade in color to the orthorhombic
phase was drawn, since the phase transition temperatures are smeared over some
range [80,81]. The colored boxes give the range of the two lowest migration barriers
from this study for each of the phases. The black boxes are the activation energies
from the conductivity measurements over the temperature range from 400 K to 800 K.
At 600 K a large change in activation energy is close to the temperature at which the
transition from the orthorhombic to tetragonal phase was suggested [81]. The ab-
solute values of around 0.6 eV in the rhombohedral and 0.4 eV in the orthorhombic
phases are smaller than the experimental values of about 0.85 eV [32].
To explain the discrepancy between the experimentally observed change in the activation
energies and the migration barriers obtained in this chapter, we inspect the association of
dopants and oxygen vacancies in the next chapter.
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7 Defect associates
Parts of this chapter have been published in Journal of Materials Chemistry A [317].
In the last chapter on the oxygen vacancy migration we used supercells which contained
one single V••O oxygen vacancy. In this chapter we introduce additional point defects, in
form of Mg and Ni dopants (that replace Ti on the B-site) and Bi vacancies. These point
defects can form associates, when occupying lattice sites close to each other. The resulting
associates are important when it comes to the migration of oxygen vacancies. For an oxygen
ion to migrate, it additionally has to overcome the association energy that binds it to the
dopant or Bi vacancy. Associates not only influence the oxygen migration, but also effect
the ferroelectric properties, e.g. by domain pinning [178].
Here, we investigate if an association energy exists for the different possible associate com-
plexes and if these energies can explain the difference in the experimentally observed ac-
tivation energies for low and high temperatures as seen in Fig. 3.10. In the following set
of calculations we focus on Mg and Ni doped NBT. We choose these elements, since these
were used to enhance the ionic conductivity of NBT in experimental studies. Mg and Ni
both have a valance charge of +2 and substitute Ti+4 on the B-site. Thus, oxygen vacancies
V••O are created which compensate the charge. The Do
′′
Ti defects (where Do stands for the
dopants Mg or Ni) can form polar defects when they associate with V••O defects. Therefore,
in the next sections we calculate the binding energy of Mg and Ni dopants with oxygen
vacancies.
Bi Na Ti O O-vacancyMg/Ni
 1: VmO
2: VNaO
3: VBiO
1
2
3
FIGURE 7.1: Positions of the oxygen vacancy V••O inside the 001-ordered NBT supercell. Only
a 1×2×1 segment of the total 4×4×4 cell is shown. At position 1 the vacancy is situated
in the mixed layer between the Bi and Na-layer, thus the label is given the superscript "m".
Likewise, the superscript of position 2 and 3 refer to the Bi and the Na-layer.
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Computational setup
The energy cut-off for all calculations was again set to 600 eV. Most cells have a size of
4×4×4 =ˆ 64 A’0.5A0.5BO3 unit cells (i.e 64 octahedra) and were thus large enough to re-
duce finite size effects [318]. A single k-point was set for all relaxations and the electric
density of states were calculated with a doubling of the k-point density along each di-
rection, resulting in a 2×2×2 k-point mesh. Some cells have a size 2×4×4 or a 4×4×2
and respectively a k-point mesh of 2×1×1 and 1×1×2. The 4×4×4 supercells contain 318
atoms for the calculations of V••O −V′′′Bi associates and 319 atoms for the V••O −Do′′Ti associates
calculation, where for the dopant Do either Mg or Ni was used. To describe the different
vacancies, the Kröger-Vink notation is used. A capital letter denotes the type of defect ("V"
for a vacancy or "Mg" for Mg). The subscript gives the site at which the defect is located
("Ti" for a Ti site and "O" for an oxygen site). Superscripts give the relative charge of the
defect, from the current charge to the previous charge, as bullets (positive), dashes (nega-
tive) and crosses (neutral). For example, Ti has a charge of +4 and Mg of +2, which leaves
the resulting defects doubly negatively charged.
Fig. 7.1 explains the labeling of the oxygen vacancies situated at different sites in the NBT
supercell. The figure shows an 1×2×1 segment of a 4×4×4 supercell with one dopant (Mg
or Ni, green) at the B-site. Bi and Na are ordered in the layered 001-configuration, which
results in different possible positioning of the oxygen vacancy (orange) within the oxygen
octahedra (red). When the V••O is situated between the Bi and Na-layers (position 1) it is
labeled VmO , where the superscript "m" stands for "mixed", since at this position it has two
Bi and two Na ions as neighbors. If the vacancy was at position 2, it is labeled VBiO , since it
reside in the Bi-layer. The same applies for position 3, where the vacancy VNaO is within the
Na-layer. For 111-order no distinction between positions 1, 2, 3 can be made. All oxygen
site have 2 Bi and two Na as neighbors.
As long as the vacancy is at one of the six oxygen sites surrounding the dopant it is referred
to as being a next neighbor (1NN). For vacancies situated further away, the labeling 2NN
and 3NN respectively refers to the second and third next neighbor. Thus, the vacancy at
position 1 is a 1NN and at positions 2 and 3 it a 2NN.
Further, Fig. 7.1 shows the tilts of the oxygen octahedra. In the rhombohedral phase with
a−−a−−a−− tilt, the octahedra are tilted anti-phase-wise, but more importantly the B-site ions
are displaced along the [111]-direction. For a structure with 111-order, this leads to three
shorter and three longer Ti-O bond lengths. In a 001-ordered cell, where the oxygen ion
are slightly displaced towards the Bi-layer, all Ti-O bonds have different lengths, varying
from 1.82 to 2.07 Å. From this it becomes apparent that the definition of nearest neigh-
bors is ambiguous. However, we stick to the definition sketched in Fig. 7.1 and label all
positions of the vacancies just as would be for a cell without tilts and displacements, even
though keeping in mind that a distribution of bond lengths exist for each next neighbor
shell. Therefore, in the following calculations we choose several positions within one next
neighbor shell, to check for bond length dependencies of the binding energy.
A similar situation is given in the case of V
′′′
Bi and V
••
O associates. Since the bond lengths
within a Bi-O cuboctahedron vary between 2.30 and 3.21 Å the definition of 1NN and the
other shells is given for broad ranges of about 1 Å, as will be seen later.
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FIGURE 7.2: Binding energy for a Mg
′′
Ti dopant and a V
••
O oxygen vacancy in a 4×4×4 supercell
for 111-order and 001-order.
7.1 Mg dopants
First, we look at the binding energies of a Mg
′′
Ti and a V
••
O defect, which are plotted in
Fig. 7.2 for 111- and 001-order. All energies are normalized to the energy of the furthest
distance between oxygen and Mg vacancy. For the 111-order (blue crosses) only the ener-
gies of the two chosen 1NN positions show a significant deviation from the other energies
of about -0.4 eV. From the 2NN positions on the energy is between -0.1 eV and 0 eV.
For 001-order the situation is different. When the oxygen vacancy VmO is situated within
the mixed layer (black squares), the binding energy of the closest neighbor is also about -
0.4 eV. When the oxygen vacancy VNaO is located in the Na-layer (orange circles), the binding
energies are shifted upwards by 0.1 eV to 0.2 eV. Interestingly, no change in the binding
energy can be found, when the oxygen vacancy VBiO resides within the Bi-layer. Whether the
oxygen vacancy is a next neighbor of the Mg dopant or further away, the energy is always
about 0.5 eV below the energy of the mixed position. However, since no direct migration
path from one position A in the Bi-layer to next A exists, a VBiO vacancy has first to migrate
to a VmO position, which requires an energy of about 0.5 eV. Therefore, an association energy
of -0.35 eV to -0.5 eV for a Mg
′′
Ti–V
••
O complex is present in Mg doped NBT, which is in line
with the change in the activation energy of Fig. 3.10.
In the study of Koch et al. [172] it was suggested that a Mg conentration dependent as-
sociation exists. Therefore, we study different arrangements of 2 Mg
′′
Ti and 1 V
••
O defect
to mimic varying Mg concentrations. In three sets of calculations the 2 Mg
′′
Ti defects are
next to each other, second next neighbors and third next neighbors. The distance of the
V••O is given relative to the closest Mg
′′
Ti ion. Fig. 7.3 shows the binding energies for the
three data sets. It can be seen that the configuration with the 2 Mg
′′
Ti next to each other
and the V••O far away has the highest energy. When the V••O approaches the Mg ions, the en-
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ergy decreases, as already was seen in Fig. 7.2. However, when the Mg ions get separated,
the association energy becomes smaller, since a dissolution (Mg
′′
Ti−V••O )× complex requires
less energy. Therefore, it appears that the association energy are dependent on the dopant
concentration.
As said before, the association of a (Mg
′′
Ti–V
••
O )
× complex leads to a polarization that is
directed along the bond between the two defects. The interaction between the defect in-
side the cell and its images beyond the boundaries may effect the association energies.
Thus, next we study the influence of an anisotropic supercell by reducing the size of the
supercell from 4×4×4 to 4×4×2 and 2×4×4. In the first variant the cell is cut along the
[001]-direction, which is along the A-cation stacking, in a second variant along the [100]-
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FIGURE 7.3: Binding energy for two Mg
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Ti dopants and a V
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O oxygen vacancy for 111-order.
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TABLE 7.1: Binding energies of Mg
′′
Ti-V
••
O associates.
Binding energies of Mg
′′
Ti-V
••
O associates in eV
Supercell 444 442 244
111 -0.40 -0.29 – -0.43 –
001-Bi-layer -0.51 -0.77 -0.45
001-Na-layer -0.29 -0.33 -0.25
001-mixed-layer -0.38 -0.38 -0.46
direction. In Fig. 7.4 it can be seen that the trends for the 4×4×4 cells are approximately
kept, however larger fluctuations in the binding energies are observed. The association
energy for the 111-ordered cell and 001-order VmO defects are still around -0.4 eV and the
Na-layer situated VNaO defects are still the most unfavorable, The biggest difference can be
seen in the Bi-layer situated VBiO defects. For the 4×4×2 in Fig. 7.4a a strong binding of
about -0.8 eV for the 1NN oxygen vacancy is observed and a difference of 0.6 eV to the
binding energies of other next neighbor shells. In contrast, in the 2×4×4 in Fig. 7.4b the
binding energies of all next neighbor shells are around -0.4 eV, just as in the 4×4×4 case.
All binding energies of the Mg
′′
Ti–V
••
O are summarized in Tab. 7.1.
Thus, the anisotropy of the supercell can have a huge impact on the obtained binding
energies, as they fluctuate in the order of the association energy. Therefore, one has to be
careful, when using supercells that deviate from the isotropic (cubic) cell.
7.2 Ni dopants
Next, we study the binding energies for a Ni dopant, just as in the case of Mg. The scenario
is the same as for Mg and one can ask: does an association energy of the (Ni
′′
Ti–V
••
O )
× com-
plex exist? But the transition metal Ni is somewhat a more complex ion than Mg and Ti.
Whether the charge of Ni is 2+ or 3+, it still has 3d electrons, that need special consider-
ation in DFT calculations. To model these strongly interacting d orbital electrons correctly,
one has to add an energy correction term U (given in eV) onto a certain orbital that shifts
the respective energy [261]. This is usually used to shift the band gap to the experimental
value, but also used to correctly model bond energies. For these so-called "LDA+U" calcula-
tions we use a correction parameter of U = 5eV that lies between the values of 4.5 eV and
6.9 eV from Refs. [321] and [322]. As a comparison we also set the parameter to U = 0 eV.
Ni
′′
Ti – V
••
O binding energies are given in Fig. 7.5 as orange triangles (U = 0eV) and purple
squares U = 5eV. Additionally, the values for Mg dopants are plotted as blue crosses for
comparison. Interestingly, the association energies vary from -0.2 eV for U = 5eV to -0.8 eV
for U = 0 eV. This huge difference in binding energies is larger than the association energy
of -0.4 eV of Mg itself. Therefore, it becomes apparent that the choice of the U parameter
is essential in determining the correct binding energy. Assuming that the U parameter of
5 eV is close to the correct value, one finds a binding energy of -0.2 eV that is much smaller
than the change in the activation energy of the Ni-doped NBT sample in Fig. 3.10.
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FIGURE 7.5: Binding energy for a Ni
′′
Ti dopant and a V
••
O oxygen vacancy.
7.3 Bi vacancies
As was seen in Fig. 3.10, the kink in the slope of the electric conductivity is also present for
non-stoichiometric NBT. Bi and Na non-stoichiometric samples were investigated in several
studies, mainly for their electric properties [323–326]. Secondary phases were found in
20% Na and Bi deficient NBT [323], but no secondary phases were reported for moderate
doping concentrations of up to 5% [324, 325]. Thus, it can be expected that in the Bi-
deficient samples of Li et al. the perovskite structure is retained. Still, as seen from Eq. 3.2,
a loss in Bi leads to an increase of oxygen vacancies. Actually, for every two Bi vacancies,
three oxygen vacancies are created. Therefore, complexes of these vacancies can occur, of
which the (V
′′′
Bi − V••O )′ associate with one vacancy of each type is the simplest one. Just as
in the previous calculation of the Mg and Ni dopants, we place the two defects at different
distances from each other. As explained above, oxygen ions of the Bi-O cuboctahedron,
have varying distances, due to the cation displacements and the octahedral tilts. Therefore,
different Bi-O pairs can be removed within the 1NN shell.
Fig. 7.6a depicts the binding energies of a Bi and oxygen vacancy for the 1NN, 2NN and
3NN shells for a rhombohedral structure with 111- and 001-order. One of the first aspects
that can be seen, is the large energetic difference between the different 1NN configura-
tions. The energies vary by 0.3 eV in the 111-order and 0.6 eV in the 001-order. This is a
remarkably high value, since the Bi-O bond is relatively weak [104].
For 111-order the binding energy is not the largest for the 1NN shell, but for the second
nearest neighbor position (2NN). This behavior of the binding energy is different from what
was seen by Erhart et al. in PT [179], where the configuration with the shortest distance
between dopant and oxygen vacancy are the energetically lowest. From an electrostatic
point of view the positively charged V••O oxygen vacancy and negatively charged V
′′′
Bi vacancy
attract each other (Fig. 7.6b). However, since defects always produce a strain field in their
surrounding, in certain cases these strain fields can repel each other, which drives defects
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FIGURE 7.6: a) Binding energy for a V••O oxygen and a V
′′′
Bi Bi vacancy for 111- and 001-order for
first nearest neighbor (1NN), second nearest neighbor (2NN) and third nearest neighbor
(3NN) configurations. Lines are plotted as guide for the eyes.
b) Sketch of an explanation for the second nearest neighbor association energy of an oxy-
gen and Bi vacancy. The differently charged vacancies attract each other, but can produce
repulsive strain fields, which result in an energetic minimum for a 2NN configuration.
apart [327,328]. Thus, a binding energy of about -0.5 eV can be found for 2NN associates,
which is similar to the binding energy of the (Mg
′′
Ti − V••O )× complex.
Fig. 7.7 compares the migration barriers obtained in this study with the experimentally
determined activation energies [32]. The four colored segments depict the temperature re-
gions where the cubic (red), tetragonal (orange), orthorhombic (green) and rhombohedral
(blue) phases are present. A fade in color to the orthorhombic phase was drawn, since the
phase transition temperatures are smeared over some range [80, 81]. The colored boxes
give the range of the two lowest migration barriers from this study for each of the phases.
The black boxes show the activation energies from the conductivity measurements over the
temperature range from 400 K to 800 K [32]. At 600 K a large change in activation energy
is close to the temperature at which the transition from the orthorhombic to tetragonal
phase was suggested [81]. However, the calculated values of around 0.6 eV in the rhombo-
hedral and 0.4 eV in the orthorhombic phases are smaller than the experimental values of
about 0.85 eV. But, given the charge neutrality of the association and dissociation reaction
of the V••O and Mg
′′
Ti defects [174], half of the association energy of -0.35 eV to -0.5 eV has
to be added to the migration energy. Thus, the total activation energy coincides with the
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FIGURE 7.7: Calculated and experimental oxygen migration activation energies in NBT. Ex-
perimental data are taken from Ref. [32]. Colors represent the temperature ranges of the
cubic (red), tetragonal (orange), orthorhombic (green) and rhombohedral (blue) phases.
Activation energies at high temperatures are purely due to the migration energy. At lower
temperatures the activation energy is a sum of the migration energy Emig and half of the
association energy Easso.
experimental one (blue arrow). Therefore, the contribution of the association energy of the
(Mg
′′
Ti−V••O )× or (V′′′Bi −V••O )′ complex to the total activation energy are essential for reach-
ing the experimentally obtained activation energy. At higher temperatures the migration
energy is sufficient to explain the experimental activation energy and no association of the
oxygen vacancy is required.
7.4 Summary
From the defect association calculations of this chapter we can conclude the following
points:
• The association energies for (Mg
′′
Ti–V
••
O )
× complexes are about 0.37 eV to 0.5 eV
(Fig. 7.2), which agrees with the experimentally determined change in the slope of
the activation energies in the Arrhenius plot of the conductivity [32].
• The association energy for the Mg
′′
Ti − V••O appears to be dependent on the con-
centration of the Mg dopant. This is in line with the analytical model, presented
in Ref. [172].
• Ni
′′
Ti − V••O complexes exhibit an association energy of 0.2 eV for an U correction pa-
rameter of 5 eV (Fig. 7.5). This value is lower than the change in the activation barrier
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of the conductivity plot of around 0.6 eV in Fig. 3.10, However, when the U parame-
ter is set to 0 eV, the binding energy increases to 0.8 eV. Thus, the correct choice of the
U parameter (which is difficult to determine) is essential to obtain the real binding
energy.
• The association of (V••O −V′′′Bi )′ complexes in Bi-deficient NBT is somewhat more com-
plex than for the Mg- and Ni-doped cases as it can be seen in Fig. 7.6. A second next
neighbor configuration has the lowest binding energy, which might arise from the
interplay of an attracting coulomb force and repulsive strain fields.
• Our observations suggest that only a combination of phase dependent association and
migration energies can explain the large kink in the slope of the ionic conductivity.
The results of chapters 6 and 7 are summarized in Fig. 7.7.
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8 Electrocaloric effect in BaTiO3
After having studied phase transformations, oxygen migration and defect associates of NBT
in the previous chapters, this chapter deals with the ECE. It would be desirable to apply
the following MC and MD models directly to NBT. But as we have seen, there are too many
degrees of freedom, which can not be properly described, let alone octahedral tilts are very
difficult to implement. Thus, we restrict ourselves in the MC model to a simple description
of a relaxor and do not look at relaxors in the MD simulations at all.
The first aspect is to study whether relaxor RFE systems are able to enhance the EC tem-
perature change and tune the usable temperature range, compared to ferroelectrics (FE)
and antiferroelectrics (AFE). A second focus of this chapter is on the influence of polar
defect dipoles on the ECE, since it has already been shown that defect dipoles can strongly
alter the ECE [224]. The electrocaloric temperature change is studied by means of two
methods: Monte Carlo (MC) and molecular dynamics (MD) based on an effective Hamil-
tonian. In the first part, the ECE is investigated via MC simulations of defect-free FE, AFE
and relaxor-like systems (RFE) and afterwards defect dipoles are introduced. In the second
part, the effective Hamiltonian MD is used to describe the ECE in BT for defect-free and
defect containing systems. A relevant question for all calculations is whether a negative EC
temperature change can be observed, as was in the experiments in AFEs [30,218] and FEs
containing polar defects [220,224].
8.1 Monte Carlo simulations
1 First, we describe how the different material classes RFE, FE and AFE are modeled within
an Ising-like model. The Hamiltonian of this model was given in Eq. 4.33. As shown in
Fig. 8.1a, the interaction strength between the polarization vectors is controlled by the
Ising parameters Ji j which are Gaussian distributed around a mean value J0 with a standard
deviation of ∆J . If all Ji j are positive, neighboring polarizations want to align and thus
the material behaves as a ferroelectric. If Ji j are negative, polarizations align antiparallel
and the material becomes antiferroelectric. Last, in the case that Ji j has both negative and
positive values, the material behaves like a relaxor. For the first set of calculations, in which
we focus on the Ising parameters, the random fields h are set to zero.
To illustrate the different behaviors the polarization-electric field hysteresis loops are given
for the FE→ RFE transition in Fig. 8.1b and the AFE→ RFE transition in Fig. 8.1c. In
Fig. 8.1b it can be seen that the FE system shows a large coercive field, which decreases
with increasing ∆J . The final curve (purple, J0 = 2, ∆J = 5) exhibits a much narrower
hysteresis, as is expected for a relaxor material (compare with Fig. 3.9). A similar process
can be found for the AFE system in Fig. 8.1c. The typical double S-curve vanishes for
increasing ∆J and finally results in a very narrow hysteresis, as it is expected for a RFE.
1 The content of this section was mapped out in collaboration with Constanze Kalcher, who performed the
simulations and created the figures.
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FIGURE 8.1: a) The Ising parameters Ji j have a gaussian distribution with a mean J0 and a
standard deviation of ∆J . In b) polarization-electric field hysteresis curves for J0 = 2 and
varying ∆J (0 ≥ ∆J ≥ 5) are given to show the transition from the ferroelectric to the
relaxor-like case. c) shows the transition from the antiferroelectric to relaxor-like case with
J0 = -2.
8.1.1 Defect-free
Figs. 8.2a shows the EC temperature change at different temperatures for various elec-
tric fields for an antiferroelectric system. As expected, a negative ECE can be observed in
the AFE case (Fig. 8.2a) for a small value of the electric field and at lower temperatures.
When the electric field change and the temperature is increased (E > 40 and T > 7 for
J0 = -2 and ∆T = 1), the negative effect vanishes. The antiferroelectric system experi-
ences a positive ECE only for higher electric fields or temperatures. For a relaxor-like case
the temperature change is always positive (Fig. 8.2b).
To understand the origin of the negative ECE in antiferroelectrics, we study two dimen-
sional slices of the polarization configurations at T = 5 (see circle in Fig. 8.2a) which
are depicted in Fig. 8.2c. On the left, which shows the initial configuration at E = 0, the
spins align antiparallel and thus have a small configurational entropy. If now a small field
E = 10 is applied along the z-direction (Fig. 8.2c right), the polarization vectors partially
align along the external field, which induces disorder and therefore increases the configura-
tional entropy. Therefore the vibrational entropy decreases of Eq. 3.8 and the temperature
of the sample goes down (negative ECE). In comparison, Fig. 8.2d illustrates the polariza-
92
E=10,20,...,100
ΔJ=1
(4)
x
y
E=5                       E=30                     E=50                     E=70                     E=100
 2 4 6 8 10 12 14     2 4 6 8 10 12 14    2 4 6 8 10 12 14    2 4 6 8 10 12 14    2 4 6 8 10 12 14
T in 1/kB               T in 1/kB               T in 1/kB               T in 1/kB               T in 1/kB
    3
    2
    1
    0
   -1
   -2
   -3
J 0
a)
c) d)
ΔJ=1e)
ΔT
in
1/
k B
    4
    3
    2
    1
    0
ΔT
in
1/
k B
    4
    3
    2
    1
    0
b)
T in 1/kB
J0=-2 J0=-0.5
E=10,20,...,100
T in 1/kB
 2      4      6      8     10    12    14  2      4      6      8     10    12    14
 3.5
 2.5
 1.5
 0.5
-0.5
ΔT
E=0 E=10 E=20E=0
FIGURE 8.2: Electrocaloric temperature change for various electric fields in a) an antiferro-
electric and b) a relaxor-like system. Two dimensional slices of the configurations of the
polarization vectors are displayed in c) and d) for snapshots taken from a) and b), respec-
tively. The left figures in c) and d) show the configuration of the polarizations at zero field
and the right figures show the configuration for small electric fields. e) Electrocaloric tem-
perature change contour plots for J0 varying from -3 (AFE) to 3 (FE) at different electric
fields. The curves in a) and b) can be found as horizontal white lines at J0 = -0.5 and -2.
tions in the initial E = 0 configuration (left) and at E = 10 (right), see circle in Fig. 8.2b.
Here, due to the distribution of positive and negative Ising parameters disorder is already
present in the system for no electric field. When the electric field is switched on, an align-
ment of the polarization vectors along the external field appears, which leads to a decrease
in configurational entropy and an increase in temperature (positive ECE). Thus, the sign
of the EC temperature change is different for the antiferroelectric and relaxor-like systems,
which can be explained solely by the different dipole configurations.
Now, keeping ∆J = 1 constant, we change the mean Ising parameter step-wise from -3
(AFE) through 0 (RFE) to +3 (FE) and examine the change in the ECE. Fig. 8.2e shows
contour plots for five different electric fields in which the change in the temperature is
given in colors. Blue indicates no or a small temperature change, red and yellow a large
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FIGURE 8.3: Electrocaloric temperature change for a transition of an a) antiferroelectric to
a relaxor-like system and b) a ferroelectric to relaxor-like system by increasing ∆J . As in
Fig. 8.2, for the antiferroelectric system the negative temperature change disappears for
∆J ≥ |J0|.
change and green a negative change. The horizontal dotted lines at J0 = -0.5 and J0 = -2
show the positions of the curves from Fig. 8.2a and Fig. 8.2b. It can be seen that the EC
temperature change shifts continuously in temperature during the transition from the AFE
to the FE case. For most temperatures, electric fields and J0, a positive ECE is observed.
Only when the number of positive Ising parameters is negligible (as in the AFE state) the
negative temperature change can be observed. For higher electric fields the AFE case is
similar to the FE case, although it has a slightly smaller maximum temperature change.
In the following, we investigate the transitions from the AFE to RFE and FE to RFE by
changing the standard deviation of ∆J and keeping J0 fixed at -2 and +2, respectively.
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FIGURE 8.4: Electrocaloric temperature change for various Ising parameters J0 and electric
fields with random fields set to |h| = 20. The random fields remove the negative tempera-
ture change in the antiferroelectric system (compare with Fig. 8.2e).
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Fig. 8.3 shows how the EC temperature change evolves. The relaxor-like systems (large
∆J) show either no ECE when a majority of Ji j is negative or a positive ECE for positive
Ji j. However, the AFE system exhibits again the negative ECE in Fig. 8.3a, but the effect
vanishes when the distribution is broader than the mean Ising parameter (∆J ≥ |J0|), as
we have seen in Fig.8.2e. Thus, even if the Ising parameters are much smaller than zero in
average, the negative ECE disappears when a certain number of ferroelectric interactions
(positive Ji j) are present in the system. Fig. 8.3b shows that the achievable temperature
change decreases when the system is transformed from a ferroelectric to a relaxor. In both
cases the distribution width ∆J becomes negligible for high electric fields, although the
relaxor systems have a slightly reduced ∆T .
So far, we have not considered random fields in the calculation of the ECE. Even though
Akbarzadeh et al. [147] stated that random fields (and random strains) do not signifi-
cantly affect the ECE, random fields are an essential part in the description of relaxor
ferroelectrics. Thus, in this section, the influence of random fields on FE, AFE and relaxor-
like systems will be investigated. Comparing the cases of J0 = -3, -2, ... , +2, +3 and fixed
Ji j = -1 in Fig. 8.2e and the one with additional random fields in Fig. 8.4, one can see that
random fields reduce the EC temperature change∆T for all electric fields. In contrast to the
antiferroelectric systems without random fields, much higher electric fields are needed to
obtain the same electrocaloric temperature change. At intermediate electric fields the ECE
is present only for the FE and relaxor-like systems, but not for the AFE system. Only for
very high electric fields the random fields stop playing a role and the temperature change
is similar for all systems and has the same magnitude as without random fields. Therefore,
random fields contribute to disorder in the dipole configuration for the initial and the final
states and are thus decrease the achievable maximum entropy change and therefore are
detrimental to the ECE. Hence, for the following calculations we leave out random fields
and set |h|= 0.
In the next section we study the influence of static defect dipoles on the ECE.
8.1.2 Polar defects
In the last section we have shown that the negative temperature change exists when the
system behaves as an antiferroelectric material. In this section we introduce defects which
have polarizations that are not allowed to switch in direction or magnitude. Fig. 8.5a dis-
plays ∆T for a ferroelectric (J0 = 2) and Fig. 8.5b for an antiferroelectric (J0 =-2) system
with defects parallel (par) and antiparallel (apar) to the external field. ∆J0 = 0 is fixed
for both cases. Most importantly, a negative temperature change can be seen for the ferro-
electric system at E = 3 when antiparallel oriented defects are present. This effect appears
for defect concentrations of 10% or higher. The explanation for this effect is similar to the
antiferroelectric system without defects from Fig. 8.2. At low electric fields the polariza-
tion vectors align parallel along the polarizations of the defects. When the electric field
increases, some polarizations are able to flip and align along the external electric field.
This leads to a decrease of order and thus an increase of the configurational entropy. When
the electric field is raised to even higher values (see Fig. 8.5a at E = 30), most of the polar-
ization vectors (not just a few) tend to align with the external field which again decreases
the order and thus the entropy. For higher temperatures the negative effect vanishes since
the system becomes disordered already in the initial state when no electric field is present.
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FIGURE 8.5: Electrocaloric temperature change for various concentrations of parallel (par)
and antiparallel (apar) defects in a) a ferroelectric and b) an antiferroelectric system. The
negative electrocaloric effect becomes visible for antiparallel defects in the ferroelectric and
in the antiferroelectric system. The negative temperature change in the antiferroelectric
system decreases with an increasing concentration of defects.
The application of the electric field leads to an ordering of the polarizations and therefore
a positive ECE. At high electric fields the curve for the temperature change becomes similar
to the system without defects (compare Fig. 8.5a and Fig. 8.2e).
In the antiferroelectric system the negative temperature change is the strongest when no
defects are present, see E = 3 in Fig. 8.5b. Both parallel and antiparallel defects decrease
the effect since any type of defect leads to an increase of the disorder of the polarization
vectors in the initial state which lowers the change in total entropy when an electric field
is applied.
In reality, defect dipoles are not static, but are able to reorient. This rearrangement
and ordering of the polar defects are a reason for aging and fatigue in ferroelectrics
[180, 183, 329]. Aging is the change in the material properties without changing the ex-
ternal conditions. Fatigue in contrast is the change in the material due to varying external
conditions, like electric fields or strain. For the ECE the influence of the electric field on the
polar defects are of importance. When the alternating external field has a high frequency
compared to the switching times of the defect dipoles, they will rearrange and a higher
concentration of parallel defects appear [179]. Fig. 8.6 shows how the EC temperature
change behaves for a ferroelectric system (J0 = 2 and ∆J = 0) with a defect concentration
between 15% of parallel and 15% of antiparallel defects. As was seen in Fig. 8.5a a neg-
ative EC is present when antiparallel defects exist in a high concentration. The negative
change in temperature persists up to a concentration of 10.5% antiparallel and 4.5% paral-
lel, but only for very low fields. At slightly higher fields the number of antiparallel defects
has to be even closer to 15% to retain the negative change. The effect vanishes for electric
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FIGURE 8.6: Electrocaloric temperature change in a fatiguing ferroelectric system. The system
starts either in a configuration where all defects are aligned parallel (15% par) or antipar-
allel (15% apar) to the external field and ends in a configuration where the amount of
parallel and antiparallel defects are equal (7.5% par and 7.5% apar).
fields larger than 10. When the system contains 7.5% of antiparallel and 7.5% of parallel
defects, the negative EC disappears for all temperatures and electric fields. However, at
intermediate fields and temperatures T > 5 the positive ECE appears. This fatigue effect
may play a major role in all applications, where the negative ECE, arising from antiparallel
oriented defect dipoles, is exploited.
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8.2 Molecular dynamics simulations
The MC simulations of the previous subsection have investigated the trends of the ECE for
FE, AFE ad RFE materials, with and without polar defects. Further, the Ising-like model is
very simplistic and could not give any quantitative values, only trends could be obtained.
In this section, we perform molecular dynamics simulations to study, whether the results
from the MC calculations can also be seen in a model that is based on ab initio parameters
and is thus closer to real systems.
Fig. 8.7 shows the EC temperature change ∆T for a range of 0% to 3% parallel defects of
strength 0.5 Cm−2, which is in the same order as real dipole defects [31]. For 0% de-
fects the feram calculations give values of around 6 K for the EC temperature change,
which is much higher than the ones obtained from experiment for BT, where the values
are ∆T ≈ 1K [229]. This is due to the fact that in the experimentally studied samples
imperfections, domains and interfaces are present, whereas in the calculations a defect-
free crystal lattice is used [300]. When 1% defect dipoles are present, the temperature
change decreases slightly and the maximum peaks shift from 510 K to 610 K. For a higher
defect concentration the EC peak shifts to even higher temperatures. These findings are
in line with the ones obtained from the Ising-like calculations of Fig. 8.5 and from the
Ginzburg-Landau MC calculations of Ma et al. [31].
When antiparallel defects are introduced into the system, the results are more complicated.
Fig. 8.8 shows the EC temperature change for three different defect dipole strengths. The
temperature changes for a system without defects are given as reference. Firstly, in Fig. 8.8a
weak defect dipoles of 0.25 Cm−2 are chosen. The introduction of 1% defects inverts the
temperature change for temperatures in the range of 400 K to 470 K. However, a small
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FIGURE 8.7: Electrocaloric temperature change∆T in BaTiO3 for different amount of defects
oriented parallel to the external electric field. The electric field was decreased from E =
100 kV/cm down to E = 0 kV/cm.
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positive ECE is still present up to 400 K. These kind of sharp transitions have also been
reported from MC calculation [31]. The shape of the 1% peak can be understood by looking
at the temperature dependent polarization of the system in Fig. 8.9a, before and after
the removal of the electric field. After the first equilibration phase in the E = 100 kV/cm
electric field, the polarization is directed along the external field, the z-direction, for all
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FIGURE 8.8: Electrocaloric temperature change∆T in BaTiO3 for different amount of defects
oriented antiparallel to the external electric field with a defect polarization of a) 0.25 C/m2,
b) 0.5 C/m2 and c) 1.0 C/m2. The electric field was decreased from E = 100 kV/cm down to
E = 0 kV/cm. Polarization of systems labeled I and II are displayed in Fig. 8.9.
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FIGURE 8.9: Temperature dependent polarization, before and after application of an electric
field with defect dipole strengths of 0.25 C/m2 and a) 1% and b) 2% defect dipoles. The
electric field was decreased from E = 100 kV/cm down to E = 0 kV/cm.
temperatures. Up to 400 K, hardly any change in the polarization can be observed, when
the electric field is turned off. Above 400 K, the thermal vibrations are large enough to flip
the polarization vectors in the opposite direction, which then align along the antiparallel
defect dipoles. At 470 K the transition to the cubic phase occurs, which reduces the total
polarization of the system. Thus, the height of the EC peak depends on the difference in
the polarization before and after the removal of the electric field.
For 2% antiparallel defects the negative ECE gets even larger and no positive ECE is visible
anymore. Interestingly, a second negative EC peak appears at lower temperatures. This
can again be explained by the polarization change, as seen Fig. 8.9b. In this case, the
2% antiparallel defects produce a large enough internal electric field, that the polarization
switches into the negative z-direction, when no external electric field is present. The height
in the EC peak is again given by the difference in the magnitudes of the polarization before
and after removal of the electric field.
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When the defect concentration is increased even further (>3%) the EC peak decreases and
shifts slightly to higher temperatures.
The situation is similar when the strength of the defect dipoles is doubled to the value of
0.5 Cm−2, which is displayed in Fig. 8.8b. The largest negative EC peak is observed for the
system with 1% antiparallel defects. For 2% the peak shifts towards higher temperatures
by 100 K. Also the peaks of 3% and 5% defects are shifted upwards. When the defect
dipole strength is increased to 1.0 Cm−2 (Fig. 8.8c), the peaks again shift towards higher
temperatures.
Thus, a delicate interplay between the external electric field and the internal electric field,
arising from the defect dipoles, determines the resulting shape of the ECE. The strength
of the internal electric fields depends on the concentration of the defect dipoles and their
polarization strength. This result was also observed in the simple Ising-like simulations
above and the Ginzburg-Landau based MC simulations [31].
8.3 Summary
The results of this chapter can be summarized as:
• Any introduction of disorder, either by random fields, a distribution of positive and
negative Ising parameters (relaxor-like system) or introduction of polar defects de-
crease the magnitude of the ECE. The highest degree of order (lowest entropy), and
thus the highest EC temperature change, can be achieved in ferroelectrics. Relaxor-
like systems show a slightly reduced EC temperature change, but which are compa-
rable in magnitude. This is in line with an experimental study [219] and one recent
theoretical study [330].
• The 3D Ising-like model can reproduce the experimentally observed negative elec-
trocaloric effect for antiferroelectric materials (Figs. 8.2 and 8.3). The negative effect
exists only at low temperatures and small electric fields that disturb the antiferroelec-
tric ordering.
• The ECE is strongly influenced by the presence of defect dipoles (Fig. 8.5). 1) The
incorporation of defects parallel to the external field shifts the ECE peak to higher
temperatures, but decreases the achievable temperature change. 2) For a ferroelec-
tric system with polar defects, which polarizations are oriented antiparallel to the
external field, a negative ECE is observed.
• The sign of the EC temperature change depends on whether the configurational en-
tropy of the polarization vectors increases or decreases after the removal of the elec-
tric field. This is dependent on the relative strengths of the internal electric field
(arising from defect dipoles) and the external electric field.
• When the system experiences fatigue (parallel and antiparallel defects are present at
the same time), the negative ECE vanishes (Fig. 8.6).
• MC simulations (without strain coupling) and MD simulations (strain coupling in-
cluded) agree qualitatively. From this, we conclude that strain-coupling is a minor
aspect when investigating the ECE.
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9 Conclusions
This work was separated into several parts. In the first part, first-principles DFT calculations
were used to shed light on the atomistic kinetics of NBT, including phase transformations,
oxygen vacancy migration and oxygen vacancy defect association. Secondly, we used MC
and MD simulations to study the influence of polar defects on the electrocaloric effect in
ferroelectrics, antiferroelectrics and relaxor ferroelectrics. The key results are summarized
in the following.
Tilt kinetics and phase transformations in NBT.
• The energy landscape is flat and PNRs can be small.
Octahedral tilt transformations and A-cation displacements both have energy barriers
that are close to the room temperature thermal energy (Sec. 5.3). From nudged elas-
tic band and ab initio MD calculations (Sec. 5.4) we found that oxygen ions exhibit
the largest thermal displacement. In a first step octahedral tilt transformations occur,
and in a second step a shift of the A-cations follow subsequently. This also implies
that PNRs, i.e. regions with different octahedral tilt patterns and A-cation displace-
ments, can be small, with sizes smaller than 200 Å, as we have seen in Sec. 5.5. From
preliminary ab initio MD calculations [331] it appears that the size of PNRs (and dis-
tances between those) affect the time scale for octahedral tilt transformations, which
could explain the frequency dependent dielectric response.
• Chemical A-cation order matters.
Even though we investigated only two different chemical orders (the rock-salt 111-
order and layered 001-order), we found plenty of differences between them. Not
only is the ground state rhombohedral for the 111-order and orthorhombic for the
001-order, also phase transformation energy barriers are affected (Sec. 5.3). Further,
001-order allows for improper ferroelectricity, as several degrees of freedom (octa-
hedral tilts and ferroelectric distortions) are present simultaneously. Octahedral tilt
defects show smaller formation energies in regions with 001-order, compared to re-
gions with 111-order (Sec. 5.5). Therefore, the chemical order determines the phase
transition energies and thus the phase transition temperatures. This is in line with
the proposed diffuse phase transition model for relaxor ferroelectrics that suggest
spatially varying Curie temperatures. These local regions can also be understood as
PNRs with different polarizations, since the A-cation displacement can create polar-
izations. Varying chemical order leads also to spatially different random electric and
stress fields, because of the different distributions of charge and bond lengths.
• Different phase sequences are energetically similar.
Although the three investigated phases (tetragonal, orthorhombic and rhombohe-
dral) have distinctly different energies, the phase transition path from the low tem-
perature rhombohedral phase to high temperature tetragonal phase is not unique.
In Sec. 5.5 we found that formation energies of anti-phase tetragonal tilt defects
in a rhombohedral phase are similar to those of orthorhombic tilt defects. This is
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because in both cases the deformations of the oxygen octahedra at the interfaces
remain small. However, an in-phase tetragonal phase distorts the oxygen octahedra
strongly and leads to high tilt defect formation energies. Thus, the two transitions
R→ T− and R→ O→ T+ are both possible. Similarly, the transformation from the
orthorhombic to the in-phase tilted tetragonal phase is more likely than the transfor-
mation to the anti-phase tilted tetragonal phase.
• Bi and Na behave differently.
Because of the 6s lone-pair of Bi and their charge difference, Bi+3 and Na+1 inter-
act with their surrounding in different ways, even though their ion radii are similar.
In Sec. 5.2 we have seen that also octahedral tilt barriers are affected. The experi-
mentally observed peculiar displacement behaviors of Bi and Na within their oxygen
cuboctahedron could be confirmed in Sec. 5.6.
Oxygen migration and oxygen vacancy associates
• Tilt phases, local symmetries, chemical order and cell volume strongly influence
the oxygen migration barriers.
Oxygen migration barriers were obtained in Sec. 6. In the low temperature rhombo-
hedral phase they vary between 0.50 eV and 0.66 eV (Tab. 6.1). In the lower sym-
metry orthorhombic structure the migration energies vary from 0.33 eV to 1.11 eV.
The tetragonal phase has the lowest migration barriers with 0.36 eV. An increase in
the supercell volume of up to 1.5% decreases the oxygen migration barrier by about
0.1 eV (Sec. 6.4).
• Chemical order again matters.
When 001-order is present, oxygen vacancies prefer to reside within the Bi-layer
(Sec. 6.1). For a short range 001-order this leads to a trapping of the oxygen vacan-
cies. Additionally, no migration barrier exists for a hopping process from the mixed
layer (with two Na and Bi as neighbors) into the Bi-layer. Therefore, if a long-range
001-order would be present, the oxygen vacancies would diffuse along the Bi-layer.
• Oxygen vacancies form associates with Mg and Ni dopants.
Binding energies of associates of oxygen vacancies with Mg and Ni are obtained in
Secs. 7.1 and 7.2. The association energies are 0.4 eV for Mg and range from 0.2 eV
to 0.8 eV for Ni, depending on the U correction parameter of the DFT calculations.
• Associates of oxygen vacancies and Bi vacancies are complex.
In contrast to the Mg
′′
Ti–V
••
O and Ni
′′
Ti–V
••
O associates, V
′′′
Bi –V
••
O associates do not have
the lowest binding energy when they are next neighbors, but when they are second
next neighbors (Sec. 7.3). The explanation for this might be due to a competition
between the attractive coulomb force and the repulsive force from the arising strain
fields.
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Electrocaloric effect
• Any introduction of disorder lowers the achievable EC temperature change.
Our calculations show that the highest EC temperature change is obtained in ferro-
electric materials (Sec. 8.1). Any initial disorder (arising from random fields, defect
dipoles or a distribution of positive and negative Ising parameters) reduces the max-
imum EC temperature change, since the overall change in entropy is reduced.
• The ECE is strongly dependent on the strength, concentration and direction of
polar defects.
The obtained EC temperature change is influenced by defect dipoles. Defect dipoles
that are aligned along the external field (parallel defects) decrease the ECE, since
the polarization close to the defects is pinned and cannot contribute to the configu-
rational entropy change. Antiparallel to the external field oriented defects can create
a negative ECE, in which the temperature decreases when the external field is turned
on (Sec. 8.1.2).
• Fatigue leads to a reduction of the ECE.
Since the on- and off-switching of an electric field will lead to a reorientation of the
defect dipoles (Sec. 8.1.2), all effects that arise from ordered defect dipoles (such
as the negative ECE or a shift in the application temperature) are reduced during
the lifespan of the device (fatigue). Even when some defect dipoles are still oriented
antiparallel to the external field, the negative ECE vanishes.
• MC and MD models give similar results.
The simplistic Ising-like MC model and sophisticated MD simulations (based on an ef-
fective Hamiltonian) give the same qualitative trends for the ECE (Secs. 8.1 and 8.2).
An increase in the defect concentration leads in both models to a decrease of the EC
temperature change and a shift of the maximum ECE towards higher temperatures.
Also MC simulations, based on a Ginzburg-Landau description of the free energy,
show these trends [31]. Therefore, the main contributions to the ECE arise from the
dipole-dipole interaction and the interaction of the individual polarization dipoles
with the external electric field. Strain-coupling, short-range interaction (which leads
to domain formations) do not alter the trends significantly.
105
106
10 Discussion
Now we want to discuss the obtained results, also regarding the shortcomings and limita-
tions of the used methods. We also make some general remarks and statements.
First-principles studies of NBT
• Restriction in supercell sizes.
The supercells of this study have a maximum size of 320 atoms (4×4×4) or 360
atoms (6×6×2) and further increases of the cell size is computational not feasible.
This limits the cluster sizes of the tilt defect calculations of Sec. 5.5 to rather small
clusters of nine tilt defects. Therefore, the extrapolated PNRs sizes of Sec. 5.5 have
to be taken with care. The finite size of the 4×4×4 supercells can also affect the
association energies, as was seen in the smaller 4×4×2 supercells (Sec. 7.1).
The virtual crystal approximation [332, 333] would be a way to introduce a more
complex A-cation distribution by averaging the atomic potentials of Na and Bi. These
approximations, however, only work for ions that have similar properties. In NBT,
Bi+3 and Na+1, behave completely different. They have different charges and the
displacements of those ions is different, due to the lone-pair of the Bi ion.
• Restriction in cell size and runtimes in ab initio molecular dynamics.
Ab initio MD and phase transformation cells are limited to 2×2×2 supercells (40
atoms) and runtimes of up to 100 ps. These small box sizes prevent to make state-
ments concerning interface effects or oxygen vacancy diffusion.
• Slow ionic and electronic relaxation.
Due to the flat energy surface of NBT, ion relaxation calculations can take many ionic
steps before convergence. Sometimes it is difficult to obtain convergence at all and
a careful selection of the input parameters have to be chosen. This is especially the
case for oxygen migration barriers and defect associates, which have a reduced cell
symmetry. Switching to a GGA exchange-correlation potential (instead of the LDA
potential) increased the time until convergence.
Electrocaloric effect
• Small system sizes.
The Ising-like MC model suffers from a limited system size (less than 1000 sites).
This prevents the study of large scale phenomena, like domains. It also decreases the
obtained statistics and requires an increased number of simulation runs. An increase
in the system size is not feasible computationally with the current status of the code.
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• Parameters for feram only available for ferroelectric BaTiO3 and simple solid
solution.
So far, only parameter sets for BaTiO3, SrTiO3 and PbTiO3 are available for feram.
As soon as a more complex system is investigated, like Ba(ZrxTix−1)O3 for example,
the set of parameters is difficult to obtain. The simplest approach for solid solutions
is to average all parameters of the end members. However, for Ba(ZrxTix−1)O3 this
is not easily accomplished, since BaZrO3 is paraelectric, which does not allow to
determine some parameters like short range dipole-dipole interaction parameters.
Further, octahedral tilts, as in NBT, are also out of the scope of the feram code.
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11 Outlook
Here we want to give some possible continuations of this study.
Tilt kinetics and phase transformations
• Metadynamics algorithm for structure search.
The obtained structures from the phase transformation calculations of NBT might not
be the only stable structures. Nudged elastic band calculations give only the energetic
most favorable path between two states. In constrast, metadynamics sample the en-
tire energy landscape and can thus find other local minima. It can sample the energy
landscape by following the soft mode of the ground state structure. Metadynamics
are fully implemented in the software package cp2k [334] and some basic features
of the metadynamics algorithms for VASP are built into the USPEX code [335].
• Comparison of ab initio MD data to inelastic neutron scattering data.
In collaboration with Florian Pforr from the group of Prof. Wolfgang Donner at the
Technische Universität Darmstadt, ab initio MD simulations of NBT will be ana-
lyzed and compared to neutron scattering data. These can be used to gain deeper
knowledge of the dynamics responsible for the experimentally observed quasielastic
and inelastic reflections.
• MD simulation of NBT from the bond-valence model.
Classical interatomic MD potentials for NBT do not exist. However, the bond-valance
model can account for chemical order, oxygen octahedra tilts and ionic interactions
[283–287]. It has so far been used for the material PbTiO3, but could be extended
for NBT. These calculations would permit to calculate longer timescales and larger
simulation boxes than within the ab initio MD calculations.
Ionic conductivity and defect associates
• Phase dependent oxygen diffusion from kinetic Monte Carlo simulations.
With data of oxygen migration barriers and defect association energies, kinetic Monte
Carlo simulations can be set up that are able to determine the diffusion of oxygen in
NBT. From these, one can extract information on diffusion paths, phase dependent
(and thus temperature dependent) activation energies, which then can be compared
with experimentally obtained values.
• Theoretic models for ion conductivity.
The in this work investigated factors that influence oxygen migration barriers (phase
transitions, thermal expansion and defect association) could not ultimately explain
the temperature dependent change in the activation energy observed in experiment
[32]. Another approach to shed light in this problem, is to construct a theoretic model
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of the ionic conductivity, based on the defect chemistry of point defects. Work on
this approach is currently in progress within our group in collaboration with our
experimental partners [172].
• Migration barriers for doped NBT.
In this work oxygen migration barriers have been calculated only for oxygen vacan-
cies contained in pure NBT. However, migration barriers might be influenced due to
the presence of dopants and Bi vacancies.
• Automatic calculation of defect formation energies.
Defect formation energies of the various possible defects are important to determine
the concentration of the defect. This is relevant for oxygen vacancies and the ionic
conductivity in NBT. The recently published code PyCDT [336] enables the user to
automatically generate a large set of data on defect formations.
• Different V
′′′
Bi − V••O complexes.
The (V
′′′
Bi − V••O )′ associate, consisting of one oxygen vacancy and one Bi vacancy,
was studied in this work. But this associate is charged, and other defect clusters
may be more likely to exist. A neutral cluster would consist of three V••O and two
V
′′′
Bi vacancies. Though, it is not clear how these defects should be arranged within
a supercell. These large defect clusters could even lead to a transformation of the
perovskite structure, which could influence the oxygen migration.
Electrocaloric effect
• Thermal conductivity of contact and EC materials for the ECE.
So far, a large amount of time has been spent on finding a material, which maxi-
mizes the EC temperature change. However, also the aspect of heat conductivity is
important, since only a high thermal conductivity ensures that the generated heat
can be transferred to the heat sink. The thermal conductivity of the EC material at its
interface to the substrate can be determined from DFT calculations [337].
• Switchable defect dipoles.
In our MC and MD calculations, defect dipoles were static, i.e. did not change their
direction or strength during the simulations. When some of the defect dipoles change
direction during the electric field switching process, this could affect the ECE. Since
the time scales of the switching of the electric field is in the order of seconds, the
defect dipoles can reorient [338]. These switchable defect could be implemented in
the MC, as well in the MD model.
• Further development of the MC and MD models.
As discussed, both the MC and the MD code have certain limitation. One possible
step for a further development would be the implementation of octahedra tilts in the
feram code. A description of octahedral tilts based on Landau theory has been pub-
lished [339]. This would give a more realistic description of materials which exhibit
tilts of the octahedra, like PZT and maybe ultimately NBT.
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12 Appendix
12.1 Structures
12.1.1 Structure parameters
Parameters for 111-ordered structures
Tilt Crystal system
and Symbol
Space
group
Energy in
eV (8 f.u.)
Pseudo-cubic lattice parameters in Å
a00a
0
0c
+
0 tetragonal P42/mnm -328.83 a = 7.532 b = 7.532 c = 7.785
(T+) α= 90.00◦ β = 90.00◦ γ= 90.00◦
a00a
0
0c
−
0 tetragonal I4¯2m -329.11 a = 7.540 b = 7.540 c = 7.770
(T−) α= 90.00◦ β = 90.00◦ γ= 90.00◦
a00c
−
0 a
0
0 tetragonal I4¯2m -329.11 a = 7.544 b = 7.773 c = 7.544
(T−b ) α= 90.00◦ β = 90.00◦ γ= 90.00◦
a−−a−−c+0 orthorhombic Pmn21 -329.94 a = 7.638 b = 7.638 c = 7.576
(O) α= 90.00◦ β = 90.00◦ γ= 88.911◦
a−−a−−a−− rhombohedral R3 -330.04 a = 7.674 b = 7.674 c = 7.674
(R) α= 89.52◦ β = 89.52◦ γ= 89.52◦
Parameters for 001-ordered structures
Tilt Crystal system
and Symbol
Space
group
Energy in
eV (8 f.u.)
Pseudo-cubic lattice parameters in Å
a00a
0
0c
+
0 tetragonal P4/mbm -329.59 a = 7.514 b = 7.514 c = 7.857
(T+) α= 90.00◦ β = 90.00◦ γ= 90.00◦
a00a
0
0c
−
0 tetragonal P4/nbm -329.74 a = 7.516 b = 7.516 c = 7.836
(T−) α= 90.00◦ β = 90.00◦ γ= 90.00◦
a00c
−
0 a
0
0 tetragonal Cmmm -330.03 a = 7.539 b = 7.728 c = 7.621
(T−b ) α= 90.00◦ β = 90.00◦ γ= 90.00◦
a−−a−−c+0 orthorhombic Pmc21 -330.80 a = 7.605 b = 7.605 c = 7.706
(O) α= 90.00◦ β = 90.00◦ γ= 89.18◦
a−−a−−a−− rhombohedral Pc -330.52 a = 7.661 b = 7.661 c = 7.700
(R) α= 89.50◦ β = 89.50◦ γ= 89.63◦
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12.1.2 Wyckoff positions of irreducible cells
Tetragonal T+ (111-order)
• Tilt configuration: a00a
0
0c
+
0
• Space group: P4/mbm
• a = 5.326 Å, b = 5.326 Å, c = 7.786 Å
• α= 90.00◦, β = 90.00◦, γ= 90.00◦
atom type Wyckoff
position
x y z
Bi 2a 0.00000 0.00000 0.00000
Na 2b 0.00000 0.00000 0.50000
Ti 4d 0.00000 0.50000 0.25000
O1 8j 0.80791 0.80791 0.75445
O2 4c 0.00000 0.50000 0.00000
Tetragonal T− (111-order)
• Tilt configuration: a00a
0
0c
−
0
• Space group: I4/mcm
• a = 5.331 Å, b = 5.331 Å, c = 7.770 Å
• α= 90.00◦, β = 90.00◦, γ= 90.00◦
atom type Wyckoff
position
x y z
Bi 2b 0.00000 0.00000 0.50000
Na 2a 0.00000 0.00000 0.00000
Ti 4d 0.00000 0.50000 0.25000
O1 8i 0.19163 0.19163 0.25719
O2 4c 0.00000 0.50000 0.00000
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Tetragonal T−b (111-order)
• Tilt configuration: a00a
0
0c
−
0
• Space group: I4/mcm
• a = 5.334 Å, b = 5.334 Å, c = 7.773 Å
• α= 90.00◦, β = 90.00◦, γ= 90.00◦
atom type Wyckoff
position
x y z
Bi 2b 0.00000 0.00000 0.50000
Na 2a 0.00000 0.00000 0.00000
Ti 4d 0.00000 0.50000 0.25000
O1 8i 0.80842 0.80842 0.25720
O2 4c 0.00000 0.50000 0.00000
Orthorhombic O (111-order)
• Tilt configuration: a−−a−−c+0
• Space group: Pmn21
• a = 7.576 Å, b = 5.452 Å, c = 5.349 Å
• α= 90.00◦, β = 90.00◦, γ= 90.00◦
atom type Wyckoff
position
x y z
Bi 2a 0.00000 0.80106 -0.01775
Na 2a 0.00000 0.27864 0.50246
Ti 4b 0.75227 0.25913 -0.00924
O1 4b 0.70957 -0.03195 0.22291
O2 4b 0.79217 0.54212 0.79489
O3 2a 0.00000 0.23542 0.07582
O4 2a 0.00000 0.73084 0.42234
113
Rhombohedral R (111-order)
• Tilt configuration: a−−a−−a−−
• Space group: R3c
• a = 5.404 Å, b = 5.404 Å, c = 13.401 Å
• α= 90.00◦, β = 90.00◦, γ= 120.00◦
atom type Wyckoff
position
x y z
Bi 3a 0.00000 0.00000 0.27948
Na 3a 0.00000 0.00000 0.77142
Ti1 3a 0.00000 0.00000 0.00942
Ti2 3a 0.00000 0.00000 0.51185
O1 9b 0.65460 0.76306 0.07557
O2 9b -0.00297 0.56329 0.24705
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Tetragonal T+ (001-order)
• Tilt configuration: a00a
0
0c
+
0
• Space group: P4/mbm
• a = 5.313 Å, b = 5.313 Å, c = 7.857 Å
• α= 90.00◦, β = 90.00◦, γ= 90.00◦
atom type Wyckoff
position
x y z
Bi 2c 0.00000 0.50000 0.50000
Na 2d 0.00000 0.50000 0.00000
Ti 4e 0.00000 0.00000 0.23685
O1 8k 0.80444 0.30444 0.74112
O2 2a 0.00000 0.00000 0.00000
O3 2b 0.00000 0.00000 0.50000
Tetragonal T− (001-order)
• Tilt configuration: a00a
0
0c
−
0
• Space group: I4/mcm
• a = 5.315 Å, b = 5.315 Å, c = 7.835 Å
• α= 90.00◦, β = 90.00◦, γ= 90.00◦
atom type Wyckoff
position
x y z
Bi 2c 0.75000 0.25000 0.00000
Na 2d 0.75000 0.25000 0.50000
Ti 4g 0.25000 0.25000 0.73749
O1 8m -0.05583 0.05583 0.75907
O2 2b 0.25000 0.25000 0.50000
O3 2a 0.25000 0.25000 0.00000
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Tetragonal T−b (001-order)
• Tilt configuration: a00a
0
0c
−
0
• Space group: I4/mcm
• a = 7.539 Å, b = 7.728 Å, c = 7.621 Å
• α= 90.00◦, β = 90.00◦, γ= 90.00◦
atom type Wyckoff
position
x y z
Bi 4j 0.00000 0.75440 0.50000
Na 4i 0.00000 0.75058 0.00000
Ti 8o 0.24833 0.00000 0.76173
O1 4l 0.00000 0.50000 0.69102
O2 4k 0.00000 0.00000 0.80139
O3 8m 0.25000 0.25000 0.72957
O4 4g 0.30447 0.00000 0.00000
O5 4h 0.18849 0.00000 0.50000
Orthorhombic O (001-order)
• Tilt configuration: a−−a−−c+0
• Space group: Pmn21
• a = 7.706 Å, b = 5.339 Å, c = 5.416 Å
• α= 90.00◦, β = 90.00◦, γ= 90.00◦
atom type Wyckoff
position
x y z
Bi 2b 0.50000 0.25543 0.55402
Na 2a 0.00000 0.25397 0.49069
Ti 4c 0.76350 0.24348 0.01151
O1 4c 0.70641 0.46515 0.27553
O2 4c 0.77403 0.04905 0.69645
O3 2a 0.00000 0.31329 0.01353
O4 2b 0.50000 0.17718 -0.02524
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Rhombohedral R (001-order)
• Tilt configuration: a−−a−−a−−
• Space group: R3c
• a = 7.700 Å, b = 5.400 Å, c = 5.435 Å
• α= 90.00◦, β = 90.71◦, γ= 90.00◦
atom type Wyckoff
position
x y z
Bi 2a 0.75827 0.24759 0.44435
Na 2a 0.27228 0.24788 0.45555
Ti1 2a 0.01642 0.25447 -0.00988
Ti2 2a 0.48929 0.74654 0.46961
O1 2a -0.04926 0.02357 0.73831
O2 2a 0.01765 0.45551 0.30419
O3 2a 0.24648 0.18455 0.00304
O4 2a 0.74593 0.31596 0.02526
O5 2a 0.46904 0.52473 0.21900
O6 2a 0.53389 -0.02391 0.76951
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12.2 Input files
12.2.1 VASP
1. Phase transitions NEB (Sec. 5.3)
INCAR
ISTART = 0
ICHARG = 1
INIWAV = 1
ISPIN = 1
LPLANE = .TRUE.
EDIFF = 1E-8
NELMIN = 6
NELM = 60
EDIFFG = -1E-2
NSW = 60
ISIF = 2
IBRION = 1
MAXMIX = 40
POTIM = 0.3
IMAGES = 11
SPRING = -05
PREC = ACCURATE
ENCUT = 600
ADDGRID = .TRUE.
LREAL = .FALSE.
ALGO = NORMAL
ISMEAR = 0
SIGMA = 0.01
LWAVE = .FALSE.
LCHARG = .FALSE.
KPOINTS
Automatic mesh
0 ! number of k-points = 0 ->automatic generation scheme
Gamma ! generate a Gamma centered grid
4 4 4 ! subdivisions N_1, N_2 and N_3 along recipr. l. vectors
0. 0. 0. ! optional shift of the mesh (s_1, s_2, s_3)
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2. Ab initio molecular dynamics (Sec. 5.4)
INCAR
ISTART = 0
ICHARG = 1
INIWAV = 1
ISPIN = 1
LPLANE = .TRUE.
NCORE = 12
EDIFF = 1E-5
NELMIN = 4
NELM = 30
EDIFFG = -1E-2
ISIF = 2
MAXMIX = 40
POTIM = 1
PREC = Normal
ENCUT = 500
ADDGRID = .TRUE.
LREAL = .FALSE.
ALGO = Normal
ISMEAR = 0
SIGMA = 0.01
IBRION = 0
NSW = 10000
NWRITE = 1
LCHARG = .FALSE.
LWAVE = .FALSE.
TEBEG = 400
TEEND = 400
SMASS = 0
KPOINTS
Automatic mesh
0 ! number of k-points = 0 ->automatic generation scheme
Gamma ! generate a Gamma centered grid
1 1 1 ! subdivisions N_1, N_2 and N_3 along recipr. l. vectors
0. 0. 0. ! optional shift of the mesh (s_1, s_2, s_3)
119
3. Tilt defects (Sec. 5.5)
INCAR
ISTART = 0
ICHARG = 1
INIWAV = 1
ISPIN = 1
LPLANE = .TRUE.
NPAR = 5
EDIFF = 1E-8
NELMIN = 6
NELM = 60
EDIFFG = -1E-2
NSW = 10
ISIF = 2
IBRION = 1
MAXMIX = 40
POTIM = 0.4
PREC = ACCURATE
ENCUT = 600
ADDGRID = .TRUE.
LREAL = .TRUE.
ALGO = NORMAL
ISMEAR = 0
SIGMA = 0.01
LWAVE = .FALSE.
LCHARG = .FALSE.
KPOINTS
Automatic mesh
0 ! number of k-points = 0 ->automatic generation scheme
Gamma ! generate a Gamma centered grid
1 1 1 ! subdivisions N_1, N_2 and N_3 along recipr. l. vectors
0. 0. 0. ! optional shift of the mesh (s_1, s_2, s_3)
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4. Oxygen migration NEB (Sec. 6)
INCAR
ISTART = 0
ICHARG = 1
INIWAV = 1
ISPIN = 1
LPLANE = .TRUE.
EDIFF = 1E-8
NELMIN = 6
NELM = 40
EDIFFG = -1E-2
NSW = 50
ISIF = 2
IBRION = 1
MAXMIX = 40
POTIM = 0.3
IMAGES = 5
SPRING = -5
PREC = ACCURATE
ENCUT = 600
ADDGRID = .TRUE.
LREAL = .TRUE.
ALGO = NORMAL
ISMEAR = 0
SIGMA = 0.01
LWAVE = .FALSE.
LCHARG = .FALSE.
NELECT = 2616
KPOINTS
Automatic mesh
0 ! number of k-points = 0 ->automatic generation scheme
Gamma ! generate a Gamma centered grid
1 1 1 ! subdivisions N_1, N_2 and N_3 along recipr. l. vectors
0. 0. 0. ! optional shift of the mesh (s_1, s_2, s_3)
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5. Electronic density of states (Sec. 6.3)
INCAR
ISTART = 0
ICHARG = 1
INIWAV = 1
ISPIN = 1
LPLANE = .TRUE.
NCORE = 12
EDIFF = 1E-8
NELMIN = 6
NELM = 40
EDIFFG = -1E-2
NSW = 0
ISIF = 2
IBRION = 1
MAXMIX = 40
POTIM = 0.3
PREC = ACCURATE
ENCUT = 600
ADDGRID = .TRUE.
LREAL = .FALSE.
ALGO = NORMAL
ISMEAR = -5
SIGMA = 0.01
LORBIT = 11
NEDOS = 1872
LWAVE = .FALSE.
LCHARG = .FALSE.
NELECT = 2616
KPOINTS
Automatic mesh
0 ! number of k-points = 0 ->automatic generation scheme
Gamma ! generate a Gamma centered grid
2 2 2 ! subdivisions N_1, N_2 and N_3 along recipr. l. vectors
0. 0. 0. ! optional shift of the mesh (s_1, s_2, s_3)
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12.2.2 feram
method = ’vs’
GPa = -2.6
kelvin = 300
mass_amu = 38.24
acoustic_mass_amu = 46.44
bulk_or_film = ’bulk’
L = 48 48 48
B11 = 126.731671475652
B12 = 41.7582963902598
B44 = 49.2408864348646
B1xx = -185.347187551195 [eV/Angstrom^2]
B1yy = -3.28092949275457 [eV/Angstrom^2]
B4yz = -14.5501738943852 [eV/Angstrom^2]
P_k1 = -267.98013991724 [eV/Angstrom^6]
P_k2 = 197.500718362573 [eV/Angstrom^6]
P_k3 = 830.199979293529 [eV/Angstrom^6]
P_k4 = 641.968099408642 [eV/Angstrom^8]
P_alpha = 78.9866142426818 [eV/Angstrom^4]
P_gamma = -115.484148812672 [eV/Angstrom^4]
dt = 0.002 [pico second]
n_thermalize = $n_thermalize
n_average = $n_average
n_coord_freq = $n_coord_freq
external_E_field = 0.00 0.00 0.00100000
distribution_directory = ’never’
P_kappa2 = 8.53400622096412
j = -2.08403 -1.12904 0.68946 -0.61134 0.00000 0.27690 0.00000 [eV/Angstrom^2]
a0 = 3.98597 [Angstrom]
Z_star = 10.33000
epsilon_inf = 6.86915
init_dipo_avg = 0.00 0.00 0.14 [Angstrom]
init_dipo_dev = 0.06 0.06 0.04 [Angstrom]
feram (http://loto.sourceforge.net/feram/) is an ab initio based molecular dynamics
simulator for bulk and thin-film ferroelectrics and relaxors [278–280], distributed under
the GNU General Public License.
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List of symbols, abbreviations and constants
Used symbols
a Acceleration
c Heat capacity
E External electric field
Ediff Energetic difference between two phases per oxygen ion
Edef Energetic cost to deform an octahedron
Emig Migration energy
Et Transition energy
F Force
g Goldschmidt tolerance factor
Γ Jump rate
h Random field strength
H Hamiltonian
Ji j Ising parameter
k Force constant
m Mass
mc Mass of an atom core
me Mass of an electron
n Electron density
N Size of tilt defect clusters (in number of octahedra)
O Orthorhombic phase
p Impulse
P Polarization vector
PD Polarization of the defect dipole
ψ Single electron wave function
Ψ Wave function
q Electron charge
Q Core charge
r Spatial coordinate
rA Ionic radius of element A
rB Ionic radius of element B
rX Ionic radius of element X
R Rhombohedral phase
R Spatial coordinate
s Spring constant
S Entropy
St Total entropy
Sd Dipolar (configurational) entropy
σ Conductivity
t Time
T Temperature
TB Burns temperature
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TD Depolarization temperature
Tf Freezing temperature
Tm Maximum dielectric constant temperature
T ∗ Intermediate temperature
T+ Tetragonal phase with in-phase tilts
T− Tetragonal phase with anti-phase tilts
u Polar soft mode vector
U Internal energy
v Velocity
v Single particle potential
Vext Electrons and cores interaction potential
VH Hartree potential
VH,SIC self-interaction corrected Hartree potential
Vxc Electrons and cores interaction potential
w Acoustic displacement vector
ξ(r, v ) Friction term
Acronyms and Abbreviations
AFE Antiferroelectric
BCZT Barium calcium zirconium titanate (BaxCax−1)(ZryTiy−1)O3
BST Barium strontium titanate Ba0.5Sr0.5TiO3
BT Barium titanate BaTiO3
BZT Barium zirconium titanate Ba(ZrxTix−1)O3
DE Differential equation
DFG Deutsche Forschungsgemeinschaft
DFT Density functional theory
DPT Diffuse phase transition
DSC Differential scanning calorimetry
EC Electrocaloric
ECE Electrocaloric effect
FE Ferroelectric
f.u. Formula unit
GGA Generalized gradient approximation
HEG Homogeneous electron gas
KBT Potassium bismuth titanate K0.5Bi0.5TiO3
KN Potassium niobate KNbO3
KNN Potassium sodium niobate (KxNax−1)NbO3
KSE Kohn-Sham equation
LDA Local density approximation
NBT Sodium bismuth titanate Na0.5Bi0.5TiO3
NBT-BT Sodium bismuth barium titanate Na0.5Bi0.5TiO3–BaTiO3
NKBT Sodium potassium bismuth titanate (NaxK1−x)0.5Bi0.5TiO3
PBZ Lead barium zirconate PbxBa1−xZrO3
PLZT Lead lanthanum zirconium titanate (PbxLa1−x)(ZryTi1−y)O3
PMN Lead magnesium niobate Pb(Mg1/3Nb2/3)O3
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PMN-PT Lead magnesium niobate Pb(Mg1/3Nb2/3)O3–PbTiO3
PNR Polar nanoregion
PT Lead titanate PbTiO3
PZ Lead zirconate PbZrO3
PZT Lead zirconium titanate PbZrxTix−1O3
RFE Relaxor ferroelectrics
RMSD Root mean square displacement
SE Schrödinger equation
ST Strontium titanate SrTiO3
TEM Transmission electron microscopy
TFD Thomas-Fermi-Dirac
VASP Vienna Ab-Initio Simulation Package
XRD X-ray diffraction
YSZ Yttria-stabilized zirconia Zr1−xYxO2−x/2
Useful constants
kB Boltzmann constant 8.6173324(78) ·10−5 eVK
1 Bohr Atomic length 0.52917721092(17) Å
1 Hartree Atomic energy 27.211385 eV
ε0 Vacuum permittivity 8.854187817 ·10−12 Fm−1
ħh Planck constant 6.582119514(40) ·10−16 eVs
1 eV Electronvolts 1.602176565(35) ·10−19 J
≡ 2.41796 ·1014 Hz
≡ 8.0655 ·103 cm−1
≡ 1.1604 ·104 K
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