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We investigate strong convergence for Bregman strongly nonexpansive mappings by
Halpern’s iteration in the framework of reflexive Banach spaces. Using the obtained result,
convergence for a family of Bregman strongly nonexpansivemappings is also discussed. As
applications, we apply our main result to problems of finding zeros of maximal monotone
operators and equilibrium problems in reflexive Banach spaces.
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1. Introduction
Let E be a real reflexive Banach space and C a nonempty, closed and convex subset of E. Let T : C → C be a nonlinear
mapping. The fixed points set of T is denoted by F(T ), that is, F(T ) = {x ∈ C : x = Tx}. Amapping T is said to be nonexpansive
if ∥Tx− Ty∥ ≤ ∥x− y∥ for all x, y ∈ C .
In recent years, several types of iterative schemes have been constructed and proposed in order to get strong convergence
results for nonexpansive mappings in various settings. One classical and effective iteration process is defined as follows:
x1, u ∈ C and
xn+1 = αnu+ (1− αn)Txn, ∀n ≥ 1, (1.1)
where {αn} ⊂ (0, 1). Such a method was introduced, in 1967, by Halpern [1] and is often called Halpern’s iteration. In
fact, he proved, in a real Hilbert space, strong convergence of {xn} to a fixed point of a nonexpansive mapping T , where
αn = n−a, a ∈ (0, 1).
Now, because of a simple construction, Halpern’s iteration is widely used to approximate a solution of fixed points for
nonexpansive mappings and other classes of nonlinear mappings by mathematicians in different styles.
In 1977, Lions [2] obtained a strong convergence provided the real sequence {αn} satisfies the following conditions:
C1: limn→∞ αn = 0; C2:∞n=1 αn = ∞; C3: limn→∞ αn+1−αnα2n+1 = 0.
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Reich [3] also extended the result of Halpern from Hilbert spaces to uniformly smooth Banach spaces. However, both
Halpern’s and Lions’ conditions imposed on the real sequence {αn} exclude the canonical choice αn = 1/n for all n ∈ N.
Subsequently, Wittmann [4] overcome the problem mentioned above by proving strong convergence of {xn} if {αn}
satisfies the conditions C1, C2 and C4:
∞
n=1
|αn+1 − αn| <∞.
In 1997, Shioji–Takahashi [5] extended Wittmann’s result from Hilbert spaces to real Banach spaces with uniformly
Gâteaux differentiable norms and in which each nonempty closed convex and bounded subset has the fixed point property
for nonexpansive mappings.
In 2002, Xu [6] introduced another control condition C5: αn+1−αn
αn+1 → 0 instead of the conditions C3 or C4 and proved
strong convergence of the sequence {xn}.
In 2005, Cho–Kang–Zhou [7] pointed out that the control conditions C4 and C5 are not comparable, in general. They gave
some examples which satisfy the conditions C1, C2, C3, C4 and C5, and also presented the control condition C6:
|αn+1 − αn| ≤ ◦(αn+1)+ σn,
where
∞
n=1 σn <∞. This includes the conditions C3, C4 and C5 as special cases.
One question arises in literature naturally: Is it possible to get strong convergence of (1.1) when the sequence {αn}
satisfies only the conditions C1 and C2?
Recently, Chidume–Chidume [8] and Suzuki [9] independently gave an affirmative answer to the above question. To be
more precise, they introduced the following Halpern-type iteration: x1, u ∈ C and
xn+1 = αnu+ (1− αn)(λxn + (1− λ)Txn), ∀n ≥ 1, (1.2)
and obtained strong convergence results for the sequence {xn} generated by (1.2) when only the conditions C1 and C2 are
imposed on the sequence {αn}.
Very recently, Saejung [10] focused in studying Halpern’s iteration for an important subclass of nonexpansive mappings
which is the so-called strongly nonexpansive [11], i.e., a mapping T : C → C satisfying T is nonexpansive and
xn − yn − (Txn − Tyn)→ 0
whenever {xn} and {yn} are sequences in C such that {xn − yn} is bounded and
∥xn − yn∥ − ∥Txn − Tyn∥ → 0.
He proved that the sequence generated by Halpern’s iteration converges strongly to a fixed point of T if the sequence
{αn} ⊂ (0, 1) just satisfies the conditions C1 and C2. This shows that a class of strongly nonexpansive mappings works
for Halpern’s iteration with the conditions C1 and C2.
The purpose of this work is to consider strong convergence results for Bregman strongly nonexpansive mappings
in reflexive Banach spaces by Halpern’s iteration with only the conditions C1 and C2. We note that there are many
examples which are Bregman strongly nonexpansive such as the Bregman projection, the resolvents of maximal monotone
operators, the resolvents of equilibrium problems, the resolvents of variational inequality problems and others (see, for
example, [12–15]). Furthermore, using the main result, some convergence theorems for a family of Bregman strongly
nonexpansive are also established. Finally, we give some applications concerning the problems of finding zeros of maximal
monotone operators and equilibrium problems.
2. Preliminaries and lemmas
In this section, we begin by recalling some preliminaries and lemmas which will be used in the proof.
Let E be a real reflexive Banach space with the norm ∥ · ∥ and E∗ the dual space of E. Throughout this paper, f : E →
(−∞,+∞] is a proper, lower semi-continuous and convex function. We denote by dom f the domain of f , that is, the set
{x ∈ E : f (x) < +∞}.
Let x ∈ int dom f . The subdifferential of f at x is the convex set defined by
∂ f (x) = x∗ ∈ E∗ : f (x)+ ⟨x∗, y− x⟩ ≤ f ( y)∀y ∈ E ,
where the Fenchel conjugate of f is the function f ∗ : E∗ → (−∞,+∞] defined by
f ∗(x∗) = sup ⟨x∗, x⟩ − f (x) : x ∈ E .
We know that the Young–Fenchel inequality holds:
⟨x∗, x⟩ ≤ f (x)+ f ∗(x∗) ∀x ∈ E, x∗ ∈ E∗.
Furthermore, equality holds if x∗ ∈ ∂ f (x) (see also [16, Theorem 23.5]).
The set levf≤(r) = {x ∈ E : f (x) ≤ r} for some r ∈ R is called a sublevel of f .
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A function f on E is coercive [17] if the sublevel set of f is bounded; equivalently,
lim∥x∥→+∞ f (x) = +∞.
A function f on E is said to be strongly coercive [18] if
lim∥x∥→+∞
f (x)
∥x∥ = +∞.
For any x ∈ int dom f and y ∈ E, the right-hand derivative of f at x in the direction y is defined by
f o(x, y) := lim
t→0+
f (x+ ty)− f (x)
t
.
The function f is said to beGâteaux differentiable at x if limt→0+ f (x+ty)−f (x)t exists for any y. In this case, f
o(x, y) coincideswith
∇f (x), the value of the gradient ∇f of f at x. The function f is said to be Gâteaux differentiable if it is Gâteaux differentiable for
any x ∈ int dom f . The function f is said to be Fréchet differentiable at x if this limit is attained uniformly in ∥y∥ = 1. Finally,
f is said to be uniformly Fréchet differentiable on a subset C of E if the limit is attained uniformly for x ∈ C and ∥y∥ = 1. It
is known that if f is Gâteaux differentiable (resp. Fréchet differentiable) on int dom f , then f is continuous and its Gâteaux
derivative ∇f is norm-to-weak∗ continuous (resp. continuous) on int dom f (see also [19,20]).
Definition 2.1 ([21, Definition 5.2]). The function f is said to be:
(i) essentially smooth, if ∂ f is both locally bounded and single-valued on its domain.
(ii) essentially strictly convex, if (∂ f )−1 is locally bounded on its domain and f is strictly convex on every convex subset of
dom ∂ f .
(iii) Legendre, if it is both essentially smooth and essentially strictly convex.
Remark 2.2. Let E be a reflexive Banach space. Then we have
(a) f is essentially smooth if and only if f ∗ is essentially strictly convex (see [21, Theorem 5.4]).
(b) (∂ f )−1 = ∂ f ∗ (see [20]).
(c) f is Legendre if and only if f ∗ is Legendre. (see [21, Corollary 5.5]).
(d) If f is Legendre, then ∇f is a bijection satisfying
∇f = (∇f ∗)−1, ran ∇f = dom ∇f ∗ = int dom f ∗ and ran ∇f ∗ = dom ∇f = int dom f (see [21, Theorem 5.10]
and [14]).
Examples of Legendre functions were given in [22,21]. One important and interesting Legendre function is 1p∥ · ∥p(1 <
p < ∞) when E is a smooth and strictly convex Banach space. In this case the gradient ∇f of f is coincident with the
generalized duality mapping of E, i.e.,∇f = Jp(1 < p <∞). In particular,∇f = I the identity mapping in Hilbert spaces. In
the rest of this paper, we always assume that f : E → (−∞,+∞] is Legendre.
The following crucial lemma was proved by Reich–Sabach [23] (see also [18, Proposition 3.6.3]).
Lemma 2.3 ([23, Proposition 2.1]). If f : E → R is uniformly Fréchet differentiable and bounded on bounded subsets of E, then
∇f is uniformly continuous on bounded subsets of E from the strong topology of E to the strong topology of E∗.
Let f : E → (−∞,+∞] be a convex and Gâteaux differentiable function. The function Df : dom f × int dom f →
[0,+∞) defined as follows:
Df ( y, x) := f ( y)− f (x)− ⟨∇f (x), y− x⟩
is called the Bregman distancewith respect to f [24].
Recall that the Bregman projection [25] of x ∈ int dom f onto the nonempty closed and convex set C ⊂ dom f is the
necessarily unique vector P fC (x) ∈ C satisfying
Df

P fC (x), x

= inf Df ( y, x) : y ∈ C .
Let f : E → (−∞,+∞] be a convex and Gâteaux differentiable function. The modulus of total convexity of f at x ∈ int
dom f is the function νf (x, ·) : [0,+∞)→ [0,+∞] defined by
νf (x, t) := inf

Df ( y, x) : y ∈ dom f , ∥y− x∥ = t

.
The function f is called totally convex at x if νf (x, t) > 0 whenever t > 0. The function f is called totally convex if it is totally
convex at any point x ∈ int dom f and is said to be totally convex on bounded sets if νf (B, t) > 0 for any nonempty bounded
subset B of E and t > 0, where the modulus of total convexity of the function f on the set B is the function νf : int dom
f × [0,+∞)→ [0,+∞] defined by
νf (B, t) := inf

νf (x, t) : x ∈ B ∩ dom f

.
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We know that f is totally convex on bounded sets if and only if f is uniformly convex on bounded sets (see
[26, Theorem 2.10]).
Recall that the function f is said to be sequentially consistent [26] if, for any two sequences {xn} and {yn} in E such that
the first is bounded,
lim
n→∞Df ( yn, xn) = 0 H⇒ limn→∞ ∥yn − xn∥ = 0.
The following crucial lemma was proved by Butnariu–Iusem [27].
Lemma 2.4 ([27, Lemma 2.1.2]). The function f is totally convex on bounded sets if and only if it is sequentially consistent.
Let C be a convex subset of int dom f and let T be a self-mapping of C . A point p ∈ C is called an asymptotic fixed point of
T [28,29] if C contains a sequence {xn}which converges weakly to p such that limn→∞ ∥xn − Txn∥ = 0. We denote byF(T )
the set of asymptotic fixed points of T .
Definition 2.5. A mapping T with a nonempty fixed point set is said to be:
(i) Bregman strongly nonexpansive [11,14] with respect to a nonemptyF(T ) if
Df (p, Tx) ≤ Df (p, x), ∀x ∈ C, p ∈F(T )
and, if whenever {xn} ⊂ C is bounded, p ∈F(T ), and
lim
n→∞

Df (p, xn)− Df (p, Txn)
 = 0,
it follows that
lim
n→∞Df (xn, Txn) = 0.
(ii) Bregman firmly nonexpansive [12,30,15] if, for all x, y ∈ C ,
⟨∇f (Tx)−∇f (Ty), Tx− Ty⟩ ≤ ⟨∇f (x)−∇f ( y), Tx− Ty⟩
or, equivalently,
Df (Tx, Ty)+ Df (Ty, Tx)+ Df (Tx, x)+ Df (Ty, y) ≤ Df (Tx, y)+ Df (Ty, x).
The existence and approximation of Bregman firmly nonexpansive mappings was studied in [15]. It is also known that
if T is Bregman firmly nonexpansive and f is Legendre function which is bounded, uniformly Fréchet differentiable and
totally convex on bounded subsets of E, then F(T ) =F(T ) and F(T ) is closed and convex (see [15]). It also follows that every
Bregman firmly nonexpansive mapping is Bregman strongly nonexpansive with respect to F(T ) =F(T ).
Let C be a nonempty, closed and convex subset of E. Let f : E → R be a Gâteaux differentiable and totally convex function
and let x ∈ E. It is known from [26] that z = P fC (x) if and only if
⟨∇f (x)−∇f (z), y− z⟩ ≤ 0, ∀y ∈ C .
We also know the following:
Df ( y, P
f
C (x))+ Df (P fC (x), x) ≤ Df ( y, x), ∀x ∈ E, y ∈ C .
Let f : E → R be a convex, Legendre and Gâteaux differentiable function. Following [31] and [24], we make use of the
function Vf : E × E∗ → [0,+∞) associated with f , which is defined by
Vf (x, x∗) = f (x)− ⟨x∗, x⟩ + f ∗(x∗), ∀x ∈ E, x∗ ∈ E∗.
Then Vf is nonnegative and Vf (x, x∗) = Df (x,∇f ∗(x∗)) for all x ∈ E and x∗ ∈ E∗. Moreover, by the subdifferential inequality,
Vf (x, x∗)+

y∗,∇f ∗(x∗)− x ≤ Vf (x, x∗ + y∗) (2.1)
for all x ∈ E and x∗, y∗ ∈ E∗ (see also [32, Lemmas 3.2 and 3.3]). In addition, if f : E → (−∞,+∞] is a proper lower semi-
continuous function, then f ∗ : E∗ → (−∞,+∞] is a proper weak∗ lower semi-continuous and convex function (see [33]).
Hence Vf is convex in the second variable. Thus, for all z ∈ E,
Df

z,∇f ∗

N
i=1
ti∇f (xi)

≤
N
i=1
tiDf (z, xi) , (2.2)
where {xi}Ni=1 ⊂ E and {ti}Ni=1 ⊂ (0, 1)with
N
i=1 ti = 1.
The properties of the Bregman projection and the relative projection operators were studied in [26,34].
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The following lemmas give us some nice properties of real sequences.
Lemma 2.6 ([35]). Assume that {an} is a sequence of nonnegative real numbers such that
an+1 ≤ (1− αn)an + bn, ∀n ≥ 1,
where {αn} is a sequence in (0, 1) and {bn} is a sequence such that
(a)
∞
n=1 αn = +∞;
(b) lim supn→∞ bnαn ≤ 0 or
∞
n=1 |bn| < +∞.
Then limn→∞ an = 0.
Lemma 2.7 ([36]). Let {γn} be a sequence of real numbers such that there exists a subsequence {γnj} of {γn} such that γnj < γnj+1
for all j ∈ N. Then there exists a nondecreasing sequence {mk} of N such that limk→∞mk = ∞ and the following properties are
satisfied by all (sufficiently large) numbers k ∈ N:
γmk ≤ γmk+1 and γk ≤ γmk+1.
In fact, mk is the largest number n in the set {1, 2, . . . , k} such that the condition γn < γn+1 holds.
3. Main results
In this section, we now prove our main result in this paper. To this end, we first prove the following proposition.
Proposition 3.1. Let C be a nonempty, closed and convex subset of a real reflexive Banach space E. Let f : E → R be a Gâteaux
differentiable and totally convex function and let T : C → C be a mapping such that F(T ) = F(T ) is nonempty, closed and
convex. Suppose that u ∈ C and {xn} is a bounded sequence in C such that limn→∞ ∥xn − Txn∥ = 0. Then
lim sup
n→∞
⟨∇f (u)−∇f (p), xn − p⟩ ≤ 0,
where p = P fF(T )(u) and P fF(T ) is the Bregman projection of C onto F(T ).
Proof. Let u ∈ C and put p = P fF(T )(u). Since E is reflexive and {xn} is bounded, there exists a subsequence {xnk} of {xn} such
that xnk ⇀ v ∈ C and
lim sup
n→∞
⟨∇f (u)−∇f (p), xn − p⟩ = ⟨∇f (u)−∇f (p), v − p⟩ .
On the other hand, since ∥xnk − Txnk∥ → 0 as k →∞, we have v ∈F(T ) = F(T ). It follows from definition of the Bregman
projection that
lim sup
n→∞
⟨∇f (u)−∇f (p), xn − p⟩ = ⟨∇f (u)−∇f (p), v − p⟩ ≤ 0.
This completes the proof. 
Theorem 3.2. Let E be a real reflexive Banach space and f : E → R a strongly coercive Legendre function which is bounded,
uniformly Fréchet differentiable and totally convex on bounded subsets of E. Let T be a Bregman strongly nonexpansive mapping
on E such that F(T ) =F(T ) ≠ ∅. Suppose that u ∈ E and define the sequence {xn} as follows: x1 ∈ E and
xn+1 = ∇f ∗ (αn∇f (u)+ (1− αn)∇f (Txn)) , ∀n ≥ 1,
where {αn} ⊂ (0, 1) satisfying limn→∞ αn = 0 and∞n=1 αn = ∞. Then {xn} converges strongly to P fF(T )(u), where P fF(T ) is the
Bregman projection of E onto F(T ).
Proof. We note, by Reich and Sabach [15], that F(T ) is closed and convex. Let p = P fF(T )(u) ∈ F(T ) =F(T ). Using (2.2), we
have
Df (p, xn+1) ≤ αnDf (p, u)+ (1− αn)Df (p, xn)
≤ max Df (p, u),Df (p, xn) .
By induction, the sequence {Df (p, xn)} is bounded.
We next show that the sequence {xn} is also bounded. We follow the proof line as in [15]. Since {Df (p, xn)} is bounded,
there existsM > 0 such that
f (p)− ⟨∇f (xn), p⟩ + f ∗ (∇f (xn)) = Vf (p,∇f (xn)) = Df (p, xn) ≤ M.
Hence {∇f (xn)} is contained in the sublevel set levψ≤ (M − f (p)), where ψ = f ∗ − ⟨·, p⟩. Since f is lower semicontinuous,
f ∗ is weak∗ lower semicontinuous. Hence the functionψ is coercive byMoreau–Rockafellar Theorem (see [37, Theorem 7A]
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and [38]). This shows that {∇f (xn)} is bounded. Since f is strongly coercive, f ∗ is bounded on bounded sets (see
[18, Lemma 3.6.1] and [21, Theorem3.3]). Hence∇f ∗ is also bounded on bounded subsets of E∗ (see [27, Proposition 1.1.11]).
Since f is a Legendre function, it follows that xn = ∇f ∗ (∇f (xn)) is bounded for all n ∈ N. Therefore {xn} is bounded. So are
{Txn} and {∇f (Txn)}. Indeed, since f is bounded on bounded subsets of E, ∇f is also bounded on bounded subsets of E
(see [27, Proposition 1.1.11]). Therefore {∇f (Txn)} is bounded.
We next show that if there exists a subsequence {xnk} of {xn} such that
lim
k→∞

Df (p, xnk+1)− Df (p, xnk)
 = 0,
then
lim
k→∞

Df (p, Txnk)− Df (p, xnk)
 = 0.
Since {∇f (Txnk)} is bounded and αnk → 0, we obtain
lim
k→∞ ∥∇f (xnk+1)−∇f (Txnk)∥ = limk→∞αnk∥∇f (u)−∇f (Txnk)∥ = 0. (3.1)
Since f is strongly coercive and uniformly convex on bounded subsets of E, f ∗ is uniformly Fréchet differentiable on
bounded subsets of E∗ (see [18, Proposition 3.6.2]). Moreover, f ∗ is bounded on bounded sets (see [18, Lemma 3.6.1] and
[21, Theorem 3.3]). Since f is Legendre, applying Lemma 2.3, we have
lim
k→∞ ∥xnk+1 − Txnk∥ = limk→∞ ∥∇f
∗(∇f (xnk+1))−∇f ∗(∇f (Txnk))∥ = 0. (3.2)
On the other hand, if f is uniformly Fréchet differentiable onbounded subsets of E, then f is uniformly continuous onbounded
subsets of E (see [39, Theorem 1.8]). It follows that
lim
k→∞ |f (xnk+1)− f (Txnk)| = 0. (3.3)
We now consider the following equality.
Df (p, Txnk)− Df (p, xnk) = f (p)− f (Txnk)−
∇f (Txnk), p− Txnk − Df (p, xnk)
= f (p)− f (xnk+1)+ f (xnk+1)− f (Txnk)−
∇f (xnk+1), p− xnk+1
+ ∇f (xnk+1), p− xnk+1− ∇f (Txnk), p− Txnk − Df (p, xnk)
= Df (p, xnk+1)+

f (xnk+1)− f (Txnk)
+ ∇f (xnk+1), p− xnk+1
− ∇f (Txnk), p− Txnk − Df (p, xnk)
= Df (p, xnk+1)− Df (p, xnk)+ f (xnk+1)− f (Txnk)
+ ∇f (xnk+1)−∇f (Txnk), p− xnk+1− ∇f (Txnk), xnk+1 − Txnk  .
It follows from (3.1) to (3.3) that
lim
k→∞

Df (p, Txnk)− Df (p, xnk)
 = 0.
We next consider the following two cases.
Case 1. Df (p, xn+1) ≤ Df (p, xn) for all sufficiently large n. Hence the sequence {Df (p, xn)} is bounded and nonincreasing.
So we have limn→∞ Df (p, xn) exists. This shows that limn→∞

Df (p, xn+1)− Df (p, xn)
 = 0 and hence
lim
n→∞

Df (p, Txn)− Df (p, xn)
 = 0.
Since T is Bregman strongly nonexpansive,
lim
n→∞Df (xn, Txn) = 0.
Since f is totally convex on bounded subsets of E, by Lemma 2.4, we have
lim
n→∞ ∥xn − Txn∥ = 0.
Proposition 3.1 yields that
lim sup
n→∞
⟨∇f (u)−∇f (p), xn − p⟩ ≤ 0.
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Finally, we show that xn → p. Using (2.1), we obtain
Df (p, xn+1) = Vf (p, αn∇f (u)+ (1− αn)∇f (Txn))
≤ Vf (p, αn∇f (u)+ (1− αn)∇f (Txn)− αn (∇f (u)−∇f (p)))
+ ⟨αn (∇f (u)−∇f (p)) , xn+1 − p⟩
= Vf (p, αn∇f (p)+ (1− αn)∇f (Txn))
+αn ⟨∇f (u)−∇f (p), xn+1 − p⟩
≤ αnVf (p,∇f (p))+ (1− αn)Vf (p,∇f (Txn))
+αn ⟨∇f (u)−∇f (p), xn+1 − p⟩
= (1− αn)Df (p, Txn)+ αn ⟨∇f (u)−∇f (p), xn+1 − p⟩
≤ (1− αn)Df (p, xn)+ αn ⟨∇f (u)−∇f (p), xn+1 − p⟩ .
By Lemma 2.6, we can conclude that limn→∞ Df (p, xn) = 0. Therefore, by Lemma 2.4, xn → p since f is totally convex on
bounded subsets of E.
Case2. There exists a subsequence {Df (p, xnj)} of {Df (p, xn)} such thatDf (p, xnj) < Df (p, xnj+1) for all j ∈ N. By Lemma2.7,
there exists a strictly increasing sequence {mk} of positive integers such that the following properties are satisfied by all
numbers k ∈ N:
Df (p, xmk) ≤ Df (p, xmk+1) and Df (p, xk) ≤ Df (p, xmk+1).
So we have
0 ≤ lim
k→∞

Df (p, xmk+1)− Df (p, xmk)

≤ lim sup
n→∞

Df (p, xn+1)− Df (p, xn)

≤ lim sup
n→∞

αnDf (p, u)+ (1− αn)Df (p, Txn)− Df (p, xn)

= lim sup
n→∞

αn

Df (p, u)− Df (p, Txn)
+ Df (p, Txn)− Df (p, xn)
≤ lim sup
n→∞
αn

Df (p, u)− Df (p, Txn)
 = 0.
This implies that
lim
k→∞

Df (p, xmk+1)− Df (p, xmk)
 = 0. (3.4)
Following the proof line in Case 1, we can verify
lim sup
k→∞
∇f (u)−∇f (p), xmk − p ≤ 0
and
Df

p, xmk+1
 ≤ (1− αmk)Df p, xmk+ αmk ∇f (u)−∇f (p), xmk+1 − p .
This implies
αmkDf

p, xmk
 ≤ Df (p, xmk)− Df (p, xmk+1)+ αmk ∇f (u)−∇f (p), xmk+1 − p .
≤ αmk
∇f (u)−∇f (p), xmk+1 − p .
Hence limk→∞ Df

p, xmk
 = 0. Using this and (3.4) together, we conclude that
lim sup
k→∞
Df (p, xk) ≤ lim
k→∞Df (p, xmk+1) = 0.
This completes the proof. 
As a direct consequence of Theorem 3.2, we obtain the convergence result concerning strongly relatively nonexpansive
mappings [40,29] in a uniformly smooth and uniformly convex Banach space.
Corollary 3.3. Let E be a uniformly smooth and uniformly convex Banach space. Let T be a strongly relatively nonexpansive
mapping on E such that F(T ) =F(T ) ≠ ∅. Suppose that u ∈ E and define the sequence {xn} as follows: x1 ∈ E and
xn+1 = J−1 (αnJ(u)+ (1− αn)J(Txn)) , ∀n ≥ 1,
where {αn} ⊂ (0, 1) satisfying limn→∞ αn = 0 and∞n=1 αn = ∞. Then {xn} converges strongly to ΠF(T )(u), where ΠF(T ) is
the generalized projection of E onto F(T ).
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4. Convergence theorems for a family of mappings
In this section, using Theorem 3.2, we present two strong convergence theorems for a family of Bregman strongly
nonexpansive mappings.
Firstly, we consider the following condition: Let C be a subset of a real Banach space E, f : E → R a convex and Gáteaux
differentiable function and {Tn}∞n=1 a sequence of mappings of C such that
∞
n=1 F(Tn) ≠ ∅. Then {Tn}∞n=1 is said to satisfy
the AKTT-condition [41] if, for any bounded subset B of C ,
∞
n=1
sup {∥∇f (Tn+1z)−∇f (Tnz)∥ : z ∈ B} <∞.
We follow [41,42] and give details of proof here.
Proposition 4.1. Let C be a nonempty, closed and convex subset of a real reflexive Banach space E. Let f : E → R be a Legendre
and Fréchet differentiable function. Let {Tn}∞n=1 be a sequence of mappings from C into E such that
∞
n=1 F(Tn) ≠ ∅. Suppose that{Tn}∞n=1 satisfies the AKTT-condition. Then there exists the mapping T : B → E such that
Tx = lim
n→∞ Tnx, ∀x ∈ B (4.1)
and limn→∞ supz∈B ∥∇f (Tz)−∇f (Tnz)∥ = 0.
Proof. To complete this, we show that {∇f (Tnx)} is a Cauchy sequence in E∗ for all x ∈ B. Let ϵ > 0 be given. By the
AKTT-condition, there exists ℓ0 ∈ N such that
∞
n=ℓ0
sup {∥∇f (Tn+1z)−∇f (Tnz)∥ : z ∈ B} < ϵ.
In particular, if k > ℓ ≥ ℓ0, then
∥∇f (Tkx)−∇f (Tℓx)∥ ≤
k−1
n=ℓ
sup {∥∇f (Tn+1z)−∇f (Tnz)∥ : z ∈ B}
≤
∞
n=ℓ0
sup {∥∇f (Tn+1z)−∇f (Tnz)∥ : z ∈ B} < ϵ.
This shows that {∇f (Tnx)} is a Cauchy sequence in E∗ and limn→∞ ∇f (Tnx) exists for all x ∈ B. It is easily seen that the
convergence is uniform on B. Since E is reflexive and f is Legendre, ∇f is bijective and ∇f ∗ = (∇f )−1. So we can define the
mapping T : B → E as follows:
Tx = ∇f ∗

lim
n→∞∇f (Tnx)

∀x ∈ B.
Since f is Fréchet differentiable, ∇f is norm-to-norm continuous. Hence
Tx = ∇f ∗∇f ( lim
n→∞ Tnx) = limn→∞ Tnx ∀x ∈ B.
This completes that proof. 
In the sequel, we say that ({Tn}, T ) satisfies the AKTT-condition if {Tn}∞n=1 satisfies the AKTT-condition and T is defined
by (4.1) with
∞
n=1 F(Tn) = F(T ).
Theorem 4.2. Let E be a real reflexive Banach space and f : E → R a strongly coercive Legendre function which is bounded,
uniformly Fréchet differentiable and totally convex on bounded subsets of E. Let {Tn}∞n=1 be a sequence of Bregman strongly
nonexpansive mappings on E such that F(Tn) =F(Tn) for all n ∈ N and F := ∞n=1 F(Tn) ≠ ∅. Suppose that u ∈ E and define
the sequence {xn} as follows: x1 ∈ E and
xn+1 = ∇f ∗ (αn∇f (u)+ (1− αn)∇f (Tnxn)) , ∀n ≥ 1,
where {αn} ⊂ (0, 1) satisfying limn→∞ αn = 0 and∞n=1 αn = ∞. If ({Tn}, T ) satisfies the AKTT-condition, then {xn} converges
strongly to P fF (u), where P
f
F is the Bregman projection of E onto F .
Proof. As in Theorem 3.2, we can prove that {xn} is bounded and limn→∞ ∥xn − Tnxn∥ = 0. Since f is uniformly Fréchet
differentiable and bounded on bounded subsets of E, it follows that limn→∞ ∥∇f (xn)−∇f (Tnxn)∥ = 0 by Lemma 2.3.
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To this end, it suffices to show that limn→∞ ∥xn − Txn∥ = 0. By Proposition 4.1, we see that
∥∇f (xn)−∇f (Txn)∥ ≤ ∥∇f (xn)−∇f (Tnxn)∥ + ∥∇f (Tnxn)−∇f (Txn)∥
≤ ∥∇f (xn)−∇f (Tnxn)∥ + sup
z∈{xn}
∥∇f (Tnz)−∇f (Tz)∥
→ 0.
It follows that limn→∞ ∥xn − Txn∥ = 0. This completes the proof. 
Next, employing the idea in [29], we consider the mapping T : E → E defined by T = TNTN−1 · · · T1, where
Ti (i = 1, 2, . . . ,N) are Bregman strongly nonexpansive mappings on E.
Theorem 4.3. Let E be a real reflexive Banach space and f : E → R a strongly coercive Legendre function which is bounded,
uniformly Fréchet differentiable and totally convex on bounded subsets of E. Let Ti (i = 1, 2, . . . ,N) be Bregman strongly
nonexpansive mappings on E such that F(Ti) = F(Ti) (i = 1, 2, . . . ,N) and F := Ni=1 F(Ti) ≠ ∅. Suppose that u ∈ E
and define the sequence {xn} as follows: x1 ∈ E and
xn+1 = ∇f ∗ (αn∇f (u)+ (1− αn)∇f (TNTN−1 · · · T1xn)) , ∀n ≥ 1,
where {αn} ⊂ (0, 1) satisfying limn→∞ αn = 0 and∞n=1 αn = ∞. Then {xn} converges strongly to P fF (u), where P fF is the
Bregman projection of E onto F .
Proof. Put T = TNTN−1 · · · T1. We see that ∅ ≠ F(T ) ⊂ F(T ) sinceNi=1 F(Ti) ≠ ∅. By Lemma 1 in [29], we know thatF(T ) ⊂Ni=1F(Ti) =Ni=1 F(Ti). It follows that
F(T ) ⊂F(T ) ⊂ N
i=1
F(Ti) = N
i=1
F(Ti) ⊂ F(T ).
Therefore F(T ) = F(T ). On the other hand, by Lemma 2 in [29], we also know that T is Bregman strongly nonexpansive.
Using Theorem 3.2, we deduce that the sequence {xn} converges strongly to a common fixed point of {Ti}Ni=1. 
5. Applications
In this section, we give some applications of Theorem 3.2 in the framework of reflexive Banach spaces.
5.1. Zeros of maximal monotone operators
Let A : E → 2E∗ be a set-valued mapping. The domain of A is denoted by dom A = {x ∈ E : Ax ≠ ∅} and also the
graph of A is denote by G(A) = {(x, x∗) ∈ E × E∗ : x∗ ∈ Ax}. A is said to be monotone if ⟨x∗ − y∗, x − y⟩ ≥ 0 for each
(x, x∗), ( y, y∗) ∈ G(A). It is said to bemaximal monotone if its graph is not contained in the graph of any other monotone op-
erators on E. It is known that if A is maximal monotone, then the set A−1(0∗) = {z ∈ E : 0∗ ∈ Az} is closed and convex. Now,
we apply Theorem 3.2 to the problem of finding x ∈ E such that 0∗ ∈ Axwhich strongly relates to the convex minimization
problems in optimization, economics and applied sciences.
The resolvent of A, denoted by ResfA : E → 2E , is defined as follows [12]:
ResfA(x) = (∇f + A)−1 ◦ ∇f (x).
It is known that F(ResfA) = A−1(0∗), and ResfA is single-valued and Bregman firmly nonexpansive (see [12]). If f is a
Legendre function which is bounded, uniformly Fréchet differentiable on bounded subsets of E, thenF(ResfA) = F(ResfA)
(see [15]). The Yosida approximation Aλ : E → E, λ > 0, is also defined by
Aλ(x) = 1
λ

∇f (x)−∇f

ResfλA(x)

for all x ∈ E. From Proposition 2.7 in [43], we know that

ResfλA(x), Aλ(x)

∈ G(A), and 0∗ ∈ Ax if and only if 0∗ ∈ Aλx for all
x ∈ E and λ > 0. Using these facts, we obtain the following result by replacing T = ResfλA, λ > 0 in Theorem 3.2.
Theorem 5.1. Let E be a real reflexive Banach space and f : E → R a strongly coercive Legendre function which is bounded,
uniformly Fréchet differentiable and totally convex on bounded subsets of E. Let A : E → 2E∗ be a maximal monotone operator
such that A−1(0∗) ≠ ∅. Suppose that u ∈ E and define the sequence {xn} as follows: x1 ∈ E and
xn+1 = ∇f ∗

αn∇f (u)+ (1− αn)∇f (ResfλAxn)

, ∀n ≥ 1,
where λ > 0 and {αn} ⊂ (0, 1) satisfying limn→∞ αn = 0 and∞n=1 αn = ∞. Then {xn} converges strongly to P fA−1(0∗)(u),
where P fA−1(0∗) is the Bregman projection of E onto A
−1(0∗).
498 S. Suantai et al. / Computers and Mathematics with Applications 64 (2012) 489–499
5.2. Equilibrium problems
Let C be a nonempty, closed and convex subset of E and G : C×C → R a bifunction. Finally, we apply Theorem 3.2 to the
problem of finding x ∈ C such that G(x, y) ≥ 0 for all y ∈ C . Such a problem is called equilibrium problem and the solutions
set is denoted by EP(G). Numerous problems in economics, physics and applied sciences can be reduced to find solutions of
equilibrium problems.
In order to solve the equilibrium problem, let us assume that a bifunction G : C × C → R satisfies the following
conditions [44]:
(A1) G(x, x) = 0 for all x ∈ C;
(A2) G is monotone, i.e., G(x, y)+ G( y, x) ≤ 0 for all x, y ∈ C;
(A3) for all x, y, z ∈ C , lim supt↓0 G (tz + (1− t)x, y) ≤ G(x, y);
(A4) for all x ∈ C,G(x, ·) is convex and lower semi-continuous.
The resolvent of a bifunction G [45] is the operator ResfG : E → 2C defined by
ResfG(x) = {z ∈ C : G(z, y)+ ⟨∇f (z)−∇f (x), y− z⟩ ≥ 0∀y ∈ C} .
From Lemma 1 in [14], if f : E → (−∞,+∞] is a strongly coercive and Gâteaux differentiable function, and G satisfies
conditions (A1)–(A4), then dom (ResfG) = E. We also know the following lemma which give us some characterizations of
the resolvent ResfG.
Lemma 5.2 ([14, Lemma 2]). Let f : E → (−∞,+∞] be a Legendre function. Let C be a closed and convex subset of E. If the
bifunction G : C × C → R satisfies conditions (A1)–(A4), then
(i) ResfG is single-valued;
(ii) ResfG is a Bregman firmly nonexpansive operator;
(iii) F(ResfG) = EP(G);
(iv) EP(G) is a closed and convex subset of C;
(v) for all x ∈ E and for all p ∈ F(ResfG), we have
Df

p, ResfG(x)

+ Df

ResfG(x), x

≤ Df (p, x).
In addition, by Reich and Sabach [15], if f is uniformly Fréchet differentiable and bounded on bounded subsets of E, then
we have from Lemma 5.2 that F(ResfG) =F(ResfG) = EP(G) is closed and convex. Also, by replacing T = ResfG in Theorem 3.2,
we obtain the following result.
Theorem 5.3. Let C be a nonempty, closed and convex subset of a real reflexive Banach space E. Let f : E → R be a strongly
coercive Legendre function which is bounded, uniformly Fréchet differentiable and totally convex on bounded subsets of E. Let
G : C × C → R be a bifunction which satisfies the conditions (A1)–(A4) such that EP(G) ≠ ∅. Suppose that u ∈ E and define the
sequence {xn} as follows: x1 ∈ E and
xn+1 = ∇f ∗

αn∇f (u)+ (1− αn)∇f (ResfGxn)

, ∀n ≥ 1,
where {αn} ⊂ (0, 1) satisfying limn→∞ αn = 0 and∞n=1 αn = ∞. Then {xn} converges strongly to P fEP(G)(u), where P fEP(G) is
the Bregman projection of E onto EP(G).
Remark 5.4. Theorem 3.2 can be applied to convex feasibility problems, variational inequality problems and the problems
of finding zeros of Bregman inverse strongly monotone operators in reflexive Banach spaces (see Sections 4, 7, 8 in [14]).
Remark 5.5. Theorem 4.3 can be applied to a system of variational inequality problems and a system of equilibrium
problems.
Remark 5.6. Our results are new even if the convex function f is chosen so that f (·) = 1p∥ · ∥p (1 < p < ∞) in uniformly
smooth and uniformly convex Banach spaces.
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