ABSTRACT We propose a novel 3-D convolution method, cv3dconv, for extracting spatiotemporal features from videos. It reduces the number of sum-of-products operations in 3-D convolution by thousands of times by assuming the constant moving velocity of the features. We observed that a specific class of video sequences, such as video captured by an in-vehicle camera, can be well approximated with piece-wise linear movements of 2-D features in a temporal dimension. Our principal finding is that a 3-D kernel, represented by constant velocity, can be decomposed into a convolution of a 2-D-shaped kernel and a 3-D-velocity kernel, which is parameterized using only two parameters. We derived an efficient recursive algorithm for this class of 3-D convolution, which is exceptionally suited for sparse spatiotemporal data, and this parameterized decomposed representation imposes a structured regularization along a temporal direction. We experimentally verified the validity of our approximation using a controlled dataset, and we also showed the effectiveness of the cv3dconv by adopting it for deep neural networks (DNNs) in visual odometry estimation task using publicly available event-based camera dataset captured in urban road scene. Our DNN architecture improves the estimation accuracy for about 30% compared with the existing states-of-the-arts architecture designed for event data.
I. INTRODUCTION
Learning spatiotemporal features from sequential data is crucial for applications such as action/activity recognition [15] , visual odometry (VO) estimation [2] , [18] , [21] , and policy learning [19] . It has been reported that three-dimensional (3D) convolutional neural networks (CNNs) perform well for these applications [15] .
Recently, event-based cameras (event cameras) have attracted extensive attention [7] , [9] , [12] because of their advantages over conventional frame-based cameras (frame cameras), including sparse data representation, high temporal resolution, and a wider dynamic range. Because of these favorable characteristics, time-series visual signals captured by event cameras can be effective for automotive applications, such as VO estimation [9] , [12] , and policy learning [11] . In order to model spatiotemporal event data with a neural network, showing remarkable results in many fields from recent years, the utilization of a 3D-CNN would be a promising approach. However, to capture precise flow of feature, it is necessary to learn a large 3D kernel in the time dimension corresponding to it; this is not realistic because the computational cost of the naive 3D convolution operation (3dconv) is significant. Our research goal is to develop a new type of 3D convolution algorithm that can vastly reduce the number of floating-point operations to enable the modeling of the structural motion from sparse spatiotemporal visual signals.
We propose a structured, 3D convolution algorithm, cv3dconv, which reduces the number of sum-of-products by more than a thousand times for 3dconv, enabling the modeling of fine local motions from spatiotemporal data. Our hypothesis for the derivation of cv3dconv is that many spatiotemporal data, such as video sequences captured from an in-vehicle camera (Fig.2) , can be well approximated for a specific task using a combination of two-dimensional (2D) edges that move at constant velocities. We found that a 3D kernel, represented by a 2D kernel moving at a constant velocity, can be decomposed into a convolution of a 2D-shaped kernel and a 3D-velocity kernel, and this decomposition results in a computationally efficient recursive algorithm using 2D convolution (2dconv) followed by summation. This decomposition also reduces the number of parameters by a thousand times, and the compressed parameterization imposes a structured regularization along the temporal direction. Furthermore, for FIGURE 1. Decomposed spatiotemporal 3D convolution. An efficient algorithm is derived by decomposing a 3D kernel into a 2D-shaped kernel w s and 3D-velocity kernel v ξ . Spatial size of 2D-shaped kernel k S of w s can be smaller than k L of corresponding 3D kernel w . For sparse signals like event data, it is possible to further boost the efficiency by directly processing 3D convolution without densifying it. FIGURE 2. Snapshot from the MVSEC Outdoor Night 3 sequence. Left: Reference grayscale image from event cameras. Middle: Histogram image, representing the number of positive and negative events (shown in magenta and green, respectively). The histgram image was used in [11] for steering-angle prediction task. Right: Timestamp image, where each pixel represents the timestamp of the most recent event (red is more recent). The timestamp image was used in [23] for an optical flow estimation task in combination with the histogram images.
a sparse signal from an event camera, it enables more efficient event-wise computation without having to densify it.
To model the spatiotemporal signal with a deep neural network (DNN), we propose an architecture using cv3dconv based on the existing 2D-CNN architecture [11] showing the best performance on the regression task (prediction of a steering angle of a vehicle) using event data. We applied the architecture to the VO estimation task using publicly available event camera data captured in urban road scene [22] . By our experiments, we have confirmed that our architecture utilizing cv3dconv works significantly better than the state-of-the-art architectures do, especially when the motion is large. Our contributions are summarized as follows:
• we propose an efficient 3D convolution algorithm, cv3dconv, where a 3D kernel is represented as a 2D spatial kernel moving at a constant velocity; and
• our DNN architecture utilizing cv3dconv showed significant improvement over the state-of-the-art architecture for the VO estimation task using a publicly available event camera dataset captured in road scene [22] . The rest of this paper is organized as follows. Section II reviews literature related to our study, Section III describes the derivation of cv3dconv, special pooling architecture for cv3dconv, Section IV presents preliminary experiments verifying the representational power of cv3dconv, Section V presents the experimental result of MVSEC using the DNN architecture utilizing the proposed cv3dconv. Finally, conclusions are presented in Section VI.
II. BACKGROUND
In this section, we first review existing DNN architectures that can handle spatiotemporal data; we then discuss the relationship of the low-rank decomposition of convolutionalkernels to our decomposition of cv3dconv. We will then describe event cameras that produce sparse spatiotemporal data, making them especially suitable for our algorithms.
A. DNNS FOR SPATIOTEMPORAL SIGNALS
Long-term recurrent convolutional networks (LRCNs) [3] handle spatiotemporal data by combining CNNs [4] , [10] and long short-term memory (LSTM), which were originally introduced to model video sequences. LRCNs use a CNN to extract spatial features and model the temporal dependency of these features using LSTM. They demonstrated the effectiveness of their architecture through a recognition task using video sequences.
In [15] , the authors investigated the use of a 3D-CNN architecture to model spatiotemporal data. They empirically showed that a 3D-CNN architecture is more suitable for learning spatiotemporal feature than an LRCN architecture is. However, 3dconv used in 3D-CNN is computationally intensive, and the computational results of a past timestep cannot be reused for sequential data. Furthermore, it cannot process sparse signals efficiently. These computational issues make it difficult to use 3dconv to model fine-resolution, sparse spatiotemporal signals.
B. SEPARABLE FILTERS
The idea of decomposing a convolutional-kernel is widely used as separable filters [6] or part of inception modules [14] , which utilize sequences of one-dimensional (1D) convolutions for different dimensions, rather than 2D convolutions, to speed up a convolution. The common key idea behind these algorithms is a low-rank approximation of convolutional kernels. However, the 3D kernel we consider, which is a 2D kernel moving at a constant speed, cannot be expressed as a low-rank tensor product. We highlight the differences with low-rank decomposition and our decomposition used in cv3dconv again in Section III.
C. EVENT CAMERAS
Recently, biologically inspired cameras called event cameras, or the Dynamic and Active-pixel Vision VOLUME 6, 2018 Sensor (DAVIS), have attracted much attention because of their advantages over conventional frame cameras, such as their high temporal resolution (1 µs), sparse data representation, and wide dynamic range (120 dB). Each pixel of an event camera asynchronously measures intensity levels and reports an event-{x i, y i , t i , p i }-pixel location, timestamp, and polarity, indicating the positive or negative changes in intensity when such changes are detected. Because of these good characteristics as sensors, event cameras are used for an array of applications, including VO estimation and simultaneous localization and mapping (SLAM) [7] , [9] , [12] . However, recent advances in deep learning have only rarely been adopted for event data due to the limitation of sparse spatiotemporal data handling.
D. DNNS FOR MODELING EVENT DATA
There have been a few pioneering works [11] , [23] attempting to model the data from event cameras using neural networks. The authors of [11] performed one of the pioneering works using DNNs to model event camera data. In order to take advantage of existing 2D-CNN architecture, they converted raw spatiotemporal event data into an event-frame consisting from histogram images which is 2D histograms of positive and negative events at appropriate time intervals. Using eventframes, they employed ResNet50 architecture [5] to predict a vehicle's steering angle, and their architecture was reported to achieve state-of-the-art performance for the task. Their experiments showed that the use of event-frames results in accurate prediction compared with using intensity images, especially under those conditions where intensity images fail, for example, challenging illumination conditions, and fast motion. They also showed that the ResNet50 based architecture outperforms other state-of-the-art architectures based on traditional cameras, such as ones using CNN-LSTM [17] which was developed to model temporal dependencies. The authors in [23] additionally concatenated timestamp images, where each pixel represents the timestamp of the most recent event in a time series. Examples of event-frames are shown in Fig.2 . However, these approaches collapse the 3D spatiotemporal event into a 2D event-frame to take advantage of the existing 2D-CNN architecture, which results in the loss of temporal motion information. This issue is already discussed in [11] and [23] that, when the 2D representation of the event is used as an input, the longer integration interval degrades the performance, since large motion blur washes out the contours of objects. On the other hand, when the integration interval is too small, discriminative events are rarely observed in the interval, and this will also result in poor outcomes.
E. EVENT CAMERA DATASET
Several event camera datasets have recently been released. Among them, there are two datasets developed for automotive use. The DAVIS Driving Dataset 2017 (DDD17) [1] contains approximately 12 hours of event data with a controller area network (CAN) data from a vehicle. Multi-Vehicle Stereo event camera Dataset (MVSEC [22] includes the stereo pair of event data with external sensors, such as Velodyne lidar, IMU, and GPS sensors. In addition to the raw sensor data this dataset has semi ground-truth motion data created using SLAM algorithm called LOAM [20] using Velodyne depth data, and we used MVSEC in the VO experiments presented in V.
III. CONSTANT VELOCITY 3D CONVOLUTION
The 3dconv algorithm, which is commonly used for modeling spatiotemporal-features [15] , is expressed as 1
where X ∈ R W ×H ×T is the input data or feature map -width W , height H , and temporal length T -, w ∈ R k L ×k L ×τ is the 3D kernel-spatial size k L , and temporal size τ -, and z is the output that is the same size as the input. It requires sliding the 3D dot product operation for 3D directions such that each dot product requires k L × k L × τ sum-of-products, which is repeated for W × H × T times, resulting in an intensive number of operations ( Fig.1 top left) .
A. CONSTANT VELOCITY APPROXIMATION
Suppose we have road scene data acquired by a frontal view camera mounted on a vehicle (Fig.2 ). In these data, it is often observed that a shape in an arbitrarily chosen image patch simply gets shifted by some 2D velocity (optical flow) in consecutive time-slices. In other words, for a given reference patch, local visual information can be minimally modeled by 2D translation, at least for a short duration, in many of the image regions. We take advantage of the locally constant velocity approximation in designing a low-cost 3D convolution operation in the following fashion: Let ξ = (ξ x , ξ y ) ∈ R 2 be the locally constant velocity at image coordinate (x, y). Then, the 3D kernel, w ξ , satisfying the constant velocity constraint is given by
It is guaranteed that a convolution in image region X (·, ·, t) where a locally constant velocity assumption holds with (2), will give the same response values for any t. This parameterization leads to the highly efficient 3D-convolutional algorithm-cv3dconv-that will be described in a subsequent subsection.
B. SPATIOTEMPORAL DECOMPOSITION
Using the representation shown in (2), the original 3D convolution of (1) can be rewritten as
where w s ∈ R k S ×k S represent the shapes of 2D feature, and 3D kernel v ξ , it is represented as follows:
In (3), 3D convolution is decomposed into 2D convolution with 2D-shaped kernel w s followed by 3D convolution with 3D-velocity kernel v ξ . This equation also suggests that the different 3D convolutional kernels characterized by different values of ξ shares the same 2D convolution result. In this paper we consider to convolve with 3D kernel with ν predefined pairs of velocities, ξ = [ξ x , ξ y ] , which shares the same base 2D kernel w s . We consider two kinds of sampling strategy of predefined pairs of velocities as shown in Fig.3 . Other sampling methods can be used depending on the problems.
Another important characteristic of the decomposition is that the size of the spatial dimensions of w s , k S , can be smaller than the size of the spatial dimensions of w ξ , k L , if the nonzero factor of w ξ (·, ·, 1) is not removed. This is illustrated in Fig.1 (top) and can model fast-moving edges with a small 2D-shaped kernel.
The convolutional operation with the velocity kernel in (3) can be rewritten using summation as
This equation means that 3dconv with velocity kernel v ξ is equivalent to summing X for directions defined by ξ . Based on this observation, we will derive two variants of efficient convolution algorithms with v ξ in III-C and III-D. The first algorithm is intended to be used in run-time where we need to compute the convolution sequentially, and the second one is for training-time where we need to handle non-sequential data for mini-batch learning. The representation of the 3D kernel imposes a structured regularization along a temporal direction and can be interpreted as parameter sharing along temporal dimensions.
This parameter sharing along a temporal direction is expected to work as a regularization in the same manner that the CNN structure [4] , [10] itself is functioning as a regularization because it shares a parameter in spatial dimensions.
Note that the decomposition expressed in (3) is not a lowrank tensor decomposition of 3D kernel w ξ ; rather, it usually has a full rank (except when velocity ξ = [0, 0] ). Therefore, we cannot use the technique of separable-filters [6] , [14] .
C. RECURSIVE CONVOLUTION WITH V ξ
By carefully looking at (5), we can notice that most of the computation required to obtain the 3D convolutional result of timestep t + 1 is already computed in timestep t, which results in the following recursive formula:
and
, which corresponds to the contribution of removed and newly arriving events. In our implementation, bi-linear interpolation, which requires four sum-of-product operations for each pixel, is used.
D. FOURIER CONVOLUTION WITH V ξ
For non-sequential data, we have derived another convolution algorithm with v ξ by transforming (3) into Fourier domain:
whereX is the Fourier transform of X as,X = FT (3) FT (1,2) X (·, ·, t − τ + 1 : t), and FT represents the Fourier transform that works for the dimension indicated by the subscript. For cv3dconv (Fourier-dense) shown in Table 1 , each term represents, 2D convolution, 1D Fourier transform for the temporal direction, and 2D Fourier transform for the spatial direction respectively.
E. SPARSE EVENT-WISE CONVOLUTION
In cases where input data are sparse, such as event data, 2D convolution with w s is calculated with an event-wise operation as
where
and S is the function that translates the 2D kernel w s for [x i , y i ] pixels and changes the sign of it according to p i ( Fig.1. bottom) . The summation runs over the entire event fired within a time interval δ t from timestep t−1 to t. By this formulation, we can discard the event data sequentially, once the contribution to the convolution is calculated, while general 3D convolution requires storing previous events within the temporal kernel size τ , and thus, event-wise operations are impossible. This yields computationally significantly efficient algorithm in terms of memory usage and processing speed. 
We assumed the number of the operations for the FFT of an O length signal is O log O. The inverse ratio of the required number of the operations with respect to 3dconv, and actual measurements of computation time, for the specific parameters are also shown. The parameters used are W = 346, H = 260, T = 100, k L = 33, k S = 17, ν = 13 2 , τ = 256, and α = 0.01. We used a computer with an intel Core i7 CPU and NVidia P6000 GPU for the measurements of computational time.
F. DERIVATIVES
To be applied for the neural networks, a back-propagation algorithm should also be derived. Since the different values of ξ share the parameters of the 2D-shaped kernel, the derivatives of error E, from the upper layer, with respect to the parameters of a 2D kernel, w s , are computed as the sum of the contribution of each ξ as
where the convolution X v ξ is calculated efficiently using the same technique described in III-D G. VELOCITY POOLING By using the method described above, we can compute the convolution with a 3D kernel representing various velocity v ξ efficiently. However, the feature map obtained as a result of the cv3dconv are extremely high dimensional, and it is difficult to process it in the subsequent layer because of the high computational complexity. For example, considering the case where the number of channels is C = 64 and the velocity space is divided into ν = 13 2 ( Fig.3 (a) ), the number of dimensions of the feature vector obtained by the proposed cv3dconv is Cν = 10, 816. Although it depends on the problem, many of the features expressed in the direct-product space of the channel and velocity are redundant or do not contribute to the target value that the network estimates. Therefore, we want to propagate important information to the following layer. We utilize the fact that the movement of local feature originating from the same rigid body has the same velocity, and we propose a method of transmitting the mean of positively correlated channels at each velocityz, and the correlation value of each channel atξ , wherez takes a maximum value (Fig.4) . We call this operation velocity pooling (vpool), and the vpool operation reduces the number of dimensions of information to be conveyed to the next layer from Cν to (C + ν). Formally,z is defined as
FIGURE 4. Velocity Pooling. The dimension of output feature map from cv3dconv is extremely high, thus its need to compressed before passing it to the subsequent layer for efficiency. Only the important information, mean velocity and activation of each channels at the maximum mean velocity, is propagated to the following layer. It should be noted that the figure depicts the velocity space as 1D for illustrative purposes, but it is 2D corresponding to each dimension of the image plane.
andξ is calculated usingz as
H. COMPUTATIONAL EFFICIENCY Table 1 summarizes the computational complexities and real computation time of cv3dconv compared with 3dconv. The number of the required sum-of-product operations and parameters is drastically reduced with cv3dconv due to the following factors:
• 3dconv is reduced 2dconv and summation and 2dconv is τ times efficient than naive 3dconv.
• Spatial dimensions of the 2D kernel are reduced from those of the original 3D kernel for
times.
• The result of the 2D convolution is shared for ν different velocities.
• For the time-series sequential data, the results of convolution from the previous timestamp are reused using (6) . Thus, we only need to account for the new coming data and removed data.
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• For the sparse data of sparseness α, we can further reduce the number of sum-of-product operations in 2D convolution by α times.
IV. PRELIMINARY EXPERIMENTS
We conducted preliminary experiments to evaluate the representational efficiency of cv3dconv for a regression task.
A. EXPERIMENT SETUP
For this, we built a controlled spatiotemporal dataset where a 2D image is moving at constant velocities varied within a range of [−1.1, +1.1] pixels per timestep. The 2D image at the first timestep is from a Gabor filter with various scales, rotations, and variances without offset. Images of randomly selected timestep (30%) were set to zero (Fig.5, top) as noise. The cost function was the root mean square (L2) error for the three parameters, velocity, and rotation. The size of the input data was 101 × 101 × 32 × 1, the kernel size for 3dconv was 101 × 101 × 32 × 32, and the kernel size for cv3dconv and cv3dconv+vpool, was 31 × 31 × 1 × 32. We can use the smaller spatial size for cv3dconv because, in this dataset, the base 2D feature w s is approximately zero except in the center 31 × 31 region, and, 3D-velocity kernel v ξ , which was implicitly convolved by the (3), has the spatial size of around 101 × 101 when the maximum speed of the kernel is 1.1 pixels per timestep. The velocities ξ were sampled at uniform intervals in a range of [-1.5,+1.5] pixels per timestep (it has some margin from the maximum speed (±1.1) of input data) for ν = 13 2 points (Fig.3 (a) ). To see the effect of dimension reduction by the vpool derived above, cv3dcov+vpool consisting of a combination of cv3dcov followed by vpool was also evaluated. The result of the convolution is cropped to the center region to obtain 1 × 1 × 1 × 32 features for 3dconv, 1 × 1 × 1 × (32 × 13 2 ) features for cv3dconv, and 1 × 1 × 1 × (32 + 13 2 ) features for cv3dconv+vpool, followed by a relu activation and an fullyconnected (fc) layer to output the velocity and the rotation. Training was done for 100k iterations using naive stochastic gradient descent (SGD) with a learning rate of 0.001 without momentum and weight decay. The test data are generated using the same scheme as training data.
B. RESULT
The kernel learned are shown in Fig.5 (b) . The 3D kernels learned by 3dconv spread from the center towards the periphery as the time increments to capture the different velocities. On the other hand, cv3dconv can capture different velocities by its structure, and as expected, the learned 2D kernel responds differently for the different rotational angle of an input data. Table 2 shows the regression error and the number of parameters used for each algorithm. With 300 times fewer parameters, our cv3dconv can model a wide variety of input data to achieve better accuracy. This experimental result verified that for video sequence satisfying the constant velocity assumption, our cv3dconv could efficiently capture relevant spatiotemporal features. Furthermore, we confirmed Table 2 that the regression performance did not decrease even if the high-dimensional feature map obtained from cv3dconv was compressed to about 1/27 using vpool, suggesting that most of the critical information for estimating the motion of the input image is not lost in the compression process by vpool.
V. EXPERIMENT BY APPLICATION TO DNN
The primary purposes of the experiment were evaluating the effectiveness of cv3dconv as a local spatiotemporal feature extractor when applied to DNNs. As discussed in [11] and [23] regarding event-frame representation, conversion of spatiotemporal events to 2D event-frame may degrade performance when optical flow (OF) is large and new events wash out old ones, or conversely when OF are small and discriminative events are rarely observed in the interval. These performance degradations also occur for the same reasons as above, when the movement is too large or too small. On the other hands, in principle, our cv3dconv can capture the contour movement of an object without blurring. Therefore, by setting a large τ in a range where the constant speed assumption is roughly preserved, it can be expected that more stable estimation results can be obtained, both in the case where the motion is small and that where it is large. To validate the hypothesis, we designed a DNN using our cv3dconv (CV3D-ResNet) based on existing 2D-CNN. We used the architecture of [11] (2D-ResNet) as the base 2D-CNN architecture which was reported to perform best for the regression problem using event data (i.e., a steering-angle prediction task). The resultant network (Fig.6 ) is expected to model the sparse spatiotemporal signals; cv3dconv captures local spatiotemporal features from the input sparse stream of events, and then, the subsequent layers model the global spatial correlation of the extracted features. [11] , except the first two layers and input data). The size of input filter indicates the size of learnable kernel used for the first convolutional layer (2dconv / 3dconv / cv3dconv), and each number indicates H × W × T × C in , ×C out , where C in is the number of input channels and C out is the number of output channels. Integration time τ was set to 256-ms for all architectures. CV3D-ResNet(1) uses the sampling strategy shown in Fig.3 (a) , and CV3D-ResNet(2) uses the sampling strategy shown in Fig.3 (b) . . Sequential data captured by an in-vehicle camera agree well with the approximation on which cv3dconv is based. We used publicity available MVSEC dataset [22] to evaluate the VO estimation performance of CV3D-ResNet compared with 2D-ResNet, and the variant using naive 3D convolution (NA3D-ResNet).
A. CV3D-RESNET
We modified the input layers of [11] using proposed cv3dconv to capture the structured local flow of events, which is expected to help the network to model ego-motion. Input data to the network is τ ms interval raw event data discretized to 1ms. Each voxel represents the presence of positive/negative events. Note that, in MVSEC acquired on a vehicle traveling in an urban area, we have confirmed that there is almost no conflict that positive events and negative events fall in the same voxel at this temporal resolution. Therefore, instead of using two channels to represent data for each polarity, data is represented as single channel spatiotemporal data. More specifically, the sparse raw event data are comprised as follows: the time-stamp of each events are rounded to 1-ms resolution, and then ternary representation of sparse raw event, existence of the positive or negative events, is computed as,
where x i := {x i , y i , t i , p i } represent a i-th event. This strategy of using raw event data is entirely different from the existing work of [11] and [22] which collapse event data in the FIGURE 7. The detailed DNN architectures Top: Network architecture of [11] . Middle: Network architecture using 3dconv. Bottom: Our network architecture using cv3dconv. These three networks differ only in the first two layers.
temporal direction to utilize the existing 2D-CNN architecture. We implemented two variants for CV3D-ResNet, CV3D-ResNet(1) used the velocity sampling strategy of Fig.3 (a) , and CV3D-ResNet(2) used the velocity sampling strategy of Fig.3 (b) , both of them uses 7 × 7 cv3dconv (input channel is one), followed by vpool. These two variants of sampling methods are evaluated to see if the 3D kernel aligned with ξ x −ξ y axes are sufficient for this task, or combination of ξ x and ξ y are important for accurate motion estimation. The velocities ξ were sampled in a range of [−0.2, +0.2] pixels per timestep, the number of sampling points were ν = 13 2 for CV3D-ResNet(1), and ν = 13 × 2 for CV3D-ResNet(2). The cv3dconv layer used in CV3D-ResNet(1) can represent 16 · 13 2 kind of different 3D features using only 16 · 7 2 parameters which requires 16 · 7 2 · 13 2 · 256 parameter when implemented using naive 3dconv for τ = 256.
B. BENCHMARK ARCHITECTURES
We compared our architecture with two baselines; one is the architecture in [11] , and the other is its variants using 3dconv. These two baseline architectures and our network architecture (CV3D-ResNet, shown in Fig.7, bottom) differ only in the first two layers.
1) 2D-RESNET
This architecture is the re-implementation of the architecture in [11] , and it employs ResNet50 [5] , with the additional 1024-dimensional fc layer at the end of the network. The inputs to this architecture are event-frames (e-frame).
We evaluated two variants of inputs (event-frames) for 2D-ResNet, 2D-ResNet(1) used histogram images (counts of positive and negative event within τ -ms intervals) as in [11] , and 2D-ResNet(2) additionally concatenate timestamp images as in [23] , the examples of these representations are shown in Fig.2 . The timestamp images used in 2D-ResNet(2) capture the flow of events which is informative for motion estimation, thus expected to provide a stronger baseline than 2D-ResNet(1). The detailed network architecture is shown in Fig.7 (top) .
2) NA3D-RESNET
This variant replaces the input 2D convolution with naive (and general) 3D convolution (3dconv). The inputs to this architecture are a 1-ms resolution dense raw event within a time interval of τ -ms, which has the same information as the sparse raw event used for CV3D-ResNet. The number of output channels of the first layer (3dconv) is 64 which is same as 2D-ResNet. The detailed network architecture is shown in Fig.7 (middle) .
C. COST FUNCTION AND MOTION INTEGRATION
In the VO estimation task, the final layer outputs the local motion p k . We consider a 2D vehicle motion in which a vehicle moves around on a 2D plane, which is usually sufficient for VO estimation for passenger cars driving in an urban environment. The pose of a vehicle at time k is parameterized by p k = [x k , y k , θ k ] , vehicle location, and the heading angle. By considering the constraints of VOLUME 6, 2018 well-known parallel two wheel vehicle model, we parameterized local motion as,
Using this local motion p k , the pose of the vehicle is updated as
The loss function is L2 distance from the reference and estimate local motions.
D. THE MVSEC DATASET
We employed MVSEC [22] which is publicly available. It was composed of five sequences of event data collected from a DAVIS event camera atop a passenger vehicle driven around the urban road with ground-truth motion data obtained from Velodyne depth sensor using LOAM [20] . We used the data from an event camera on the left side and used the Outdoor Night 3 sequence for testing (Fig.8) . We used the other four sequences for training. We also conducted an experiment adding noise to the same test sequence. For the 10% of the 1-ms resolution raw voxel representation data X , we randomly added ±1, emulating event camera specific noise.
E. PERFORMANCE METRICS
We followed the evaluation metric from [11] , using the rootmean-squared error (RMSE) and explained variance (EVA). The RMSE measures the average magnitude of the prediction error, indicating how close the observed values,ŷ are to those predicted by the network:
The EVA measures the proportion of variation in the predicted values with respect to that of the observed values, and if the predicted values approximate the observed values well then,
becomes close to one. Table 4 .
F. LEARNING PROCEDURE
All networks have trained with the same protocol. For each epoch, we randomly sampled 3000 pieces of event data are randomly extracted at intervals of τ -ms, and the training was carried out for 200 epochs. For the optimization, we used Adam [8] with the recommended hyper-parameter settings: β 1 = 0.9, β 2 = 0.999, and = 10 −8 . The learning rates were set to 0.001 from epochs 1 to 100, and these rates were decreased to 0.0001 from epochs 101 to 200. All implementations used the MatConvNet [16] library, and we carried out all our training on a single NVidia V100 GPU.
G. RESULT
The training losses are shown in Fig.9 . All architectures converge to the similar loss around 1.2. The VO result are summarized in Table 4 , and the estimated sequential motion for the test sequence with or without noise are shown in Fig.10 and Fig.11 respectively.
For the Outdoor Night 3 sequence, our CV3D-ResNet significantly outperformed architecture, which used raw event data, 2D-ResNet, which reportedly showed state-of-the-art performance in a similar task. The CV3D-ResNet(1) also performed better than NA3D-ResNet, both of them uses equivalent inputs data. This result may look counterintuitive in a sense that CV3D-ResNet using our cv3dconv outperforms NA3D-ResNet using 3dconv in VO accuracy in spite of the fact that the number of free parameters in the first convolutional layer was only 1/1024 times that of 3dconv. This result provides substantial evidence in which the temporal weight sharing under constant velocity approximation works exceptionally well in vehicular VO problem.
For the Outdoor Night 3 + noise sequence, the performance of all the architecture was degraded. As can be seen in Fig.11 , 2D-ResNet(1) and 2D-ResNet(2) totally failed to estimate the motion, resulting EVA ≈ 0 (It can be visually inspected in Fig.11 ). This is the expected result, as the timestamp image used was largely corrupted by the noise. The results of NA3D-ResNet are also largely influenced by the noise. It may because, the convolutional result of the 3dconv is biased with the zero-mean additive noise to the input. On the other hand, the performance degeneration of our CV3D-ResNet was relatively moderate compared to the results of NA3D-ResNet, 2D-ResNet(1), and 2D-ResNet(2). VOLUME 6, 2018 This may be due to our cv3dconv sharing the same 2D kernel in the time direction. More specifically, convolution with velocity kernel v ξ in (2), works as moving average filter, thus less susceptible to the hi-frequency noise.
For the both test sequences, CV3D-ResNet(1) which uses the mesh grid velocity sampling strategy (Fig.3 (a) , ν = 13 2 , C = 16) shows better performance than CV3D-ResNet(2) which samples the velocities only along the ξ x − ξ y axises (Fig.3 (b) , ν = 13 × 2, C = 64). This result suggests the motion cue which is not aligned with axes ( Fig.3 (a) ) are also important for the robust motion estimation, rather than increasing the number of free parameters.
VI. CONCLUSION AND FUTURE WORK
We proposed an efficient 3D convolution algorithm called cv3dconv, which was motivated by the observation that many spatiotemporal features are approximated as a 2D kernel moving at a constant velocity. Our method reduced the number of sum-of-products operations in 3D convolution by temporal weight sharing under constant velocity approximation. We have experimentally confirmed that the DNN architecture adopting proposed cv3dconv significantly outperforms the existing architecture using a publicly available dataset. The event-wise operation of cv3dconv can operate asynchronously for each event; we hope our study will open up new avenues of research for the realization of efficient and generic processing modules for asynchronous events that can model spatiotemporal correlations.
Our current model is restricted to the translation of 2D kernels at the constant velocity, and future research topics building on this work could be extensions to rotation [13] or other deformations such as skew or affine. His recent activities for academic conferences include being the Program Chair of ACCV2014, the General Chair of ISMAR2015, and the Program Chair of ISMAR2016. His research interests include computer vision and pattern recognition, and their applications to augmented reality, virtual reality, and human-robotics interaction. He is a fellow of the Institute of Electronics, Information and Communication Engineers and the Virtual Reality Society of Japan. VOLUME 6, 2018 
