Generally, the local interactions in a many-body quantum spin system on a lattice do not commute with each other. Consequently, the Hamiltonian of a local region will generally not commute with that of the entire system, and so the two cannot be measured simultaneously. The connection between the probability distributions of measurement outcomes of the local and global Hamiltonians will depend on the angles between the diagonalizing bases of these two Hamiltonians. In this paper we characterize the relation between these two distributions. On one hand, we upperbound the probability of measuring an energy τ in a local region, if the global system is in a superposition of eigenstates with energies < τ . On the other hand, we bound the probability of measuring a global energy in a bipartite system that is in a tensor product of eigenstates of its two subsystems. Very roughly, we show that due to the local nature of the governing interactions, these distributions are identical to what one encounters in the commuting case, up to some exponentially small corrections. Finally, we use these bounds to study the spectrum of a locally truncated Hamiltonian, in which the energies of a contiguous region have been truncated above some threshold energy τ . We show that the lower part of the spectrum of this Hamiltonian is exponentially close to that of the original Hamiltonian. A restricted version of this result in 1D was a central building block in a recent improvement of the 1D area-law.
Introduction
The uncertainty principle provides a fundamental difference between the quantum and classical worlds. In its most common form, it states that unlike classical systems, quantum systems cannot simultaneously have a well-concentrated position and momentum. This is a consequence of the role non-commutativity plays in quantum mechanics. When a state is measured with respect to a single observable X, the result is distributed according to a classical distribution determined by expanding the state in the eigenspaces of X. However, when a pair of non-commuting observables, X and Y are considered, their corresponding distributions will be "classically incompatible", in the sense that the two distributions are not the marginals of an underlying common probability distribution. Instead, the relation between these two distribution can be understood by expanding the underlying quantum state in the eigenspaces of X and Y , and will depend on the angles between these two sets of eigenspaces. The non-commutativity of X and Y ensures some incompatibility between the eigenspaces of the two operators and consequently some amount of "uncertainty" between the values of the two observables. In the quintessential example of X being position and Y being momentum, this uncertainty is extreme: a state whose distribution is well concentrated in one observable is guaranteed to have a very spread out distribution in the other. In general, however, for specific non-commuting observables, it is often not a simple question to determine the degree of the resulting "uncertainty".
Here, we are interested in this question in the natural setting of many body local Hamiltonian systems where, loosely speaking, X corresponds to the global energy of the system and Y to the energy with respect to local parts. The results require some care to be stated precisely but the summary is that in this case, we are in fact far from the uncertainty principle and much closer to the case where the observables commute: states that are well localized with respect to one observable are well localized with respect to the other. The results fit into a family of results where the general case resembles the behavior of models with commuting interactions.
Our focus is on quantum spin models: many-body quantum systems on a lattice. Such models are defined by a local Hamiltonian H = m i=1 H i , where H i is a local Hamiltonian term that acts non-trivially only on neighboring particles on the lattice. Quantum spin models, which include, for example, the quantum Ising model, the XY model, and the Heisenberg model, are prevalent in the theory of condensed matter physics and have been the focus of extensive research for several decades. The local Hamiltonian H provides a natural orthogonal decomposition of the space of all states H = ⊕H i into the eigenspaces H i indexed by the different eigenvalues i . It is from this decomposition that fundamental quantities like the ground state (lowest eigenstate) or thermal state (a weighted superposition of eigenstates) are extracted. More generally, any state |ψ can be decomposed in terms of energy eigenvectors as |ψ = c i |ψ i and we can define its energy distribution to be the graph of the points ( i , |c i | 2 ) -i.e., the probability distribution of the observable H. Our interest is in understanding how the shape of the energy distribution of a state can change between two different but related Hamiltonians corresponding to the energy of the whole system and to the energy of parts of the system. Precisely, we imagine that a part of the system L is specified and partition the local terms H i into three groups depending on whether their non-trivial action is within L, within L c , or involving both particles in L. We then write the global Hamiltonian H according to these groups as
We start with states whose energy distribution with respect to some Hamiltonian is supported on some interval I (i.e. the only non-zero terms of the energy distribution correspond to ∈ I) and ask two basic questions: 2. Given a state whose energy distribution is supported on an interval I with respect to the Hamiltonian H L + H L c , what can the shape of the energy distribution look like with respect to the full Hamiltonian?
These two questions can be seen as complementary in the following sense: the first is asking what states that are supported on an interval with respect to the global Hamiltonian look like with respect to the Hamiltonian of a piece of the system, while the second is asking what states that are supported on an interval with respect to two complementary pieces can look like globally.
The answers to both of these questions (Theorems 4.2 and 4.3) take a similar form and are the core of the work presented here. Essentially they say that the shape of the energy distribution with the respect to the second Hamiltonian is "highly concentrated" on an interval J that is larger than I by an additive amount proportional to the size of the boundary of L (i.e. the number of terms in H ∂ ). Here, "highly concentrated" means that the energy distribution decays exponentially away from J (see equation (5) for precise definition).
As mentioned earlier, this is very far from the position-momentum uncertainty relation. For those familiar with the setting, some sort of weak concentration of the shape of the energy distribution would be expected. Indeed, noting that the energy for the state with respect to the two Hamiltonians cannot differ by more than the norm of H ∂ and applying a simple Markov bound would imply a concentration with decay away from J on the order of 1 t (where t is the distance to J). The fact that this decay is far more rapid is striking and suggests a behavior that is close to the antithesis of an uncertainty principle. Indeed, one interpretation of the results is that they show the general case to be exponentially close to the case where the observables commute.
Our results can be set in a larger context as the latest in a set of results that show that the behavior of the general non-commuting system resembles the behavior of a commuting system with only small deviations. These results leverage the locality of the interactions, which guarantees that every local term in the Hamiltonian commutes with most of the other terms. Other examples of this phenomenon include (but are not restricted to) the existence of a finite Lieb-Robinson velocity v LB [LR72] , which guarantees that for two local operators A, B on the grid of distance apart, the time propagated A(t) will almost commute with B as long as v LB t < , the exponential decay of correlations in gapped groundstates [Has04] , and the area-law behavior often observed in gapped systems [ECP10] and rigorously proved for 1D gapped systems [Has07] . We note that all these results trivially hold in the commuting case.
In addition to being aspects of the larger theme of quantum spin models having reduced complexity, there is a more direct connection between the work presented here and 1D area laws. Recently, a new proof of the 1D area law was given with exponentially better bounds for entanglement [AKLV13] . One component of the proof involved showing that separately truncating the high energy component of the left and right part of the system created a new system of bounded energy (the crucially needed feature) with a very similar ground state. Here, we use our main results to show the much stronger statement (Theorem 4.6) that truncating the high energy component of part of the system produces very little change not only in the ground state, but in the entire low energy portion of the system.
Organization of the paper:
We begin in the next section by introducing the basic notation that we shall use throughout. Next, in Sec. 3, we describe some simple benchmarks for our main question by describing how the shape of the energy distribution can change in the commuting and classical case. We then calculate some bounds between the global and local energy distributions using very general Markovian arguments. These arguments only rely on trivial connections between the expectation of the local and global energies, ignoring the full locality of the problem. We find that these simple arguments lead to local vs. global inequalities, which resemble the ones in the commuting case up to polynomial corrections in the ratios between the local and global energies. The statements of our main results, which essentially make these corrections exponentially small (by utilizing the locality of the interactions), are then presented in Sec. 4. In Sections 5-8 we provide the full proofs of these theorems. In Sec. 9 we conclude with a summary and some open questions and future directions.
Notation and Definitions

Quantum spin models on a lattice
We consider a quantum system of n quantum particles (spins) of local dimension d that are located on the vertices of some D dimensional lattice. We think of n as a large number, but we are not assuming the thermodynamic limit. The interaction between the particles is governed by a k-local Hamiltonian H
where each local term H i is a Hermitian operator that acts non-trivially on at most k neighboring particles on the lattice, and is bounded by some constant energy scale J. By shifting and rescaling the local terms, we can always pass to dimensionless units in which the H i are non-negative and
We consider D and k to be O(1) constants, and therefore each particle participates in at most g = O(1) interactions. For example, for a Cartesian D-dimensional lattice, g ≤ (2D) k−1 . A constant that we shall often use is λ,
We denote the energy levels of the system (the eigenvalues of H) by 0 ≤ 0 ≤ 1 ≤ 2 . . ., and their corresponding eigenvectors by |ψ 0 , |ψ 1 , |ψ 2 , . . .
Parts of the system: the regions
Throughout, we let L denote a subset of the particles, and L c the complementary subset. We usually envision the case where the particles of L are sitting in a contiguous part of the system, but this is not a strict requirement. As mentioned earlier, specifying L partitions the local terms H i into three groups depending on whether their non-trivial action is within L, within L c , or involving both particles in L and L c . We then write the global Hamiltonian H according to these groups as
We denote the energy levels of H L by 0 (L) ≤ 1 (L) ≤ . . ., and similarly, the energy levels of H L c by Our results focus on the properties of the three Hamiltonians H, H L , and H L + H L c . For any interval I, we will let Π I denote the projection onto the eigenspaces of H that have eigenvalues in the interval I. We will let P I (resp. Q I ) be the comparable projection for
As mentioned above, we shall say a state |ψ is supported on an interval I with respect to H if the energy distribution of |ψ with respect to H has non-zero values only for ∈ I; this is equivalent to the statement that |ψ is in the range of Π I .
For an interval I and t ≥ 0, we denote by I + t the set of points that are within a distance t of I. We will say a state |ψ is concentrated on an interval I with respect to H if there exists a C ≥ 0 such that
for all t ≥ 0. Informally, this is saying that the probability that the energy measured is outside the interval I + t is decaying exponentially in t.
With the above notation, we note that a statement such as: a state that is supported on an interval I for H is concentrated on an interval J for H L , is formally captured in the statement that there exists a C ≥ 0 such that
It is versions of this type of statement that we use in our main results, Theorems 4.2 and 4.3. 3 Naive bounds that relate the energy distribution of parts of a system to the entire system
Here we provide some simple bounds that help frame our results. First, we relate the shape of the energy distributions for H, H L and H L + H L c in the special case where the local terms H i all commute (which includes the classical case). This gives us a benchmark of an upper bound on the "certainty" we could expect to find in the general case. Then we address the general case using only basic bounds coming from energy considerations. This gives a benchmark on the opposite end, i.e., a loose upperbound on the uncertainty we might find. As mentioned earlier, our results show that from the uncertainty principal lens, the general case can be viewed as being very close to the commuting case.
Classical and Commuting cases
We begin by considering a pure state of H (i.e. its energy distribution supported on a point) and ask what its energy distribution with respect to H L might look like. In the classical world, the global state of the system uniquely defines the state of the parts L and L c , and consequently, their energies are uniquely determined and must satisfy = L + ∂L + L c : measuring the energy of L will always yield the unique outcome L . Quantumly, things are different. Consider the situation in which the system is in a pure eigenstate |ψ of H with energy , and assume that H L , H ∂ , and H L c commute with each other (and hence with H). In such a case, the system can be in a superposition of eigenstates of H L of different energies, so when we measure H L we may get different answers. However, we can always expand |ψ in terms of an eigenbasis that simultaneously diagonalizes H, H L , H ∂ , and H L c . The energies of every element in the expansion with respect to H, H L , H ∂ , and H L c will satisfy = L + ∂L + L c ≥ L , and therefore, when measuring H L we will always obtain an energy that is upperbounded by . This argument can easily be extended to states whose energy distribution for H is supported on an interval [0, ]:
Fact 3.1 For any |ψ with energy distribution for H supported on an interval I = [0, ], |ψ has energy distribution for H L that is supported on I = [0, ] as well.
Turning to the question of how the shape of the energy distribution for the union of complementary parts of the system relates to the energy distribution for the entire system, we start by assuming that the system is in a product state of two eigenstates of H L and H L c and ask what is the energy distribution of the global system? As in the previous discussion, in the classical setting the answer is simple: the state of the system has a unique, well-defined energy , which will differ from L + c L by at most H ∂ due to the interactions on the boundary. In other words:
In the commuting quantum case, |ψ = |ψ L ⊗ |ψ L c can be a superposition of several eigenstates of H, but working in the basis that simultaneously diagonalizes H L , H ∂ and H L c , we conclude that the energy of each eigenstate of H must also satisfy | − ( L + L c )| ≤ H ∂ . Extending this to states supported on the interval I with respect to H L + H L c yields:
Fact 3.2 For any |ψ with energy distribution for H L + H L c supported on an interval I, |ψ has energy distribution for H that is supported on the interval I + H ∂ .
The consequences of energy considerations
We return to the general case of any local Hamiltonian H and begin by asking what simple energy considerations can tell us about how the energy distributions of the whole system and part of the systems relate.
Unlike the commuting case, we can no longer guarantee that the energies of L that we measure are upperbounded by . Instead, if we denote by (
L , |c i | 2 ) the energy distribution with respect to H L of a state |ψ which has energy with respect to H we have the bound:
L , and we will measure an energy L with probability of at most / L . More generally, by a simple Markovian argument, it is easy to verify that
We see that the probability of measuring energies in H L that exceed is non-vanishing, but is assured to have a modest decay rate that is polynomial in /τ .
In the case where we start with a product state |ψ = |ψ L ⊗|ψ L c and consider its energy distribution ( i , |c i | 2 ) with respect to H, we can again use a Markovian argument to exhibit some amount of decay. We write
, and more generally, one can show that the probability of measuring a global energy ≥ with respect to H for any
In the above, we did not use the fact that in the case of a quantum spin model, H L , H ∂ , H L c are given as a sum of local terms. The work presented here is the result of taking this locality into account. We reiterate that the core theorems presented here, Theorems 4.2 and 4.3 show that the naive polynomial bounds given in this section can be improved to exponential bounds. Precise statements are given in the next section.
Statement of the main results
The main results, Theorem 4.2 and Theorem 4.3, rely heavily on an initial result, Theorem 4.1, which bounds the effect of an arbitrary operator A on the energy distribution of H. Specifically, we assume that we are given a state which is supported on an interval I = [0, ] with respect to H and then some operator A (say, a unitary transformation) is applied. The resultant state, of course, may no longer have energy distribution supported on I; it may contain eigenstates of higher energies. Classically, if we apply a transformation on a region L, the total energy can change by at most |L|, since every interaction in H L and H ∂ can contribute at most a unit of energy. In the quantum case, the locality of the interactions can be used to show that the energy distribution is concentrated on the interval I + O(|L|) (see Fig. 2 ). In addition, we will see that when A commutes with H L , the concentration is on the tighter interval I + O(|∂L|). 
In the special case when R ≤ gk, we obtain the stronger bound
Note: When A is locally supported on some region L, we can trivially bound R by R ≤ |L|, and when [A, H L ] = 0, we can bound R ≤ |∂L|. When A = H i , a single local term of H, we recover the special case of R ≤ gk.
Figure 2: Let us consider a state which is in a superposition of energies below (blue curve). After some local operation A in the region L, the energy distribution changes and there are non-zero probabilities of measuring energies larger than (red curve). As in Theorem 3.1, however, the locality of the interactions implies that the energy excitation beyond O(|L|) decays exponentially. It is worth noting that when A is a quantum operation such as a measurement or a unitary transformation, Theorem 4.1 has a natural operative interpretation: it proves that starting with a system that is in a superposition of eigenstates with energy ≤ , the chances that we perform A and afterwards measure an energy > + 6R are exponentially small.
We then use Theorem 4.1 in the proofs of our main results that relate the shape of the energy distributions with respect to the Hamiltonian H for the entire system and the Hamiltonians H L and H L +H L c for parts of the system. 
where ∆τ def = τ − 0 (L) and ∆ def = − 0 , and 0 (L) and 0 are the ground energies of H L and H respectively.
The proof of the theorem is relatively straightforward. We first prove that for any state |ψ , the norm
|ψ is exponentially small in the difference between φ , the energy of |φ , and . 
and for > τ > 0,
The proof follows the same lines as Theorem 4.3 with some small modifications. An immediate corollary of this theorem is the following bound on the energy distribution of a product state (see Fig. 3 ): 
We now turn to our final result, which can be seen as one possible application of our main results. When studying the physics of a quantum spin system, it is often desirable to approximate the Hamiltonian H by a new HamiltonianH that is identical to H in some local region, but nevertheless has a bounded norm that does not scale extensively with the system size. This restriction on the norm is necessary, for example, when one wants to approximate the groundspace projector using a low-degree polynomial of H. For a polynomial of a fixed degree, the quality of the approximation depends crucially on the norm of H -see Ref.
[AKLV13] for more details. A natural way to achieve this is by truncating all the energy levels of the Hamiltonian outside the interesting region at some energy scale τ . For consistency reasons, we denote the "interesting region", which we wish to keep local, by L c , and the region whose energies are to be truncated by L. The exact definition ofH is then 
and the truncation of H (with respect to L) is the Hamiltoniañ
Eigenstates ofH will be denoted by |ψ 0 , |ψ 1 , |ψ 2 , . . ., and their corresponding energy levels bỹ 0 ≤˜ 1 ≤˜ 2 ≤ . . .. We also denote a projection into the subspace of eigenstates ofH with energies in the range I byΠ I .
We note that, by definition, the norm of the truncated HamiltonianH is bounded by H ≤ |L c | + |∂L| + τ , so if L c and τ are of constant size, then so is H . In what follows, we shall always assume that τ is a fixed constant. This definition of the truncated Hamiltonian would only be useful if indeedH is a good approximation to H, at least for the lower parts of the spectrum. The following theorem utilizes Theorem 4.2 to prove that this is indeed the case, and the lower part of the spectrum of H andH are exponentially close to each other in τ .
Theorem 4.6 The low energy subspaces and spectrum of H andH are exponentially close in the following sense:
and
where
are the list of eigenvalues of H (respectivelyH) in increasing order (with multiplicity) then for
5 Proof of Theorem 4.1
It suffices to show (7) and (8) for A = 1 since a simple scaling of the equations proves the general result. Writing 
We shall upper bound the norm of each K separately. Since H = H i then K is a sum of n terms of the form [
However, most of these terms are zero and we will use this fact to bound K . For a term to be nonzero, we must have that H i 1 does not commute with A, H i 2 does not commute with at least one of H i 1 or A, H i 3 does not commute with at least one of H i 2 , H i 1 or A, etc. We can upper bound how many terms satisfy these constraints as follows. By hypothesis, there are at most R non-vanishing terms in [H, A] = i 1 [H i 1 , A], so i 1 can take on no more than R values. Since H i 2 must not commute with either A (at most R values of i 2 ) or H i 1 (at most gk additional values of i 2 ), i 2 can take on no more than R + gk values. Continuing this way we see i j can take on no more than R + (j − 1)gk values. We conclude that there are at most
Each term, by expanding the commutators has at most 2 components of norm at most 1 and we arrive at the bound K ≤ 2 n .
Returning to Eq. (18), we obtain
Setting r def = R gk , the rightmost fraction can be written as
where r is r rounded up to the nearest integer. This last fraction is the binomial coefficient r + −1 ≤ 2 r + −1 ≤ 2 r+ and using this bound in Eq. (19) we have
Finally, 2 r+1 = 2e r ln 2 = 2e 8 ln 2·λR ≤ 2e 6λR . 
We now follow the same outline but at the first step we replace e −λH Ae λH with e −2λH Ae 2λH and our task is now to show e −2λH Ae 2λH ≤ 2. With this replacement Eq. (19) becomes
where the first inequality of Eq. (22) used Eq. (21).
Proof of Theorem 4.2
We begin with a simple lemma, which upperbounds the norm of any state of the form |φ = AΠ [0, ] |ψ in terms of its energy with respect to H. 
where R is defined as in Theorem 4.1.
Proof: As with the proof of Theorem 4.1, we can assume without loss of generality that A = 1. Let µ be some energy scale to be set later, define h def = ln 2 2λ and write
Theorem 4.1 establishes that the norms of the |φ j decay exponentially, i.e.,
We use this decomposition to bound the energy of |φ with respect to H:
We bound the rightmost sum using (24):
The final summand in (26) is equal to 4 by a standard equality; combining this with (25) yields the bound of the energy as:
Choosing µ def = φ − 1, rearranging terms and taking a square root, we get
where the last inequality follows from the fact that λ ≤ 1 8 and so (8h) 1/2 e λ ≤ 2/λ 1/2 . This proves (23) for A = 1.
The proof of Theorem 4.2 will follow by applying Lemma 6.1 with A = P [t,∞) . In this case, [A,
, so the only non-commuting terms in [A, H] come from H ∂ and thus we can take R = |∂L| and
We now lowerbound φ . By definition,
We can further lower bound the right hand side by noting that 0 ≤ 0 (L) + |∂L| + 0 (L c ), 1 and therefore
Proof of Theorem 4.3
The proof of Theorem 4.3 is very similar to that of Theorem 4.2; we will only give the outline of the proof and highlight where things are different. To prove (10), note that the statement of Theorem 4.2 holds in the slightly modified context (the proof is identical) of replacing the Hamiltonian H L with the Hamiltonian H L + H L c and replacing
In this situation ∆τ
. We shall view (11), as a "complementary" version of (10) 
Proof: The proof here is exactly like the proof of Theorem 4.1 except for the part where we estimate the number of surviving terms
Note that although the surviving H i terms do not belong to the new "main" Hamiltonian H L + H L c , the proof continues exactly like the proof of Theorem 4.1; all that matters is that every such H i does not commute with at most gk terms from H L + H L c .
With Theorem 7.1 at our disposal, we use Lemma 6.1 to deduce that for every
where φ is the energy of |φ . We complete the proof by lower bounding φ , the energy of |φ . Since
, thereby proving (11).
Proof of Theorem 4.6
We begin by proving part (i). of the theorem. Since Theorem 4.2 says that the high energy spectrum of H L and the low energy spectrum of H have very little overlap, it is a natural tool for bounding
, the left hand side of (15). We decompose [τ, ∞) = ∞ j=0 I j with
λ . This allows us to write P [τ,∞)] = j P I j where P I j are spectral projections associated to H L . Then by the triangle inequality,
Using Theorem 4.2 to bound each term in the summand, we have
and so
Since e −λhj = 1 2 j , then by the identity j≥0 (j + 1)2 −j = 4, the RHS becomes 8 ln 2 λ 3/2 e −λ(∆τ −∆ −7|∂L|) , and as 8 ln 2 ≤ 6, we recover (15).
The proof of (16) requires an analogous statement to Theorem 4.2 that says that the overlap of the high energy spectrum of H L and the low energy spectrum ofH has very little overlap: ) denote the projection onto the subspace of energies of H L which are ≥ τ , and letΠ [0, ] denote the projection onto the subspace of energiesH that are ≤ . Then
where ∆τ
With this result in hand (the proof is given in the next subsection), the proof of (16) follows the identical route as (15) above with Theorem 8.1 replacing Theorem 4.2, and adjusting the exponent term from 7|∂L| to 23|∂L|. For (ii), sinceH ≤ H as operators, it follows immediately that for every j,˜ j ≤ j . 3 For the other inequality, recall a useful fact about the j th smallest eigenvalue λ j of a self-adjoint operator A: for any projector P of rank j,
with equality when P is chosen to be the projector onto the span of the lowest j eigenvectors of A. Setting P to be the projector onto the span of lowest j eigenvectors ofH yields PHP =˜ j . Since by (16), P (H − H)P ≤ 6 λ 3/2 e −λ(∆τ −∆˜ j −23|∂L|) ≤ 6 λ 3/2 e −λ(∆τ −∆˜ −23|∂L|) , we havẽ
where the first inequality follows from the triangle inequality, PHP ≥ P HP − P (H − H)P , and the second inequality follows from (32). We conclude this section by proving Theorem 8.1
Proving Theorem 8.1
The proof of Theorem 8.1 follows closely that of Theorem 4.2 4 . Looking at that proof, it is easy to see that it generalizes toH, provided we have a version of Theorem 4.1 that applies to projectors ofH (instead of H) with an operator A = P [0,∞) . Given such a theorem, all that is left to do it to adjust the prefactor in front of the exponent, which we leave for the reader. We shall therefore concentrate on proving the following version of Theorem 4.1:
Lemma 8.2 Let A be an operator that is supported by the spins of the contiguous region L, and assume that it commutes with H L . Then
Proof of Lemma 8.2: As in the proof of Theorem 4.1, assume without loss of generality that A = 1, and insert e −λH e λH before and after A in the LHS of (33). We get,
Our goal is then to show that e λH Ae −λH ≤ e 22λ|∂L| . However, sinceH contains non-local terms, we can no longer prove this using the Hadmard formula, as we did in the proof of Theorem 4.1. As an alternative approach, we use the following expansion: 
where,
and G 0 (t) = G 0 (t) = 1.
The proof is given in the appendix.
Recalling thatH =H
where in the last equality we used the fact that A commutes with H L and is supported on L, and so it also commutes withH L + H L c . It follows that
Our task is then to bound G j (λ) and G j (λ) . Using the definition of the Dyson expansion in Lemma 8.3, we have
To proceed, we need the following lemma, which is proved at the end of this section.
Using this lemma, we get 
We first observe that O ≤ 2. This follows from using the Hadamard lemma on e τ H L c H i e −τ H L c and following the exact steps of the proof of Theorem 4.1 in the special case where R ≤ gk, replacing H by H L c and noting that τ ≤ λ, and so the geometrical sum converges. Next, we wish to bound e τH L Oe −τH L . To this aim, let us bound the norm of |φ
where |ψ is an arbitrary normalized state. For brevity, we define P + def = P [t,∞) , and
where |φ ±± def = P ± e τH L Oe −τH L P ± |ψ . We now bound the norm of each component separately using the fact that P + e ±τH = P + e ±τ t , and P − e ±τH L = P − e ±τ H L .
By definition, |φ ++ = P + e τ t Oe −τ t P + |ψ = P + OP + |ψ and so φ ++ ≤ O · P + |ψ ≤ 2 P + |ψ .
|φ −+ :
Here, |φ −+ = P − e τ H L Oe −τ t P + |ψ and so φ −+ ≤ e −τ t · P − e τ H L · O · P + |ψ , but as P − e τ H L ≤ e τ t , we conclude that φ −+ ≤ O · P + |ψ ≤ 2 P + |ψ . 
This is the only non-trivial case. Here we have |φ +− = e τ t P + Oe −τ H L P − |ψ . To bound its norm, we slice the energy range of P − , i.e., [0, t) into segments I j = [a j , b j ) of width h to be set later,
. . (the last segment might be of shorter width). Then
Now, by the special case of Theorem 4.1 (i.e., inequality (8)) applied for H L , we find that P + OP I j ≤ 2 O e −2λhj ≤ 4e −2λhj . In addition, e −τ H L P I j |ψ ≤ e −τ (t−jh−h) P I j |ψ , so all together, using the fact that τ ≤ λ, we get
Here, the first inequality followed from the Cauchy-Schwartz inequality, together with the fact that j≥0 P I j |ψ 2 = P − |ψ 2 . Choosing h such that e 2λh = 2, we get φ +− ≤ 8 P − |ψ .
All together, we find that φ ≤ 4 P + |ψ + 10 P − |ψ , so by invoking the Cauchy-Schwartz inequality once more, we get φ ≤ √ 4 2 + 10 2 ≤ 11, and so H ∂ (τ ) ≤ 11|∂L|.
Summary and future work
In this paper we have rigorously proven several bounds on the local and global energy distributions in a quantum spin system on a lattice. The common theme in all these results is that, to a large extent, these energy distributions behave as if the underlying system is commuting (or even classical), up to some exponentially small corrections. Our bounds apply to a very wide family of systems: all that is assumed is that the quantum spins sit on a lattice, governed by a k-local, nearest-neighbor interactions, with a bounded strength. No other assumptions like spectral gap, shape of the spectrum, or the specific form of the interactions is needed. Indeed, the most important ingredient that was used is the fact that the system is made of many local interactions, and that every particle interacts only with its neighbors. It is this explicit locality that tames the quantum effects of non-commutativity, and drives the system towards a more classical behavior. The main motivation behind this paper was the need to construct a good approximation for the groundstate projector of a gapped system (AGSP) using a low-degree polynomial of H. This was a central building block of a recent 1D area-law proof [AKLV13] . Nevertheless, since the results we have presented here are very general, we hope that they might be useful at other places as well. For example, bounding the energy distribution of a product state of two energy eigenstates might be useful for analyzing the quantum quench that results by turning on the interaction on the boundary between them. Another possible use of our results might be in perturbation theory of many-body Hamiltonians. There, it is often important to control the norm of the Hamiltonian, and one may hope to use the truncated Hamiltonian that was introduced in Sec. 8, whose spectrum is exponentially close to that of the original Hamiltonian.
Finally, it is interesting to know how tight our bounds are. This can be studied by either optimizing our calculations (and there is certainly a room for that), or, more interestingly, by directly estimating the energy distributions of particular examples, either numerically or analytically, to see how they match our bounds. In particular, some very simple numerical calculations, which we performed on a chain of 12 spins with random interactions, suggest that the energy distribution Π [ ,∞) AΠ [0, ] from Theorem 4.1 can be upperbounded by an expression of the form e −O(| − −O(R)|) log | − −O(R)| · A . It would be interesting to see if such a stronger bound can also be proven rigorously. Finally, we believe that Theorem 4.1 and consequently maybe Theorems 4.2 and 4.3 might be improved when the state we are considering is the groundstate of a gapped system. In this case, deviations from the ground energy might decay like e −O( 2 ) instead of e −O( ) due to the exponential decay of correlations for such states [Has04] , which suggests that the energy fluctuations of different regions are largely independent.
A Proof of Lemma 8.3
We will only prove the first equality in Eq. (35), i.e., e t(X+Y ) = ∞ j=0 G j (t)e tX , as the proof of second equality follows the exact same lines.
Define L(t) def = e t(X+Y ) and R(t) def = ∞ j=0 G j (t)e tX , the LHS and RHS of the first equation in (35) respectively. We wish to show that L(t) = R(t) for all t ≥ 0. We do that by showing that as a function of t, both satisfy the same linear ODE with the same initial condition. Indeed, at t = 0, we have L(0) = R(0) = 1. 
