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Abstract
To estimate the optimal constant in Hardy-type inequalities, some
variational formulas and approximating procedures are introduced. The
known basic estimates are improved considerably. The results are illus-
trated by typical examples. It is shown that the sharp factor is meaning-
ful for each finite interval and a classical sharp model is re-examined.
1 Introduction
For given two Borel measures µ and ν on an interval (−M,N) (M,N 6∞), the
Hardy-type inequality says that the Lq(µ)-norm of each absolutely continuous
function f is controlled from above by the Lp(ν)-norm of its derivative f ′ up
to a constant factor A:(∫ N
−M
|f |qdµ
)1/q
6 A
(∫ N
−M
|f ′|pdν
)1/p
, (1)
i.e., ‖f‖µ,q 6 A‖f ′‖ν,p, p, q ∈ (1,∞).
The inequalities have been well studied in the past decades, cf. [15, 10, 7]. In
particular, the following basic estimates for the optimal constant A in (1) are
well known:
B 6 A 6 kq,pB, (2)
where B is a quantity described by M,N,µ, ν, p and q, and kq,p ∈ [1, 2] is a
constant factor (cf. (3), (22) and (23) below. See also Appendix for more
details). The goal of this paper is to show that there is still a room for
improvements of (2). Such a qualitative study is valuable since the optimal
constant A describes the speed of some type of stability (cf. [6; Chapter 6]
and references therein). We begin our story with an example which is typical
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in the sense that it is the only one, except the special case that p = q = 2, we
have known so far for having the exact constant A for all p, q ∈ (1,∞) (see
also Example 2.5 and Proposition 4.5 for additional information).
There are mainly four different types of boundary conditions in (1). We
concentrate in the paper only on the one vanishing at −M . The other cases will
be handled subsequently. In particular, the results of this paper are extended
by [12] to the discrete context.
Example 1.1 Let (−M,N) = (0, 1) and dµ = dν = dx. Then
(1) the optimal constant A in (1) is
A =
p
1
q q1−
1
p (pq + p− q) 1p− 1q
(p− 1) 1pB
(
1
q , 1− 1p
) , p, q ∈ (1,∞),
where B(α, β) is the Beta function
B(α, β)=
∫ 1
0
sα−1(1−s)β−1ds = 1
α
∫ 1
0
(
1−t 1α )β−1dt (change variable t = sα).
In particular, if q = p, then
A =
p
pi(p − 1)1/p sin
pi
p
.
More particularly, A = 2/pi if q = p = 2.
(2) Basic estimates. The constants used for the basic estimates in (2) for
q > p are as follows:
B =
p
1
q
(
(p− 1)q)1− 1p
(pq + p− q)1− 1p+ 1q
,
kq,p=
[
Γ
( pq
q−p
)
Γ
( q
q−p
)
Γ
(p(q−1)
q−p
)]1/p−1/q=[ q − p
pB
(
p
q−p ,
p(q−1)
q−p
)]1/p−1/q, q>p, (3)
cf. [7; Example 1.12 and references therein]. In particular, if q = p, then
B =
(
1/p
)1/p(
1/p∗
)1/p∗
, kp,p = p
1/pp∗1/p
∗
,
where p∗ is the conjugate of p: 1/p + 1/p∗ = 1.
(3) Improvements. As the first step of our approximating procedures in-
troduced in the paper, we have new upper and lower bounds δ1 and δ¯1, re-
spectively. Besides, we also have another upper estimate A∗. More precisely,
the basic estimates in (2) are improved in the paper by
B 6 δ¯1 6 A 6 A
∗
6 δ1 6 kq,pB, (4)
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where
δ¯1=
p1/q((p− 1)(q + 1))1−1/p
(pq + p− q)1−1/p+1/q , (5)
A∗=
(
p∗
q
)1/q(p∗ + q
pip∗
sin
pip∗
p∗ + q
)1/p∗+1/q
, (6)
δ1=
1
(qγ∗/p∗+1)1/q
{
sup
x∈(0,1)
1
xγ∗
∫ x
0
(
1−yqγ∗/p∗+1)p∗/qdy}1/p∗, γ∗:= q
p∗+q
. (7)
In the last formula, the function under supx∈(0,1) is unimodal on (0, 1), its
integral term is indeed an incomplete Beta function:
B(x, α, β) =
∫ x
0
sα−1(1− s)β−1ds = 1
α
∫ xα
0
(
1− t1/α)β−1dt.
Note that δ¯1 is very much the same as B: the factor q+1 in δ¯1 is replaced by
q in B. Besides, A∗ = A if q = p. Except these facts, the comparison of the
quantities in (4) are non-trivial, as shown by Figures 1–4.
(4) Figures. First, consider the case that q = p. Figure 1 shows the basic
estimates of the optimal constant A.
10 15 20 25 30
0.6
0.7
0.8
0.9
1.0
Figure 1 The middle curve is the exact value of A. The top straight line
and the bottom curve consist of the basic estimates of A.
Our improved upper bound δ1 and lower one δ¯1 are added to Figure 1, as
shown in Figure 2.
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5 10 15 20 25 30
Figure 2 The new bounds δ1 and δ¯1 are almost overlapped with the exact
value A except in a small neighborhood of p = 2, δ1 is a little bigger, and δ¯1
is a little smaller than A.
Next, consider the case that q > p. For convenience, we rewrite q as p+ r,
where r varies over (0, 15). The six quantities in (4) are shown in Figures 3
and 4 according to p = 2 and p = 5, respectively.
2 4 6 8 10 12 14
0.6
0.7
0.8
0.9
1.0
Figure 3 The six curves from top to bottom are kq,pB, δ1, A
∗, A (the exact
value), δ¯1, and B, respectively, for p = 2, q = p+ r, and r ∈ (0, 15).
In view of Figures 1 and 2, it is clear that the six curves should be closer
for larger p.
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2 4 6 8 10 12 14
0.7
0.8
0.9
1.0
Figure 4 The only change of this figure from the last one is replacing p = 2
by p = 5. Certainly, the six curves are located in the same order. Except the
basic estimates, the other four curves are almost overlapped.
Figures 1–4 illustrate the effectiveness of our improvements. It is surprising
and unexpected that the new estimates can be so closed to the exact value.
The general results are presented in the next section. Their proofs are given
in Section 3. In Appendix, we will come back to study the basic estimates (2)
and the optimal factor kq,p.
To conclude this section, we make some historical remarks on Example
1.1. The optimal constant given in the example was presented in [16; page
357] with optimizer but without details. The detailed proofs were presented
in [9] and [1]. We mention that the boundary condition used in the cited
papers are vanishing at both endpoints. This is using the Dirichlet boundaries
at two endpoints. The result is the same if we replace Dirichlet boundaries
with Neumann ones (cf. [7]). However, as mentioned before, we consider only
the Dirichlet boundary at the left-endpoint in this paper. Then the optimal
constant here is a double of those given in the cited papers. For more recent
progress on p-Laplacian (which is an alternative description of the Hardy-type
inequality in the case of q = p), one may refer to the book [11] and references
therein. Actually, in this case, the story is now quite complete. The new
progress will be published elsewhere in [8].
2 Main results
From now on, for simplicity, we fix (−M,N) = (0,D), D 6 +∞. Set
A [0,D] = {f : f is absolutely continuous in [0,D] (or [0,D) if D =∞)},
A0[0,D] = {f ∈ A [0,D] : f(0) = 0}.
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Then the optimal constant A in (1) is described by the following classical
variational formula
A = sup
f∈A0[0,D], ‖f ′‖ν,p∈(0,∞)
‖f‖µ,q
‖f ′‖ν,p (8)
To state our results, we need some notation. Denote by v the density of
the absolutely continuous part of ν with respect to the Lebesgue measure dx
and let
vˆ = v−
1
p−1 = v1−p
∗
.
For upper estimates, define two operators II∗ and I∗:
II∗(f)(x) =
1
f(x)
∫ x
0
dy vˆ(y)
(∫ D
y
f q/p
∗
dµ
)p∗/q
, x ∈ (0,D), (9)
I∗(f)(x) =
vˆ
f ′
(x)
(∫ D
x
f q/p
∗
dµ
)p∗/q
, x ∈ (0,D), (10)
with domains
FII = {f : f(0) = 0, f > 0 on (0,D)}, (11)
FI = {f : f(0) = 0, f ′ > 0 on (0,D)}, (12)
respectively. For lower estimates, we need different operators:
II(f)(x) =
1
f(x)
∫ x
0
dy vˆ(y)
(∫ D
y
f q−1dµ
)p∗−1
, x ∈ (0,D), (13)
I(f)(x) =
vˆ
f ′
(x)
(∫ D
x
f q−1dµ
)p∗−1
, x ∈ (0,D). (14)
When q = p, we have II = II∗ and I = I∗. To avoid the non-integrability
problem, the domain of II and I have to be modified from FII and FI :
F˜II = {f ∈ FII : ∃x0 ∈ (0,D] such that f = f(· ∧ x0) and moreover
fII(f) ∈ Lq(µ) if x0 = D}, (15)
F˜I = {f : f(0) = 0, ∃x0 ∈ (0,D] such that f = f(· ∧ x0), f ′ > 0 on (0, x0),
and moreover fII(f) ∈ Lq(µ) if x0 = D}, (16)
where α∧β = min{α, β} and similarly, α∨β = max{α, β}. Thus, the operators
we actually use for the lower estimates are modified from II and I as follows:
when f = f(· ∧ x0), set
II (˜f)(x)=II(f)(x ∧ x0) = 1
f(x)
∫ x∧x0
0
dy vˆ(y)
(∫ D
y
f q−1dµ
)p∗−1
, (17)
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I (˜f)(x)=I(f)(x ∧ x0)= vˆ
f ′
(x ∧ x0)
(∫ D
x∧x0
f q−1dµ
)p∗−1
, x ∈ (0,D). (18)
Here we adopt the usual convention that 1/0 =∞.
We can now state our variational result.
Theorem 2.1 For the optimal constant A in (1), we have
(1) upper estimate:
A 6 inf
f∈FII
[
sup
x∈(0,D)
II∗(f)(x)
]1/p∗
= inf
f∈FI
[
sup
x∈(0,D)
I∗(f)(x)
]1/p∗
(19)
for q > p, and
(2) lower estimate:
A > sup
f∈F˜II
‖fII (˜f)‖1−q/pµ,q
(
inf
x∈(0,D)
II (˜f)(x)
)(q−1)/p
(20)
for p, q ∈ (1,∞). In particular, when q = p, we have additionally that
sup
f∈F˜II
(
inf
x∈(0,D)
II (˜f)(x)
)1/p∗
= sup
f∈F˜I
(
inf
x∈(0,D)
I (˜f)(x)
)1/p∗
. (21)
Recall that for general q > p, p, q ∈ (1,∞), the basic estimates read as
follows
B 6 A 6 kq,pB (22)
where kq,p is given in (3) and
B = sup
x∈(0,D)
νˆ(0, x)1/p
∗
µ(x,D)1/q, (23)
here νˆ(α, β)=
∫ β
α vˆ as usual, and similar for µ(α, β) (cf. [10; pages 45–47] and
Appendix below).
As an application of Theorem 2.1, we have the following approximating
procedures.
Theorem 2.2 (1) Let q > p, p, q ∈ (1,∞),
f1(x) = νˆ(0, x)
γ∗ , γ∗ =
q
p∗ + q
, (24)
and define
fn+1(x) = fnII(fn) =
∫ x
0
dy vˆ(y)
(∫ D
y
f q/p
∗
n dµ
)p∗/q
, n > 1, (25)
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δn =

(
supx∈(0,D)
fn+1(x)
fn(x)
)1/p∗
, n = 1 or n > 2 but δ1 <∞
∞, n > 2 and δ1 =∞.
(26)
Then we have A 6 δn for all n > 1 and {δn} is decreasing in n.
(2) Let p, q ∈ (1,∞),
f
(x0)
1 (x) = νˆ(0, x ∧ x0), f (x0)n+1 = f (x0)n II
(˜
f (x0)n
)
, n > 1 (27)
and define
δ˜n= sup
x0∈(0,D]
∥∥f (x0)n II (˜f (x0)n )∥∥1−q/pµ,q ( infx∈(0,D) II (˜f (x0)n )(x))(q−1)/p, (28)
δ¯n= sup
x0∈(0,D]
∥∥f (x0)n ∥∥µ,q∥∥f ′n(x0)∥∥v,p , n > 1. (29)
Then we have A > δ˜n ∨ δ¯n for all n > 1.
Actually, in view of Corollary 2.3 below, we have δ1 <∞ iff B <∞. When
q = p, it is known from [8] that {δ˜n}n>1 is increasing in n and δ˜1 > B.
We can now summarize the first step of our approximating procedures as
follows.
Corollary 2.3 For q > p > 1, we have
B 6 δ¯1 ∨ δ˜1 6 A 6 δ1 ∧
(
kq,pB
)
6 δ1 6 k˜q,pB, (30)
where
k˜q,p =
(
1 +
q
p∗
)1/q(
1 +
p∗
q
)1/p∗ (
> kq,p if q > p
)
.
More precisely, let ϕ(x) = νˆ(0, x). Then we have
δ1=
{
sup
x∈(0,D)
1
ϕ(x)γ∗
∫ x
0
dy vˆ(y)
(∫ D
y
ϕqγ
∗/p∗dµ
)p∗/q}1/p∗
6 k˜q,pB, (31)
where γ∗ = qp∗+q . Next, we have
δ¯1 =
{
sup
x∈(0,D)
[
1
ϕ(x)q/p
∫ x
0
ϕqdµ+ ϕ(x)q/p
∗
µ(x,D)
]}1/q
> B, (32)
δ˜1 = sup
x0∈(0,D)
∥∥f (x0)2 ∥∥1−q/pµ,q [f (x0)2 (x0)ϕ(x0)
](q−1)/p
, (33)
where
f
(x0)
2 (x)=
∫ x∧x0
0
dy vˆ(y)
[ ∫ x0
y
ϕq−1dµ+ϕ(x0)
q−1µ(x0,D)
]p∗−1
, x ∈ [0,D].
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It is known that k˜p,p = limq↓p kq,p. When q > p, we have k˜q,p > kq,p.
Their small differences are shown by Figure 5. Their ratios have similar shape
as in Figure 5 and are located in [1, 1.23) with maximum 1.2274 at (p, q) ≈
(2, 2 + 2.5758). Besides,
sup
q>p>1
k˜q,p = sup
q>p>1
kq,p = sup
p>1
k˜p,p = k˜2,2 = 2.
5 10 15 20 25
0.05
0.10
0.15
0.20
0.25
0.30
Figure 5 The difference k˜q,p − kq,p for q = p + x (p = 1.1, 2, 5, 10, 20) and
x varies over (0.0001, 25). When p = 1.1, the curve is special, located at lower
level and intersects with two others. The remaining curves from top to bottom
correspond to p = 2, 5, 10, and 20, respectively.
Thus, our upper bound k˜q,pB given in (30) is a little bigger than the basic
one (22). As illustrated by Figures 1–4, δ1 improves kq,pB (not only k˜q,pB)
remarkably. However, the proof for the sharp factor kq,p (when q > p) becomes
much more technical (cf. [10; pages 45–47] for historical remarks and [3]. See
also Example 2.5 below). Therefore, we prove only the upper bound given in
(31), as ones often do so [15; Theorem 1.14]. Actually, one often regards (22)
replacing kq,p by k˜q,p as “basic estimates”, due to the reasons just mentioned
above.
Among δ1, δ¯1, and δ˜1 in the corollary, the most complicated one is δ˜1. It
is not simple even for the simplest Example 1.1:
δ˜1 = sup
z∈(0,1]
(
f
(z)
2 (z)
z
)(q−1)/p∥∥f (z)2 ∥∥1−q/pµ,q ,
f
(z)
2 (x) =
∫ x∧z
0
dy
[
1
q
(zq − yq) + zq−1(1− z)
]p∗−1
, x ∈ [0, 1].
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The main contribution of the sequence {δ˜n} is, when q = p, its increasing
property which then implies that {δ˜n} is closer and closer, step by step, to A.
Therefore, the sequence {δ¯n} posses the same property since δ¯n+1 > δ˜n by [8].
However, there is no direct proof for the increasing property of the sequence
{δ¯n} even though it is believed to be true. From [8], it is also known that in
the particular case of q = p, we have δ¯1 > δ˜1 if p > 2, δ¯1 6 δ˜1 if p ∈ (1, 2], and
δ¯1 = δ˜1 if q = p = 2. Thus, only in a small region of (p, q), δ˜1 can be better
than δ¯1. For instance, setting p = 1.1 in our Example 1.1, then only for those
q ∈ [1.1, 1.55], one has δ¯1 6 δ˜1. Next, let p = 2, then we have δ¯1 > δ˜1 once
q > p. For this reason, unlike the case of q = p, here we do not pay much
attention to study the sequence {δ˜n} in the case of q > p.
Having Corollary 2.3 at hand, it is not difficult to compute δ1 and δ¯1 given
in Example 1.1. To obtain the constant A∗ there, we need more work.
Remark 2.4 We are now going to describe the upper estimate (19) in a
different way. First, when q = p, we can rewrite II∗ as IIν,pµ,p:
IIν,pµ,p(f)(x) =
1
f(x)
∫ x
0
dy vˆ(y)
(∫ D
y
fp−1dµ
)p∗−1
.
At the same time, we rewrite A in (1) as Aν,pµ,p. In this case, in view of the first
inequality of (19), we have obtained
Aν,pµ,p 6 inf
f∈FII
[
sup
x∈(x,D)
IIν,pµ,p(f)(x)
]1/p∗
.
Actually, by [8; Theorem 2.1], the equality sign here holds:
Aν,pµ,p = inf
f∈FII
[
sup
x∈(x,D)
IIν,pµ,p(f)(x)
]1/p∗
. (34)
Next, for general p and q, we may use the similar notation IIν,pµ,q and A
ν,p
µ,q.
When q > p, noting that corresponding to p˜ = q/p∗+1 and v˜ = vq/p, we have
ˆ˜v = v˜
− 1
p˜−1 =
(
v
q
p
)− 1
q/p∗+1−1 = v
− 1
p−1 = vˆ,
It follows that II∗ = IIν
q/p, p˜
µ, p˜ , here ν
q/p denotes for a moment the measure
when the density of ν is replaced by its power of q/p. By using the first
inequality of (19) again, we have
Aν,pµ,q 6 inf
f∈FII
[
sup
x∈(x,D)
IIν
q/p, p˜
µ, p˜ (f)(x)
]1/p∗
=
{
inf
f∈FII
[
sup
x∈(x,D)
IIν
q/p, p˜
µ, p˜ (f)(x)
]q/(q+p∗)}1/p∗+1/q
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since the conjugate of p˜ = 1 + q/p∗ is 1 + p∗/q. By (34), we have thus obtain
the following estimate
Aν,pµ,q 6
[
Aν
q/p, p˜
µ, p˜
]1/p∗+1/q
. (35)
In other words, when q 6= p, we are estimating the optimal constant Aν,pµ,q of
a mapping Lp(ν) → Lq(µ) by the one of Lp˜(ν˜) → Lp˜(µ). When q = p, the
right-hand side of (35) coincides with its left-hand side and so (35) becomes
an equality. In Example 1.1, the upper bound A∗ denotes the right-hand side
of (35). Note that without assuming (34), by part (1) of Theorem 2.1, the
estimate (35) is the best one we can expected. This indicates a limitation of
(19) since Figure 3 shows that there is a small difference between the two sides
of (35) (see also Example 2.5 below). In contract to part (1) of Theorem 2.1,
part (2) of the theorem can be sharp at least when there is a solution to the
Euler-Lagrange equation (or “eigenequation”):
(vg′
p−1
)′ + ugq−1 = 0, g, g′ > 0 on (0,D).
We conclude this section by looking an extremal example to which there
is no room for improving the upper estimate in (22). Refer to Lemma 4.4 and
Proposition 4.5 in Appendix for more general results.
Example 2.5 Let q > p > 1, D =∞, µ(dx) = x−q/p∗−1dx, and ν(dx) = dx.
Then the optimal constant in the Hardy-type inequality is
A =
(
p∗
q
)1/q[ Γ( pqq−p)
Γ
(
q
q−p
)
Γ
(
p(q−1)
q−p
)]1/p−1/q = (p∗
q
)1/q
kq,p
which can be attained by a simple optimizer f having derivative
f ′(x) =
α
(βxγ + 1)(γ+1)/γ
, α, β > 0, γ =
q
p
− 1.
Refer to [3] or Appendix for details. Since
B = sup
x>0
νˆ(0, x)1/p
∗
µ(x,∞)1/q = sup
x>0
x1/p
∗
[ ∫ ∞
x
y−q/p
∗−1
]1/q
=
(
p∗
q
)1/q
,
the upper bound of the basic estimates in (22) is sharp. Actually, this is where
the optimal factor kq,p comes from.
Even though there is now nothing more to do about the upper estimate of
A, to understand what happened in such an extremal situation, we compute
δn. Because ϕ(x) = x, f1 = ϕ
γ∗ , where γ∗ = qp∗+q , and∫ D
y
ϕqγ
∗/p∗dµ =
∫ ∞
y
zqγ
∗/p∗−q/p∗−1 =
p∗
q(1− γ∗)y
q(γ∗−1)/p∗ ,∫ x
0
dy
[∫ D
y
ϕqγ
∗/p∗dµ
]p∗/q
=
[
p∗
q(1− γ∗)
]p∗/q∫ x
0
yγ
∗−1dy=
1
γ∗
[
p∗
q(1− γ∗)
]p∗/q
xγ
∗
.
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we have
f2(x) =
∫ x
0
dy
[ ∫ ∞
y
f
q/p∗
1 dµ
]p∗/q
=
1
γ∗
[
p∗
q(1− γ∗)
]p∗/q
f1(x) =: Cf1(x).
By induction, it follows that fn+1 = C
nf1 and hence
δn =
(
sup
x
fn+1(x)
fn(x)
)1/p∗
= C1/p
∗
=
(
1 +
p∗
q
)1/p∗+1/q
, n > 1.
It is now easy to check that δn = k˜q,pB (> kq,pB) for all n > 1. Thus, no
improvement of the upper bound k˜q,pB can be made by our approach. This
is not surprising since δ1 is already a sharp estimate of the right-hand side of
(35). To see this, let q ↓ p, we get
Aν,pµ,q → Aν,pµ,p =
(
p∗
p
)1/p
kp,p =
(
p∗
p
)1/p
k˜p,p = p
∗.
(Actually, when q = p, we come back to the original Hardy inequality, its
optimal constant is well known to be p∗.) Then replacing p with p˜ = q/p∗+1,
noting that p˜∗ = p∗/q + 1, we obtain the optimal constant
Aν
q/p, p˜
µ, p˜ = p
∗/q + 1
appearing on the right-hand side of (35) which is clearly equal to δn. For
general q > p, δn ≡ k˜q,pB is actually bigger than, and so can not improve
kq,pB.
Next, we compute δ¯1. Because
1
ϕ(x)q/p
∫ x
0
ϕqdµ+ ϕ(x)q/p
∗
µ(x,D) =
1
xq/p
∫ x
0
yq/p−1 + xq/p
∗
∫ ∞
x
y−q/p
∗−1
=
p
q
+
p∗
q
xq/p,
we have by Corollary 2.3,
δ¯1 =
[
pp∗
q
]1/q
which is clearly bigger than B: δ¯1/B = p
1/q > 1, and hence improves the lower
bound of the basic estimates in (22). Since δ¯1 is not sharp, the lower bound
can be usually improved step by step using the sequence {δ¯n}. By Corollary
2.3, for general q > p > 1, the ratio δ1/δ¯1 is controlled by k˜q,p. However, from
our experience we do have (without proof) that
sup
q>p>1
δ1/δ¯1 6
√
2 < 2 = sup
q>p>1
kq,p.
In this sense, the ratio of the estimates in (22) is improved.
Some illustrations of A (= kq,pB) and its lower bound δ¯1 are given in
Figures 6 and 7. From which, one sees that our estimates are still effective
even in such an extremal situation.
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Figure 6 The constant A = kq,pB and its lower bound δ¯1 in the case of
p = 2, q = p+ r. r ∈ [0, 100].
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Figure 7 Everything is same as in the last figure except p = 2 is replaced
by p = 5.
3 Proofs
It is now standard (cf. the explanation in the paragraph above [7; (9)] that
to prove the main results stated in the last section, one may assume that µ
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has a density u if necessary. Similarly, one can assume that ν has a density
v. Besides, one can also assume some integrability for νˆ by an approximating
procedure if necessary in the proofs below.
Proof of Theorem 2.1. (a) First, we prove (19). Let g satisfy ‖g‖µ,q = 1
and g(0) = 0. Then for each positive h, by a good use of the Ho¨lder inequality,
we have
1 =
∫ D
0
gqdµ =
∫ D
0
µ(dx)
(∫ x
0
g′
)q
=
∫ D
0
µ(dx)
(∫ x
0
g′v1/ph−1v−1/ph
)q
6
∫ D
0
µ(dx)
(∫ x
0
g′
p
vh−p
)q/p(∫ x
0
vˆhp
∗
)q/p∗
(since p > 1). (36)
Here and in what follow, the Lebesgue measure dx is omitted. To separate
out the term
∫ D
0 vg
′p, we need an exchange of the order of integration. When
q = p, this is not a problem: one simply uses Fubini’s theorem and nothing is
lost. However, when q 6= p, this is not trivial. Fortunately, for q > p, one can
apply the Ho¨lder-Minkowski inequality:{∫
E1
µ(dx)
[ ∫
E2
f(x, y)ν(dy)
]r}1/r
6
∫
E2
ν(dy)
[ ∫
E1
f(x, y)rµ(dx)
]1/r
,
µ, ν : σ-finite measures, r ∈ [1,∞), f > 0.
Applying this inequality to r = q/p, E1 = E2 = [0,D], ν(dy) =
(
g′pvh−p
)
(y)dy,
and
f(x, y) = 1[0,x](y)
(∫ x
0
vˆhp
∗
)p/p∗
,
it follows that the right-hand of (36) is controlled by{∫ D
0
dy
(
g′
p
vh−p
)
(y)
[ ∫ D
y
µ(dx)
(∫ x
0
vˆhp
∗
)q/p∗]p/q}q/p
.
Note that here we have only “6” rather than “=”. Now, making a power 1/q,
we get
1 6
{∫ D
0
dy
(
g′
p
vh−p
)
(y)
[ ∫ D
y
µ(dx)
(∫ x
0
vˆhp
∗
)q/p∗]p/q}1/p
6
(∫ D
0
g′
p
v
)1/p{
sup
y∈(0,D)
1
h(y)
[ ∫ D
y
µ(dx)
(∫ x
0
vˆhp
∗
)q/p∗]1/q}
.
Replacing h by h1/q, it follows that
1 6
(∫ D
0
g′
p
v
)1/p{
sup
y∈(0,D)
1
h(y)
∫ D
y
µ(dx)
(∫ x
0
vˆhp
∗/q
)q/p∗}1/q
. (37)
To move further, we need an extension of the mean value theorem for
integrals.
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Lemma 3.1 Let g > 0 on (α, β) and
∫ β
α gdµ < ∞. Suppose that the integral∫ β
α fdµ exists (may be +∞). Then
sup
x∈(α,β)
∫ β
x fdµ∫ β
x gdµ
6 sup
x∈(α,β)
f
g
(x) and dually inf
x∈(α,β)
∫ β
x fdµ∫ β
x gdµ
> inf
x∈(α,β)
f
g
(x).
Proof. Set ξ = supx∈(α,β)
(
f/g
)
(x). Without loss of generality, assume that
ξ < ∞. Otherwise, the first assertion is trivial. By assumptions, g > 0 and
moreover
f 6 ξg on (α, β).
Making integration over the interval (x, β), it follows that∫ β
x
fdµ 6 ξ
∫ β
x
gdµ, x ∈ (α, β).
The first assertion then follows since
∫ β
α gdµ ∈ (0,∞). Dually, we can prove
the second assertion. 
We now come back to the proof of the inequality in (19). Actually, we
prove a (formally) stronger conclusion. Let
F
∗
II = {f : f(0) > 0, f > 0 on (0,D)}
[ ⊃ FII].
For a given f ∈F ∗II , without loss of generality, assume that supx∈(0,D) II∗(f)(x)
< ∞. Otherwise, the upper bound we are going to prove is trivial. Let
h(x) =
∫ D
x f
q/p∗dµ. As an application of Lemma 3.1, since h <∞, we have
sup
x∈(0,D)
1
h(x)
∫ D
x
µ(dy)
(∫ y
0
vˆhp
∗/q
)q/p∗
6
{
sup
x∈(0,D)
1
f(x)
∫ x
0
dy vˆ(y)
[ ∫ D
y
f q/p
∗
dµ
]p∗/q}q/p∗
.
Inserting this into (37) and making supremum with respect to g, it follows
that
A 6
[
sup
x∈(0,D)
II∗(f)(x)
]1/p∗
and then
A 6 inf
f∈F∗II
[
sup
x∈(0,D)
II∗(f)(x)
]1/p∗
6 inf
f∈FII
[
sup
x∈(0,D)
II∗(f)(x)
]1/p∗
.
This gives us the first inequality in (19). Furthermore, applying Lemma 3.1
again, we obtain
A 6 inf
f∈FII
[
sup
x∈(0,D)
II∗(f)(x)
]1/p∗
6 inf
f∈FI
[
sup
x∈(0,D)
I∗(f)(x)
]1/p∗
.
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Now, for a given f ∈ FII with supx II∗(f) <∞, let g = fII∗(f). Then g ∈ FI
and
g′(x) = vˆ(x)
[ ∫ D
x
f q/p
∗
dµ
]p∗/q
> vˆ(x)
[ ∫ D
x
gq/p
∗
dµ
]p∗/q[
inf
x
II∗(f)−1
]
.
That is,
sup
x
II∗(f)(x) >
vˆ(x)
g′(x)
[ ∫ D
x
gq/p
∗
dµ
]p∗/q
,
and then
sup
x
II∗(f)(x) > sup
x
I∗(g)(x).
On both sides, making successively, power 1/p∗, infimum with respect to g ∈
FI , and then infimum with respect to f ∈ FII , we obtain
inf
f∈FII
[
sup
x
II∗(f)(x)
]1/p∗
> inf
g∈FI
[
sup
x
I∗(g)(x)
]1/p∗
.
Therefore, the equality in (19) holds.
(b) Next, we prove (20). Given f ∈ F˜II , define g0 = [fII(f)](·∧x0). Then∫ D
0
vg′0
p
=
∫ D
0
vg′0
p−1
dg0 =
(
vg0g
′
0
p−1)
(x0−)−
∫ x0
0
g0
(
vg′0
p−1)′
.
By definition of g0, we have
(
vg0g
′
0
p−1)
(x0−) = g0(x0)
∫ D
x0
f q−1dµ,
(
vg′0
p−1)′
= −f q−1dµ.
Hence we have∫ D
0
vg′0
p
=
∫ D
0
g0f
q−1dµ 6
(
sup
x∈(0,D)
f
g0
)q−1 ∫ D
0
gq0dµ.
That is,
‖g′‖ν,p 6
(
sup
x∈(0,D)
f
g0
)(q−1)/p
‖g0‖q/pµ,q .
In other words,
‖g′0‖v,p
‖g0‖µ,q 6
(
sup
x
f
g0
)(q−1)/p
‖g0‖q/p−1µ,q .
We have thus obtain
A > sup
f∈F˜II
‖fII (˜f)‖1−q/pµ,q
(
inf
x∈(0,D)
II (˜f)(x)
)(q−1)/p
.
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This proves the first assertion of part (2). Then the second one follows by
using the proof similar to the last part of proof (a). 
Proof of Theorem 2.2. The approximating sequences {δn} and {δ˜n} are
simply successive application of Theorem 2.1. The sequence {δ¯n} is a direct
application of (8). The monotonicity of δn in n is obtained by using Lemma
3.1 twice. 
To prove the (basic) upper bound given in Corollary 2.3, we need the
following result.
Lemma 3.2 Let ϕ > 0 on (0,D) and
B := sup
x∈(0,D)
ϕ(x)1/p
∗
µ(x,D)1/q <∞.
Then for each γ ∈ (0, 1), we have(∫ D
x
ϕγq/p
∗
dµ
)1/q
6
B
(1− γ)1/qϕ
(γ−1)/p∗ .
Proof. For a function h ∈ C[0,D] ∩ C1(0,D) with h(0) = 0, write∫ D
x
hdµ = −
∫ D
x
h(y)dM(y), M(y) := µ(y,D).
Applying [4; Proof of Lemma 1.2] to c = Bq with a change of ϕ by ϕq/p
∗
, it
follows that ∫ D
x
ϕγq/p
∗
dµ 6
Bq
1− γϕ
q(γ−1)/p∗ .
The required assertion now follows immediately. 
Proof of Corollary 2.3. The main assertion as well as the formula of δ1 are
obtained by Theorem 2.2 directly, except the estimates involving B and the
formulas of δ¯1 and δ˜1. The inequality involving B in the middle is based on
(22).
(a) To prove the upper bound given in (31), we specify ϕ used in Lemma
3.2: ϕ(x) = νˆ(0, x), and set f = ϕγ . Then
vˆ
f ′
=
1
γϕγ−1
.
By Lemma 3.2, we have[
I∗(f)(x)
]1/p∗
6 Bγ−1/p
∗
(1− γ)−1/q.
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Optimizing the right-hand side with respect to γ, the minimum(
1 +
q
p∗
)1/q(
1 +
p∗
q
)1/p∗ [
= k˜q,p
]
of γ−1/p
∗
(1− γ)−1/q is attained at
γ∗ =
q
p∗ + q
.
We have finally arrived at δ1 6 k˜q,pB by using the equality in (19) with the
specific f = ϕγ
∗
. From the proof, the main reason why δ1 can improve k˜q,pB
is clear: δ1 is defined by using the operator II
∗, but its upper bound k˜q,pB
is deduced from the operator I∗. Usually, there is a gap between supx II
∗(f)
and supx I
∗(f) for a fixed f .
(b) To compute δ¯1, recall our test function
ϕ(x) = ϕ(x0)(x) =
∫ x∧x0
0
vˆ.
The reason to choose this function is the following observation:∫ D
0
vϕ′
p
=
∫ x0
0
vp(1−p
∗)v =
∫ x0
0
vˆ = ϕ(x0).
Next, because of ∫ D
0
ϕqdµ =
∫ x0
0
ϕqdµ+ ϕ(x0)
qµ(x0,D),
it follows that
‖ϕ‖µ,q
‖ϕ′‖v,p =
[
1
ϕ(x0)q/p
∫ x0
0
ϕqdµ+ ϕ(x0)
q/p∗µ(x0,D)
]1/q
.
Making supremum with respect to x0, we obtain δ¯1.
The proof of δ¯1 > B is rather easy. Simply ignore the first term in the sum
in (32). The improvement of δ¯1 from B is obvious.
(c) To compute δ˜1, recall that
f
(x0)
1 (x) = νˆ(0, x ∧ x0),
f
(x0)
2 (x)=
∫ x∧x0
0
dy vˆ(y)
[ ∫ x0
y
ϕq−1dµ+ϕ(x0)
q−1µ(x0,D)
]p∗−1
, x ∈ [0,D].
For simplicity, in what follows, we ignore the superscript (x0) in f
(x0)
1 and
f
(x0)
2 . Clearly, we have
inf
x∈(0,D)
f2(x)/f1(x) = inf
x∈(0,x0)
f2(x)/f1(x)
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by the convention that 1/0 = ∞. Next, we show that the derivative of f2/f1
is non-positive on (0, x0), that is
ϕ(x)
[ ∫ D
x
ϕ(· ∧ x0)q−1dµ
]p∗−1
−
∫ x
0
dy vˆ(y)
[ ∫ D
y
ϕ(· ∧ x0)q−1dµ
]p∗−1
6 0
on (0, x0). This is obvious since for each h > 0,∫ x
0
dy vˆ(y)
[ ∫ D
y
hdµ
]p∗−1
>
(∫ x
0
vˆ
)[∫ D
x
hdµ
]p∗−1
= ϕ(x)
[ ∫ D
x
hdµ
]p∗−1
.
Hence we indeed have
inf
x∈(0,D)
f2(x)/f1(x) = f2(x0)/f1(x0).
We have thus obtained δ˜1 as stated in the corollary. 
4 Appendix. The inequalities on finite intervals and
the sharp factor
As far as we know, the basic estimates (2) with universal optimal constant kq,p
was proved only for the half-line (cf. [13]). In this appendix, we show that
the estimates with the same factor kq,p actually hold for every finite interval.
The study on this problem also provides us a chance to examine how to obtain
(2). The main result of this section is Theorem 4.6. We begin with our study
on three comparison results for the optimal constants and their basic upper
estimates in different intervals. The first one is a comparison for the optimal
constants only.
Lemma 4.1 Let AD be the optimal constant in the Hardy-type inequality on
the interval (0,D). Then we have AD ↑ AD′ as D ↑ D′ 6 ∞. Here we use the
same notation (µ, ν) to denote the Borel measures on [0,D′] and their restriction
to [0,D]. In particular, if the inequality holds on (0,D′), then it also holds with
the same constant AD′ on (0,D) for every D < D
′.
Proof. (a) Extending f from [0,D] to [0,D′) by setting f = f(· ∧ D), it
follows that[∫ D
0
|f |qdµ
]1/q
6
[∫ D′
0
|f |qdµ
]1/q
6AD′
[∫ D′
0
|f ′|pdν
]1/p
=AD′
[∫ D
0
|f ′|pdν
]1/p
.
The last assertion of the lemma is now obvious. We have thus proved the
monotonicity: AD 6 AD′ whenever D 6 D
′.
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(b) To prove the convergence in the first assertion, consider first the sim-
plest case that µ[0,D′] =∞. Then D′ =∞ since µ is Borel. Clearly, we have
BD′ = ∞ and so is AD′ by our basic estimates. Besides, restricting to [0, n],
we have
An > Bn = sup
x∈[0,n]
µ[x, n]1/q νˆ[0, x]1/p
∗
> µ[1, n]1/q νˆ[0, 1]1/p
∗ →∞ as n→∞,
hence the convergence in the first assertion holds in this case.
(c) Let µ[0,D′] < ∞ and AD′ < ∞. Then for every f satisfying ‖f ′‖ν,p ∈
(0,∞), we have
‖f1[0,D]‖µ,q
‖f ′1[0,D]‖ν,p
→ ‖f‖µ,q‖f ′‖ν,p 6 AD
′ as D ↑ D′.
Since AD′ <∞, for every ε > 0, we can choose first f = fε such that ‖f ′‖ν,p ∈
(0,∞) and
AD′ 6
‖f‖µ,q
‖f ′‖ν,p + ε,
then we can choose D closed to D′ such that
‖f‖µ,q
‖f ′‖ν,p 6
‖f1[0,D]‖µ,q
‖f ′1[0,D]‖ν,p
+ ε.
Therefore, we obtain
AD 6 AD′ 6
‖f1[0,D]‖µ,q
‖f ′1[0,D]‖ν,p
+ 2ε 6 AD + 2ε.
From this, we conclude that the convergence also holds in the present case.
(d) Finally, the proof in the case that µ[0,D′] < ∞ but AD′ = ∞ is in
parallel to the proof (c). 
The next result is a comparison of the factor in the basic estimates for
different intervals.
Lemma 4.2 Let AD(µ, ν) and BD(µ, ν) denote the constants A and B, re-
spectively, given in the basic estimates (2) for the inequality on interval [0,D]
with measures µ and ν. Next, let D < D′ 6 ∞ and (µ′, ν ′) be an extension of
(µ, ν) to [0,D′): µ′|[0,D] = µ, ν ′|[0,D] = ν, and moreover µ′|(0,D′) = 0.
(1) Suppose that AD′(µ
′, ν ′) 6 kBD′(µ
′, ν ′) for a universal constant k, then
we have AD(µ, ν) 6 kBD(µ, ν).
(2) In particular, if the inequality in part (1) holds for arbitrary (resp. absolutely
continuous) pair (µ′, ν ′), then so does the conclusion for arbitrary (resp.
absolutely continuous) pair (µ, ν).
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Proof. Clearly, we need only to prove the first assertion. Then the second
one follows immediately. As in the last proof, extend f from [0,D] to [0,D′)
by setting f = f(· ∧D). Then we have[ ∫ D
0
|f |qdµ
]1/q
=
[ ∫ D′
0
|f |qdµ′
]1/q (
since µ′|(D,D′) = 0
)
6 AD′(µ
′, ν ′)
[ ∫ D′
0
|f ′|pdν ′
]1/p
(by definition of AD′(µ
′, ν ′))
6 kBD′(µ
′, ν ′)
[ ∫ D′
0
|f ′|pdν ′
]1/p
(by assumption)
= kBD′(µ
′, ν ′)
[ ∫ D
0
|f ′|pdν
]1/p (
since f ′|(D,D′) = 0
)
.
Because
BD′(µ
′, ν ′) = sup
x∈(0,D′)
νˆ ′(0, x)1/p
∗
µ′(x,D′)1/q
= sup
x∈(0,D)
νˆ ′(0, x)1/p
∗
µ′(x,D)1/q
(
since µ′|(D,D′) = 0
)
= sup
x∈(0,D)
νˆ(0, x)1/p
∗
µ(x,D)1/q
(
since µ′|[0,D) = µ and ν ′|[0,D] = ν
)
= BD(µ, ν),
it follows that [ ∫ D
0
|f |qdµ
]1/q
6 kBD(µ, ν)
[ ∫ D
0
|f ′|pdν
]1/p
.
Hence AD(µ, ν) 6 kBD(µ, ν) as required. 
The next result is somehow a refinement of Lemma 4.1, but in an oppo-
site way: from local sub-intervals to the whole interval. It provides us an
approximating procedure for unbounded interval.
Lemma 4.3 Given Borel measures µD and νD on [0,D], extend them to [0,D′),
D < D′ 6∞, as follows:
µ˜D =
{
µD on [0,D],
0 on (D,D′);
ν˜D,# =
{
νD on [0,D],
# on (D,D′),
where # is an arbitrary Borel measure. Then we have AD = A
(
µ˜D, ν˜D,#
)
and
BD = B
(
µ˜D, ν˜D,#
)
.
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Proof. Following the proof of Lemma 4.2, it is easy to check that BD =
B
(
µ˜D, ν˜D,#
)
. Next, applying the inequality
‖f‖Lq(µ˜D) 6 A
(
µ˜D, ν˜D,#
)∥∥f ′∥∥
Lp(νD,#)
,
to fD = f(· ∧D), we obtain∥∥fD∥∥
Lq(µD)
6 A
(
µ˜D, ν˜D,#
)∥∥(fD)′∥∥
Lp(νD)
.
Because f is arbitrary and so is fD, this implies that AD 6 A
(
µ˜D, ν˜D,#
)
.
Conversely, for every function f on (0,D′) with f(0) = 0, we have[ ∫ D′
0
|f |qdµ˜D
]1/q
=
[ ∫ D
0
|f |qdµD
]1/q
6 AD
[ ∫ D
0
|f ′|pdνD
]1/p
(by definition of AD)
6 AD
[ ∫ D′
0
|f ′|pdν˜D,#
]1/p
(since D < D′).
This implies that A
(
µ˜D, ν˜D,#
)
6 AD and then the equality holds. 
Lemma 4.4 (Bliss, 1930) Let q > p (p, q ∈ (1,∞)), ν(dx) = dx, and µ(dx) =
x−q/p
∗−1dx on [0,D]. Then we have A 6 kq,p (p
∗/q)1/q with equality sign holds
provided D =∞.
Proof. The case that D = ∞ was proved in Bliss’ original paper [3]. Then
by Lemma 4.1, the conclusion also holds for finite D. 
The next result is a generalization of Bliss’s lemma. It says that the basic
upper estimate in (2) is sharp for a large class of (µ, ν).
Proposition 4.5 Let q > p (p, q ∈ (1,∞)), ν(dx) = v(x)dx, and define vˆ(x) =
v(x)1/(1−p). Then the Hardy-type inequality holds on [0,D] with µ(dx) :=
u(x)dx,
0 6 u(x) 6 −Bq1
d
dx
(∫ x
0
vˆ
)−q/p∗
,
where B1 ∈ (0,∞) is a constant. Moreover, its optimal constant AD satisfies
AD 6 kq,pB1. In particular, when D =∞,
νˆ(0,∞) =∞ and sup
x∈(0,D)
[ ∫ x
0
vˆ
]1/p∗[ ∫ ∞
x
u
]1/q
= B1, (38)
the upper bound is sharp with B1 = B defined by (23).
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Proof. Throughout the proof, we restrict ourselves to the special case that
u(x) = −Bq1
d
dx
(∫ x
0
vˆ
)−q/p∗
> 0.
The general case stated in the proposition then follows immediately. In this
situation, the last assertion of the proposition is due to [13; Theorem 1].
Actually, the essential part of the proof is in the special case that B1 = 1.
The use of B1 indicates an additional freedom for the choice of u, even in the
present non-linear situation.
(a) By definition of u, we have∫ D
x
u = Bq1
[(∫ x
0
vˆ
)−q/p∗
−
(∫ D
0
vˆ
)−q/p∗]
6 Bq1
(∫ x
0
vˆ
)−q/p∗
.
Note that here the equality sign holds iff so does the first condition in (38).
Hence
B = sup
x∈(0,D)
[ ∫ x
0
vˆ
]1/p∗[ ∫ D
x
u
]1/q
6 B1 <∞,
and B1 = B once the first condition in (38) holds. Then the second condition
in (38) is automatic in the present special case.
(b) Define
s(x) =
∫ x
0
vˆ, (39)
ϕ(s(x)) = f(x)vˆ(x)−1 (ϕ = ϕf ). (40)
Since s(x) is increasing in x, its inverse function s−1 is well-defined. Then the
last equation can be rewritten as
ϕ(s) = f
(
s−1(s)
)
vˆ
(
s−1(s)
)−1
.
Because
f(x)dx = f(x)vˆ(x)−1ds(x) = ϕ(s)ds, (41)
we have by (41),
Hf(x) :=
∫ x
0
f =
∫ s(x)
0
ϕ = Hϕ(s(x)).
Next, because of definition of u and s,
u(x) =
q
p∗
Bq1
(∫ x
0
vˆ
)−q/p∗−1
vˆ(x) =
q
p∗
Bq1s(x)
−q/p∗−1vˆ(x),
u(x)dx =
q
p∗
Bq1s(x)
−q/p∗−1ds(x) (cf. (39)),
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we obtain[ ∫ D
0
(
Hf(x)
)q
u(x)dx
]1/q
= B1
(
q
p∗
)1/q[ ∫ s(D)
0
(
Hϕ(s)
)q
s−q/p
∗−1ds
]1/q
6 kq,pB1
[ ∫ s(D)
0
ϕ(s)pds
]1/p
by Bliss’ lemma and Lemma 4.1. The equality sign holds once s(D) =∞, i.e.
(38) holds. Since by (40),
f(x)pv(x) = ϕ
(
s(x)
)p
vˆ(x)pv(x) = ϕ
(
s(x)
)p
vˆ(x),
and then by (39),
f(x)pv(x)dx = ϕ
(
s(x)
)p
ds(x),
we have [ ∫ s(D)
0
ϕ(s)pds
]1/p
=
[ ∫ D
0
f(x)pv(x)dx
]1/p
.
Therefore, we have proved that[ ∫ D
0
(
Hf(x)
)q
u(x)dx
]1/q
6 kq,pB1
[ ∫ D
0
f(x)pv(x)dx
]1/p
.
This leads to the conclusion that AD 6 kq,pB1 as required. Again, the equality
sign holds under (38). 
We can now state the main result in this section. When D =∞, it is just
[2; Theorem 8]. If additionally (38) holds, then it is [13; Theorem 2].
Theorem 4.6 Let q > p (p, q ∈ (1,∞)) and D 6∞. Then the basic estimates
in (2) hold for given µ and ν.
Proof. The lower estimate in (2) is shown in the proof of (30)(Corollary 2.3).
Our main task is to prove the upper estimate in (2).
Without loss of generality, assume that µ(dx) = u(x)dx and ν(dx) =
v(x)dx on [0,D] (cf. [14]), and moreover B <∞. Next, by part (2) of Lemma
4.2, it suffices to prove the case that D =∞. Note that∫ ∞
0
(
Hf(x)
)q
u(x)dx =
∫ ∞
0
(∫ x
0
d
(
Hf(t)
)q)
u(x)dx
=
∫ ∞
0
(∫ ∞
t
u(x)dx
)
d
(
Hf(t)
)q
(by Fubini’s theorem)
6 Bq
∫ ∞
0
(∫ t
0
vˆ(x)dx
)−q/p∗
d
(
Hf(t)
)q
(by definition of B)
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= Bq
∫ ∞
0
s(t)−q/p
∗
d
(
Hf(t)
)q
(by (39)). (42)
Next, note that∫ ∞
t
s(x)−q/p
∗−1ds(x) = −p
∗
q
s(x)−q/p
∗
∣∣∞
x=t
= −p
∗
q
s(∞)−q/p∗ + p
∗
q
s(t)−q/p
∗
=
p∗
q
s(t)−q/p
∗
if (38) holds.
That is,
s(t)−q/p
∗
=
q
p∗
∫ ∞
t
s(x)−q/p
∗−1ds(x) if (38) holds.
Combining this with (42), under (38), we obtain∫ ∞
0
(
Hf(x)
)q
u(x)dx 6
q
p∗
Bq
∫ ∞
0
[ ∫ ∞
t
s(x)−q/p
∗−1ds(x)
]
d
(
Hf(t)
)q
=
q
p∗
Bq
∫ ∞
0
[ ∫ x
0
d
(
Hf(t)
)q]
s(x)−q/p
∗−1ds(x)
=
q
p∗
Bq
∫ ∞
0
(
Hf(x)
)q
s(x)−q/p
∗−1ds(x)
=
q
p∗
Bq
∫ ∞
0
(
Hϕ(s)
)q
s−q/p
∗−1ds (by (41) and (38)).
Therefore,[ ∫ ∞
0
(
Hf(x)
)q
u(x)dx
]1/q
6
[
q
p∗
]1/q
B
[ ∫ ∞
0
(
Hϕ(s)
)q
s−q/p
∗−1ds
]1/q
.
By Bliss’s Lemma, the right-hand side is controlled by
kq,pB
[ ∫ ∞
0
ϕ(s)pds
]1/p
= kq,pB
[ ∫ ∞
0
f(x)pv(x)dx
]1/p
.
We have thus proved the required assertion under (38).
To remove condition (38) used in the proof above, we use Lemma 4.3. For
given µ and ν, we define naturally µN and νN to be the restriction of µ and
ν on [0, N ]. Then we clearly have ν˜N,ν = ν, respectively. We have already
proved that
A
(
µ˜N , ν˜N,dx
)
6 kq,pB
(
µ˜N , ν˜N,dx
)
since ν˜N,dx satisfies condition (38). By Lemma 4.3, we get
A
(
µ˜N , ν
)
= AN = A
(
µ˜N , ν˜N,dx
)
, B
(
µ˜N , ν
)
= BN = B
(
µ˜N , ν˜N,dx
)
,
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and then
A
(
µ˜N , ν
)
6 kq,pB
(
µ˜N , ν
)
.
The assertion now follows by letting N →∞. 
We conclude the Appendix by a discussion on the eigenequation corre-
sponding to the Hardy-type inequality,
Proposition 4.7 Again, let µ(dx) = u(x)dx and ν(dx) = v(x)dx. When
q 6= p, the eigenequation for the Hardy-type inequality becomes(
vg′
p−1)′
= −ugq−1, g, g′ > 0 a.e. on (−M,N)
and with boundary condition
(
vg′p−1g
)∣∣N
−M
= 0 once M,N <∞. Actually, the
eigenequation is equivalent to the following assertion:
ugq−1(x)(
vg′p−1
)′
(x)
=: −η is independent of a.e. x on (−M,N).
If the boundary condition holds, then the optimal constant A is given by
A =
‖g‖Lq(µ)
‖g′‖Lp(ν)
= η1/q
[ ∫ N
−M
vg′
p
]1/q−1/p
.
Proof. The first assertion comes from the Euler-Lagrange equation in vari-
ational methods. Roughly speaking, the idea goes as follows. Let g be the
minimizer of the inequality and let h ∈ C∞0 (−M,N). Define
F (ε) =
(∫ N
−M
(g + εh)′
p
v
)1/p(∫ N
−M
(g + εh)qu
)−1/q
, ε > 0.
Then, it is easy to check that ddεF (ε) = 0 iff
Q
∫ N
−M
g′
p−1
h′v = P
∫ N
−M
gq−1uh,
where
P =
∫ N
−M
g′
p
v, Q =
∫ N
−M
gqu.
Using the integration by parts formula, we obtain∫ N
−M
[
Q
P
(
g′
p−1
v
)′
+ gq−1u
]
h = 0.
Since h is arbitrary, this gives us
Q
P
(
g′
p−1
v
)′
+ gq−1u = 0, a.e.
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Here a key is the inhomogenous, one may replace g by ξg if necessary for some
constant ξ, so that the coefficient Q/P can be set to be one. This gives us the
first assertion and than one leads to the equivalent assertion.
Multiplying by g on both sides of the eigenequation, and using the integral
by parts formula, it follows that
(
vg′
p−1
g
)∣∣N
−M
−
∫ N
−M
vg′
p
= −η−1
∫ N
−M
ugq.
By boundary condition, we obtain∫ N
−M
ugq = η
∫ N
−M
vg′
p
.
Hence
‖g‖Lq(µ) = η1/q‖g′‖p/qLp(ν)
which is the last assertion. 
To apply the last result to Example 2.5, let
g(x) =
αx
(1 + βxγ)1/γ
> 0, α, β > 0, γ =
q
p
− 1 > 0.
Then
g′(x) =
α
(βxγ + 1)(γ+1)/γ
> 0.
Clearly, we have
(
gg′p−1
)
(0) = 0. Next, since g(x) ∼ 1 and g′(x) ∼ x−q/p as
x→∞, we also have limx→∞
(
gg′p−1
)
(x) = 0. Some computations show that
(
g′
p−1)′
(x) = −α
p−1β(p − 1)(γ + 1)xγ−1
(1 + βxγ)p+(p−1)/γ
= −α
p−1β(p − 1)(γ + 1)xγ−1
(1 + βxγ)(q−1)/γ
(
p+
p− 1
γ
=
q − 1
γ
)
,
g(x)q−1
xγp+p−γ
=
αq−1xγ−p(1+γ)+q−1
(1 + βxγ)(q−1)/γ
=
αq−1xγ−1
(1 + βxγ)(q−1)/γ
(
q = p(1 + γ)
)
.
Hence
g(x)q−1
xγp+p−γ
/(
g′
p−1)′
(x) = − α
q−p
β(p− 1)(γ + 1) =: −η.
[The right-hand side is independent of x for all β, for simplicity, one may simply
set β = 1. Then one can also set α = 1 in computing A. This observation
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may simplify the computation blow.] Set t = βxγ , then
dt = βγxγ−1dx, x =
(
t
β
)1/γ
.
g′(x)pdx =
αp
(1 + βxγ)p(1+γ)/γ
dx
=
αpx1−γ
βγ(1 + βxγ)p(1+γ)/γ
dt
=
αp
β1/γγ
t1/γ−1
(1 + t)p(1+γ)/γ
dt.
Because
B(x, y) =
∫ ∞
0
tx−1
(1 + t)x+y
dt,
we obtain∫ ∞
0
g′(x)pdx =
αp
β1/γγ
∫ ∞
0
t1/γ−1
(1 + t)p(1+γ)/γ
dt =
pαpβp/(p−q)
q − p B
(
p
q − p,
p(q − 1)
q − p
)
.
Therefore, we arrive at[ ∫ ∞
0
g(x)q
xγp+p−γ
dx
]1/q/[∫ ∞
0
g′(x)pdx
]1/p
=
[
αq−p
β(p − 1)(γ + 1)
]1/q[pαpβp/(p−q)
q − p B
(
p
q − p,
p(q − 1)
q − p
)]1/q−1/p
=
[
p∗
q
]1/q[ q − p
pB
( p
q−p ,
q(p−1)
q−p
)]1/p−1/q
which is the exact upper bound given in Example 2.5 or Lemma 4.4.
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