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Abstract
Distribution of a Brownian motion conditioned to start from the boundary of an
open set G and to stay in G for a finite period of time is studied. Characterizations
of such distributions in terms of certain singular stochastic differential equations
are obtained. Results are applied to the study of boundaries of clusters in some
coalescing stochastic flows on R.
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1 Introduction
Let B = {B(t)}t∈[0,T ] be a standard Rd−valued Brownian motion. Given an open set
G ⊂ Rd denote by τG = inf{t > 0 : B(t) 6∈ G} the first exit time of B from the set G.
In this paper we study the distribution of B conditioned on the event {τG > T}, where
T > 0 is a fixed positive time. Denote this distribution by νx,T (·;G), where B(0) = x is
the starting point. Let CdT be the space of continuous functions w : [0, T ]→ Rd endowed
with the sup-norm and a Borelian σ−field B(CdT ). Then
νx,T (∆;G) = P(B ∈ ∆|B(0) = x, τG > T ), ∆ ∈ B(CdT ).
The measure νx,T is not well-defined when x 6∈ G, as the event {B(0) = x, τG > T} can
be of probability zero. However, if the set G is sufficiently regular and x is a boundary
point of G, the measure νx,T is well-defined as a weak limit [1, Th. 4.1]
νx,T (·;G) = lim
y→x,y∈G
νy,T (·;G).
In the paper we characterize the measure νx,T (·;G) in terms of a singular SDE. Precisely,
introduce the function
γG(t, y) = P(τG > t|B(0) = y), t > 0, y ∈ G, (1.1)
and consider the following problem

dY (t) = ∇y log γG(T − t, Y (t))dt+ dW (t),
Y (0) = x,
Y (t) ∈ G for a.a. t ∈ (0, T ),
(1.2)
where W is a standard Brownian motion in Rd. The main result of the paper is the
following.
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Theorem 1.1. Let G ⊂ Rd be an open convex set, x ∈ ∂G, and the boundary of G is
C2 in the neighborhood of x. Then the problem (1.2) has a unique strong solution. The
distribution of this solution coincides with νx,T (·, G).
The result was motivated by the study of coalescing stochastic flows on the real line.
By a coalescing stochastic flow on the real line we understand a family {ψs,t : −∞ < s ≤
t <∞} of measurable random mappings of R, such that:
1. For all r ≤ s ≤ t, x ∈ R, ω ∈ Ω
ψs,t(ω, ψr,s(ω, x)) = ψr,t(ω, x)
and ψs,s(ω, x) = x.
2. For all t1 ≤ . . . ≤ tn, x1, . . . , xm ∈ R random vectors
(ψt1,t2(x1), . . . , ψt1,t2(xm)), . . . , (ψtn−1,tn(x1), . . . , ψtn−1,tn(xm))
are independent.
3. For all s ≤ t, h ∈ R, x1, . . . , xm ∈ R random vectors
(ψs,t(x1), . . . , ψs,t(xm)) and (ψs+h,t+h(x1), . . . , ψs+h,t+h(xm))
are equally distributed.
4. For all s, x ∈ R, ω ∈ Ω, functions
t→ ψs,t(x, ω), t ≥ s
are continuous.
5. There exist x 6= y such that
P(∃t > 0 : ψ0,t(x) = ψ0,t(y)) > 0.
With a stochastic flow ψ we associate the family of σ−fields
Fψs,t = σ({ψu,v(x) : s ≤ u ≤ v ≤ t, x ∈ R}), s ≤ t.
For general properties of stochastis flows we refer to [2]. In our previous works [3, 4, 5]
properties of clusters in certain coalescing stochastic flows were investigated. To illustrate
the results and related questions, let us consider the Arratia flow on R. A stochastic flow
{ψs,t : −∞ < s ≤ t < ∞} is called the Arratia flow, if for all s ∈ R, n ≥ 1 and
x = (x1, . . . , xn) ∈ Rn processes
Wj(t) = ψs,s+t(xj), t ≥ 0, 1 ≤ j ≤ n
are (Fψs,s+t)t≥0−Brownian motions with joint quadratic variation given by
〈Wi,Wj〉(t) = (t− τij)+, τij = inf{t ≥ 0 : Wi(t) =Wj(t)}.
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Informally, the Arratia flow describes the joint motion of a continuum family of stochastic
processes that start at every moment of time from every point of the real line, each process
is a standard Brownian motion, every two trajectories move independently before they
meet each other, at the meeting time trajectories coalesce into one Brownian motion. For
the existence of the Arratia flow and its properties we refer to [2, 3, 6, 7, 8]. For fixed s < t
consider the random mapping ψs,t : R× Ω→ R from the Arratia flow. With probability
1 it is an increasing piecewise constant function [6]. The distribution of its range ψs,t(R)
as a point process on the real line was described in [9]. Consider a point ζ ∈ ψ0,T (R). At
every time t ∈ [0, T ] there exists a non-empty interval of points that have coalesced into
ζ at time T :
Kζ(t) = {x ∈ R : ψT−t,T (x) = ζ}, 0 ≤ t ≤ T.
We refer to the set Kζ = ∪t∈[0,T ]({T − t}×Kζ(t)) as to the cluster with the vertex ζ. For
fixed t ∈ [0, T ] the family {Kζ(t) : ζ ∈ ψ0,T (R)} is a partition of R. Given a segment [a, b]
let NT (a, b) denote the number of clusters that were formed by trajectories started at time
0 from [a, b], i.e. NT (a, b) is the cardinality of the set {ζ ∈ ψ0,T (R) : Kζ(T ) ∩ [a, b] 6= ∅}.
The distribution of NT (a, b) was found in [10]. We are interested in the distribution of
boundary processes
αζ(t) = infKζ(t), βζ(t) = supKζ(t).
In different terms, (αζ(t), βζ(t)) is the largest open interval, where ψT−t,T (x) = ζ. Hence
the distribution of boundary processes is needed in order to describe the distribution of a
random mapping ψs,t completely. We apply Theorem 1.1 to characterize the distribution
of the pair (αζ , βζ). Namely, in section 4 we prove
Theorem 1.2. Let H = {y ∈ R2 : y1 < y2} and x ∈ R. Conditionally on {ζ = x} the
distribution of the pair {(αζ(t), βζ(t))}t∈[0,T ] coincides with the distribution of the solution
{Y (t)}t∈[0,T ] of the problem

dY1(t) = − e
− (Y2(t)−Y1(t))
2
2(T−t)√
4(T−t)E(Y2(t)−Y1(t)√
2(T−t)
)
dt+ dW1(t),
dY2(t) =
e
− (Y2(t)−Y1(t))
2
2(T−t)√
4(T−t)E(Y2(t)−Y1(t)√
2(T−t)
)
dt+ dW2(t),
Y1(0) = Y2(0) = x,
Y1(t) < Y2(t) for a.a. t ∈ (0, T ),
where W is a standard R2−valued Brownian motion and E(x) = ∫ x
0
e−
u2
2 du.
The conditional distribution of boundary processes needs to be defined rigorously, as
the event {ζ = x} is of probability zero. This is done in section 4 using duality theory for
the Arratia flow. Also in section 4 we consider Arratia flows with drift. Let a : R→ R be
a Lipschitz function. The Arratia flow with drift a is a stochastic flow ψ such that each
trajectory t→ ψs,t(x) is a weak solution of the stochastic differential equation
dψs,t(x) = a(ψs,t(x))dt+ dws,x(t),
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every two trajectories move independently before they meet each other, at the meeting
time trajectories coalesce (see section 4.2 for the precise definition). In [5] it was proved
that if a′(x) ≤ −λ < 0 a.s., then there exists a unique stationary process {ηt}t∈R such
that for all s ≤ t, ψs,t(ηs) = ηt. At every moment t ≥ 0 there exists an interval of points
that have coalesced into η0 at time 0 :
K0(t) = {x ∈ R : ψ−t,0(x) = η0}, t ≥ 0.
The set K0 = ∪t≥0({−t} × K0(t)) will be called the infinite cluster with the vertex η0.
The theorem 4.2 (section 4.2) describes the conditional distribution of processes α0(t) =
infK0(t), β0(t) = supK0(t) conditioned on the event {η0 = x}.
The paper is organized as follows. Our approach is based on a carefull analysis of
a Brownian meander - a particular case of Theorem 1.1, that corresponds to d = 1,
G = (0,∞), x = 0. As a corollary, we recover the result of [11] on the mutual equivalence
between the distribution of the Brownian meander and the distribution of the three-
dimensional Bessel process. In section 3 we prove Theorem 1.1 in full generality, by
adapting the approach of [1]. Finally, in section 4 we apply the result to the distribution of
boundaries of clusters in the Arratia flow, and obtain analogous results for an unbounded
cluster in the Arratia flow with drift [5].
2 Brownian meander
Let Px be the Wiener measure on C1T , i.e. the distribution of an R−valued Brownian
motion B = {B(t)}t∈[0,T ] conditioned to start from x ∈ R. Expectation with respect to
the measure Px will be denoted by Ex. Denote R+ = (0,∞). By the distribution of the
Brownian meander we understand the measure ν0,T (·,R+). Informally, it is the restriction
of the Wiener measure P0 to the set of trajectories
A = {w ∈ C1T : w(t) > 0, 0 < t ≤ T}.
As it was mentioned in the Introduction, ν0,T (·,R+) is rigorously defined as a weak limit
[12, Th. (2.1)]
ν0,T (·,R+) = lim
y→0+
νy,T (·,R+),
where now νy,T (∆,R+) =
Py(∆∩A)
Py(A)
. Introduce the function
γR+(t, y) = Py( min
s∈[0,t]
w(s) > 0), t > 0, y > 0.
Precisely,
γR+(t, y) =
√
2
pi
∫ y√
t
0
e−
z2
2 dz. (2.3)
Consider the following problem

dY (t) = ∂y log γR+(T − t, Y (t))dt+ dW (t)
Y (0) = 0
Y (t) > 0 for a.a. t ∈ (0, T )
(2.4)
where W is a standard R−valued Brownian motion.
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Theorem 2.1. The problem (2.4) has a unique strong solution. The distribution of this
solution coincides with the distribution of the Brownian meander ν0,T (·,R+).
Proof. For a fixed y > 0 the measure νy,T (·,R+) is absolutely continuous with respect to
the Wiener measure Py. The corresponding Radon-Nikodym density is
dνy,T (·,R+)
dPy
=
1mint∈[0,T ] w(t)>0
γR+(T, y)
.
We will apply the Girsanov theorem to the measure νy,T (·,R+). Let (Ft)t∈[0,T ] be the
canonical filtration on the space C1T . We introduce the martingale associated with the
Radon-Nikodym density
dνy,T (·,R+)
dPy
:
ρt = Ey
(
dνy,T (·,R+)
dPy
∣∣∣∣Ft
)
.
By the Markov property,
ρt =
Py(mins∈[0,T ]w(s) > 0|Ft)
γR+(T, y)
=
1mins∈[0,t] w(s)>0γR+(T − t, w(t))
γR+(T, y)
Py-a.s.
The Clark representation for the density equals [13, Lemma 1]
ρT = 1 +
∫ T
0
1mins∈[0,t] w(s)>0
∂yγR+(T − t, w(t))
γR+(T, y)
dw(t) Py-a.s. (2.5)
Since similar results will be used several times in the paper, we give a proof of (2.5).
Recall that the function γR+(t, y) satisfies the heat equation
∂tγR+(t, y) =
1
2
∂2yγR+(t, y), t, y > 0.
Let σ = inf{t ≥ 0 : w(t) = 0}. Applying the Itoˆ formula to the process
t→ γR+(T − t ∧ σ, w(t ∧ σ)), t ≥ 0,
we get
γR+(T − T ∧ σ, w(T ∧ σ)) = γR+(T, y) +
∫ T∧σ
0
∂yγR+(T − t, w(t))dw(t).
Observe that
γR+(T − T ∧ σ, w(T ∧ σ)) =
{
γR+(T − σ, w(σ)) = 0, σ < T
γR+(0, w(T )) = 1, σ > T
.
Consequently,
1mins∈[0,T ] w(s)>0 = 1σ>T = γR+(T, y) +
∫ T∧σ
0
∂yγR+(T − t, w(t))dw(t).
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Dividing by γR+(T, y) we recover (2.5).
Let us denote ht = 1mins∈[0,t]w(s)>0
∂yγR+ (T−t,w(t))
γR+ (T,y)
, so that ρT = 1 +
∫ T
0
htdw(t). By the
Girsanov theorem [14, Th. (1.12), Ch. VIII] under the measure νy,T (·,R+) the process
By(t) = w(t)−
∫ t
0
hs
ρs
ds, 0 ≤ t ≤ T.
is a Brownian motion. Observe that 1mins∈[0,T ] w(s)>0 = 1 a.s. with respect to the measure
νy,T (·,R+). Hence,
hs
ρs
=
∂yγR+(T − s, w(s))
γR+(T − s, w(s))
= ∂y log γR+(T − s, w(s)) νy,T (·,R+)− a.s.,
and under the measure νy,T (·,R+) the process
By(t) = w(t)−
∫ t
0
∂y log γR+(T − s, w(s))ds, 0 ≤ t ≤ T,
is a Brownian motion. Redenoting w with Yy we can reformulate the conclusion as follows:
for every y > 0 on some probability space there is a pair of processes (Yy, By), such that
• {By(t)}t∈[0,T ] is a Brownian motion with the starting point By(0) = y;
• the distribution of {Yy(t)}t∈[0,T ] is νy,T (·,R+);
• for all t ∈ [0, T ] Yy(t) > 0;
• for all t ∈ [0, T ]
Yy(t) =
∫ t
0
∂y log γR+(T − s, Yy(s))ds+By(t). (2.6)
By [12, Th. (2.1)] Yy
d−→ ν0,T (·,R+). Hence, the family of processes {(Yy, By) : y ∈
(0, 1]} is weakly relatively compact. Applying the Skorokhod theorem [15, Th. 4.30] we
can construct a sequence yn → 0 and copies of processes {(Yyn, Byn) : n ≥ 1} defined on
the same probability space, such that
(Yyn, Byn)→ (Y0, B0) a.s. in CT (R2).
We will check that
∂y log γR+(T − s, Yyn(s))→ ∂y log γR+(T − s, Y0(s))ds in L1(Ω× [0, T ]).
To prove this convergence we will use Scheffe´’s lemma [16]. The lemma can be applied
since ∂y log γR+(t, y) > 0 for t, y > 0. Thus, it is enough to show
lim
n→∞
E
∫ T
0
∂y log γR+(T − s, Yyn(s))ds = E
∫ T
0
∂y log γR+(T − s, Y0(s))ds <∞. (2.7)
Next two results allow to control the behaviour of integrals in (2.7) near boundaries.
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Lemma 2.1. For each t ∈ (0, T )
lim
n→∞
E
∫ t
0
∂y log γR+(T − s, Yyn(s))ds =
√
T
∫ ∞
0
y2γR+(T − t,
√
ty)e−y
2/2dy.
Expression on the right-hand side is a continuous function of t ∈ [0, T ].
Proof. We make use of the relation (2.6):
E
∫ t
0
∂y log γR+(T − s, Yyn(s))ds = EYyn(t)− EByn(t) = EYyn(t)− yn.
Further,
EYyn(t) = E
(
Byn(t)
∣∣∣∣ mins∈[0,T ]Byn(s) > 0
)
=
EByn(t)1mins∈[0,T ] Byn(s)>0
γR+(T, yn)
=
=
EByn(t)1mins∈[0,t]Byn(s)>0γR+(T − t, Byn(t))
γR+(T, yn)
=
=
∫∞
0
yγR+(T − t, y) 1√2pite−
(y−yn)2
2t (1− e− 2yynt )dy∫∞
0
1√
2piT
e−
(y−yn)2
2T (1− e− 2yynT )dy
=
=
∫∞
0
yγR+(T − t, y) 1√2pite−
(y−yn)2
2t
1−e−
2yyn
t
2yn
dy∫∞
0
1√
2piT
e−
(y−yn)2
2T
1−e−
2yyn
T
2yn
dy
.
Hence, by the Dominated Convergence Theorem,
lim
n→∞
EYyn(t) =
∫∞
0
y2γR+(T − t, y)t−3/2e−
y2
2t dy∫∞
0
yT−3/2e−
y2
2T dy
=
√
T
∫ ∞
0
y2γR+(T − t,
√
ty)e−
y2
2 dy.
Applying Dini’s theorem we deduce the corollary from the lemma 2.1.
Corollary 2.1. Functions fn(t) = E
∫ t
0
∂y log γR+(T−s, Yyn(s))ds, 0 ≤ t ≤ T, are equicon-
tinuous on [0, T ]. In particular,
lim
δ→0
sup
n≥1
(
E
∫ δ
0
∂y log γR+(T − s, Yyn(s))ds+ E
∫ T
T−δ
∂y log γR+(T − s, Yyn(s))ds
)
= 0.
Now we return to the proof of the theorem 2.1. By corollary 2.1 it is enough to check
the convergence
lim
n→∞
E
∫ T−δ
δ
∂y log γR+(T − s, Yyn(s))ds = E
∫ T−δ
δ
∂y log γR+(T − s, Y0(s))ds,
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for any δ ∈ (0, T ). This in turn will follow from the uniform integrability condition [15,
Ch. 4]
sup
n≥1
E
∫ T−δ
δ
(
∂y log γR+(T − s, Yyn(s))
)3/2
ds <∞. (2.8)
In order to verify (2.8) we make use of the estimate
∂y log γR+(t, y) =
e−
y2
2t
√
t
∫ y/√t
0
e−u2/2du
≤ 1
y
, y > 0, t > 0.
We get following inequalities
E
∫ T−δ
δ
(
∂y log γR+(T − s, Yyn(s))
)3/2
ds ≤
∫ T−δ
δ
E(Yyn(s))
−3/2ds =
=
∫ T−δ
δ
E(Byn(s))
−3/21minr∈[0,s]Byn (r)>0γR+(T − s, Byn(s))
γR+(T, yn)
ds =
=
∫ T−δ
δ
∫∞
0
y−3/2γR+(T − s, y) 1√2pise−
(y−yn)2
2s (1− e− 2yyns )dy∫∞
0
1√
2piT
e−
(y−yn)2
2T (1− e− 2yynT )dy
ds ≤
≤ (T−2δ)
√
T
δ
∫∞
0
y−3/2e−
(y−yn)2
2(T−δ) (1− e− 2yynδ )dy∫∞
0
e−
(y−yn)2
2T (1− e− 2yynT )dy
−−−→
n→∞
(T−2δ)
(
T
δ
)3/2 ∫∞
0
y−1/2e−
y2
2(T−δ)dy∫∞
0
ye−
y2
2T
dy
.
This proves (2.8). Passing to the limit in (2.6) we get the relation
Y0(t) =
∫ t
0
∂y log γR+(T − s, Y0(s))ds+ B0(t).
The weak existence for the problem (2.4) is proved. We prove the existence and uniqueness
of the strong solution using the Yamada-Watanabe theorem [14, Th. (1.7), Ch. IX]. Let
Y and Y˜ solve (2.4). Then for almost all t ∈ (0, T )
1
2
∂t(Y (t)−Y˜ (t))2 =
(
Y (t)− Y˜ (t)
)(
∂y log γR+(T − t, Y (t))− ∂y log γR+(T − t, Y˜ (t))
)
≤ 0,
since the function y → γR+(T − t, y) is log-concave. It follows that Y (t) = Y˜ (t) for all
t ∈ [0, T ]. The pathwise uniqueness of the problem (2.4) is proved.
Next we derive two corollaries of the theorem. The first one is a straightforward
generalization to the multidimensional case.
Corollary 2.2. Let x ∈ Rd be arbitrary, e ∈ Rd be a unit vector, and H = {y ∈ Rd :
(y − x) · e > 0}. The statement of the theorem 1.1 holds for G = H and x.
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In the next corollary we give a new proof of the well-known theorem on the equivalence
between the distribution ν0,T (·,R+) of the Brownian meander and the distribution Q of
the three-dimensional Bessel process. We recall that the three-dimensional Bessel process
is defined as the process t→ √B21(t) +B22(t) +B23(t), where B1, B2, B3 are independent
R−valued Brownian motions started at zero. Consider the problem

dZ(t) = 1
Z(t)
dt+ dW (t),
Z(0) = 0,
Z(t) > 0, t > 0
(2.9)
where W is a standard R−valued Brownian motion. This problem has a unique strong
solution [17], and its distribution coincides with Q. By QT we denote the distribution of
the process {Z(t)}t∈[0,T ] in C1T .
Corollary 2.3. [11] The measure ν0,T (·,R+) is equivalent to the distribution QT of the
three-dimensional Bessel process started at 0. The Radon-Nikodym density is given by
dν0,T (·,R+)
dQt
(Z) =
√
piT√
2Z(T )
.
Proof. The idea of the proof is to change the underlying probability measure QT in order
to convert the problem (2.9) to the problem (2.4). A natural candidate for the density is
given by the Girsanov theorem:
ρ = exp
(∫ T
0
(
∂y log γR+(T − s, Z(s))−
1
Z(s)
)
dW (s)−
−1
2
∫ T
0
(
∂y log γR+(T − s, Z(s))−
1
Z(s)
)2
ds
)
.
Because of singularities as s → 0 and s → T it is not obvious that ρ is well-defined and
is a density. From (2.3) we have
∂y log γR+(s, y) =
e−
y2
2s
√
s
∫ y√
s
0 e
−u2
2 du
.
Elementary inequalities
0 ≤ 1− ye
− y2
2∫ y
0
e−
u2
2 du
≤ y
2
2
.
imply that the process
X(t) = ∂y log γR+(T − t, Z(t))−
1
Z(t)
, 0 ≤ t < T,
satisfies
|X(t)| = 1
Z(t)

1− Z(t)√T−te−
Z(t)2
2(T−t)
∫ Z(t)√
T−t
0 e
−u2
2 du

 ≤
9
≤ 1
Z(t)
min
(
1,
Z(t)2
2(T − t)
)
≤ max
(
1,
1
2(T − t)
)
, 0 ≤ t < T.
In particular, there is no singularity as s → 0 in the definition of ρ. To deal with the
singularity as s→ T we consider the process
ρt = exp
(∫ t
0
(
∂y log γR+(T − s, Z(s))−
1
Z(s)
)
dW (s)−
−1
2
∫ t
0
(
∂y log γR+(T − s, Z(s))−
1
Z(s)
)2
ds
)
.
Since Novikov’s condition [14, Prop. (1.15), Ch. VIII] holds for the process X, the process
(ρt)0≤t<T is a martingale. Let us show that (ρt)0≤t<T is a uniformly integrable martingale,
with
lim
t→T
ρt =
√
piT√
2Z(T )
.
To this end consider the function
b(t, y) = log
(∫ y√
T−t
0
e−
u2
2 du
)
− log(y).
It has the following limit values:
lim
t→0,y→0
b(t, y) = − log
√
T , lim
t→T,y→z
b(t, y) = log
√
pi
2
− log z, (2.10)
where z > 0 is arbitrary. Further, we have
∂tb(t, y) =
ye
− y2
2(T−t)
2(T − t) 32 ∫ y√T−t e−u22 du,
∂yb(t, y) =
e
− y2
2(T−t)
√
T − t ∫ y√T−t0 e−u22 du −
1
y
,
∂2yb(t, y) = −
ye
− y2
2(T−t)
(T − t) 32 ∫ y√T−t0 e−u22 du −
e−
y2
T−t
(T − t)
(∫ y√
T−t
0 e
−u2
2 du
)2 + 1y2 .
By the Itoˆ formula,
db (t, Z(t)) =
Z(t)e−
Z(t)2
2(T−t)
2(T − t) 32 ∫ Z(t)√T−t e−u22 dudt+
+

 e− Z(t)
2
2(T−t)
√
T − t ∫ Z(t)√T−t0 e−u22 du
− 1
Z(t)

( 1
Z(t)
dt+ dW (t)
)
+
10
+
1
2

− Z(t)e
− Z(t)
2
2(T−t)
(T − t) 32 ∫ Z(t)√T−t0 e−u22 du
− e
−Z(t)
2
T−t
(T − t)
(∫ Z(t)√
T−t
0 e
−u2
2 du
)2 + 1Z(t)2

 dt =
=

 e− Z(t)
2
2(T−t)
√
T − t ∫ Z(t)√T−t0 e−u22 du
− 1
Z(t)

 dW (t)− 1
2

 e− Z(t)
2
2(T−t)
√
T − t ∫ Z(t)√T−t0 e−u22 du
− 1
Z(t)


2
dt.
By (2.10),
lim
t→0
b (t, Z(t)) = − log
√
T , lim
t→T
b (t, Z(t)) = log
√
pi
2
− logZ(T ).
Hence,
ρt = exp
(
b(t, Z(t)) + log
√
T
)
→
√
piT√
2Z(T )
, t→ T.
By the Girsanov theorem, under the measure ρdQT the process
W˜ (t) =W (t)−
∫ t
0
(
∂y log γR+(T − s, Z(s))−
1
Z(s)
)
ds, 0 ≤ t < T
is a Brownian motion. Hence, under the measure ρdQT , the process {Z(t)}0≤t≤T is a
solution of the SDE
dZ(t) =
1
Z(t)
dt+ dW˜ (t) +
(
∂y log γR+(T − t, Z(t))−
1
Z(t)
)
dt =
= ∂y log γR+(T − t, Z(t))dt+ dW˜ (t),
and thus is a Brownian meander.
3 Proof of the Theorem 1.1
Proof. Given an open set A ⊂ Rd and a continuous function f ∈ CdT we will denote by
τA(f) the first exit time
τA(f) = inf{t > 0 : f(t) 6∈ A}.
We recall that the set G is assumed to be convex with a C2 boundary in the neighborhood
of its boundary point x. Let us choose a unit vector e ∈ Rd and r > 0 such that B(x +
re, r) ⊂ G. Consider the half-space
H = {y ∈ Rd : (y − x) · e > 0},
so that
B(x+ re, r) ⊂ G ⊂ H.
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Consider an auxiliary measure νx,T (·;H) (see corollary 2.3). The corresponding process
can be described as follows. Choose an orthonormal basis {e1, . . . , ed} in Rd, such that
e1 = e. Let {Y˜1(t)}0≤t≤T be a Brownian meander, and {(W˜2(t), . . . , W˜d(t))}0≤t≤T be a
R
d−1−valued Brownian motion independent from Y˜1. Then νx,T (·;H) is the distribution
of the process {x+ Y˜1(t)e1 +
∑d
i=2 W˜i(t)ei}0≤t≤T .
By the corollary 2.2 νx,T (·;H) is the distribution of the solution of the problem

dY (t) = ∇y log γH(T − t, Y (t))dt+ dW (t)
Y (0) = x,
Y (t) ∈ H for a.a. t ∈ (0, T )
(3.11)
where W is an Rd−valued Brownian motion. By corollary 2.3 the measure νx,T (·;H)
is equivalent to the distribution of the process {x+ Z˜1(t)e1 +
∑d
i=2 W˜i(t)ei}0≤t≤T , where
{Z˜1(t)}t≥0 is a three-dimensional Bessel process independent from {(W˜2(t), . . . , W˜d(t))}0≤t≤T .
Applying [18, Th. 3.4] we deduce
νx,T (τB(x+re,r)(Y ) > 0;H) = 1.
Consequently,
νx,T ({τG(Y ) > T};H) > 0
and we can represent the measure νx,T (·;G) via the density with respect to the measure
νx,T (·;H) (see [1] for the details):
dνx,T (·;G)
dνx,T (·;H) =
1τG(Y )>T
νx,T ({τG(Y ) > T};H) .
Let us apply the Girsanov theorem to this density. Introduce the function
θ(t, y) = P(∀r ∈ [t, T ] Y (r) ∈ G|Y (t) = y) = γG(T − t, y)
γH(T − t, y) , y ∈ G, 0 ≤ t < T.
As in the proof of theorem 2.1, an application of the Itoˆ formula implies the Clark repre-
sentation
1τG(Y )>T = θ(0, x) +
∫ T
0
1τG(Y )>s(∇yθ(s, Y (s)), dW (s)).
By the Markov property, we have
E[1τG(Y )>T |Fs] = 1τG(Y )>sθ(s, Y (s)).
Repeating arguments of the theorem 2.1, under the measure νx,T (·;G) the process
W˜ (t) = W (t)−
∫ t
0
∇y log θ(s, Y (s))ds, 0 ≤ t ≤ T,
is a Brownian motion. From (3.11) we deduce that under the measure νx(·;G) the process
Y satisfies the equation
dY (t) = ∇y log γH(T − t, Y (t))dt+∇y log θ(t, Y (t))dt+ dW˜ (t) =
12
= ∇y log γG(T − t, Y (t))dt+ W˜ (t).
It remains to check pathwise uniqueness for the problem (1.2). Let Y and Y˜ solve
(1.2). Then
1
2
∂t|Y (t)− Y˜ (t)|2 =
(
Y (t)− Y˜ (t),∇y log γG(T − t, Y (t))−∇y log γG(T − t, Y˜ (t))
)
≤ 0,
where the last inequality follows from log-concavity of the function y → γG(T − t, y) [19].
4 Clusters in coalescing stochastic flows
4.1 Arratia flow
In this section we will use duality theory for coalescing stochastic flows on the real line
developed in [4]. By a backward stochastic flow we will understand a family {φt,s : −∞ <
s ≤ t < ∞} of measurable random mappings of R, such that the family {φˆs,t = φ−s,−t :
−∞ < s ≤ t <∞} is a stochastic flow. Let ψ = {ψs,t : −∞ < s ≤ t <∞} be the Arratia
flow. A dual flow ψ˜ = {ψ˜t,s : −∞ < s ≤ t <∞} is defined as a backward stochastic flow
whose trajectories do not cross trajectories of the flow ψ, i.e. for all s ≤ t, x, y ∈ R and
ω ∈ Ω
(ψs,t(ω, x)− y)(x− ψ˜t,s(ω, y)) ≥ 0.
For the needed properties of the Arratia flow as well as for existence and properties of its
dual we refer to [3, 4]. In particular, we recall that the dual ψ˜ of the Arratia flow ψ is
itself the Arratia flow (with time reversed). As it was mentioned in the Introduction, the
image ψ0,T (R) is a locally finite subset of R unbounded from below and from above. Let
us fix ω for a while. With every point ζ ∈ ψ0,T (ω,R) we associate a cluster
Kζ = ∪t∈[0,T ]{(T − t, x) : ψT−t,T (ω, x) = ζ}.
By αζ and βζ we denote the lower and the upper boundaries of the cluster Kζ :
αζ(t) = inf{x ∈ R : (T − t, x) ∈ Kζ}, βζ(t) = sup{x ∈ R : (T − t, x) ∈ Kζ}.
This natural definition of αζ , βζ is not a rigorous definition of a stochastic processes, as
the choice of the random quantity ζ is not specified. In the following lemma we overcome
this issue and simultaneously define the conditional distribution of boundary processes
conditioned on the event {ζ = x}.
Lemma 4.1. With probability 1 for all ζ ∈ ψ0,T (R)
lim
x→ζ+
sup
t∈[0,T ]
|ψ˜T,T−t(x)− βζ(t)| = 0,
and
lim
x→ζ−
sup
t∈[0,T ]
|ψ˜T,T−t(x)− αζ(t)| = 0.
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Proof. For continuity of αζ , βζ we refer to [4]. Let x > ζ and t ∈ [0, T ]. If ψ˜T,T−t(x) <
βζ(t), then there exists y > ψ˜T,T−t(x) such that
ψT−t,T (y) = ζ < x,
which contradicts duality. So, for all x > ζ and all t ∈ [0, T ],
βζ(t) ≤ ψ˜T,T−t(x).
It remains to check that for all t ∈ [0, T ]
inf
x>ζ
ψ˜T,T−t(x) = βζ(t).
Assume that infx>ζ ψ˜T,T−t(x) > βζ(t) and let y ∈ (βζ(t), infx>ζ ψ˜T,T−t(x)). For every x > ζ
duality implies that ψT−t,T (y) ≤ x. Hence, ψT−t,T (y) ≤ ζ. But the latter contradicts
y > βζ(t). The proof for αζ is similar.
Observe the equality of events
{(u, v) ∩ ψ0,T (R) 6= ∅} = {ψ˜T,0(u) < ψ˜T,0(v)},
the latter event being the event that two independent R−valued Brownian motions started
at u and v and haven’t met during the time T . Combining this consideration with results
of Lemma 4.1 and Theorem 1.1, we get the corollary.
Corollary 4.1. Conditional distribution of the process
{(ψ˜T,T−t(u), ψ˜T,T−t(v))}t∈[0,T ]
conditionally on the event {(u, v) ∩ ψ0,T (R) 6= ∅} weakly converge as u→ x−, v → x+ to
the solution of the problem

dY (t) = ∇y log γH(T − t, Y (t))dt+ dW (t),
Y (0) = (x, x),
Y (t) ∈ H for a.a. t ∈ (0, T ),
where H = {y ∈ R2 : y1 < y2}, W is a standard R2−valued Brownian motion, and γH is
defined in (1.1).
Direct computation gives γH(t, y) =
√
2
pi
E
(
y2−y1√
2t
)
, where E(x) =
∫ x
0
e−
u2
2 du. Conse-
quently, we can identify the conditional law of boundaries (αζ , βζ) given that {ζ = x} via
the problem 

dαζ(t) = − e
−
(βζ(t)−αζ(t))
2
4(T−t)√
2(T−t)E(βζ(t)−αζ(t)√
2(T−t)
)
dt+ dW1(t)
dβζ(t) =
e
−
(βζ(t)−αζ (t))2
4(T−t)√
2(T−t)E(βζ(t)−αζ (t)√
2(T−t)
)
dt+ dW2(t)
αζ(0) = βζ(0) = x
αζ(t) < βζ(t) for a.a. t ∈ (0, T )
.
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4.2 Arratia flow with drift
In this section the developed approach is adapted to the unbounded cluster in the Arratia
flow with drift. Let a : R→ R be a Lipschitz function. Consider a SDE
dX(t) = a(X(t))dt+ dw(t), (4.12)
where w is a Wiener process. Informally, the Arratia flow with drift describes the joint
motion of solutions of the equation (4.12) that start from all points of the real line at every
moment of time, move independently before the meeting time and coalesce at the meeting
time. Precisely, we say that a coalescing stochastic flow ψ = {ψs,t : −∞ < s ≤ t <∞} is
the Arratia flow with drift a, if the following condition is satisfied:
For any n ≥ 1 and x1 < . . . < xn let {(X1(t), . . . , Xn(t))}t≥0 be the solution of the
problem {
dXi(t) = a(Xi(t))dt+ dWi(t)
Xi(0) = xi
, 1 ≤ i ≤ n,
where W1, . . . ,Wn are independent standard R−valued Brownian motions. Denote σ =
inf{t ≥ 0 : ∃i 6= j Xi(t) = Xj(t)}. Further, let {(ψs,s+t(x1), . . . , ψs,s+t(xn))}t≥0 be the
n−point motion of the flow started at time s from points x1, . . . , xn. Denote τ = inf{t ≥
0 : ∃i 6= j ψs,s+t(xi) = ψs,s+t(xj)}. Then Rn−valued processes
t→ (ψs,s+t∧τ(x1), . . . , ψs,s+t∧τ (xn))
and
t→ (X1(t ∧ σ), . . . , Xn(t ∧ σ))
are identically distributed.
For the existence of the Arratia flow with drift we refer to [3]. When the drift a is
strictly monotone, an infinite cluster arises in the flow ψ.
Theorem 4.1. [5] Let ψ be the Arratia flow with drift a. Assume that the drift a is
Lipschitz and for some λ > 0 and all x, y ∈ R one has
(a(x)− a(y))(x− y) ≤ −λ(x− y)2.
Then there exists a unique stationary process (ηt)t∈R such that for all s ≤ t and all ω
ψs,t(ω, ηs(ω)) = ηt(ω).
Further we assume that the drift a satisfies assumptions of the theorem 4.1. The
process (ηt)t≥0 represents the motion of a stationary point in the flow. In particular,
the one-dimensional distribution of (ηt)t≥0 is given by the stationary distribution of the
equation (4.12):
P(ηt ∈ ∆) = C
∫
∆
e2
∫ x
0 a(y)dydx,
where C =
(∫∞
−∞ e
2
∫ x
0 a(y)dydx
)−1
. An infinite cluster can be associated with η0. Namely,
at every moment t ≥ 0 there exists an interval of points that have coalesced into η0 at
time 0 :
K0(t) = {x ∈ R : ψ−t,0(x) = η0}, t ≥ 0.
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The set K0 = ∪t≥0({−t} × K0(t)) will be called the cluster with the vertex η0. Let us
introduce boundary processes
α0(t) = infK0(t), β0(t) = supK0(t).
The theorem 4.2 describes the conditional distribution of processes (α0(t), β0(t)) condi-
tioned on the event {η0 = x}. The following analogue of the lemma 4.1 follows from
properties of the dual flow {ψ˜t,s : −∞ < s ≤ t <∞} obtained in [4].
Lemma 4.2. With probability 1 for all T ≥ 0
lim
x→η0+
sup
t∈[0,T ]
|ψ˜0,−t(x)− β0(t)| = 0,
and
lim
x→η0−
sup
t∈[0,T ]
|ψ˜0,−t(x)− α0(t)| = 0.
In [5] it was proved that with probability 1,
lim
t→∞
β0(t) =∞, lim
t→∞
α0(t) = −∞.
Hence, the following equality of events holds:
{u < η0 < v} = { lim
t→∞
ψ˜0,−t(u) = −∞, lim
t→∞
ψ˜0,−t(v) =∞}
Let
θ(y1, y2) = P(η0 ∈ (y1, y2)) =
∫ y2
y1
pi(x)dx.
Theorem 4.2. Conditional distribution of the process
{(ψ˜0,−t(u), ψ˜0,−t(v))}t≥0
conditionally on the event {u < η0 < v}, weakly converge as u → x−, v → x+ to the
solution of the problem

dY1(t) =
(
−a(Y1(t)) + ∂ log θ(Y1(t),Y2(t))∂y1
)
dt+ dW1(t),
dY2(t) =
(
−a(Y2(t)) + ∂ log θ(Y1(t),Y2(t))∂y2
)
dt+ dW2(t),
Y1(0) = Y2(0) = x,
Y1(t) < Y2(t) for a.a. t > 0,
(4.13)
where W is a standard R2−valued Brownian motion.
Proof. The dual process ψ˜ is the Arratia flow with drift−a, see [4, 5]. Let {(Y1(t), Y2(t))}t≥0
be a solution of the SDE 

dY1(t) = −a(Y1(t))dt + dW1(t),
dY2(t) = −a(Y2(t))dt + dW2(t),
Y1(0) = u, Y2(0) = v
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where W is a standard R2−valued Brownian motion. The law of the process
{(ψ˜0,−t(u), ψ˜0,−t(v))}t≥0
conditioned on the event {u < η0 < v} coincides with the law of the process Y conditioned
on the event
A = {∀t ≥ 0 Y1(t) < Y2(t), lim
t→∞
Y1(t) = −∞, lim
t→∞
Y2(t) =∞}.
Let σ = inf{t ≥ 0 : Y1(t) = Y2(t)}. Applying arguments from the proof of Theorem 2.1 to
the process
t→ θ(Y1(t ∧ σ), Y2(t ∧ σ)),
we get the Clark representation
1A = θ(u, v) +
∫ τ
0
(∇θ(Y (s)), dW (s)).
By the Markov property,
E[1A|Y (s), s ≤ t] = 1τ>tθ(Y (t)).
The Girsanov theorem implies that with respect to the law of Y conditioned on the event
A, the process
W˜ (t) =W (t)−
∫ t
0
∇ log θ(Y (s))ds, t ≥ 0,
is a Brownian motion. This implies equations 4.13 for the distribution of the process
{(ψ˜0,−t(u), ψ˜0,−t(v))}t≥0 conditioned on the event {u < η0 < v}.
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