The authors obtain sufficient conditions for the existence of at least one and two positive solutions of a higher order semipositone fractional boundary value problem with a forcing term in the differential equation. Examples are included to illustrate the results.
Introduction
In this paper, we study the existence of positive solutions of the ν-th order fractional boundary value problem (BVP) consisting of the forced fractional differential equation − D ν 0 + u(t) = λf (t, u) + e(t), t ∈ (0, 1), (1.1) and the boundary condition (BC) The subject of fractional calculus has gained considerable popularity and importance in recent years due mainly to its demonstrated applications in numerous seemingly diverse and widespread fields of science and engineering. The monographs [14, 19] and the papers [13, 16, 18, 20] are excellent sources for the theory and applications of fractional calculus. Among all the topics, the existence of positive solutions of BVPs of fractional differential equations has been extensively studied by many researchers in recent years; see, for example, [1, 2, 3, 6, 7, 8, 9, 11, 21, 23] and the references therein. In particular, Goodrich [9] studied the BVP consisting of the equation [9] , the author first obtained some properties of the Green's function associated with the problem. Then, applying these properties and the well known Krasnosel'skii fixed point theorem in cones, he derived sufficient conditions for the existence of at least one positive solution of the problem. The existence of positive solutions is not studied in [9] when the nonlinear term g is a sign-changing function.
−D
In this paper, we study the semipositone BVP (1.1), (1.2) (i.e., f may take negative values) and find sufficient conditions to guarantee that the problem has at least one and two positive solutions when λ is small and large. To the best of our knowledge, most existing works on fractional BVPs do not consider the existence of positive solutions when the problem is semipositone. Semipositone BVPs occur in models for steady-state diffusion with reactions [5] , and interest in obtaining conditions for the existence of positive solutions of BVPs for ordinary differential equations has been ongoing for many years. For a small sample of such work, we refer the reader to the papers of Anuradha et al. [4] , Graef and Kong [10] , Lan [15] , Ma [17] , and Zhang et al. [22] .
The rest of this paper is organized as follows. In Section 2, we present our main results and several examples, and in Section 3, we give the proofs of the main results together with several technical lemmas. Lemma We will make use of the following assumptions. 
Main results

Let
G(t, s)
= 1 Γ(ν) t ν−1 (1 − s) ν−α−1 − (t − s) ν−1 , 0 ≤ s ≤ t ≤ 1, t ν−1 (1 − s) ν−α−1 , 0 ≤ t ≤ s ≤ 1. (2.1)
The function G(t, s) has the following properties: (a) G(t, s) is a continuous function on
[0, 1] × [0, 1]; (b) G(t, s) ≥ 0 for t, s ∈ [0, 1]; (c) max t∈[0,1] G(t, s) = G(1, s) for s ∈ [0, 1]; (d) t ν−1 G(1, s) ≤ G(t, s) ≤ 1 Γ(ν) t ν−1 (1 − s) ν−α−1 for t, s ∈ [0, 1]. Lemma 2.2. Let l ∈ C[0, 1]. Then u(t
) is a solution of the BVP consisting of the equation
) is strictly increasing in x. Now, we state our main results. Our first two theorems concern the case where λ is small and the last two are for the case of λ large. 
Theorem 2.4. Assume that (H1), (H2), and (H5)-(H7) hold. Then there exists λ
2) has at least two positive solutions y 1 (t) and y 2 (t) satisfying y i (t) > γ(t) for i = 1, 2 and t ∈ (0, 1].
In the remainder of this section, we give several examples to apply our theorems. In all of the examples, the nonlinearities f (t, x) are signchanging functions.
Example 2.1. Let ν be given as in (1.1). Consider the BVP consisting of the equation 
(2.6) Then, the BVP consisting of the equation
and BC (1.2) has at least two positive solutions for small λ > 0. 8) and BC (1.2) has at least two positive solutions for large λ > 0.
In fact, with e(t) = 1, (2.7) is of the form (1.1). From Lemma 2.1 (b)-(c), (2.1), (2.4), and the facts that
In fact, with f (t, x) = x − γ(t) 1/3 , (2.8) is of the form (1.1). Note that f (t, x + γ(t)) = x 1/3 . Then, it is easy to see that (H1), (H2), and (H5)-(H7) hold. The conclusion then follows from Theorem 2.4.
Proofs of the main results
In this section, let the Banach space C[0, 1] be equipped with the norm ||u|| = max t∈ [0, 1] |u(t)|. (2.3). Then, from Lemma 2.1 (c) and (d), we have
Let M be given in (H2). Then the BVP consisting of the equation
and BC (1.2) has a unique positive solution φ(t). Moreover, there exists
G(t, s)ds
is the unique positive solution of BVP (3.1), (1.2). By Lemma 2.1 (d), we have
This completes the proof of the lemma. 2
For λ > 0, let v λ (t) = λφ(t). Consider the BVP consisting of the equation
and BC (1.2), where γ is defined by (2.4) and
P r o o f. Clearly, y(t) > γ(t) on (0, 1], and y(t) satisfies (1.2). Note that
so the conclusion holds.
2
The following well known Krasnosel'skii fixed point theorem is needed in our proofs and can be found in [12 
We are now ready to prove our main results. 
Then, it is easy to verify that T is completely continuous and Lemma 2.2 implies that finding a fixed point of T is equivalent to finding a solution of BVP (3.3), (1.2). Moreover, for any λ > 0 and any u ∈ K, in view of (H2), we have
In what follows, let
where ρ is given in Lemma 3.2. Let
. Then, from Lemma 2.1 (c), (3.5), and (3.6), we obtain
By (H3), there exists C 3 > 0 such that
Let R > 0 satisfy 
from Lemma 3.2 and (3.2), we have u(t) − v λ (t) = u(t) − λφ(t) ≥ u(t) − λρt
Hence, for t ∈ [a 1 , b 1 ], from (3.4) and (3.8)-(3.10), it follows that
G(t, s)u(s)ds
(3.11) From (3.7), (3.11), and Lemma 3.4 (a), T has a fixed pointũ ∈ K ∩ (Ω 2 \ Ω 1 ). By Lemma 3.2 and (3.6), we see that 
Lemma 3.3 then implies that y(t) =ũ(t)− v λ (t)+γ(t) is
Moreover, as in (3.10), we have
Thus, 
Consider the BVP consisting of the equation 15) and BC (1.2). Define an operator S :
Then, it is easy to verify that S is completely continuous and Lemma 2.2 implies that finding a fixed point of S is equivalent to finding a solution of BVP (3.15), (1.2). Moreover, by Lemma 3.1, we can show that
Then, for u ∈ K ∩ ∂Ω 3 , from Lemma 2.1 (c), (3.14), (3.16), (3.18) , and (3.19), we have
where
Then, for u ∈ K ∩ ∂Ω 4 , from (3.2), (3.16), (3.21), and (3.22), it follows that 
(t).
This means that y 2 (t) is a positive solution of BVP (1.1), (1.2). Moreover, from (3.17),
Then, by (3.13), y 2 (t) ≡ y 1 (t) on [0, 1], i.e., y 2 (t) is a second positive solution. From (3.12) and (3.19), we see that the conclusion holds with λ 2 = min{Λ 1 , Λ 2 }. This completes the proof of the theorem. 
Then, (H5) implies that there exists E 2 > ||γ|| such that
and define
Thus, from (3.4) and (3.24), we obtain
We now consider two cases.
For u ∈ K with ||u|| = R 1 , from Lemma 2.1 (c) and (3.4), we have Then, there exists E 4 > 0 such that
Then, from Lemma 2.1 (c), (3.4) , and (3.28)-(3.30), we obtain
Thus, in both cases, if we let
From (3.27), (3.31), and Lemma 3.4 (b), T has a fixed pointû ∈ K ∩ (Ω 6 \ Ω 5 ) By Lemma 3.2, we see that
Then, Lemma 3. 
Moreover, as in (3.26), we see that
where E 2 > ||γ|| is given in (3.24). Now, we show the existence of a second positive solution. Let
Consider the BVP consisting of the equation 
