Introduction

Uncertainty and Preferences in Decision Problems.
In a decision problem, a decision-maker has to select, among a set of possible actions, the action that will result in the best outcome. In these problems it is important to model the decision-maker's preferences and the uncertainty. Utility theory ͓1͔ or fuzzy set theory ͓2-4͔ can be employed to model preferences. In problems involving uncertainty ͑random or modeling͒, we can measure the likelihood of an event using its probability or non-probabilistic measures including plausibility, belief, possibility and necessity ͓5͔.
In most real-life situations there is not sufficient information to accurately determine the probabilities of all the outcomes of each action, so decision-makers rely on judgment to model uncertainty. A good method for modeling uncertainty should not be overly sensitive to errors in the assumptions for constructing models of uncertainty and provide a decision-maker with a measure of the degree of subjectivity in the final results.
Comparisons of Utility Theory and Fuzzy Set Theory for Modeling Preferences.
Comparisons of probabilistic methods and fuzzy set methods have focused on how these methods aggregate utility functions or membership functions, measuring the designer's preferences, in terms of each attribute into a single function expressing the overall value of a design to a decisionmaker ͓6͔. Otto and Antonsson ͓7͔ compared the axioms of utility theory and fuzzy set theory for design problems involving multiple attributes. They concluded that fuzzy set theory is more suitable than utility theory for engineering design problems in which any design with zero preferences in one or more attributes is totally unacceptable. Thurston and Carnahan ͓8͔ also compared utility theory with fuzzy set theory for the same type of problems. They concluded that fuzzy set theory should be used in the earliest design stages, whereas utility theory should be used in the later stages. Wood et al. ͓5͔ compared how probability and fuzzy calculi calculate the designer's preferences for the values of the performance parameters of a system from the designer's preferences for the values of the design parameters. Although this problem is beyond the scope of this paper some of the conclusions of Wood's study are still relevant. Wood et al. concluded that fuzzy set calculus is better for design problems involving imprecision because it is more efficient than probability calculus and provides more information to a designer. ment. If a problem involves only random uncertainty, the consensus among designers is that if there is sufficient data to build accurate probabilistic models of uncertainties, and failure is crisply defined, then we should use probabilistic methods. Maglaras et al. ͓9͔ compared experimentally designs for maximizing the reliability of a truss structure using probability and possibility. They showed that when there is sufficient information about uncertainties, accurate models for predicting the response of a structure and crisp definition of failure, probabilistic methods can yield significantly more reliable designs than possibility-based methods.
Proponents of subjective probability ͑Bayesians͒ maintain that probability is a subjective measure of one's degree of belief that an event will occur ͓10,11͔. They construct the probabilities based on judgment and experience. According to this interpretation, probability is suitable for modeling uncertainty and making decisions even when little or no data is available.
Possibility-based ͑fuzzy set͒ methods were initially developed for modeling uncertainties for which only subjective information is available. However, for many design problems, little numerical data is available, often requiring subjective information to construct probabilistic models of uncertainties, which can lead to significant errors in assessing safety ͓12,13͔. For such problems, we believe possibility-based methods can be useful because they were designed for problems in which designers have to rely on judgment to model uncertainty. Langley ͓14͔ showed that both problems of estimating a͒ the possibility of failure and b͒ the probability of failure of a design using first or second order methods are equivalent to finding the worst case scenario when the uncertain variables vary in a given region. Therefore, the same numerical algorithm can be used for finding both the probability of failure and the possibility of failure, modifying only the function to be minimized. However, the authors believe that the above assertion applies only to problems with one failure mode. The calculi used for estimating the probability of failure and possibility of failure of systems with multiple failure modes are fundamentally different ͑Section 2.5͒.
Objectives and Outline of This
Paper. The objective of this paper is to understand the differences and similarities between probabilistic and possibility-based methods in modeling uncertainties and the impact of these differences on design. Previous comparisons of probabilistic and possibility-based methods ͑see Section 1.3͒ examined the theoretical foundations of these methods and focused primarily on analysis problems. This paper focuses on the impact of the differences between probabilistic and possibilistic methods on design and on the effect of limited data on the effectiveness of these methods.
Design problems involve both random and modeling uncertainties. Random ͑aleatory͒ uncertainty is inherent variability in physical phenomena and processes ͑e.g., variability in gust loads on an aircraft͒. Modeling uncertainty is due to assumptions and approximations in models for predicting the performance of a system ͑e.g., error in predicting the stress in a structure using a finite element program͒. Oberkampf et al. ͓15͔ presented a comprehensive taxonomy of types of uncertainty. This study is limited to cases where there is random uncertainty and there is limited data about uncertainty. The study is also confined to problems in which failure is catastrophic ͑e.g., global buckling͒ and consequently the boundary between success and failure is sharp, as opposed to serviceability failure ͑e.g., excessive deflection͒ in which the boundary between success and failure is fuzzy. These special characteristics of the design problems considered allow us to employ a simple method that constructs and compares a probabilistic design and a possibilistic design using the same resources.
In Section 2, the theoretical foundations of probability and possibility theories are compared. The main differences in the models of uncertainty and in the calculi of these theories are presented and the reader is alerted to the implications of these differences on design. Section 3 demonstrates the differences identified in Section 2. A method for comparing probability and possibility on design is presented in section 3.1. Section 3.2 summarizes an example on design of a tuned vibration absorber. Chen ͓16͔ describes and proves the results in more detail.
Theoretical Differences Between Probabilistic and Possibility-Based Methods
Important features of a theory of uncertainty are a͒ its axiomatic foundation, and b͒ the ways in which it models uncertainty in input variables, it propagates uncertainty through a system to quantify the uncertainty in its performance and it assesses safety. Our study examines these features and their impact on making design decisions.
Definitions of Possibility and Its
Relation to Probability. Possibility measures the degree to which a͒ a person considers that an event can occur, or b͒ the degree to which the available evidence does not contradict the hypothesis that the event can occur. If an event has a possibility of one then there is no reason to believe an event cannot occur. On the other hand, if we believe that an event cannot occur, then we should assign a zero possibility to that event.
Zadeh ͓17͔ used fuzzy sets as a basis for possibility. According to Zadeh, a proposition that associates an uncertain real variable to a fuzzy set induces a possibility distribution for this quantity, which provides information about the values that this quantity can assume. Another interpretation, which is based on evidence theory ͓18,19͔, is that possibility is the limit of plausibility when the body of evidence is nested. Body of evidence is a set of propositions ͑e.g., the price of gas in 2005 will exceed $2.50 per gallon͒ and a number from 0 to 1 indicating the proportion of evidence that supports each proposition and only that proposition. The body of evidence is nested if the sets representing each proposition can be ordered in a way that one set is contained in the next. Shafer's definition of possibility leads to a generic procedure for estimating the possibility of an event from the available evidence: this possibility equals the sum of the degrees of evidence of all the sets that contain the event.
Possibility is also viewed as an upper bound of probability. Giles ͓20͔ proposed a definition of possibility according to which possibility of an event is the smallest amount ͑between 0 and 1͒ we would have to pay upfront a risk neutral decision-maker to induce him/her to bet against the event ͑i.e., agree to pay one dollar if the event occurs͒. This definition is an extension of the definition of subjective probability. Giles ͓20͔ showed that if we estimate possibility using the above definition, then the possibility of the union of two events is greater or equal to the maximum of the possibilities of the two events and less than or equal to their sum. Note that Giles' property is a generalization of the axiom about the possibility of the union of events in section 2.2.
There are many interpretations of probability. Probability can be viewed as a relative frequency of an event ͑objective probability͒ or one's degree of belief that an event is likely ͑subjective probability͒. In the first case, probability is estimated from numerical data, whereas in the second case it can be estimated by asking a decision-maker what odds he/she needs to bet on an event.
When the possibility and the probability of the same event are estimated, then these may need to satisfy some consistency conditions. One proposed condition is that the possibility of an event should be greater than or equal to its probability ͓18, 21͔. This is reasonable, since any event that is probable must also be possible, however the converse is not true. A more restrictive condition is that the possibility of any event that has nonzero probability must be one. In most design situations, this condition would lead to overly conservative designs. In this paper, we have adopted the first consistency condition. Figure 1 shows the probability density of variable X, which is constructed on the basis of evidence that X is in the interval ͓8,12͔. Using the principle of maximum entropy, we select a uni-form probability density for X. The maximum entropy principle says that we should select a probability density that maximizes the Shannon entropy and satisfies given constraints that express partial information ͑evidence͒ about the probability density ͓18͔ ͑p. 271͒. This principle allows one to use all available information without unwittingly adding information that is not contained in the evidence. The same figure shows the possibility distribution of X. The possibility distribution and probability density are minimally consistent in the sense that the possibility distribution in Fig. 1 is the smallest one that satisfies the consistency condition that possibility must be equal to or greater than probability, given the uniform probability density ͓16͔ ͑Section 3.42͒. This choice of the possibility distribution minimizes the loss of information. It can be shown that the possibility of any event associated with X is greater than or equal to its probability. Moreover, the triangular distribution yields the smallest possibility for any event associated with X out of all symmetric possibility distributions that have their apex at ten and are consistent with the uniform probability density in Fig. 1 . For example, the probability and possibility of X falling outside the interval ͓9,11͔ are both 0.5.
2.2
Comparison of the Axioms of Probability and Possibility. Sugeno ͓22͔ introduced fuzzy measures as a generalization of real measures. Fuzzy measure is a continuous or semicontinuous function from a class of crisp sets of a power set to the interval ͓0,1͔. On a finite universal set, possibility and probability are fuzzy measures ͓18͔ ͑pp. 178 -179͒. Table 1 compares these measures in terms of their axioms.
Fuzzy, probability and possibility measures are all nonnegative and monotonic. The difference is that although the nonnegativity property is an axiom of probability, in the fuzzy and possibility measures this property can be derived from the first two axioms ͑boundary conditions and monotonicity͒. The converse is also true; we can prove that probability is monotonic using axioms 2 and 3, whereas, in possibility and the fuzzy measure, monotonicity is an axiom.
The main difference between the axioms of possibility and probability measures is that probability is additive whereas possibility is subadditive.
1 Specifically, the probability of the union of a set of disjoint events is equal to the sum of the probabilities of these events. On the other hand, the possibility of the union of a finite number of events ͑disjoint or not͒ is equal to the maximum of the possibilities of these events.
As a result, if ͕A 1 , . . . ,A n ͖ is a partition of the universal event, ⍀, the probabilities of A i must add up to one, whereas there is no such constraint for the possibilities of A i . In fact, because the possibility of ⍀ is equal to the maximum of the possibilities of events A i , the possibility of at least one of these events should be one. Therefore:
(1)
Comparison of Probabilistic and
Possibility-Based Models of Uncertainty. Probability theory models an uncertain quantity, X, using its probability distribution function F X (x) and its probability density function f X (x) ͑which is the derivative of F X (x)). Possibility theory uses the possibility distribution function, ⌸ X (x) ͑possibility of X being equal to x͒. Following are some differences of the probability density and possibility distribution functions of a continuous variable ͑Fig. 2͒:
1. The area below the probability density of a variable in an interval is equal to the probability of the variable assuming any 
*For infinite universal sets, two additional requirements about continuity from below and from above are imposed on the fuzzy measure. value in the interval, whereas the area below the possibility density function has no meaning and can have any value. Therefore, the area below the probability density function is one because it is equal to the probability of the random variable assuming any value from Ϫϱ to ϩϱ.
2. The probability of a continuous variable being in an interval of infinitesimal length is usually zero, whereas the possibility of the same event is usually greater than zero.
3. The maximum value of the probability density function can be greater than one but the maximum value of the possibility distribution is one.
When we have multiple uncertain variables we need to characterize their correlation. In probability, the joint probability density function is needed to determine completely the probability structure of variables Xϭ͓X 1 , . . . , X n ͔ T , but rarely there is sufficient data to construct this joint probability density function. Moreover, with the exception of the joint normal distribution, there are few standard joint probability distributions. In some cases, the pair wise correlation coefficients ͑correlation coefficient is the covariance of two variables normalized by the product of the standard deviations of the random variables͒ of the variables can be estimated. Then, the joint probability density function of X can be approximated using the Nataf approximation ͓23,24͔. Usually, only the marginal probability density functions of the variables can be estimated. In this case, it is often assumed that the variables are statistically independent, but this assumption can seriously underestimate the failure probability of a system.
In possibility, the joint possibility distribution of X is needed to model completely the uncertainty in X, but there is no counterpart of the correlation coefficient. As in probability, it is often assumed that the variables in X are noninteractive ͑the joint possibility distribution is equal to the minimum of the marginal possibility distributions at any point in the space of the variables͒. The impact of this assumption on the safety assessment of a system is examined in Section 2.5.
Another difference is in the notion of independence of events. In probability, two events are independent if and only if the probability of their intersection is equal to the product of their probabilities. In possibility theory, we say that two events are independent or noninteractive to express that they are not interdependent. Independence is a stronger condition than non-interaction but there is no well-established definition of independence. Two events are non-interactive if the possibility of their intersection is equal to the smallest possibility of these events ͓18͔ ͑p. 194͒. This means that if we decrease the possibility of the least possible event we cannot compensate for the entailed reduction in the possibility of the intersection of these events by increasing the possibility of the other event.
When data is scarce or physical understanding is limited, it is important to estimate the uncertainty in the estimate of the probability density function of a random variable. In probability, to estimate this uncertainty we treat the parameters of the probability distribution ͑e.g., the mean and standard deviation͒ as random variables ͓25͔. The probability distributions of these parameters, called prior probability distributions, are obtained from judgment. Using these probabilistic models we can compute the probability distribution of the probability of failure of a system, which is useful because it indicates the uncertainty in the estimated probability of failure. However, selecting the probability distribution of the parameters is difficult ͓11͔. Moreover, this approach cannot account for the uncertainty in the type of the probability distribution of the uncertain variables.
The uncertainty in a possibilistic model can be measured by the sum of the possibilities of an event and its complement minus one. When we cannot tell anything about the possibility of an event, we should assign possibilities of one both to this event and to its complement, in which case the difference between the sum of the possibilities of these two events and one is maximum. When using possibility calculus to propagate uncertainty though a system and calculate the possibility of failure we also obtain the possibility of survival at no additional cost from the possibility distribution of the performance function ͑possibility of failure (survival) ϭmaximum value of possibility distribution over the failure ͑sur-vival͒ region͒. Ideally, using this information, a designer could compute the sum of the possibilities of failure and survival minus one, which is a metric of the uncertainty in our models of uncertainty. However, because most well-designed systems have a possibility of survival of one, this measure of uncertainty is of little practical use.
Functions of Uncertain
Variables. The probability density of a function of independent variables is calculated by dividing the probability density function of the independent variables by the absolute value of the Jacobian ͑determinant of the Jacobian matrix͒ of the transformation. Using this approach for the function Y ϭX 2 , where X has the probability density shown in Fig. 1 , we find that the probability density of Y is skewed to the right and 64, the value of Y for which the probability density is largest, corresponds to the lower end of the range ͓8,12͔ in Fig. 1 .
In contrast, the extension principle ͑see for example ͓21͔͒ can be used to derive the possibility distribution of a dependent variable. The possibility of the dependent variable Y becoming equal to y 0 is equal to the maximum of the possibilities of all combinations of the independent variables mapped by the function to y 0 . Thus, if Y ϭX 2 is applied to X defined in Fig. 1 , the possibility of Y ϭ100 is one, and this is the only value of Y with this high possibility. That is, the most possible value of the function corresponds to the most possible value of the argument, while this is rarely the case in probabilities. Wood et al. ͓5͔ presented this result, in a comparison of probability and fuzzy set calculi for modeling preferences.
Dong and Shah ͓26͔ proposed the vertex method for calculating the possibility distribution of a function of fuzzy variables. This method is based on the following theorem, which can be derived from the extension principle: Let Y ϭg(X 1 , . . . , X n ) be a function of variables X i , and ͓x il , x iu ͔ be the ␣-cuts of these variables ͑␣-cut of a variable is the range of values of that variable that have possibility equal to or greater than ␣͒. Assume that X i are mutually independent. Then, the ␣-cut of the dependent variable Y is the interval defined by the minimum and maximum values of Y, y l and y u , when the independent variables vary in their corresponding ␣-cuts.
In possibility theory, there is no law corresponding to the law of large numbers, which is a fundamental law in probability. The average of n identically distributed, non-interactive fuzzy numbers has same possibility distribution as the original variables, regardless of n. On the other hand, the probability density of the average of the n independent variables ͑called sample mean͒ tends to become less scattered than the density of the original variables and, as the number of variables tends to infinity, the average converges to the mean value of the variables. This is an important difference because the law of large numbers in probability allows one to estimate probabilities of events using measured relative frequencies. However, there is no procedure for estimating possibilities of events using measurements.
Because of the above differences, we conclude that one cannot simulate the results of possibility calculus using probability and scaling properly the parameters of the possibility distributions of the independent variables. This well-known result is worth repeating because critics of possibility theory claim that the results of possibility methods can be simulated using probability.
Assessing the Safety of a Design Using Probability and
Possibility. The probability of survival of a system is always less than one. In contrast, almost every well-designed system has a possibility of survival of one because it should be perfectly possible that it can survive. The probabilities of survival and failure of a system have to add up to one. On the other hand, the
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MAY 2004, Vol. 126 Õ 389 possibilities of these two events usually add up to more than one. The axioms for the probability and possibility of the union are responsible for this difference. Let F denote the failure event of a system. Conceptually, to find the probability and possibility of failure, we partition F into elementary events whose probabilities or possibilities are easy to calculate. Then, according to the axioms for the union of events, we add the probabilities of the elementary events to find the probability of the event, or find the maximum to calculate the possibility of that event.
Consider a highly redundant system that fails only if many unfavorable events occur simultaneously. The system failure region is usually small, which tends to make the probability of failure small, whereas the possibility of failure can be still high. For example, the probability of failure of a system of n nominally identical, independent components connected in parallel decreases exponentially with n, whereas its possibility is equal to the possibility of failure of a single component, regardless of n, which is counterintuitive. In this case, possibility theory is conservative. If uncertainties are modeled accurately, then probabilistic methods are better than possibility-based methods because they yield more efficient designs. But consider a scenario where rare events that may lead to failure are highly correlated, and the correlation is not known. Then, if correlation is ignored and probabilistic methods are used one may create an unsafe design, whereas a possibilitybased approach can yield a safer design. Indeed, Chen ͓16͔ ͑chap-ter 2͒ proposed and proved the following assertion, which to our knowledge has not been published elsewhere in the open literature. The most conservative joint possibility distribution that is consistent with the marginal possibility distributions of the individual variables is the one corresponding to the assumption that the variables are noninteractive.
On the other hand, possibility can be nonconservative when assessing the risk of failure of a system with many failure modes, such as a system of n nominally identical, independent components connected in series. The possibility of failure of this system is equal to the possibility of failure of a single component, regardless of n. On the other hand, the probability of failure tends to increase with n. This is a counterintuitive result of possibility theory whose implications on assessing safety have not been discussed in the open literature.
2
A somewhat similar result is encountered when we try to model extreme events using probability and possibility. The probability distribution of the maximum of n independent, identically distributed random variables, e.g., the fifty-year wind speed at a certain location, follows an asymptotic distribution derived from order statistics ͑e.g., ͓27͔͒. On the other hand, the possibility distribution of the maximum is identical to the possibility distribution of any of the n variables. This means that if n is large, a possibility-based approach will underestimate the risk of failure of a design ͑say a building subjected to wind loads over a 50-year period͒.
The prediction of the possibility of failure of a system with many failure modes and the prediction of the possibility of extreme events appear to be the weak points of possibility theory. Indeed, a low calculated system possibility of failure does not guarantee a low risk of failure for such a system. The assumption on the union of events is responsible for this counterintuitive property of possibility-based methods. It can be shown that the only way to overcome this weakness is by imposing the following consistency condition: any event with probability greater than zero must have a possibility of one ͓16͔ ͑chapter 2͒. Thus, the two consistency conditions in section 2.1 namely, a͒ the possibility of any event must be no less than its probability, and b͒ the possibility of any event with nonzero probability must be one, are equivalent in the sense that if one condition is true then the other should also be true. This result has not been published in the open literature.
On the other hand, the weak link of probability theory appears to be the way it handles insufficient data. If little data is available then a probabilistic designer of a high consequence system would prefer to err on the conservative side, but the designer does not know what assumptions will increase the conservatism of his/her model. On the other hand, in most problems, a possibilistic designer knows what assumptions make a possibilistic model of uncertainty more conservative ͑make the model yield a higher possibility of failure͒ as we will see below ͑also ͓16͔, Section 2.4͒.
When failure occurs in the tail of a distribution, increasing the range of variation makes both probabilistic and possibilistic models more conservative. But this is not the case with systems in which failure occurs in a narrow zone in the middle of a distribution. Figure 3 shows the vibratory amplitude of a dynamic system as a function of the excitation frequency. Failure occurs in a narrow zone ͑failure zone͒ close to the middle of the range of the excitation frequency. Increasing this range to account for the lack of data may reduce the computed probability of failure, instead of increasing it. The requirement that the total area under the probability density function of the frequency must be one is responsible for this decrease. On the other hand, if a triangular possibility distribution is used, the possibility of failure increases when the range of the excitation frequency increases.
It is also important that probabilistic methods may fail to predict the trends in the probability of failure because of design modifications when failure occurs in a zone in the main body of a distribution. Suppose that we could modify the dynamic system in the previous paragraph to move the failure zone outside the range of the frequency of excitation. If the frequency range has been inflated to account for the lack of data and the failure zone is still in the inflated range then we will conclude that the design modification is useless because it does not reduce the failure probability, whereas in reality it will eliminate this probability. On the other hand, if failure occurred in the tail of the distribution instead of the main body, probability would correctly predict the effect of the design modifications.
Comparing How Probabilistic and Possibility-Based Methods Maximize Safety
Comparing Design Philosophies.
A probability-based designer tries to minimize the probability of failure whereas a possibility-based designer maximizes a normalized deviation of the uncertain variables from their nominal values that the system can tolerate without failure. Consider a design problem in which 2 One may argue that since we are uncertain about the probabilities of failure of the components but we know that the components fail independently we can use a hybrid probabilistic/possibility-based approach in which the probabilities of failure are variables with their own possibility distributions. The probability of failure of the system is the product of the failure probabilities of the components. This hybrid approach will yield a possibility distribution of the system probability of failure. The distribution will shift to the right with the number of components increasing indicating that the failure probability increases with the number of components in the system. 
4, we conclude that minimizing the possibility of failure is equivalent to maximizing the tolerance of the design to deviations of the uncertain variables, measured by the possibility of occurrence of these deviations, from their nominal values.
To illustrate this, think of a balloon containing all the points representing variations of the uncertain variables from their nominal values. The balloon is centered about the point representing the nominal values of the uncertain variables. The bigger the size of the balloon the larger is the uncertainty. For a given amount of resources, possibility-based design seeks the design that can survive the largest amount of inflation of the balloon ͑or the least deflation͒. In this sense, in problems where we design for maximum safety, possibility-based design works in the same way as robust reliability ͓28͔. Figure 4 illustrates the difference in the design philosophies of probabilistic and possibilistic designs in a problem with two random variables, X and Y. These variables are known to be statistically independent with uniform distributions. Design variables are the mean values of these variables, X and Ȳ . Triangular possibility distributions over the ranges of these variables, with apexes at their mean values are assumed. There are two constraints represented by the cross hatched regions. All realizations of the designs are found in the boxes centered on the mean values of the variables. The probabilistic designer will minimize the shaded area ͑region where the constraints are violated͒ normalized by the total box area. The possibilistic designer will maximize the largest inflation factor for which the box still fits between the constraints. In the problem shown in Fig. 4 , the probabilistic optimum design has slightly lower probability of failure than its possibilistic counterpart. However, the possibilistic design is less sensitive to unexpected errors in the mean values of the variables or the constraints because the minimum distance of the possibilistic design from the constraint boundaries is larger than that of the probabilistic design. In this problem, it is beneficial for a designer to determine both the optimum probabilistic and possibilistic designs because this helps the designer find a design with both low failure probability and low sensitivity to errors.
Comparing the Methods in Design for
Maximum Reliability. Now we will explore how probabilistic and possibilitybased methods allocate resources to maximize safety.
The probabilistic designer solves the following optimization problem:
Find the optimum values of design variables,
where PF is the probability of failure of the system.
( 2) The possibilistic designer solves the same problem except that he/she minimizes the possibility of system failure, ⌸F, instead of the probability of failure.
Consider a system with nc failure modes ͑distinct ways in which the system can fail͒. The necessary conditions for the optimum of ͑2͒ are:
Only the active constraints have non zero Lagrange multipliers, j . If the failure probability of the system can be approximated by the sum of the failure probabilities of the modes, PF k , k ϭ1, . . . ,nc, then the necessary condition for the optimum becomes:
If all constraints are inactive, the necessary condition becomes:
It is easier to interpret the above condition for a system with two failure modes. In this case, according to Eq. ͑4a͒, probabilistic optimization will try to equalize the absolute values of the derivatives of the probabilities of failure under the two failure modes.
In contrast, since the possibility of failure of a system is the maximum of the possibilities of failure of the modes, the optimizer will try to minimize the possibility of failure of the mode with the highest possibility. If all constraints are inactive the optimizer will try to equalize the possibilities of failure under the failure modes:
One important difference between the two approaches is that Eq. ͑5͒ takes into consideration the facility of controlling a failure mode ͑measured by the sensitivity of the failure probability to the design variables͒, while Eq. ͑6͒ does not. Thus when it is very easy to change the probability of failure of one failure mode, by small changes in the design variables, Eq. ͑5͒ will usually lead to that failure mode being allocated very small probability of failure. This is illustrated in a simple example of a container problem presented next.
Container Optimization.
We design a rectangular container of specified height and minimum required volume, by selecting the width X and the depth Y. The volume requirement translates to the condition XY уa
The cost is proportional to the surface area of the vertical sides, so that the cost limit translates to
In the first variation of the container problem, both the budget and the volume requirements are uncertain, with a nominal value for budget b and relative budget uncertainty of at most ⌬b, and a nominal value for the required performance ͑area͒ of ā and uncertainty of at most ⌬a. That is bI b and aI a where:
We consider exceeding our budget to be equally as bad as not meeting our volume requirement, and we minimize the chance of failure ͑defined as cost overrun or performance shortfall͒. The problem parameters were selected so that the probability of violating both the performance and cost constraints is not zero. Then the probability of failure is the sum of the probabilities of these events minus the probability of their intersection.
It is possible to obtain analytical expressions for the coordinates of the optimum probabilistic and possibility-based designs. Both designs will set XϭY , so that the problem has only a single variable. The probabilistic design will tend to minimize the chances of failure due to the mode easier to satisfy, while the possibilitybased design will be obtained for equal possibilities of failure in the two modes. We illustrate this phenomenon in Table 2 . We maintain constant the degree of uncertainty in the budget (⌬b ϭ18%), as well as the nominal value for budget and area (b ϭ6, āϭ8.64). We vary the degree of uncertainty in area from 10% to 0.5%.
The probabilistic design follows the common sense approach of concentrating on the easier/cheaper mode of failure. As the uncertainty in the area is smaller, the probabilistic design selects a design that eliminates or minimizes the uncertainty in area ͑by choosing a larger container͒, paying for it a small price in increased chance of cost overrun. The possibility-based design, on the other hand, is locked into equal possibilities of failure. The absurdity of that approach is evident for the smallest ⌬a. For that case, the probabilistic design can eliminate the probability of area shortfall by a miniscule ͑0.002͒ change compared to the possibility-based design, reducing the probability of failure to almost half of that of the possibility-based design.
Comparison of Probabilistic and Possibility-Based Methods Using Design Problems
This section considers two design problems involving tradeoffs of requirements for low cost and high performance, in the presence of uncertainty. Two designers try to design a system that should have a low likelihood of having low performance or being too expensive using probabilistic and possibility-based designs. We compare the final designs to illustrate the conclusions of the comparison of the theoretical foundations of probability and possibility from Section 2.
Method for Comparison.
This section presents an approach for comparing methods for design against uncertainty using computer simulations or experiments. This approach applies to problems where the boundary between success and failure is clear and sharp, and where we build models of the uncertain variables from available samples of values of the uncertain variables. The key idea is to compare the safety of competing designs obtained from possibility-based and probabilistic optimizations using the same amount of resources and same amount of information about uncertainty.
To simulate real life design, where we rarely have enough data about uncertainties, we design using only a portion of the available information in the form of a sample of random values of the uncertain variables. Both probabilistic and possibility-based optimizations maximize safety, but they use different metrics of safety. Both use the same design variables, and because of the incomplete information, both techniques must work with inaccurate models of the uncertainties.
Once we have obtained the two competing designs, we compare them using complete information about uncertainties. This study considers only crisply defined failure. Therefore, the designs are compared on the basis of their relative frequency of failure. This means that when designed with complete information available, the probabilistic design is the safest one.
Design of a Tuned Vibration Absorber System Under
Incomplete Information. Probabilistic and possibility-based design methods are compared in design of a tuned vibration absorber attached to a single degree of freedom system. This design problem will demonstrate that possibility-based design is useful in problems where little data is available about uncertainty. There are two narrow failure zones close to the nominal values of the uncertain variables, which are the natural frequencies of the original system and the absorber, normalized by the excitation frequency. Section 2.5 showed that in this type of problems, probabilistic design may seriously underestimate risk, and be unable to predict the effect of design modifications on the risk, if it assumes large tolerances in the uncertain variables. This section illustrates this assertion. Only a summary of the example is present here. Additional details and guidelines for selection of methods as a function of the amount of information are available in ͓16͔ and ͓29͔.
In this problem, we assume that the uncertainties in the natural frequencies are negligible compared to the uncertainty in the excitation frequency, which means that the normalized natural frequencies of the system are practically equal. The true probability distribution for the frequency ratio is uniform and centered at one. The tuned damper is designed to balance requirements for low cost and high performance ͑low vibration͒. To model situations where the highest price that customers are willing to pay for a new product is uncertain, an uncertain upper limit on cost is imposed. Increasing the mass of the absorber will reduce vibration but increase cost. The designer should select the optimum mass to minimize the risk of system failure due to excessive vibration of the original system or due to cost overrun.
We consider a problem where a designer has limited data about the frequency ratio, but knows the probability distribution of the maximum allowable cost. Moreover, the designer knows the type of the probability distribution of the normalized frequency and the mean value, but not its variance. The designer estimates from a limited number of measurements the variance of the frequency and the standard deviation of the variance. It is common practice to inflate the variance to account for statistical uncertainty because it is believed that inflating the variance makes a model more conservative, that is, it increases the calculated failure probability. In this study, we consider that the designer increases the estimated variance by adding two standard deviations of the variance to this estimate. The possibility distribution of the normalized frequency that is minimally consistent with the probability distribution of the same frequency is selected ͓16͔. This is a triangular distribution over the range of a variable centered at the estimated mean value of the variable. When 3000 data points were used to construct models of uncertainties all ten probabilistic designs had failure probability 0.113, while their possibilistic counterparts had failure probability 0.197. The results for 3000 data points show that if there is sufficient information about uncertainties, probabilistic design is safer. In this problem the reason is that probabilistic design increases the safety of the easier to control mode, whereas possibility-based design tends to make the two failure modes equally safe, regardless of the attendant cost. Figure 5 compares the true failure probabilities of the probabilistic and possibilistic designs obtained using three data points, respectively, to estimate the standard deviation of the frequency. Ten pairs of designs, obtained using ten sets of measurements of the frequencies, are shown in each figure. Figure 5 indicates that, with only a small number of data points for estimating the frequency ratio ͑three values͒, possibility-based design is better than the probabilistic method. The reason is that the latter method can lead to unsafe designs because it tends to underestimate the risk of failure due to excessive vibration, when the standard deviation of the frequency is overestimated because of lack of information.
Consider the optimum designs corresponding to the first data group in Fig. 5 . The probabilistic design has a mass ratio of 1%, whereas the possibilistic design has a mass ratio of 5%. Using the first data group to construct models of uncertainties we found that the probabilities of failure of the probabilistic and possibilistic designs were estimated at 0.20 and 0.28, respectively, while the corresponding possibilities were 0.697 and 0.28, respectively. In this problem the probabilistic designer selected a design whose vibration characteristics deteriorate dramatically even for small variations of the normalized natural frequency from its mean value. That is why the true failure probability of the optimum probabilistic design ͑0.29͒ is considerably higher than the estimated value ͑0.20͒. This is an example where it would be beneficial for the probabilistic designer to compute both the possibility of failure of the probabilistic design and the possibilistic optimum design. The high possibility of failure of the probabilistic design would alert the designer that this design was overly sensitive to variations of the variables from their nominal values. A consequent examination of the optimum possibilistic design would prompt the designer to examine alternative designs that are a better compromise to the requirements for low failure probability and high tolerance to variations of the uncertain variables from their nominal values.
The above comparison was repeated for seven cases where sample sizes of 3, 5, 10, 20, 100, 1000 and 3000 were used to build probabilistic and possibility-based models of the uncertain frequencies. On average, the possibility-based design yielded safer designs in the first four cases. The probability-based design yielded designs with lower true failure probability in the last three cases. This example indicates that if little information is available, computing the possibility of failure of the probabilistic design and the optimum possibility-based design can help find safer designs than using only probabilistic methods. On the other hand, when sufficient information is available probabilistic design is better. However, this conclusion is based only on a small number of cases in this paper. Studies considering more cases should be done to understand the effect of the amount of data on the efficacy of possibilistic and probabilistic methods.
Concluding Remarks
The theoretical foundations of probability and possibility-based methods were examined and compared in design for maximum safety. A major difference between probability and possibility is in the axioms for the union of disjoint events. The probability of the union is the sum of the probabilities of these events, whereas the possibility is equal to the largest possibility.
Since both probabilistic and possibilistic methods provide estimates of uncertainty that depend on highly subjective selection of prior probability distributions or possibility distributions by designers, it may be desirable to find ways of providing decisionmakers with measures of the degree of subjectivity in the final results. To the best of the authors' knowledge, there are no wellestablished methods for doing so.
Possibility and probability calculi are fundamentally different. We cannot simulate the results of possibility calculus using probability calculus by properly selecting the parameters of the probabilistic models.
Possibility can be less conservative than probability in risk assessment of systems with many failure modes. Possibility-based methods tend to underestimate the risk of failure of such systems, especially if the number of modes is large.
Possibility tends to yield more conservative estimates of the risk of failure for systems for which many unfavorable events have to occur simultaneously in order to produce failure. An example is a parallel system.
In many reliability assessment problems, one can easily determine the most conservative possibilistic model that is consistent with the available information. On the other hand, it is difficult to choose the most conservative probabilistic model if little information is available. This is an advantage of possibility because in design of high consequence systems ͑e.g., nuclear power plants͒ designers prefer to err on the conservative side.
When the cost of controlling one failure mode is much lower than another mode, probabilistic design takes the common-sense approach of reducing drastically the probability of failure of the former mode. Possibility-based design, on the other hand, leads to designs with the same failure possibility in both modes.
When maximizing safety for a given budget, the design with the lowest probability of failure can be more sensitive than its possibilistic counterpart to errors in the models of uncertainty or errors in the deterministic models for predicting the performance of a system. The reason is that probabilistic optimization tends to make the derivatives of the probabilities of failure of the modes with respect to the design variables equal, whereas possibilitybased optimization tends to make the possibilities of the modes equal, rather than their derivatives, and the derivative of a func- tion tends to be more sensitive to errors than the function itself. However, many factors affect the sensitivity of an optimum design to errors that were not considered in this study. Therefore, we cannot generalize the conclusion that optimum possibilistic designs are less sensitive than their probabilistic counterparts to errors arising from lack of data. When failure of a system occurs in the middle of the distribution of the random variables, the process of inflating the variance, which is commonly used when data is scarce, can lead to underestimation of the failure probability. Then probabilistic optimization with inflated models of uncertainty can lead to poor designs.
If we have enough information about uncertainties and accurate predictive models, then probability is advantageous. On the other hand, when making design decisions under limited information or using crude predictive models it may be useful to consider both the probability and possibility of failure of a system.
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Nomenclature a ϭ minimum allowable area in container optimization example b ϭ maximum allowable cost in container optimization example e x ϭ fractional error in X e y ϭ fractional error in Y g( ) ϭ performance function of a system or component. This is a function of the uncertain variables and is positive if the system or component survives and negative if it fails. I x ϭ interval in which X can vary I y ϭ interval in which Y can vary m b ϭ budget margin m p ϭ performance ͑area͒ margin n ϭ number of components in a system S ϭ a class of crisp subsets of the powerset of ⍀ X ϭ uncertain variable or width of container in container optimization example X ϭ nominal value of X x ϭ value that uncertain variable X can assume Y ϭ uncertain variable or depth of container in container optimization example Ȳ ϭ nominal value of Y y ϭ value that uncertain variable Y can assume ␣ ϭ cost coefficient ␤ i ϭ capacity ͑strength͒ of a component in examples involving design of systems of components ␤ i ϭ nominal capacity ͑strength͒ of a component in examples involving design of systems of components ␦ ϭ modeling error in capacity of components ⍀ ϭ universal set
