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Abstract—This letter develops an optimum beamforming
method for downlink transmissions in cell-free massive multiple-
input multiple-output (MIMO) systems, which employ a mas-
sive number of distributed access points to provide concurrent
services to multiple users. The optimum design is formulated
as a max-min problem that maximizes the minimum signal-to-
interference-plus-noise ratio of all users. It is shown analytically
that the problem is quasi-concave, and the optimum solution is
obtained with the second-order cone programming. The proposed
method identifies the best achievable beamforming performance
in cell-free massive MIMO systems. The results can be used as
benchmarks for the design of practical low complexity beam-
formers.
Index Terms—Cell-free massive MIMO, optimum beamform-
ing, power control.
I. INTRODUCTION
Cell-free massive multiple-input multiple-output (MIMO)
system employs a massive number of spatially distributed
antennas or access points (APs) to provide concurrent services
to a large number of users over a given service area [1], [2].
In cell-free massive MIMO, the coverage area is no longer
segmented into cells. Instead, all APs provide services to all
users in a coherent manner through beamforming. The energy
efficiency and spectral efficiency of cell-free massive MIMO
can be much higher than its cellular counterparts with proper
beamforming designs [3], [4].
The operations of both cellular and cell-free massive MIMO
systems rely critically on beamforming [5], [6]. When the
number of antennas tends to infinity yet the number of users
is fixed, it is known that the system performance is limited by
pilot contamination, and eigenbeamforming can achieve the
asymptotically optimum performance for co-located massive
MIMO systems [7]. For cell-free massive MIMO systems, the
simple and scalable conjugate beamforming (CB) technique
can achieve good performance partly due to its great flexibility
in the choice of power control coefficients [2], [8], [9]. The
CB schemes can be implemented in a distributed manner
without cooperation or information exchange among the APs
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[2]. In [10], the performance of systems with CB or zero-
forcing (ZF) are compared without considering the impacts of
pilot contamination. Unlike CB, ZF is centrally designed at
a central unit (CU) by considering small scale fading, thus it
can outperform CB with a finite number of APs.
The objective of this letter is to develop an optimum beam-
forming (OB) scheme for the downlink of cell-free massive
MIMO systems with time division duplex (TDD). In TDD
schemes, the APs rely on channel reciprocity to obtain the
downlink channel state information (CSI) by estimating the
uplink CSI with pilots from the users. The OB beamformer
is centrally designed at the CU based on cooperation of
all APs to balance between emphasizing desired signal and
controlling multi-user interference. In order to realize the
maximum potential of cell-free massive MIMO while ensuring
fairness among users, the OB design is formulated as a max-
min problem that aims at maximizing the minimum instan-
taneous signal-to-interference-plus noise ratio (SINR) among
all users. It is shown through theoretical analysis that the
max-min problem is quasi-concave, and the OB precoder is
efficiently identified through bisection search with the help
of a feasibility problem with second-order conic constraints.
Since pilot contamination and channel estimation errors have
profound impacts on the design of cell-free massive MIMO,
the effects of channel estimation errors in both uplink and
downlink are evaluated. The proposed OB scheme defines the
best achievable beamforming performance in cell-free massive
MIMO systems. Thus the results from the optimum design
can be used as a benchmark for the design of low complexity
beamformers such as ZF or CB.
II. CELL-FREE MASSIVE MIMO SYSTEM MODEL
The cell-free massive MIMO system employs M APs
randomly distributed over an unbounded spatial area. The M
APs are connected to a CU via ideal optical front-haul links.
The APs are synchronized and controlled by the CU. All M
APs are used to serve K spatially distributed user equipment
(UE) simultaneously. It is assumed that the number of APs is
no less than the number of UEs, i.e., K ≤ M . Each AP or
UE is equipped with a single antenna.
The channel coefficient between the kth UE and the mth
AP can be modeled by gmk =
√
βmkhmk, where βmk and
hmk denote large- and small-scale fading, respectively. Large
scale fading βmk are assumed known as it changes in a
much slower scale compared to the coherence interval. The
small-scale fading are independent and identically distributed
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2(i.i.d) complex normal random variables (RVs) with zero mean
and normalized to unit variance.The channel is considered to
be quasi-static, that is, the small-scale fading keeps constant
within a coherence interval, and it changes into another
independent random value in the next coherence interval.
The system is assumed to operate under TDD. Each time-
frequency coherence channel interval is divided for uplink
training, downlink training, downlink transmission, and uplink
transmission. Each AP estimates the CSI for all UEs locally,
and synchronize to the CU via front-haul links. Based on the
estimated global CSI, the CU designs downlink beamforming
precoders, and then sends the corresponding precoded infor-
mation to the APs for downlink transmission. In the downlink,
each UE first estimates an effective CSI that includes the
effects of both the physical channels and the beamformer, and
the estimation results are then used for downlink detection.
A. Uplink training
The APs perform channel estimation with the help of uplink
pilots. The channel from the k-th UE is estimated by applying
the minimum mean squared error (MMSE) estimator as [2]
gˆmk =
√
τpρpβmk
τpρp
∑K
i=1 βmi|φHk φi|2 + 1
φHk ym. (1)
where ym =
√
τpρp
∑K
k=1 gmkφk + nm is the pilot signal
observed by the m-th AP, φk is the pilot sequence from the
k-th UE with ‖φk‖22 = 1, nm is additive white Gaussian noise
(AWGN) vector, τc and τp are the lengths of channel coherence
interval and uplink pilot sequence, respectively, with τc > τp,
ρp is normalized signal-to-noise ratio (SNR) of each symbol.
Since gˆmk is a linear transformation of a Gaussian RV ym,
it is still Gaussian distributed with zero mean and variance
γmk = E
{|gˆmk|2} = τpρpβ2mk
τpρp
∑K
i=1 βmi|φHk φi|2 + 1
. (2)
Denote the channel estimation error as mk = gmk − gˆmk.
Based on the orthogonality principle, mk is uncorrelated to
φHk ym, thus it is also uncorrelated to gˆmk. It can be easily
shown that mk is complex Gaussian distributed with zero
mean, and the variance can be calculated as
δmk = E[(gmk − gˆmk)g∗mk] = βmk − γmk, (3)
where the first equality is based on the orthogonality principle.
B. Downlink transmission
Based on the channel estimation results collected from all
APs, the CU designs downlink beamforming precoders to
achieve uniformly good performance for all users. Denote the
size M × K beamforming matrix as W = [w1, · · · ,wK ],
where wk = [w1k, · · · , wMk]T is beamforming vector for the
k-th UE. The designs of W will be discussed in next section.
After precoding, the signal transmitted by the m-th AP is
xm =
√
ρd
K∑
k=1
wmkqk, (4)
where qk is the symbol for the k-th UE with E[|qk|2] = 1, and
ρd is the normalized SNR. The average energy of each symbol
at the m-th AP is then Em = E[|xm|2] = ρd
∑K
k=1 |wmk|2.
The signal observed at the k-th UE can be represented by
yk =
√
ρd
M∑
m=1
gmk
K∑
i=1
wmiqi + nk =
√
ρd
K∑
i=1
akiqi + nk,
where aki =
∑M
m=1 gmkwmi is the effective downlink channel
that includes the effects of both the physical channel and the
precoder, and nk ∼ CN (0, 1) is AWGN.
C. Downlink training
Before downlink data transmission, the CU first transmits
beamformed pilot sequences, such that the UE can obtain
an estimate of the downlink effective channels [11]. Due to
channel hardening achieved by the effective channel, the UE
can obtain a very accurate estimate of the hardened channel
gain by using pilots beamformed in the downlink [12]. The
beamforming pilot signal from the m-th AP is
xm =
√
τb
K∑
k=1
wmkψk, (5)
where ψk is a length-τb pilot sequence with ‖ψk‖2 = 1. The
pilot length satisfies τc − τp > τb ≥ K such that there is no
contamination. The pilot signal observed at the k-th UE is
yk =
√
τbρbakkψk +
√
τbρb
∑
i 6=k
akiψi + nk, (6)
where ρb is the normalized SNR of each downlink pilot
symbol. Since it is difficult to obtain the second order statistics
of the effective channel, the downlink effective channel is
estimated by following the least squares criterion as
aˆkk =
1√
τbρb
ψHk yk. (7)
The variance of the channel estimation error, εk = akk −
aˆkk, can be evaluated as E[|εk|2] = 1τbρb . With the estimated
channel, the instantaneous SINR at the k-th UE is
γUE,k =
ρd|aˆkk|2
ρdE[|εk|2] + ρd
∑K
i 6=k E[|aki|2] + 1
. (8)
III. OPTIMUM BEAMFORMING
Instead of explicit AP-UE association, the optimum beam-
former in cell-free massive MIMO allows each AP to serve all
UEs, with the transmission power between each AP-UE link
determined by the corresponding beamforming coefficient.
Such an approach can achieve soft associations between AP-
UE pairs. The soft AP-UE association approach can ensure
a fully coherent cooperation among all APs, thus reduces
interference floor and ensures uniformly good services.
A. Problem Formulation
We first formulate the objective and constraints of the
optimum design. The beamforming vectors are designed by
3the CU. From the perspective of the CU, the signal received
at the k-th UE can be written as
yk =
√
ρd
M∑
m=1
gˆmkwmkqk︸ ︷︷ ︸
DSk
+
√
ρd
M∑
m=1
gˆmk
K∑
i 6=k
wmiqi︸ ︷︷ ︸
MUIk
+
√
ρd
M∑
m=1
K∑
i=1
mkwmiqi︸ ︷︷ ︸
CEEk
+nk,
(9)
where the signal is divided into three parts: desired signal
(DS), multi-user interference (MUI), and un-resolvable signal
from channel estimation error (CEE).
With the above notation, the CU will calculate the instan-
taneous SINR at the k-th UE as
γk =
∣∣∣∣ M∑
m=1
gˆmkwmk
∣∣∣∣2
K∑
i 6=k
∣∣∣∣ M∑
m=1
gˆmkwmi
∣∣∣∣2 + M∑
m=1
K∑
i=1
δmk |wmi|2 + 1ρd
. (10)
It should be noted that the SINR calculated by the CU is
different from that perceived by the UE as in (8). Given that
the CU does not have knowledge of the effective downlink
channel estimated by the UE, the precoding matrix is designed
at the CU by using the uplink channel estimation as in (10).
To achieve the goal of offering uniformly good services for
all users, we formulate the problem as a max-min problem
under a per AP power constraint as
(P1) maximize
W
min
k∈{1,...,K}
γk
subject to ρd
K∑
k=1
|wmk|2 ≤ ρd, m = 1, . . . ,M.
The power constraint in (P1) is used to ensure that the
transmission power in each AP is upper bounded by ρd. The
actual transmission power of the m-th depends on the norm of
the m-th row of W. The optimization of W will automatically
optimize the transmission power of each AP.
B. Optimum Design
The optimum solution to (P1) is identified in this subsec-
tion. Problem (P1) is non-concave due to the fact that the
beamforming coefficients are on the denominator of the SINR.
However, we will first show that (P1) is quasi-concave, such
that efficient algorithms exist for the optimum solution of (P1).
To prove the quasi-concave property of (P1), first define a
lower bound of the SINR of all UEs as
γ0 = min
k∈{1,··· ,K}
γk, (11)
which implies γk ≥ γ0, for all k UEs. From (10), the SINR
constraint γk ≥ γ0 can be alternatively represented as
1
γ0
∣∣gˆTkwk∣∣2 ≥ K∑
i 6=k
∣∣gˆTkwi∣∣2 + M∑
m=1
K∑
i=1
δmk |wmi|2 + 1
ρd
,
(12)
where gˆk = [gˆ1k . . . gˆMk]T ∈ CM×1 contains estimated CSIs
for the k-th UE.
Since arbitrary phase shift will not change the norm squared
value, we can always find a phase rotation θk that satisfies√∣∣gˆTk w˜k∣∣2 = √∣∣gˆTkwke−jθk ∣∣2 = gˆTk w˜k. (13)
Therefore, by properly choosing the phase of the beamform-
ing vector, we can force gˆTkwk to be real positive without
losing the optimality of the solution [13]. Then (12) becomes
1√
γ0
R
(
gˆTkwk
) ≥
√√√√ K∑
i 6=k
∣∣gˆTkwi∣∣2 + M∑
m=1
K∑
i=1
δmk |wmi|2 + 1
ρd
,
I
(
gˆTkwk
)
= 0.
(14)
To further simplify the notation, define δk =
[δ1k, . . . , δMk]
T , which contains the variance of channel
estimation errors for the k-th UE. Then the second term on
the right hand side (RHS) of (12) can be written as
M∑
m=1
K∑
i=1
δmk |wmi|2 =
M∑
m=1
K∑
i=1
∣∣∣δ1/2mkwmi∣∣∣2 =
∥∥∥∥∥∥∥∥
δ
1/2
k ◦w1
...
δ
1/2
k ◦wK
∥∥∥∥∥∥∥∥
2
2
,
(15)
where a ◦ b is Hadamard product between vectors a and b.
Based on the three terms on the RHS of (12), define
vk =
[
vTMUIk v
T
CEEk
1√
ρd
]T
, (16)
where
vMUIk =
[
gˆTkw1 . . . gˆ
T
kwk−1 gˆ
T
kwk+1 . . . gˆ
T
kwK
]T
, (17)
vCEEk =
[(
δ
1/2
k ◦w1
)T
. . .
(
δ
1/2
k ◦wK
)T]T
. (18)
Then (12) and (14) can be rewritten as
1√
γ0
R
(
gˆTkwk
) ≥ ‖vk‖, I (gˆTkwk) = 0. (19)
Based on the above analysis and notations, now we are
ready to prove the quasi-concave property of (P1).
Proposition 1. Problem (P1) is quasi-concave.
Proof. Since the constraint in (P1) is quadratic thus convex,
it is sufficient to show that the objective function of (P1) is
a quasi-concave function, that is, the upper level set of the
objective function is a convex set.
Define the objective function of (P1) as
f(W) = min
k∈{1,...,K}
γk. (20)
For any given γ > 0, the upper level set of f(W) can then
be evaluated as
U(γ) = {W : f(W) ≥ γ} ,
= {W : γk ≥ γ, for k = 1, · · · ,K} ,
=
{
W :
1√
γ
R
(
gˆTkwk
) ≥ ‖vk‖, for k = 1, · · · ,K} ,
4where the last equality is based on (19). Since U(γ) is a
second-order cone, it is convex. Thus the objective function is
quasi-concave. 
Since (P1) is quasi-concave, we can solve it by performing
bisection search over its objective function. Specifically, based
on the analysis in this section, (P1) can be converted to an
equivalent problem as
(P2) maximize
W,γ
γ
subject to
1√
γ
R
(
gˆTkwk
) ≥ ‖vk‖, k = 1, . . . ,K,
I
(
gˆTkwk
)
= 0, k = 1, . . . ,K,
K∑
k=1
|wmk|2 ≤ 1, m = 1, . . . ,M.
The above problem can be optimally solved by combining
bisection search with a convex feasibility problem in a manner
that is similar to [2, Algorithm 2]. It should be noted that he
complexity of the bisection algorithm with convex optimiza-
tion scales in polynomial time with the network size, and it
can be quite high for systems with a large number of APs
and/or UEs.
IV. SIMULATION RESULTS
Simulation results are provided in this section to study the
performance of optimum beamforming in cell-free massive
MIMO systems. The results are also compared to systems
with conjugate or ZF beamforming. The simulation of CB is
implemented by following [11] and [12], and the simulation
of ZF is extended from [10] by including downlink training as
in [14]. In data transmissions, all three beamforming schemes
utilize max-min power control mechanisms to ensure fairness
among users. The power control for ZF and CB is performed
by using the methods described in [10] and [2], respectively.
For all three beamforming methods, including OB, ZF and
CB, power normalization is performed by imposing a power
constraint for each AP, and the optimum power allocation
among APs is performed on the network level by considering
the interactions among APs.
The simulation is performed over a square area with size
1 × 1 km2 and it is wrapped around the boundary. The APs
and UEs are randomly placed following uniform distribution.
The propagation environment is considered to be an urban area
using the Hata-COST231 model [15] . The large scale fading
coefficient is modeled as
βmk(dB) = −L− 3.5× 10 log10(dmk) + zmk, (21)
where L = 140.72 is the pathloss at a reference distance, the
pathloss exponent is 3.5, dmk is distance between m-th AP
and k-th UE in kilometer, and zmk is shadowing follows i.i.d
normal distribution with zero mean and variance σ2sh = 8 dB.
The RF carrier frequency is assumed to be 1.9 GHz, and
the system have bandwidth B = 20 MHz. The noise power is
calculated as σ2w = B × kB × T0 × σn, where kB is the
Boltzmann constant, T0 = 290K is the noise temperature
and σn = 9 dB is the noise figure. The actual transmission
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Fig. 1. CDFs of per-user downlink throughput with or without pilot contam-
ination for CB, ZF, and OB.
power ρ¯p and ρ¯d is 23 dBm, and the normalized SNR can be
calculated as the actual power divided by the noise power σ2w.
In order to account for the overhead of pilot symbols in
channel estimation, define the net throughput for user k as
Sk =
B
2
(
1− τp + τb
τc
)
log2(1 + γUE,k), (22)
where τc is coherent interval and the factor 1/2 is used to
account for the fact that half of the coherence interval are
used for downlink transmission in TDD schemes. The system
performance is evaluated by using Sk.
During simulations, all pilot sequences are assigned in
a random manner. It should be noted that optimum pilot
assignment can have significant impacts on systems with pilot
contamination. However, only random pilot assignments are
considered in this paper due to space limit.
We first compare the net throughput per user for systems
with different beamforming schemes. All systems are equipped
with M = 100 APs and K = 40 UEs. The coherent interval
is set to 400 and the downlink pilot length is τb = K. Fig. 1
shows the empirical cumulative distribution functions (CDFs)
of the net throughput per user generated from 200 realiza-
tions with random geometric locations, shadowing, small-scale
fading, and pilot sequence assignments. The proposed OB
scheme achieves the best performance, followed by ZF and
CB, respectively. At the 5% outage rate, the net throughput
of OB, ZF, and CB without pilot contamination (τp = K)
are approximately 28, 25, and 9.5 Mbps, respectively. These
numbers are changed to 23, 19.5, and 9.5 Mbps when there is
pilot contamination (τp = 20).
The performance improvement of OB is achieved at the cost
of a higher computation complexity. The OB precoder needs to
be optimized for each coherence interval of samll-scale fading,
while the power control for ZF and CB are performed based
on large-scale fading. The low net throughput of CB is mainly
due to the fact that beamforming is performed locally at each
AP without cooperation among APs. On the other hand, the
beamforming of both OB and ZF is performed at the CU with
global CSI. This cooperated design requires CSI exchange
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Fig. 2. Per-user throughput with different pilot length for CB, ZF, and OB
with M=100, K=80.
TABLE I
CPU TIME (IN SECONDS) COMPARISON OF OB, CB, ZF
Number of users 10 20 30 40
OB 45.35241 176.6613 571.7387 1340.513
CB 51.90171 113.7298 217.6504 427.1219
ZF 3.599214 4.269728 5.192663 6.100092
among APs and CU, which will cause significant increases in
communications and overheads in front-haul links. Therefore,
the performance of OB and ZF are more sensitive to non-
ideal front-haul links with limited capacities. Among the three
schemes, ZF is the most sensitive to pilot contamination, while
OB is slightly less affected. It is interesting to note that the net
throughput of CB is slightly increased when reducing τp from
40 to 20. This means that the benefits of smaller overhead
out-weight the negative effects of pilot contamination. Thus
CB is robust against channel estimation errors.
Fig. 2 studies the impacts of uplink pilot length and training
overhead on the average and minimum per-user net throughput
for different beamforming schemes. All systems are equipped
with 100 APs and 80 UEs. The coherent interval is assumed
to be 300. The downlink pilot sequence is τb = K = 80.
Both the average and minimum net throughput is concave in
pilot length for all three beamforming schemes. The concavity
indicates the tradeoff between overhead and pilot contamina-
tion. When the pilot length is small, the system performance
is dominated by channel estimation errors due to the effects of
pilot contamination. When the pilot length is large enough, the
effects of overhead out-weights those of pilot contamination.
The CB, ZF, and OB achieves the maximum net throughput
at τp = 20, 40, and 40, respectively. CB achieves the peak net
throughput with a shorter pilot, and this is consistent to the
fact that CB is more robust to pilot contaminations.
The complexities of the various algorithms are compared in
Table I in terms of CPU time required during one iteration.
The simulations were performed on a Windows 10 workstation
with 3.30 GHz i7-5820K CPU and 32.0 GB of random access
memory. The main complexities of CB and ZF come from
power control, which is performed based on large scale fading.
As expected, the complexity of OB is higher than both CB and
ZF due to joint optimization of precoders and power control.
V. CONCLUSION
The optimum beamforming of cell-free massive MIMO
systems has been studied in this paper. With the knowledge
of estimated channels from all APs, the optimum beamform-
ing was performed at the CU by maximizing the minimum
instantaneous SINR of all users. Under the max-min crite-
rion, the optimum beamformer can simultaneously achieve
beamforming and power control, thus provide uniformly good
performance to all users in the network. Simulation results
demonstrate that the proposed optimum beamforming scheme
outperform zero-forcing and conjugate beamforming under all
system configurations, but with a higher complexity. Among
the three schemes, zero-forcing is most sensitive to pilot con-
tamination, yet conjugate beamforming is very robust against
pilot contamination.
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