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Resumen
En el campo de la semántica de los lenguajes para descripción de procesos, 
hay un interés en la equivalencia funcional de los mismos. En muchos casos nos 
interesa, además de la equivalencia funcional, la información relativa, a la eficiencia 
o a la rapidez de los procesos. Este será el enfoque del presente trabajo, donde 
estudiaremos relaciones que unen dos procesos equivalentes desde el punto de vista 
funcional, y entre los cuales uno de los procesos es más rápido, o igualmente de 
rápido que el otro.
Consideraremos que las acciones que puede ejecutar un sistema tiene asociado 
una duración no nula. Si un proceso tiene varios subprocesos secuenciales en pa- 
ralelo, cada uno de ellos tendrá un reloj que se modificará solamente cuando una 
acción local al subproceso sea ejecutada.
La teoría de procesos con duración propuesta por Gorrieri et a.1. en [4], apunta a 
describir cuando un proceso es más rápido que otro a partir de un preorden donde 
todos los comportamientos de un proceso son idénticos a los de un segundo, pero 
se ejecutan siempre antes en el tiempo. Sin embargo, no permite establecer una 
comparación entre los procesos x e  y cuando y comienza rápidamente, mientras 
x, luego de un inicio más lento, acelera su funcionamiento superando a y. Dos 
procesos como estos, no aparecen relacionados de ninguna manera en la propuesta 
de Gorrieri. Aquí lo que se propone, es un preorden que permite establecer las 
mismas cosas que Gorrieri, y que además permite capturar este tipo de relaciones, 
al cual denominaremos Preorden Al final, y lo identificaremos con C/ .
Dos procesos P y Q están relacionados por el preorden Al final (P Cy Q) si 
son funcional mente equivalentes y P es, a partir de un momento y hasta, el final, al 
menos tan rápido como Q.
Demostraremos que C/ es una. precongruencia, para, todos los operadores, excepto 
para la recursión. Probaremos también que la teoría que proponemos inluye en forma 
propia, a. la teoría, definida, por Gorrieri.
El preorden induce, de la forma usual, a una relación de equivalencia a la que 
denominaremos Equivalencia Al final.
Presentaremos axiomatizaciones del preorden y de la equivalencia para procesos 
finitos, que son correctas y completas.
Compararemos la teoría propuesta con otras que surgen en la literatura. De- 
mostraremos que es incomparable con el Causal Preorder propuesto en [1] y es 
estrictamente más grueso que el Location Preorder de [6].
Parte de los resultados que aquí se presentan se obtuvieron trabajando conjunta­
mente con Philippe Schnoebelen y Pedro D’Argenio. Algunos resultados obtenidos 
durante el desarrollo del proyecto fueron presentados en [10].
Las actividades involucradas en la preparación de este trabajo fueron parcial­
mente fin andad as por el proyecto BID-CONICYT 140/94, Localidad y Duración en 
los Sistemas de Transiciones Asincronos.
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Introducción
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Estamos interesados en comparar procesos que hacen lo mismo, con respecto a la 
velocidad de los mismos. No queremos exigir que un proceso .t deba comportarse 
durante toda su ejecución de manera más rápida que un proceso y, para decir que x 
es más rápido que y. La condición que impondremos no es tan fuerte, pues diremos 
que x es más rápido que y, si x es a partir de un momento y hasta el final, más 
rápido que y.
Dadas dos máquinas productoras, X  e Y. La máquina Y  desde que se enciende 
mantiene una producción a velocidad constante. En cambio X  es una máquina 
que comienza a traba jar a una velocidad muy lenta, inferior a la velocidad de Y, y 
que luego de un tiempo de calentamiento acelera, su funcionamiento alcanzando su 
máxima velocidad, que supera la velocidad de producción de Y. En una situación 
como la mencionada podríamos preguntarnos:
’’Cuál es la máquina que produce a mayor velocidad ? ”
En la literarura aparecen distintas teorías en las cuales se estudian modelos para 
procesos con tiempo y se establecen relaciones de preorden y equivalencia, pero con 
ninguna do ollas las máquinas autos mencionadas estarían relacionadas. En este 
traba jo proponemos una relación que nos permitirá afirmar que 1a. máquina X  es 
más rápida, que la máquina Y.
En este capítulo vamos a. definir el modelo sobre el cual trabajaremos; así como 
también algunas hipótesis que tendremos en cuenta, a. lo largo del desarrollo del 
trabajo.
Vamos a estudiar la equivalencia funcional de procesos y 1a. noción de ’’más 
rápido que”, con respecto a. la. velocidad de los mismos. Para, ello necesitamos que 
el tiempo esté representado de alguna, manera en el modelo. Los procesos tendán 
asociado relojes, que no se parecen mucho a. los relojes que conocemos, pues no se 
modifican por el paso de tiempo sino por la ejecución de acciones. Cada subproceso 
secucncial tendrá asociado un reloj que se modificará solamente cuando se ejecute 
una. acción local al mismo.
6
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Las acciones tienen asociado un tiempo de duración no nulo, que se mantendrá 
constante durante toda, la ejecución. Consideramos que las acciones ocurren tan 
pronto como sea posible, esto es conocido en la literatura, como Eagerness.
Asumimos máximo paralelismo, es decir siempre que un nuevo subproceso se 
active, hay un procesador libre para ejecutarlo.
1.1 Lenguaje
El lenguaje que utilizamos es muy simple y permite definir sistemas concurrentes, 
que no tienen sincronización de acciones, es decir no hay comunicación entre distintos 
subprocesos qne se ejecutan en paralelo.
Denominamos Act a! conjunto de acciones atómicas que se pueden realizar, 
Act. = { a, 6, c, . . .  } y Var al conjunto de variables para. la. definición de procesos, 
Var = { x, y, z, . . .} .
Los procesos se generan con 1a. siguiente sintaxis:
E ::= Nil | a.E | E + F \ E\F  | x | recx.E
donde x £ Var, a £ Act y E ,F  son procesos.
El significado intuitivo de los operadores del lenguaje es el siguiente:
• Nil Es un proceso que no hace nada.
• a.E Ejecuta la acción a y luego se comporta como E .
• E + E (Choice) Elige comportarse como E o como F.
• E\F (Composición paralela) Se ejecutan acciones de E y de F  en paralelo. 
Este operador no permite comunicación.
• x Se comporta según la. definición de la variable .t .
• ivcx.E Es mi proceso recursivo, según la definición de x.
1.2 Sem ántica O peracional
Describiremos el comportamiento de los procesos mediante la semántica operacional. 
Para ello utilizaremos sistemas de transiciones. Necesitamos que los sistemas refle­
jen, además de funcionalidad, tiempo. Para, representar el tiempo, las transiciones 
del sistema, tendrán etiquetas que describirán las acciones de los procesos y el tiempo 
asociado a la realización de las mismas.
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Definición 1.2.1 Un »Sistema de Transición con Etiquetas es una terna <S,M,T>, 
donde S es un conjunto de estados, M  es un conjunto de etiquetas y T =
C S x S | (i £ M} es la relación de transición.
Los estados están generados con una sintaxis similar a la de los procesos, 1a. cual 
se encuentra enriquecida por relojes, que reflejan el retardo de un estado.
La sintaxis para, generar los estados del sistema es:
S  ::= Nil | a.E \ s 4- t | s\t. | recx.E | (n ^  .s)
donde n £ N+, n £ Act y E es un proceso. !
Llamaremos IT a.l conjunto de etiquetas, 0  = Act x N+.
El significado de una etiqueta < a,n  > £ H en una. transición es, la acción a 
terminó de ejecutarse exactamente n unidades de tiempo después de que la com­
putación comenzó.
La relación de Transición está dada por el conjunto de reglas de inferencia 
(Fig. 1.1).
La, congruencia estructural se puede observar en (Fig. 1.2)
1.3 Ejem plo: Máquinas Productoras
Recordemos el ejemplo mencionado al comienzo del capítulo: Dadas dos máquinas 
productoras, X  e Y. La máquina. Y  desde que se enciende mantiene una producción 
a. velocidad constante. En cambio X  es una máquina que comienza a trabajar a
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(n  =¡> 5,|.S2) =  (n  =* 5 1) | (n =* s2)
(n => .?! + .s2) = (n => -si)4- (n =» .s2)
E = (O =* E)
(n =£► (rn => 5)) =  ((n +  m) => .s)
Figura 1.2: Reglas de Congruencia
Y
7'-'rep
eg | ^re.g
prod. Zreg
Figura 1.3: Proceso para la máquina Y
una velocidad muy lenta, inferior a la velocidad de Y, y que luego de un tiempo 
de calentamiento acelera su funcionamiento alcanzando su máxima velocidad, que 
supera, la velocidad de producción de V\
Veamos como podemos escribir con el lengua je presentado a los procesos que se 
corresponderían con la,s máquinas X  e Y .
Para la máquina Y  que mantine su velocidad de producción constante tenemos 
el proceso de la Fig. 1.3.
Mientras que la descripción para el funcionamiento para 1a. máquina X y la cual 
comienza a producir en forma lenta y luego después de un determinado tiempo se 
comporta de manera más rápida, se corresponde con el proceso de la Fig. 1.4.
X0 =  prod.X\
x n =  prod.Xn.yy ■yj A :>
X N =
Xó =  prod.X[
K = prod.X'n+x (n  <  N)
X'N -- ^t'Pg\Xreg
Figura 1.4: Proceso para la máquina X
Capítulo 2
Preorden ” A l F in a l”
2.1 D efin ición del Preorden
En esta, sección presentamos la definición formal del preorden Al final, en la cual se 
observan los caminos maximales de los procesos.
Definición 2.1.1 Un camino maximal es un camino finito en el cual existe un 
estado ( sk ), a partir del cual no se puede realizar ninguna acción, al cual llamaremos 
estado bloqueado; o bien es un camino infinito.
Para, relacionar procesos con respecto a la velocidad proponemos un preorden 
Cy sobre P: E C/ F si sólo si E y F son funcionalmente equivalentes, pero E se 
comporta a partir de un determinado momento y hasta el final, en forma más rápida 
que F.
Definición 2.1.2 (Preorden Al final)
I) .Sea una relación binaria sobre el conjunto de estados de S, decimos que es 
una F-bi simulación si para (so,¿o) € 5?, se cumplen las siguientes propiedades 
de transferencia:
i) Para todo camino maximal
, < a i ,n i>  <02,ri2> <«>+i, n,+ i >  x( -5o —- r «?1 ——* S2 • ■ • Sj —4 Sj+i . . . )
existe un camino
/ , <nl ,m l > , <a2 im 2> , <oJ+i,m, + i> v
{ I q  > 11  > 12 ■ . .  > t j  -- > t j  +  í . . . )
tal que: Vi (.$, R ti) y (Bj) (Vfc > j  ) nk < m k
ii) Para todo camino maxim.a.1
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/ , <«iimi> ; <a2,™.7> , <a,j,rnj> <«*,■+1 ,my+i > .
(. *0 ---► '1 ---* *2 • • • ---► D ---► D + l • • • )
existe un camino
/ <'»l,ni> <»2,«2> <nj ’nj > <«>+1 ,ni + l > x
( .So .S] - ^ - 4  32 ... — Sj  — 4  S j ± 1 ...)
tal que: Vi (st- 5? U) y (3j) (VA: > j  ) nik > n*.
2) Dos estarlos s0 y to están relacionados por el preorden Al final (so Cy to) si y 
sólo si existe una. F-bisim.ulación ?R tal que (.s0> t.0) £ ?R.
3) Decimos que E C/ F si y sólo si (0 => E) \L¡ (0 => F).
Algunos ejemplos de procesos relacionados con el preorden son:
•  a . ( ct|ci|<7.) C /  a.a\a.a (1) , !
• a\a\a -f a.a.a \Zj a\a.\a + a.a\a + a.a.a
• a\b C j a.b 4- b.a
• a.b -f b.a. \£.j a\b
Para, los procesos de (1) tenemos la relación dada, en la (Fig. 2.1).
Proposición 2.1.3 Propiedades de la F-bisimulación:
1 ) La relación identidad es una F-bisimulación.
2) Si 5?, y 9R2 son F-bisimnlaciones entonces:
a) ?P| o ?R2 e.s vna F-bisimulación.
b) ?R| U es una F-bisimulación.
D em .
1) Fs trivial.
2) Sean y ?R2 F-bisimulaciones tales que (s0,Uo) € 3?, y (u0,Ao) € 5R2. Esto es:
i) (V¿) (s, ?R, u¿) y (3.;,) (Vfc > jy) (nk < lk)  y
ii)  (V *) ( v{ W2 ti) y (3.7'2) (VA: >  j 2) {lk <  uí.jt).
Prueba, de a) Por la definición de composición de relaciones y las hipótesis 
vale:
(Vi) (,,¡ Sí, o Sí2 <;)
CA PÍTIJLO 2. PREORDEN ” A L FIN A L 12
y por la transí ti vi ciad de < en N  se cumple que:
(Vfc > m ax(jy,j2)) (njfc < m k)
en consecuencia o?R2 es una F-bisimulnción que contiene (0 =*► E\, 0 => E3).
Prueba de b) JRj LPR2 es una F-bisimulación , pues dado un pa.r de estados 
(.Sn,*o) € 3F?i U?R2 ocurre que (s0,*o) € ?Ri o bien (¿o,¿o) € ^2, y tanto como 
?R2 son F-bi simulaciones, con lo cual la prueba no resulta difícil.
Proposición 2.1.4 Cy es un preorden.
Dem.
• Reflexibirlad: vale por Prop. 2.1.3 (1)
• Transitividad: sean EyyE2 y £3 procesos tales que : E\ Cy E2 y E2 Cy E3. 
Entonces existen ¡Rj y 5P2 F-bisim.ulacion.es tales que (so,n0) G 5Pi y (v0,ío) G 
?R2 Definiendo como la composición de 5Ri y ?R2? por el resultado de 
Prop. 2.1.3(2), 5R es una F-bisimulación que contiene ((0 => Ey), (0 => £3)), y 
en consecuencia Ey Cly E3
En forma, natural, 1a. intersección del preorden, da una noción de equivalencia, a 
la cual llamaremos Equivalencia, al final.
Definición 2.1.5 Dos procesos Ey y E2, son equivalentes al final, lo anotaremos 
(Ey ~ /E 2), si y sólo si Ey Cy E2 y E2 Cy Ey.
2.2 R elación  con el Performance Preorder
El prcorden al final , impone condiciones más débiles que el Performance Preorder 
propuesto en [4], pues este último cuando decimos que el proceso x es más rápido 
que el proceso y pide que en todo momento x se comporte, a.1 menos tan rápidamente 
como y\ en cambio al preorden al final solamente exige que a partir de un determi­
nado momento y hasta el final, el proceso x sea a.l menos tan rápido como y, sin 
tener en cuenta como se comportaban antes de ese momento. Recordaremos primero 
la definición del preorden de [4] y luego mostraremos que el preorden Al final incluye 
en forma propia, al Performace Preorder.
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Figura 2.1: Sistema cíe transición de «.(n|cr.|a) Ç/ a.a|a.a
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Definición 2.2.1 (Performance Preorder)
1) Sea Reí el conjunto de relaciones binarias en S. El funcional G : Reí —>• Rel} 
se define para cada E Reí, de la siguiente forma: (s i,.92) € G(9ft), si para
a E Act,
a.) V sj <<LL^> s2 , 3 ti
b) V i, ¿,, 3 a,
<oi,mi> ,— ► Í7\ ni
<«1 lnJ > •s2; rny
<  n ii y (52, ¿2) €  8fc. 
> ni y (s2, í2) € 3?.
2) Una. relación 3? E Reí es una G-bisimulación si C G($ft).
3) Dos estados Sj ys2 están relacionados con el Performance preorder (si CpS2), 
si y sólo si existe m\G-bi simulación 5? tal que (51,52) € $R.
4) Decimos que Fj CpF2 si y sólo si (0 => Fj) Cp(0 => Ef).
Proposición 2.2.2 Cp C C/ .
Dem.
• Veamos que: V E, F: E CPF  =» E C/ F. E CpF  implica que existe una 
G-bisimulación 5R tal que (0 => F, 0 => F) E 5?.
No es difícil probar si es una G-bisimulación entonces la misma 5R es una 
F-bisimulación . Pues la relación satisfacerá las propiedades de transferencia 
con j  > 1. •
• Existen procesos F, F  tales que: E Cy F ^  F CpF. Sean los procesos F  y 
F los siguientes:
F = a.(a|a|rz) y F  = a.a|a.a.
Probamos en la sección anterior que F es más rápido a.1 final que F.
Sin embargo no existe una relación que sea una G-bisimulación , pues para la 
siguiente transición del proceso F:
(1 => a)|(0 =£■ a.af (1 =$ a) | (1 => a) 
la única, transición que podría, imitarla, en el proceso E es:
(1 a.) | (1 => a) | (1 => a) <— ? (2 => a) | (1 a) | (1 => a)
en la cual la acción a demora, más tiempo. En consecuencia. F  no es más rápido 
que F según el Performance preorder.
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2.3 R elación  con la B isim ulación C lásica
La bisimulación es una relación de equivalencia, que solamente se interesa en la 
equivalencia funcional de los procesos, sin tener en cuenta los tiempos.
Definición 2.3.1 (Bisimulación)
Sea una relación binaria sobre el conjunto de estados S , diremos que es una 
Bisimulación, con (.s1,s2) C ?? si paca, a € Act,
a) V s, .<¡2 , 3 tj t7; (.s2,¿2) €
b) V t\ —->• t-2, 3 .?] — » s2; (s2j¿2) €
Buscamos una relación entre el preorden Al final, y la Bisimulación, esto se debe 
a que estamos interesados en relacionar procesos que sean funcionalmente equiva­
lentes. Para poder demostrar los resultados que bailamos, necesitarnos introducir la. 
definición de dos nuevas funciones sobre los estados: cut y docks. La. función cut 
dado un estado de S retorna, el agente E que se obtiene quitando todos los tiempos 
prefijos del estado. Fsta función es necesaria para poder a,btra.ernos de los tiempos 
que mantiene cada proceso y poner interés en las funciones que el mismo realiza.
Definición 2.3.2 Definimos por inducción estructural sobre S,
cut(Nil) = 
cul(a.E) = 
c,ut(s + /) =
cwi(s|/) =
rií/.(irr. :r. /' ) —
C7/,/,(?7. => s) =
Ni!
a.E
cul(s) -| cui(t) 
cut(s)\cut(t)
l ee  ;r:,ni/( /'*)
cui(s)
La función docks retorna el conjunto {n-t,... ,77*. } de tóelos los valores corres­
pondientes a los relojes que aparecen en el estado.
Definición 2.3.3 Definimos por inducción estructural sobre S,
clocks( NU) 
docks(a.E) 
cloc.ks(s + t ) 
clocks(s\t) 
docks(n s)
{0}
{0}
clock.s(s) U cloc.k.s(t) 
docks(s) U clocksft) 
{n.) U dock.s(s)
F1 siguiente lema, mencionado en [di], nos será muy útil, pues permite establecer 
una relación entre las transiciones con tiempo de nuestro modelo y las transiciones 
únicamente de acciones del modelo utilizado en [1].
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Lema 2.3.4 Para todo s ,t € S: 3n € N; s t Sn cut(s) -^4 cut(t).
El preorden Al final tiene algunas propiedades interesantes con respecto a la 
Bisimulación Clásica, denotada por que se resumen en el siguiente teorema. 
Denominaremos P,e<7 al conjunto de procesos que se generan sin utilzar el operador 
para la composición paralela,.
Teorema 2.3.5 Sean Ey, E2 £ PSeq> E3, E4 € P y g una función de duración para 
las acciones. Entonces:
1) E3 C y  Ejy implica E3 ~ E4.
2) Ey ~  E2 sii Ey Cy E2 •
3) E3 ~ E4 sii E3 Cy Ei para alguna función de duración g tal que: g(a) = 0 
Va € Act.
4)  Ey ~  E3 sii E3 C y  Ey.
Dem.
1) E3 Cy E4 => E3 ~  E4, porque la relación:
5? = {{cMt(s'3),ciit(s'4))\s'3 Cj s\ } 
es una bisimulación que contiene (E3,E4).
2) (=>) Ey ~  E2 Ey Cy #2, porque la relación:
n  = {(n => E\,n =» E '2)|n e /V, P¡ ~  E '2 y E \,E '2 € P9eq }
es una G - bisimulación que contiene ((0 => Ei),(0 => E7)) y QPc C y .
(<í=) En el inciso 1) probamos que para, todo par de procesos E¡F  de 
P: E C./. F implica que E ~  F, entonces vale en particular para procesos 
secuen cíales.
3) Trivial, pues los relojes nunca se incrementan.
4) (=>) Ey E3 => E3 Cy Ey, porque 1a. relación:
=  { ( .s ,n  => E[)\cut(s) = E3, E[ ~  E3 y n > max(clocks(s)) }
es una G - bisimulación que contiene (0 => #3,0 => Ey) y C pC  C y  .
(<=) Nuevamente como en el inciso 2), es un caso particular de la prueba 
mencionada en 1).
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2.4 Propiedades
La elección ele la función g para la duración de las acciones influye notablemente 
en la relación □ / , pues la relación de dos procesos con el preorden puede variar 
dependiendo de la función de duración que elegimos. El siguiente ejemplo muestra 
la dependencia de con respecto a la función de duración elegida..
Ejemplo 2.4.1 Consideremos el siguiente par de procesos:
E\ = a.a]c y E2 = a.a\c-\- c..(a|a)
Podemos demostrar que E\ Cy E2 si y sólo si <7(17.) < g(c) (Fig. 2.2).
Tomando la ejecución del proceso E2, cuando este elige comportarse como el 
proceso que aparece e.ñ el lado derecho:
(0 => c.(rt|a)) <c^ )> (g(c) =» a\a) (g(c) + g(a) Mil) \ (g(c.) => a)
<«Mc)+fU)> + => Mil)\ {g(c) + g(a) =► Nil)
vemos que la única forma que tiene de imitarlo E\ es con :
(0 => a..o)| (0 => c) <c^ $ > (Q a.a)J (g(c) =S> Nil) <a^ } >
(g(a) => a) | (g(c) => Nil) <a,<7^ lí? (a)> (q(a)  g(a)  =* Ni.l)\ (g(c) => Nil)
si no fuera. g(a) < g(c), vemos que no existe un momento a partir del cual E2 sea tan 
lento como E\ , pues la segunda, acción a de E\ termina, luego de 2 x g(a) unidades 
de tiempo, mientras que la segunda, acción a de E2 luego de g(c) -f #(a).
Podemos definir una noción más fina del preorden, en la. cual la relación no 
depende de la función de duración que se elija, para las distintas acciones. A esta 
relación la denominaremos más rápido ni final independiente y la. definimos de la 
siguiente manera:
Definición 2.4.2 E\ está, relacionado en forma, independiente de la. función de du­
ración por el preorden Al final con E2, denotado por E] Cy #2, si E\ C.9 E2 para, 
cualquier función de duración g.
Un ejemplo de relación independiente de la. función de duración es la. que existe 
entre los procesos a\b C¡ a.b-\- b.a.
La equivalencia Al final está definida, mediante la intersección del preorden, con 
lo cual también depende de la. función de duración elegida, para las acciones.
Ejemplo 2.4.3 Sean los siguientes procesos:
Ei = í7..u|cT c.a.a. y E2 = a.a\c + c.a.a -f c.(a|a)
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•  •  •  •  •
Figura 2.2: Ejemplo
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Decimos que E\ ~ ¡E i si y sólo si g(a) < g(c). Los argumentos aquí son similares 
a los del Ej. 2.4.1.
Definición 2.4.4 Diremos que E y F  son equivalentes al final en forma indepen­
diente y lo anotaremos E ~ ljF , si E Dj F y F Cj E para toda función de duración 
9-
Hay algunas propiedades interesantes que esperamos del preorden Al final res­
pecto de los posibles retardos de los procesos, así como relaciones entre los retardos 
a partir de la relación del preorden.
Proposición 2.4.5 Para todo proceso E de P y n G A^+,
E C/ n => E.
Dem. Con (s,?i => .s) }, n > 0 por la,regla clock vale trivialmente, pues al 
mismo proceso lo retrasamos n unidades de tiempo. ■
Como consecuencia de la proposición anterior surge que no podemos incorporar 
un rH.ardo a, un proceso que termina, y que este sea, más rápido que el mismo sin el 
retardo.
Proposición 2.4.6 Sea E un proceso que. debe terminar, lo anotaremos E
( ~*3n, >  0):(77 =$ E) Ej E.
A partir de dos procesos F, F tales que E \Zj F (E es estrictamente más rápido 
que F: E C/ F y F  F), podemos deducir incorporando retardos a ambos 
procesos una relación entre los mismos. Si a E  ló retrasamos n unidades de tiempo 
y a  F m unidades, y ocurre que el proceso (m => F) es más rápido al final que 
(n => F), podemos asegurar que el retardo incorporado a F es menor estricto que 
el que incorporamos a F. Esto se debe a.1 cambio que se observa en la relación de 
los procesos con el preorden.
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Proposición 2.4.7 Sean E ,F  procesos de P:
Si E C / F y (m => F) C./ (n =>■ E) entonces m < n.
Al componer paralelamente un proceso F que siempre termina con uno E que 
nunca lo hace, podemos observar que los caminos maxima.les del proceso correspon­
diente a la composición son infinitos. Además, a partir del momento en el que F 
termine, los estados de los caminos serán similares a los de los caminos de E. Si 
tomamos dos procesos bisimilares, que siempre terminan y componemos cada uno 
de ellos con un proceso que nunca lo hace, encontraremos que ambos procesos son 
equivalentes al final.. Pues, a partir del momento que los procesos que deben termi­
nar lo hagan, los caminos de las composiciones coinciden, pues sólo queda el proceso 
que no puede terminar. En 1a, siguiente proposición se formaliza esta idea.
Proposición 2.4.8 Sea E un proceso que no puede terminar, lo anotaremos E 
y E,C procesos que siempre deben terminar' denotado por F \. y G Se cumple 
que:
F ~ G  => E\F ~ f E\G
Dem. F ~  G => 3?R tal que: (si,/i) £ con ?R y ?R_1 bisim.ulacion.es, y
a) V *, s2: 3 ti <^ $ >¿2, tal que {s2, t2) G y
b) V ti f,2: 3 5, ,$2, tal que (s2,t.2) £ ?R.
No es difícil probar que tanto SRn= {(E\F , E\G)\F 5R G }como
{(/£|(7, E\F)\F  ?R G } son F-bisimulaciones. Pues en algún momento, tanto F 
como G terminarán, y sólo continúa el proceso E , sin tener importancia los tiempos 
de ejecución de los procesos que terminan, en consecuencia E\F ~jE \G . m
Un raso p artic u la r de. la proposición anterio r es:
(\/n,m. £ N +) E\ (m =£>• F) ~ jE \ (n =*► F)
Luego de ver que se cumplen algunas propiedades del preorden que esperábamos, 
llegamos a una propiedad que además de ser deseable es muy importante, nos esta­
mos refiriendo a la precongruencia. El preorden al final es una precongeruencia para 
todos los operadores del lengua je que generan el conjunto de procesos finitos (P/,n)- 
Sin embargo, cuando trabajamos con procesos infinitos, no lo es.
Teorem a 2.4.9 Cy es una precongruencia, para P/in.
Dem.
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I) E Cy F => (k, =$ E) Cy (k => E).
E ü.f F implica que existe lina relación que es una F-bisimulación que 
contiene (0 => E,0 =$>• E) (denominaremos .s0 = (0 =$■ E) y ¿o = (0 E)).
Definimos
W = { (k => E,k. =$> F) \k, € N y s0 $  <0 }
Sen.
/ i \ »*M "t'A> /» \ <f,2,n.2 4_fc> /i \
(A; => .So) — ► (fc => $i) — >■ («: => s 2) . . .
<aj,nj+k> / I \ I i^ j4 I / f \
un camino maximal de E, aplicando la regla dock en cada transición obtene­
mos un camino de la forma.
*o <<*1 > — í s\
<®2>n2> <a¿,rij> <«ji+i inj+i >“ s2 • • • —- i Sj —4 Sj+1 . . .
Por la hipótesis sabemos So 9R ¿o y que 3? es una. F-bisimulación, entonces existe 
un camino
<oi,m i>  , <a2,m2> , <aj,m.j> <a.j+l,mj+\>t-o — > ----> 12 ...  — * tj — y tj+i . . .
que imita, a.1 camino desde so, y que a partir de un momento las acciones en t 
demoran más tiempo que en s, es decir (Vr) s¿ /, y (3y)(W > j)  nr < mr .
Aplicando la regla dock, a cada transición de este camino, obtenemos:
(* => <o) <" ^ +*> (k =4- í.) < ^ k> ( k ^
< . ^ t >  (fc ^  (fc ^  tj+¡)
donde: (Vz) (k. =$ s,) 5R' (k. => /,) y (3j)(Vr > j)  nr 3- k < m,r + k.
Para probar que todo camino desde E puede ser imitado por E de manera 
más rápida a.1 final, se cont.ruye el camino correspondiente a la imitación en 
forma similar a la. anterior.
En consecuencia, es una. F-bisimulación y (k. => E,fc => F) pertenecen a 
(Fig. 2.3).
2) E Cy F =* a.E Cy a.F
E Cy E implica que existe una relación que es una. F-bisim,ulación que 
contiene (0 =$► E,0 => F) (denominaremos .s0 = (0 =*► E) y to = (0 => E)).
Definimos
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8" = { (a.E ,a.F )| (O => E) (O =* F) } U 5R'
aplicando la regla correspondiente al prefijo (Act,)a. los estados a.E y a.F, 
obtenemos (gr(a) => E) y (.<7(0.) => F) respectivamente.
Por la prueba del inciso anterior, y ser la relación una F-bisimulación, 
podemos decir que 5R" es una F-bisimulación (Fig. 2.4).
3) E Qj F => (VP) F |P  C , P |P  y (VP) P |F  C , P |P .
E C.j F implica que existe una relación 3? que es una F-bisimulación que 
contiene (0 => F,0 => F) (denominaremos s0 = (0 => E) y t0 =  (0 => F)).
Definimos
^3 = { (s|v,t|u) | 5 ?R /,}
La prueba resulta bastante intuitiva y básicamente refleja la idea de intercam­
biar secuencias no consecutivas de las transiciones, que son el resultado de 1a. 
aplicación de las reglas Par 1 (o Par2), con las transiciones que sabemos que 
existen por la relación (Fig. 2.5).
i) Sea
I < “ linJ >  I <«2 tn2 > | < O,■ ,»*<> 1 <®>+1 in j +1 > ,
•501^ 0 .S2P’2 ••• — T S j \ V j  — 4  S j + i \ V j + l  ...
un camino del proceso F |P . En cada transición podemos saber si se 
ejecutó un acción del proceso F o P, pues dada una transición
* Si Si = sl+i entonces 1a. acción a corresponde a.1 proceso P y se aplicó 
la regla. Par2\
* Si = Vi+1, la acción a es del proceso E y se aplicó la regla P arí.
Construiremos el camino correspondiente al proceso F |P  que imita las 
acciones del proceso F |P  pero demorando más tiempo. Para construirlo 
srfn iirrm os el siguiente proredim ient.o:
1) Extraer del camino la»s transiciones que corresponden a. la aplicación 
de la. regla Par 1.
2) Formar una secuencia con los antecedentes de 1a. regla P a rí corres­
pondientes a la,s transiciones extraídas en (1).
3) Obtener 1a, secuencia, de transiciones F-bisimilares del proceso F, que 
sabemos que existe por la. relación 9R.
4) Aplicar la. regla. Parí al camino obtenido en (3), formando un nuevo 
camino.
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5) Rearmar el camino en base al camino original, reemplazando las tran­
siciones que antes fueron extraídas por el nuevo camino obtenido en 
el paso anterior.
Así obtenemos un camino de la forma
¿oí” 0 --> t\V>\ --> f2\<o2 ,n2 > V2 < aj  inj  > <o>+i,n,+ i > *j+lK'+l
que es el camino que buscábamos,
ii) Sea el siguiente un camino del proceso F\P
, i <oi ,n.> . <a2,n2> , . <n.Jtn}> .
/oh’o  ^11^ 1 Í 2 \ v 2 ■■■ ~ ~ 4  t j \ Vj
<nj'+l»ni+i> , i
— * D+i!Tb'+i
Aplicando el mismo procedimiento que en el inciso anterior podemos 
obtener un camino del proceso E\P  que imita las acciones, pero demo­
rando menos tiempo.
Fvii consecuencia, ^3 es una F-bisiyiulación.
La prueba, de E C/ F => (VP) P\E  C j P |F , es similar. En lugar de utilizar 
la regla. Par 1, aplicaremos la. regla Par2 y la relación ílerá :
^3 = { M-m ’IO I -s ^  O
4) F C / F  => (VF) F -f  P C /  F + P y (VP) P + E \Zf P + F.
E \Zj F implica que existe una. relación que es una F-bisimulación que 
contiene (O => F,0 =*► F) (denominaremos .s0 = (O =>• E) y /0 = (O =$■ F)).
Definim os
?R, = { (s + v , t -f v) | .s /} U Id U
Dividiremos la prueba en dos casos que se corresponden con elegir comportarse 
como el proceso E (Fig. 2.6), o como el proceso P (Fig. 2.7).
i) Sea
<«!,«!> <ti2ln2> < nj t n ¿> < aj + \ .ní+l >
•s0 +  Vf) ~ 4  S\  ——T •*’ 2 • • •  7 S j ——f 5 7 + 1 ■ • •
un camino del proceso P -1- E. Aplicando 1a. regla s?tml a la. primer 
transición del camino obtenemos el camino:
<rti,ni> <0-2 ,no> <o,,n.j > <a j + i,n.-+i>
.SO .Si —- 4  2 • • • — 7 S j  — 4  $j + l . . . ,
luego por la.s propiedades de transferencia, de 1a. relación 9?, existe un 
camino
<a2,m2> , , <°i+lim j+l> ,
'0  -- f l \ -- 7 '-I • • ■ -- 7 t j  — > D  + i • • •
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más lento al final para todo camino desde ¿o • Aplicando la regla sumí a 
la primera transición del camino desde en sentido contrario, obtenemos 
un camino como el siguiente:
U\ -I- Vn ----> U ----> i 7 ■ • • ----► ---> tj.y\ ...
Para probar que para todo camino desde t0 existe uno desde So, se sigue 
el mismo procedimiento pero ahora a partir del camino que comienza en 
el estado t0 -4 u0.
ii) Sea el siguiente camino
, <ai,nj> <a2 ,no> <®i >"»> <®j'+l.«j+l>•So"l" U0 ---> Ui ——f l>2 ... ——r Vj —4 Vj+i . . .
del proceso P + E. Aplicando la regla. sum 2 a la primer transición del 
camino obtenemos otro camino:
<o1,ni> <a2,ri2> <aj,nj> <®y+1 ,n,+1 >Uq —4 V\ —4 l>2 • • •' ~—r Vj —4 Vj +1 . . . ,
por ser la relación Id  una F-btsimulación, podemos aplicar a la primer 
transición del mismo la regla sttm2, en orden inverso y obtener así un 
camino
, . <ai,ni>¿0+ V\ <®2 in2 > <ajtnj > <a> + l>n¿+l>— 4  V2 • • • — — t u¿ — 4  u¿+1 • • •
En consecuencia. es una F-bisimnlación .
La prueba de E C/ F =$► (VP) P  4 P C/ P  4 P, es simétrica, la relación es 
la siguiente
= { (u 4- s, v + t) | s4R. t} U Id U 5R
Para mostrar que la relación del preorden no se mantiene cuando usamos el . 
operador para la. recursión (Pee), estudiaremos el siguiente ejemplo.
Sean los siguientes procesos:
G t  :
E[x] = c.(.t |1 => u)|G
P[.t] = c.(.t |0 => a)\G
Veamos que (Vx)P[.t] C/ P[,t]
• Si x es un proceso que termina.
Tenemos que
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c.(r|1 => a) ~  c.(r |0 =£■ a) y
G es nn proceso que no termina.
con lo cual podemos aplicar Prop. 2.4.8 obteniendo
c.(.t |1 =S> a)\G c.(r |0 => a)\G
• Si x es un proceso que no termina.
Por Prop. 2.4.8 sabemos que
(r |l => a) (.r|l => n.)
luego por ser C¡ una precongruencia para los operadores Prefijo y Paralelo, 
c.(.r|1 => o)\G c.(.r|0 =$> n)|G
Sin embargo, recx.E[x] $./ recr.E\x], Para comprobar esto basta. con observar 
las trazas:
recr. F[x]: c : 1 a, : 2 c : 2 a : 3 c: 3 a : 4
rec.r. F[r]: c : 1 a : 3 c : 2 a : 4 c: 3 a : 5
Los retardos se mantienen a lo largo de los caminos infinitos, en consecuencia no 
va. a. existir un momento a partir del cual recx.E[x] sea más rápido que recr.F[r]. 
Pues C/ no tolera retardos infinitos.
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Figura 2.3: Precongruencia para, el Retardo
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a.E
< g(nl >
(q(a) ^  .?0)
< , ti| + p(a) >
(g(o) => si)
<  " } . » }  +  ,q( i ) >
(g(n) => s2)
< "3. n3 + 9Í«) >
< «l, m, + 5(0) >
< «¿. + g(a) >
< «3. m3 + s(o) >
Figura 2.4: Precongruencia para el Prefijo
'APÍTIJLO 2. PREORDEN ”AL FINAL 2
< «J,"J > < #3,nj > < na, mj > < aa, ma >
S2 V) 2 Vi
Figura. 2.5: Precongruencia para el Paralelo
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Figura 2.6: Precongruencia para la Selección
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Figura 2.7: Precongruencia, para la Selección

Capítulo 3 
Axiom atización
3.1 C onjunto de A xiom as
El propósito do este capítulo es dar una axiomatización correcta, y completa para 
los procesos finitos del preorden Al final\ así como también para la. relación de 
equivalencia inducida por el mismo.
Trabajaremos sobre el conjunto de estados finitos. S/m, que incluye a los procesos 
finitos,utilizando la. técnica denominada árboles etiquetados, en 1a. cual la.s etiquetas 
tendrán la forma < a,??. >.
Para obtener un conjunto finito de axiomas necesitamos extender el álgebra 
propuesto para generar 5\ con dos operadores auxiliares individualizados como: Pre 
y Lpar. Denominaremos T  al conjunto de estados que se genera con 1a. sintaxis 
extendida. La semántica operacional se obtiene extendiendo las reglas de la Fig. 1.1 
con las reglas de la Fig. 3.1.
La generalización del Prefijo es necesaria para definir la. noción de forma normal 
de un término ríe T, mientras que el operador Left-merge, es necesario para, definir 
un conjunto finito de axiomas reduciendo cada estado de T a su forma, normal.
Proposición 3.1.1 C/ es una precongruencia- para los operadores Pre y Lpar.
Dem.
1) s t => < «, n >: s C/ < a, n >: t,
s IZj t implica, que existe una F-bisimulación 5R tal que (,s,£) £ 9Í. Definimos
={ (< a,n  >: s, < a,n  >: /,)| .s 5R t } U IR
No es difícil probar que ?R' es una F-bisimulación, pues desde el estado 
< a, n >: s podemos aplicar la regla Pre pasando a.1 estado s, hacemos lo 
mismo desde el estado < a,n  >: i, pasando al estado /,, sabemos por hipótesis 
que (sfi) £ ?R.
31
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Figura. 3.1: Reglas ele Inferencia Auxiliares
2) s Cf t =$ (Ve) s\v  C j  t\v
s (_/■ 1 implica que existe una F-bi simulación 52 tal que (s,t) € 52. Definimos
52' — { (.sju,/,Ju)| .s 52 / } U { (.?|u, l\v)\ s 52 t }
No es complicado probar que 52' es una F-bi simulación, pues la regla Lpar hace 
que se realice la primera, acción del proceso a la izquierda, y luego se ejecuten 
cu paralelo el proceso obtenido luego de la acción y el proceso de la. derecha. 
Por el 'Peo. 2.4.9 C/ es una precongruencia para el operador de composición 
paralela.
Definición 3.1.2 Una. forma, normal es un término de la forma:
53 < > : u
• er
donde V? £ 1, /.,• es una forma normal, £ Act y £ N. Por convención la forma 
normal para, Nil es con /  = 0.
Sea A el con.jtinto dé axiomas cíe Fig. 3.2, el cual forma una axiomatización 
correcta y completa para, la Equivalencia. Competitiva, propuesta por Gorrieri en [4].
La expresión A h l\ = /2 significa, que se puede probar que los términos U y 
t,2 son equivalentes utilizando los axiomas del conjunto A y las reglas de inferencia 
usuales: reflexibidad, simetría, transitiviciad y la sustitución de términos iguales, 
según la congruencia estructural mencionada, en Fig. 1.2.
Para, dar una axiomatización de C j sobre T, necesitamos la introducción de las 
desigualdades. Cuando = i2 es una ecuación en A, entonces t\ < ¿2 será una 
desigualdad de A<, conjunto de axiomas con desigualdades. La.s reglas usuales de 
inferencia.: reflexibidad, transitividad y sustitución de < se tiene en cuenta mediante 
lo s ig u ie nte :
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(sumí.) ti + ¿2 — t2 4- ti
(sum2) (t-i 4- t2) + ¿3 = ti 4- (t2 4- ¿3)
(sumA) t + i — t
(sumA) i 4- NU = t
(pref) a.E — < o-J(a) >: (/(a) E)
(ex p) t\ \t'2 = t-l\t2 4" ¿2_|¿2
(IparX) N il\t = NU
(lpar2) (< a, k >: ti)¡t2 — < a,k  >: (/.,|t2)
(Ipar 3) (t\ 4- t2)\t^ = 1J 3^) 4- (¿2JC3)
(clock]) (n =>• NU) — NU
(clock.2) (n => < a, k >: t) = < a, k. 4- n >1(77. =*► í)
(clockd) (?7. => (t\ 4-12)) — (n => ¿,) +  (?7 => <2)
Figura. 3.2: Conjunto de Axiomas A
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( f i n í )  <  a, 7?. > : N i l  < /  <  a , m  > : N i l  (n  <  777.)
( f i n2) < a ,77 >: t <j  < a,m  >: t, (size(t) > 0)
Figura 3.3: Axiomas para C/
¿i < 2^ y h  C ¿1
/'i — ¿2 Lt <■ ¿2 .y ¿2 < U
Nuosl.ro conjunto de axiomas será A< extendido con los axiomas de la, Fig. 3.3 
y lo denominaremos C.
Fl axioma fin2 tiene una regla equivalente, a la cual denominaremos fin 2 '.
Para probar que del axioma se puede deducir la regla, tomamos como hipótesis 
que /) <j t2 y usarnos las propiedades de sustitución y transiti vidad.
Lerna 3.1.3  < <7,77 >: í\ C.¡ < a, 777 >: t2 si y sólo si:
( I) 77 < 77?. y 1,\ ~ j N i l  —j t 2 
o
Fn esta sección vamos a demostrar que el conjunto de axiomas C es correcto y 
completo. Para demostrar la. completitud introduciremos algunas definiciones nuevas 
y lemas auxiliares, que. nos facilitarán la. prueba.
Proposición 3.2.1 Para todo t G T, C b t\ < t2 implica t\ C¡ t2.
Deni. I«a. prueba es estándar. Solamente probaremos la, correctitud de los axiomas 
(f in I) y (f iní).  La prueba de los axiomas restantes es una consecuencia de la 
prueba de correctitud de [4].
(size(t 1) > 0)< a ,77, >: t,\ <j< a,m  >: t2
(S) /, C/ í2 V t\ Nil
La prueba del lema anterior es trivial, vale por definición.
3.2 C orrectitud y C om pletitud  de C
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• El axioma ( f iní )  es correcto. ¡
Para probar esto es suficiente observar que la rela.ción
= { (< a, 77. >: Nil,<  a, m >: Nil)\ n < m } U {(NU, Nil)}
es una F-hisim ulación.
• El axioma (fin2) es correcto.
La relación
fR = { (< a, 77 >: /,, < a, 77?. >: t)\ size(t) > 0 } U Id
es una F-bisimulación por el resultado de Prop. 2.l.3(a), y por ser C/ una 
precoiigruencia para el operador Pre.
Para probar la com pletitud del conjunto de axiomas C\ para el preorden Al final, 
es necesario mostrar que todo estado puede ser reducido a una forma, normal.
Proposición 3.2.2 Para todo t, € T existe una forma normal n f (t ) tal que:
A\ ~l  = nf(t)
Dem. En [4] se. prueba que todo término puede ser reducido a una forma normal. 
En la prueba de esta afirmación se utiliza, el conjunto de axiomas A } que está incluido 
en nuestro conjunto de axiomas C. La prueba, del lema coincide con lo demostrado 
por Gorriori en [4]. ■
Definición 3.2.3 El tamaño de un término se define en forma, inductiva:
size(Nil) 
size(a.E) 
size(< a,77 >: t) 
size(t\ + t2) 
size(tx\t2) 
size(tx\ t2) 
size(n => t)
0
1 -f size(E)
1 -f size.(t)
max(size(t[), size(t2)) 
size(t\). + size(t2) 
size(t\) + size(t2) 
size(t)
Lema 3.2.4 size(t) = 0 si y sólo si A< E i = Nil
Dem. Por inducción sobre la estructura, de t.
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2) / — a.í), size.(l) =  1 +  $izc(t\) /  O
3) / — < o,?? >: Zj, si,ze{t) — 1 -f sizc{t\) O
/|) / — / 1 -f- Z2, size(i) =  O =  max($i,ze(l\, ¿2 )), si y sólo si size{t\) =  0 y 
.<¡7zc(t7) — 0. Por hipótesis inductiva. A< P Zj =  Ni/ y A< P ti =  Ni/.
Usando el a.xiorna .sum3, /!< P Zj 4- ¿2 = Ni/.
5) I — t 1 |/-2, size(t) = 0 = .size(/|JZ2), si y sólo si size(l\) =± 0.
Por hipótesis inductiva., A< P t\ = NU por el axioma. Ipar 1, A< P ¿ij¿2 = Ni/
6) / — / J/2, por el axioma, exp Z,|Z2 = ZiJ/2 + Z2JZ2,
sÍ2e(Z) = 0 = sÍ2e(/|) 4- size(Í2) = 777.a,r(sÍ2e(/iJ/2), .sÍ2r (^/2J 2^)» si y sólo si 
.sirefZj J/2) = 0 y si2e(/2JZ2) = 0. Por hipótesis inductiva. A< P Z2JZ2 = Ni/, 
por el axioma. .s7/,7??4: A< P ZjJZ2 + Ni/ = Ni/, luego por sustitución 
A< P /| I/2 + Z2JZ2 = Ni/. Usando nueva,mente el axioma, exp A< P ty\t2 = Ni/
7) t — (?? =*. /j), .sÍ2 r(/) — 0 entonces s i zc( t \ )  =  0. Por hipótesis inductiva,,
A-  I- /| -- Ni/,  por el axioma r lo rk \  / l< I- (77 r-> /1) — Ni/
Por la correctitud y completitud del conjunto de axiomas A probada por Gorrieri 
en [4], queda, probado también que size(i) = 0 si y sólo si t ~jNi l .
Proposición 3.2.5 Para todo Zi,Z2 € T: ti C¡ Í2 implica C t\ < t2.
Dcm. Por la. proposición Prop. 3.2.2, podemos asumir que /,*,/2 están en forma 
normal, a. las cuales llamaremos nf(ti )  y 7?./(/2) respectivamente.
La prueba, se.desarrolla, por inducción sobre el m ax(size(ti),size(t2))
• ('aso Pase: max(size(1 i), sizo(/2)) = 0. Como (VZ) size{t) > 0, entonces 
xizcit 1) = .size(Z2) = 0.
Por Lema 3.2.4, (7 h Zi -f Z2 = Ni/ y (7 h í2 = Ni/. Entonces C t x = Z2- 
(•orno = implica. <, también vale C P t\ < Z2.
• Paso Inductivo: Suponemos
n/(Zi) = < °¿in¿ >: ui
•6 7
H.f (Z 2) = >: r’.7
»€•/
Probaremos que: (7 P Zj -PZ2 < Z2 y C P Zi < t] -f Z2, luego por la transitividad 
de <, queda probada la. proposición.
Como nf( t \ )  C/ n/(Z2):
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(Vj £ J)(3i(.j) e /) tal que: < ai{j), >: ul(>) Cy < &y, 777.y >: vy
•IJ-def.
Vj £ J : 1)% , = ^ ,n¿0) < m.j y = Nil
o
2k M = k «.» ,£/ ^  y «■(,) ^  m í
1) Por el axioma ( f in 1) C P  < af ( , ??.,0) >: 7/,;(j) < < 6y,7??.y >: vy.
2) Por el Lema 3.2.4 , t yé Nil => size(t) > 0; por hipótesis inductiva 
(■ P 11 i} C: Vji aplicando la regla ( f i n2f) obtenemos:
C  P < a i(j), n i{]) >: u i(j) <  <  b j , 777.7- >: uy
Haciendo la sumatoria sobre todos los términos tenemos:
J 2  <  a Uj)’n i{j) >  u iU) < J 2 <  >  v j
j £ J  )<=J
y sumando n f(ty) a ambos términos, obtenemos:
£  < >:«< + £ <  >: % ) <
• ' € /  ¿G-/
£ < « , - , n ¡  > : « ;  +  £ <  b j  > m y >: u7-
■G7 j ' G /
Usando Jos axiomas .«umr!, $nm.2 y sum 3 , y teniendo en cuenta que ?j7) £ /, 
podemos reducir a:
5Z  <  a n u *- > : « i <  > : Ui +  J 2 <  &.ñm ¿ > : r;.7
• G /  >'G/ ¿G -/
Un consecuencia, t\ < U -P ¿2- En forma análoga se prueba: t\ -f t2 < <2-
Proposición 3.2.6 Para lodo / j ,<2 € 71, U —/^2 implica C P U = 12.
Dem. Se deduce de la completitud del preorden y de la definición de 1a. equivalencia 
al final. ■

Capítulo 4
Relación con otros preórdenes
En este capítulo estudiaremos otros preórdenes con el fin de encontrar una relación 
entre cada, uno de ellos con el preorden Al final.
La. noción que utiliza cada preorden es diferente, por ejemplo el Causal Preorder 
de [1] relaciona procesos según el grado de paralelismo que tiene cada, proceso. Dice 
que el proceso x es más causal que el proceso y si x realiza menos acciones en 
paralelo que y. Nosotros probaremos aquí que un proceso que realiza más acciones 
en paralelo que otro, no necesariamente es más rápido al final.
Otro preorden estudiado y que tiene una relación con el preorden Al final es 
el Jsocalion Preorder de [6]. Este preorden relaciona procesos según el grado de 
distribución espacial de cada uno. Dice que el proceso x está, relacionado mediante el 
preorden con el proceso y, si x está, más distribuido espacialmente, que y. Mostramos 
en la segunda, sección de este capítulo que si x está, más distribuido espacialmente 
que ?/, entonces x es más rápido al final que y.
4.1 C ausal Preorder
En la, teoría de la, semántica, de los procesos [1], las transiciones son de la forma 
Pj —4 p2, donde pi,p2 son procesos, y u es un proceso determinístico, llamado 
computación.
Definición 4.1.1 El conjunto de computaciones, Comp, es generado con la, si­
guiente sintaxis:
u Nil | a.u | u|u
donde a £ Act.
Para, u £ Cojnp, sea —^4 la. menor relación binaria, en P, que satisface los axiomas 
y reglas de Fig. 4.1.
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Figura 4.1: Reglas de Inferencia
Figura 4.2: Conjunto de Axiomas
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La herramienta para relacionar el no-determinismo y la. concurrencia en el com­
portamiento de los procesos de P , es un preorden entre las computaciones < c. In­
tuitivamente si u,v  son computaciones, diremos que u <c v si u y v ejecutan las 
mismas acciones, pero en v se realizan en forma, más paralela. Formalmente, < c es 
la menor precongruencia en Com.p, que satisface el conjunto de axiomas de Fig. 4.2.
El preorden entre procesos de P, se define en base al preorden < c entre las 
computaciones de Comp.
Definición 4.1.2 Sean p, 7 e P, p Cc 7 si y sólo si existe una relación tal que, si 
(p,7) € 5P :
1) Para toda transición p ——V p', existe 7 ——>■ 7', tal que u < c v y (p',7') £ 9R.
2) Para toda transición 7 — q', existe p —^4 p', tal que u < c v y (p\qf) € 5?.
Prop osición 4.1.3 Sean Ey, E2 € P, entonces:
i) Ex
O. ^Ul E2 no implica E’2 Çc Ex
Sì Ex in Fs2 no implica Ej’l Qr. e 2
3) Ex Çc E>2 no implica E2 . in Ex
V Ex Qc E’2 no implica Ey in
 . 
^ 
« e 2
Dem
o a. a.
a—»
Ul a.a\c 4  c.(a|a) con g(a.) < g(c), sin embargo
a. a.1 c 4  c:.(a|a) g c a.a\c.
En Ej. 2.4.1 mostramos que a..a\c a .a |c4  c.(cr.|a) cuando g(a) < g(c).
Observemos (Fig. 4.3 a)) que la transición c.(n|o.) del proceso E2 puede ser 
imitada únicamente por la. transición c.a.a de E\, pero c.(a.|a) c.a.a.
2) a\b Cj a.b 4  b.a para, cualquier función de duración g, sin embargo a\b %c 
a.b-Lb.a
3) a.(b + c) + <i|6 Cc a.(b 4- c) 4  a\b 4  a.b, sin embargo a.(6 4  c) 4  a.\b 4  a.b 
a.(b 4  c) 4  a\b
Los procesos son equivalentes con el preorden Causa/(Fig. 4.3 b)).Cuando el 
proceso E2 elige ejecutar el subproceso a.b, el proceso E\ puede imitarlo con 
transiciones que tienen etiquetas equivalentes, según el preorden para, las mis­
mas. Para. la etiqueta, a y la b tiene las transiciones equivalentes del subproceso 
a\b, mientras que para, transición con etiqueta, a.b tiene la, transición con igual 
etiqueta, correspondiente al subproceso a.(6 4  c).
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Pero Ej, E\, justamente cuando E2 elige comportarse como el subproceso 
a.b el proceso Ey no tiene una forma más lenta ríe imitarlo, Ey terminará de 
ejecutarse en max(g(a), g(b)) mientras que E2 en g(a) -f 7(6).
4) a.b 4 b.a Cr a|/>, y a.b 4- b.a JjL9j a\b
Proposición 4.1.4 C/ coincide en P3Kq con .
Deni. Vale por el Teo. 2.3.5(2) y porque la bisimulación clásica, coincide con el 
preorden causal en P.,ff(p probado en [1]. ■
4.2 Location Preorder
En [f>] se defiríe un preorden que relaciona, procesos con respecto al grado de dis­
tribución espacial. Dados los procesos 7^, #2, diremos que Ey C/£2,si Ey es fun­
cionalmente equivalente a E2 pero E\ está, más distribuido qiie /?2- Se introduce un 
nuevo sistema de transición que relaciona, pares de procesos y secuencias de locali­
dades. Las secuencias de localidades indican donde las acciones son ejecutadas. El 
sistema ríe transición es de la siguiente forma.:
(/?, /Ir/, Loe, |  - ^ | a  £ Act,u £ Loe*})
donde Loe es un conjunto infinito de nombres de acciones (ly,l2, • ■ •), R es 
Conjunto de procesos con localidades, que se obtiene extendiendo la. gramática gene­
radora de P con el nuevo operador I. :: con / £ Loe, llamado prefijo. I :: E significa, 
que el agente E está, en la. localidad /.
El conjunto de procesos con localidades, /?., se genera con la. siguiente gramática.: 
r ::= Nil | a.E | E 4- E | r|7' | / :: r | reex.E  |
donde / £ Loe y a.E , reex.E son procesos de P cerrados.
Las regla,s para la. semántica operacional se pueden observar en 1a. Fig. 4.4.
El preorden está, basado en un preorden de las secuencias de localidades. Para, 
?/,u £ Loe*, n < 77, significa que u es una subpalabra ordenada de v. Sea r £ /?., 
anotaremos el conjunto de los nombres de las localidades atómicas que ocurren en 
r m edianl.e lor(i  ). A continuación fiam os la. definición formal del preorden.
Definición 4.2.1 Sean p, q £ P, p C/7 si y sólo si existe una relación tal que, si 
(77,7) £ para todo a £ Act :
1) Para toda, transición p p' con u = ly.. .1 .^1 y / & (loc(p) U loc(q)),implica
7 -“ 4 q' con v = l.\ . . .  tal que u < v y (p\ 7') £
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Figura 4.3: a)Procesos no relacionados con Qc ; b) Relación para ~ c
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2) Para, toda transición q -^4 q' con v = . l'm.l y l £ (loc(p) U loc(q)),implica
p --4  p[ con u — li . . .  /fc./,ta.l que u < v y (p\ qf) (E 9?.
La. definición original del preorden en [6] no requiere que el nombre de 1a. acción 
sea nuevo. En [4] aparece esta, nueva definición, que es equivalente a la original y 
permite una mejor comparación con el Performance Preorder. También con esta 
definición se facilita, la comparación con el preorden Al Final.
Cíorrieri prueba en [4] que C/implica con este resultado y el obtenido en la. 
Prop. 2.2.2, tenemos que si un proceso está más distribuido espacialmente que otro, 
entonces es más rápido al final que el otro. Mostraremos que no siempre que un 
proceso sea más rápido que otro, este lia de ser observablemente más distribuido 
espa.cialmente. Estos resultados se formalizan en la siguiente proposición.
Proposición 4.2.2 Sean /?i, E2 € P, entonces:
1) E\ Cy Ej no implica E\ C /E2
2) E) E-iE2 implica, E\ C / E2 
Dem.
1) a.a\c Cy a.a.\c -h c.(a.\a) con q{a) < g(c), sin embargo a.a\c-\- c.(cr,|a) %¡a.a\c.
Podemos observar en la Fig. 4 .5 que no hay forma de asignar localidades a las 
acciones del subproceso a.a\c cuando ejecuta, primero la acción c y luego las 
acciones a de manera que sea menos distribuido que la ejecución del subproceso
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2) En [4] so prueba Cpimp1ica C/, luego por transitividad con la Prop. 2.2.2, 
Cl/implica C/ .
La siguiente proposición estudia la relación que exite entre la equivalencia Al 
Final y la. equivalencia a la que induce el Locaiion Preorder, definida, usualmente 
como ~/= C/H □/.
Proposición 4.2.3 Sean E\ y E2 procesos de P.
1 ) E\ E2 implica E\ E2;
2) Existe una función de duración g tal que E\ E2 no implica E\ E2.
Dem. Se deriva de la Prop. 4.2.2. ■
Figura 4.5: Ejemplo de procesos no relacionados con Cj
4.3 R elación  entre ’’más paralelo” y ’’más rápido”
Poriríamos hacernos preguntas más interesantes aun, como ser ’’Existe un proceso E 
que sea a la vez estrictamente más rápido Al final que F  y estrictamente menos para­
lelo que F? ” La. respuesta a. esta pregunta es afirmativa, en 1a. siguiente proposición 
se enuncia este resultado. La prueba es simplemente un ejemplo, pues queremos 
demostrar ex i s ten ci a.
Proposición 4.3.1 Existen procesos E, F tal que: E \Zj F y E \ZC F
Dem. Demostraremos la existencia dando dos procesos E y F  que cumplen la 
proposición, para encontrar dichos procesos haremos:
i) Buscar E\ y Fi tales que:
Fj — jE\ y Cf Ft
ii) Buscar E2 y F2 tales que:
E2 —r F2 y F2 (Z/ F2
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iii) Considerando que :
Ac.t.(Ei) n Act^Ei) = 0 
Aci(F\) fl /4c/(F2) = 0,
con Act,(p) = Conjunto de acciones del proceso p.
Los procesos que buscamos son E = E¡ A- E2 y F = F\ + F2.
Sean los siguientes procesos:
i) E\ = a.a.a,\a.a.a + a.a.a.(a\a\a.) -f a.a.a.a.a.a 
Fi = a.o .a\a.a..a a .a.a.a.a.a.
Se cumple que:
-  E . C j  F ,:
No es difícil probar que:
a.a.a.{a.\a\a.) C/ a.a.a.a.a.a
pues el segundo proceso es absolutamente secuencial, con lo cual finaliza 
después de 6.g(a) unidades de tiempo mientras que el primero lo hace 
luego de A.g(a-).
a.a.a.(a\a\a) -4- a.a.a.a.a.a. C¡ a.a.a.a.a.a
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por (Teo. 2.4.9) eTdempotencía.
a,.a.a\a.a.a -f a.a.a.(a\n\n) -f a.a.a.a.a.a Cj a.a.a\a.a.a -f a.a.a.a.a.a 
por (Teo. 2.4.9).
-  Fx En
a.a.o.\a.a.a C/ a.a.a.(a\a\a)
vale ya. que el primer proceso finaliza, luego ríe 3.g(a) unidades de tiempo 
mientras que el primero lo hace luego de 4.<7(í7.) unidades.
a.a.a\a.a.a Cy a.a.a\a.a.a. a.a.a.{a.\a.\a)
por (Teo. 2.4.9) e ídempotencia.
a.a.a\a.a.a -f a.a.a.a.a.a C¡ a.a.a\a.a.a T n.a.rr,.(a|a|n) 4- a.a.a.a.a.a 
por (Teo. 2.4.9).
-  El Cc Fl
Se puede probar de una forma intuitiva, que el primer proceso es más 
secuencia] que el segundo, pues: a.a.a.(a\a\a.) <c a..a.a\a.a.a
-  Ex g c Ex
La misma transición de antes nos sirve para probar que F\ no es más 
secuencia! que E \.
ii) E2 — d.(b + c) + d\b
F2 = d.(b + c) T d\b + d.b 
Se cumple que:
~ ^2 L c ^2
-  E2 Cc e 2
-  E2 C j f2
-  f 2 2 /  e 2
Las pruebas son idénticas a las de la primera, sección de este capítulo. Necesi­
tamos que las acciones sean otras para que se cumplan las hipótesis para luego 
hacer la. suma, de procesos.

Conclusión
Memos definido una teoría para procesos con duración basada en el preorden Al 
Final. El principal objetivo era encontrar un modelo para representar esta clase 
de procesos, que permitiese establecer relaciones entre éstos, utilizando información 
relativa a la. velocidad o a la rapidez de cada. uno.
Este trabajo se basó en ([4]). Luego de leer su artículo, surgió la pregunta:
”Por qué la teoría basada en el Performance Preorder no permite es­
tablecer ninguna relación entre dos procesos x e y cuando x comienza su 
ejecución en forma más lenta que y, pero después de un tiempo acelera 
su comportamiento superando a.l proceso y?”
Esta pregunta nos motivó para comenzar la búsqueda de úna. nueva relación 
que considere las situaciones planteadas en la misma. El preorden definido aquí 
establece una noción de más rápido al final que impone condiciones más débiles 
que la noción de más rápido utilizada para el Performance Preorder. Para, que dos 
procesos bisimilares, estén relacionados con el preorden Al final, uno de ellos debe 
comportarse, a partir de un determinado momento y hasta el final, de manera más 
rápida sin tener importancia, como se comportaban antes de ese momento.
Los resultados obtenidos mediante el desarrollo se pueden resumir de la siguiente 
forma: En primer lugar, definimos teoría, en base a. una relación de preorden para 
procesos con duración. Probamos que esta teoría, es una, extensión de 1a. propuesta 
por Corrieri et. al en [4]. Luego demostramos que el preorden Al Final cumple la, 
propiedad de precongruencia para todos los operadores, excepto para el operador 
de reclusión. A continuación presentamos una. axiomatización para el preorden, 
demostrando que es correcta, y completa. Comparamos la relación propuesta con 
otros preórdenes que aparecen en la. literatura, encontrando que es incomparable 
con el Causal Preorder de [!] y que es estricatmente más amplio que el Location 
Preorder de [6]. Por último comparamos las nociones de m.ás paralelo y más rápido 
a.l final, probando que existen procesos que pueden ser estrictamente más rápidos y 
menos paralelos.
*
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R esum en
En el campo de la semántica de los lenguajes para descripción de procesos, hay 
un interés en la equivalencia funcional de los mismos. En muchos casos nos interesa, 
además de la equivalencia funcional, la información relativa a la eficiencia o a la 
rapidez de los procesos. Este será el enfoque del presente trabajo, donde estudiaremos 
relaciones que unen dos procesos equivalentes desde el punto de vista funcional, y 
entre los cuales uno de los procesos es más rápido, o igualmente de rápido que el 
otro.
Consideraremos que las acciones que puede ejecutar un sistema tiene asociado 
una duración no nula. Si un proceso tiene varios subprocesos secuenciales en paralelo, 
cada uno de ellos tendrá un reloj que se modificará solamente cuando una acción local 
al subproceso sea ejecutada.
La. teoría de procesos con duración propuesta por Gorrieri et. al. en [4], apunta 
a describir cuando un proceso es más rápido que otro a partir de un preorden donde 
todos los comportamientos de un proceso son idénticos a los de un segundo, pero se 
ejecutan siempre antes en el tiempo. Sin embargo, no permite establecer una com­
paración entre los procesos x e. y cuando y comienza rápidamente, mientras x, luego 
de un inicio más lento, acelera su funcionamiento superando a y. Dos procesos como 
estos, no aparecen relacionados de ninguna manera en la propuesta de Gorrieri. Aquí 
lo que se propone, es un preorden que permite establecer las mismas cosas que Gor­
rieri, y que además permite capturar este tipo de relaciones, al cual denominaremos 
Preorden Al final, y lo identificaremos con Qj .
Dos procesos P y Q están relacionados por el preorden Al final (P C / Q) si son 
funcionalmente equivalentes y P es, a partir de un momento y hasta el final, al menos 
tan rápido como Q.
Demostraremos que C / es una precongruencia para todos los operadores, excepto 
para la recursion. Probaremos también que la. teoría, que proponemos inluye en forma 
propia a la teoría definida por Gorrieri.
El preorden induce, de la forma usual, a una relación de equivalencia a la que 
denominaremos Equivalencia Al final.
Presentaremos axiomatizaciones del preorden y de la equivalencia para procesos 
finitos, que son correctas y completas.
Compararemos la. teoría propuesta con otras que surgen en la literatura. De­
mostraremos que es incomparable con el Causal Preorder propuesto en [1] y es estric­
tamente más grueso que el Location Preorder de [6].
Parte de los resultados que aquí se presentan se obtuvieron trabajando conjun­
tamente con Philippe Schnoebolen y Pedro D’Argenio. Algunos resultados obtenidos 
durante el desarrollo del proyecto fueron presentados en [10].
Las actividades involucradas en la preparación de este trabajo fueron parcial­
mente financiadas por el proyecto BID-CONICYT 140/94, Localidad y Duración en 
low Sistemas de Transiciones Asincronos.
