In this paper we introduce a novel adaptive approach for solving 1 -minimization problems as frequently arising in compressed sensing, which is based on the recently introduced inverse scale space method. The scheme allows to efficiently compute minimizers by solving a sequence of low-dimensional nonnegative least-squares problems.
Introduction
Compressed sensing and techniques exploiting sparsity in data analysis, image processing, and inverse problems recently gained enormous interest. Representing unknowns for (underdetermined) systems of linear equations in appropriate bases or dictionaries can be reformulated as finding the sparsest solution of a linear system Au = f, (1.1) with a matrix A ∈ R m×n , usually with m much smaller than n. In a natural way sparsity is measured via the number of nonzero elements in the vector u ∈ R n (the 0 -norm), which however leads to highly nonconvex problem when trying to find the sparsest solution. In order to avoid the high complexity of 0 -minimization, one uses a convex relaxation to minimize the 1 -norm instead, i.e., u 1 → min u subject to Au = f.
(1.2)
Various important results have been obtained on the equivalence of 0 and 1 -minimization under different conditions, we refer e.g. to [CT04a, CT04a, DE03, D06] .
Instead of a nonconvex problem, the 1 approach solves a convex problem with linear equality constraints, however still with a nonsmooth objective functional. Thus, the efficient numerical solution is often a challenge, in particular in large dimensions. A similar argument applies to regularized problems used in the case of noisy data, where one minimizes
Methods proposed for these problems are e.g. iterative thresholding [BD09, DDD04] [COS09a, COS09b] . These methods are formulated in general for problems of the form J(u) → min u∈X subject to Au = f, (1.4)
where J : X → R ∪ {∞} is a convex functional on a Banach space X and A : X → Y is a bounded linear operator between Banach spaces. The Bregman iteration constructs a sequence u k as minimizers of
where p k−1 is an element of the subdifferential of J at u k−1 , p k−1 ∈ ∂J(u k−1 ) = {p : J(u) − J(u k−1 ) − p, u − u k−1 ≥ 0 ∀u}. Each step is a penalized least squares problem with the (generalized) Bregman distance between u and u k−1 being the regularization functional. From the optimality condition a simple update scheme for the subgradients can be obtained as
which also allows to prove equivalence of the Bregman iteration to the well-known augmented Lagrangian method. The linearized Bregman iteration uses a first-order Taylor expansion of the least-squares term around the last iterate, i.e. u k is determined from minimizing
The dual variable is obtained correspondingly from
(1.8)
The application to compressed sensing appears obvious for J(u) = u 1 , care needs to be taken however for the linearized Bregman iterations since the functional E k is possibly unbounded from below in the 1 -case, one therefore frequently uses the elastic net J(u) = 1 2δ u 2 2 + u 1 with δ large. This does not harm the convergence to an 1 -minimizing problem, equivalence can be shown for δ above a threshold (cf. [Y10] ).
Interpreting λ as a time step of an evolution, one observes that the Bregman and linearized Bregman methods are backward respectively forward time stepping on the evolution equation (respectively inclusion) ∂ t p(t) = A * (f − Au(t)), p(t) ∈ ∂J(u(t)), (1.9) which is called inverse scale space method and analyzed in [BGO + 06]. The inverse scale space method appears not to be practical as a minimization technique at the first glance, since it is a nonlinear evolution equation. However, for total variation regularization it has been observed already in numerical experiments that the evolution has a discrete nature (also confirmed partly by theoretical results, cf. [BGO + 06, BFO + 07, B08]). There seem to be only few time steps where the solution u actually changes, while the dual variable evolves continuously. This observation is one of the motivations for this paper, in which we aim to obtain a similar or even more precise characterization of the inverse scale space for the compressed sensing setup (1.2) in detail and deduce an efficient numerical scheme.
Our second motivation are adaptive discretizations of operator equations (cf. [CDD01, CDD02, DDU02]), in particular greedy techniques, which are iterative methods that slowly but efficiently increase the number of degrees of freedom (often by one in each iteration step). It is rather natural to look for such adaptive discretizations also in the compressed sensing framework, because one looks for solutions with only few degrees of freedom (associated with the nonzero entries in u). One might hope to construct methods that slowly increase the support of the iterates towards the one of the sparsest solution, solving only (low-dimensional) linear problems on the support of the iterates in each step. Usually such adaptive methods are guided by a-posteriori error analysis and as we shall see below, a simple a-posteriori approach to 1 -minimization indicates that the supremum of A * (Au − f ) should be made small, which is exactly what the inverse scale space achieves (examine for instance the right-hand side in (1.9) and the convergence analysis in [BGO + 06, BFO + 07] reviewed in the next section). Our motivations suggest that the inverse scale space method applied to the compressed sensing setup will provide an efficient and adaptive approach when carefully analyzed and implemented, and this is indeed one of our main findings in this paper. We will show that there exists a discrete set of time steps t k at which the primal solution of the inverse scale space is changing and where u k = u(t k ) can be computed by solving low-dimensional systems of linear equations with nonnegativity constraints (which can often be even omitted in practice). The evolution of the dual variable is characterized as linear between the discrete time steps and hence can be computed explicitly as well. Moreover, the discrete time steps can be obtained from the supremum norm of the dual variable (respectively the residuum). Finally, the behaviour of p also provides the key to the adaptive refinement, i.e. the small index sets on which A has to be considered and the linear equations need to be solved. In addition to the setup in (1.2) we shall also consider the regularized problem of minimizing the functional in (1.3). This yields an inverse scale space flow of the form
has not yet been investigated in detail in literature, but for which we can obtain analogous results to the case α = 0. The convergence behavior of the explicit discretization of the inverse scale space flow, also known as linearized Bregman, has been studied before by Osher et al. in [OMD + 10] where it was discovered that the primal variable alternates between quickly converging to a new solution and stagnating, i.e. staying constant for long times. This fact was used to determine the stagnation time and immediately 'kick' the primal variable to a time where the next change of solution happens. Hence, 'kicking' is the first work to use the discrete nature of the inverse scale space flow. However, opposed to the method we propose in this paper, linearized Bregman is a discretization of (1.9). By analyzing the behavior of the subgradient we will be able to solve the (continuous) flow (1.9) exactly, without discretization of the underlying differential equation. The times at which the solution changes can be calculated exactly such that a stagnation is entirely avoided. Any change in the continuous inverse scale space flow solution happens instantaneously at discrete times.
Besides linearized Bregman with kicking our approach is also related to the technique of orthogonal matching pursuit (OMP) (cf. [PRK93, MZ93, TG07] ), which is a greedy method to solving the sparse approximation problem and iteratively adds components to the support of u whose correlation to the current residual is maximal. To be more precise the pseudo code for OMP is given in Algorithm 1 below. Although the motivation of OMP is very different than the one of inverse scale space methods, we will see that the first iteration of OMP coincides with the first step of our proposed approach to solve (1.9). We will discuss the differences to OMP in more detail throughout the paper and will furthermore provide a numerical comparison in Section 5.
Algorithm 1 Orthogonal Matching Pursuit 1. Parameters: A, f, threshold > 0 2. Initialization:
Another technique that aims at iteratively reconstructing the support of a sparse signal is iterative support detection (ISD) proposed by Wang and Yin in [WY10] . They iteratively solve a truncated 1 minimization problem on the coefficients that are currently not in the detected support and update the set of support coefficients by thresholding. Similar to the framework we propose in this paper, ISD can also change the support of the solution arbitrarily and does not lead to increasing, nested supports as OMP. However, ISD is not based on the inverse scale space flow (1.9) and does not aim at solving (1.2), which is a fundamental difference to our method. In fact, the first iteration of ISD requires to fully solve (1.2) already, such that the method proposed in this paper could even be combined with ISD.
The remaining part of the paper is organized as follows: In Section 2 we provide a review of the most important properties and convergence analysis of inverse scale space methods as well as their extension to the case of regularized variational problems, which allows for a refined convergence analysis. Section 3 discusses the specialization of inverse scale space methods to the compressed sensing setup and provides a characterization allowing to adaptively choose time steps and low dimensional discretizations in each step. In Section 4 we provide some further convergence analysis and subsequently discuss various numerical test examples illustrating the behaviour of the methods and a comparison to the well-known OMP method in Section 5.
Inverse Scale Space Methods
In the following we provide some basic facts about Bregman iterations and inverse scale space methods arising as their asymptotic limit. In this section we consider the general case as described in (1.4). In Section 2.2 we shall further discuss the application to the regularized problem
Starting point of the analysis is the Bregman distance associated with the functional J. For a subgradient p ∈ ∂J(u) the Bregman distance is defined as
Using the Bregman distance between subsequent iterations as a penalty in the least-squares problem, we obtain the Bregman iteration (cf. [OBG + 05]), computing u k as the solution of
Note that by subtracting constant terms not changing the minimizer this is equivalent to (1.5).
The optimality condition characterizing the minimizer u k is given by
Interpreting ∆t = λ as a time step and p k = p(k∆t) we find the equivalent relation
which is a backward Euler discretization of the time-continuous flow (1.9), i.e.
called inverse scale space method (ISS). The inverse scale space flow is a differential inclusion, it can also be formulated as a dual gradient flow using the relation p = A * q for some q, which allows to write
with the dual energy functional
where J * denotes the convex conjugate of J (cf. [ET99] ).
Convergence Properties
As a consequence of the limit from the Bregman iteration and the obvious decrease of the leastsquares functional in the Bregman iteration (cf. [OBG + 05]) we find
A second useful property concerns the decrease of the Bregman distance and the dissipation of the least-squares functional. Ifû is a solution of Au = f minimizing J then taking the duality product with u −û reveals
From this inequalty one can infer the major convergence properties of the inverse scale space method, namely
and -under appropriate conditions on J -the weak or weak-* convergence of u(t) to solutions of Au = f with minimal J along subsequences. Improved convergence properties can be obtained for data satisfying a source condition
Under such a condition one further obtains (cf. [BRH07] )
and q(t) remains bounded. In the compressed sensing setup this means that u(t) converges to an 1 -minimizing solution of Au = f (along subsequences if the latter is not unique). Moreover, (2.11) is automatically satisfied, which can be seen from the optimality condition in finite dimensions (which is the Lagrange-multiplier corresponding to Au = f ). Thus, the Bregman distance with respect to the 1 -norm converges at least at order t −1/2 . In addition to the above properties some regularizing features of the inverse scale space method have been shown under appropriate stopping rules for noisy data f ; we refer to [BGO + 06] for further discussion.
Inverse Scale Space Methods for Regularized Problems
In the case of regularized problems one aims at minimizing the functional
and corresponding Bregman and inverse scale space methods can be constructed as well by just replacing the least-squares functional with E. This finally leads to the flow (1.10), i.e.
for which analogous reasoning as in the case of the unregularized problem can be carried out, respectively some results can even be improved due to the presence of p on the right-hand side. First of all, one obtains a decrease of the objective functional, i.e.
Concerning the decrease of the Bregman distance we can show a stronger result:
be a solution of (1.10) for α > 0. Then, forû α being a minimizer of E, the estimate D
holds.
Proof. Taking the duality product of (1.10) with u −û α yields
where we have inserted the optimality condition forû α with subgradientp α ∈ ∂J(û α ) in the second line. The Gronwall inequality finally yields the assertion.
A similar result can be shown for the dual variable q satisfying p = A * q. Usinĝ
which by the continuity of A * also implies the exponential convergence of p = A * q.
Inverse Scale Space Methods for Compressed Sensing
In the following we are going to investigate the behaviour of inverse scale space methods in the compressed sensing setup
Notice that the subdifferential of the 1 norm can be characterized componentwise by
We start with a simple result that can be shown in a very general way for one-homogeneous regularization functionals (using a dual norm of the initial residual, cf. [M01, BO11]):
a solution (u, p) of the inverse scale space flow (3.1) is given by
Proof. We immediately see
The observation in Lemma 1 is the basis for further characterizing the inverse scale space flow for larger times. We expect changes in the primal variable u only to occur at some discrete time steps, when some |p i (t)| reaches the value one and that p behaves linearly in the intermediate times. It remains to characterize u at the discrete time steps t k . This can be understood from the limit of the Bregman iteration
as α → ∞. In order to obtain a minimum we expect the Bregman distance to go to zero, i.e. p · u = u 1 (thus p ∈ ∂ u 1 ), and the squared norm to be minimized subject to this constraint. In this way we can indeed compute the detailed behaviour of the inverse scale space flow:
There exists a sequence of times
) is a solution of the inverse scale space flow (3.1), where u(t k ) is a solution of
Proof. Due to Lemma 1 the assertion clearly holds for k = 0 (with t 0 = 0), noticing that
Now we proceed inductively. Given u(t k ) and p(t k ) we compute
where
holds. Now u(t k ) minimizes Au − f subject to the constraint p(t k ) ∈ ∂ u 1 , which we can rewrite as a linearly constrained quadratic problem of minimizing Au − f 2 subject to
From the optimality condition we obtain:
• u j (t k ) = 0 and
Hence the construction yields a solution in [t k , t k+1 ) and t k+1 is well-defined. The existence of u(t k+1 ) follows from a standard result for quadratic programs.
Theorem 1 provides a direct way to formulate the inverse scale space method as an adaptive scheme for compressed sensing. We will refer to this method as adaptive inverse scale space method (aISS):
Algorithm 2 Adaptive Inverse Scale Space Method 1. Parameters: A, f, threshold ≥ 0 2. Initialization:
Obtain t k+1 as the minimal time for which (3.8) holds Update the dual variable p(t) via (3.9) with t = t k+1
We want to mention that the solution of the quadratic programming problem in each step is a very low-dimensional one, since we can directly set u j (t k ) = 0 for |p j (t k )| < 1. Hence we can minimize the problem on the lower-dimensional index set I k of components where |p j (t k )| = 1. In most cases we expect the solution to be the same as (AP I k ) † f , hence we might try to solve the low-dimensional least-squares problem first and then check the signs of the solution.
The resulting characterization of the inverse scale space method is reminiscent to greedy methods for compressed sensing, in particular orthogonal matching pursuit (see Algorithm 1). We can easily see the differences concerning the structure of the algorithm
• OMP restricts the index set similar to the inverse scale space method, but does not enforce a sign constraint.
• OMP only adds single indices in each iteration, while it is possible to change the index set arbitrarily in inverse scale space methods (practical observations confirm however a change of only one index in a vast majority of cases).
• OMP -brought to the inverse scale space notation -uses the supremum norm of A T (f − Au(t k )) to select relevant indices, while the inverse scale space method uses sp(t k )+A T (f − Au(t k )) for varying s (related to t − t k ).
We expect the last point to be the major change from OMP to inverse scale space methods, the update of the dual variable encodes some history and improves the convergence behaviour. In situations where OMP performs well, the first two points are probably no major differences, since we expect to automatically find correct signs by solving the unconstrained least-squares problem and we expect the index set to increase by one in each step also in the inverse scale space method. The sign constraint and the different update of the index set (in particular also the chance to make it smaller) is expected to yield improved behaviour in situations where OMP does not perform well (see also the numerical examples in Section 5), it also reflects the convergence of the inverse scale space method in arbitrary situations.
In analogy to Theorem 1 and Algorithm 2 we can derive similar results for the regularized inverse scale space (1.10). The major modification is that the update of the dual variable (3.9) changes to
(3.10)
The related regularized-aISS-algorithm reads as Algorithm 3 Adaptive Regularized Inverse Scale Space Method 1. Parameters: A, f, threshold ≥ 0 2. Initialization:
Obtain t k+1 as the minimal time for which (3.8) holds Update the dual variable p(t) via (3.10) with t = t k+1 Compute I k+1 = {i | |p i (t k+1 )| = 1} end while return u(t k )
Further Convergence Analysis
In the following we provide some additional analysis confirming the favourable properties of the method in typical setups for compressed sensing. We shall assume that
whereû is the sparsest solution of Au = f . Here I denotes an index set, and P I the projection onto the elements supported on this index set. Hence, the above condition ensures that I is the index set of nonzero entries of the sparsest solution. In addition we shall assume a normalization condition on the columns of the matrix A, i.e.,
First of all, we can see that each iteration improves the approximation accuracy of the data:
Proposition 2. The approximation error Au(t) − f of the inverse scale space flow is strictly decreasing at the times t k , i.e.
Proof. We will prove the above Proposition in two steps
First part: Let us assume that p(t k ) / ∈ ∂|u(t k+1 )| 1 . In this case
Notice that u(t k+1 ) is a minimizer of
which can easily be verified by confirming that the formula for p(t k+1 ) coincides with the optimality condition of the above functional. Using (4.4) this yields the conclusion
and since
Second part: By construction, more specific by the choice of t k+1 , there exists an index i such that |p i (t k+1 )| = 1 and |p i (t k )| < 1. Let us assume p i (t k+1 ) = 1, p i (t k ) < 1, and i is -without restriction of generality -the only index at which the value of the subgradient becomes 1 (the negative case is similar and so is the case of multiple indices). We will show that u i (t k+1 ) > 0 which then (by the characterization of the subdifferential (3.2)) allows the conclusion
Now we can prove u i (t k+1 ) > 0 by contradiction. If we had u i (t k+1 ) = 0, we already knew that u(t k+1 ) = u(t k ). Based on our previous calculation, this would mean that also [A T (f − Au(t k+1 ))] i > 0. However, u(t k+1 ) is determined as the minimizer of
with Lagrange multipliers λ that enforce the constraint u j ≥ 0, if p j = 1, u j ≤ 0, if p j = −1, which means that λ j ≤ 0 if p j = 1, λ j ≥ 0 if p j = −1. Now the optimality condition to (4.6) in the i th coefficient tells us that
which is a contradiction to [A T (f − Au(t k+1 ))] i > 0. Therefore, our assumption must have been wrong and thus u i (t k+1 ) > 0, which means p i (t k ) / ∈ ∂|u(t k+1 )| 1 .
The previous proposition allows us to conclude the finite time convergence of aISS to an 1 minimizing solution:
Theorem 2. Let (u, p) be a solution of the adaptive inverse scale space method as above, then there exists a K > 0 such that t K+1 = ∞ and u(t) is an 1 -minimizing solution for t ≥ t K .
Proof. Let us denote
Notice that the solution u(t k ) and therefore the 2 error Au(t k
As we have seen in Theorem 1,
which shows that u(t K ) is an 1 minimizing solution.
The above proof of Theorem 2 yields finite time convergence but not much information about the complexity needed to reach the desired solution. In a reasonable setup we expect convergence with low complexity, i.e. few iteration steps with small support of the iterates. We shall obtain further information on the complexity by the following analysis. We start with a simple property for only one nonzero entry: Proposition 3. If |I| = 1 and let (u, p) be a solution of the adaptive inverse scale space method as above. Then u =û for t ≥ t 1 .
Proof. Let k be the index of the nonzero entry ofû. For t < t 1 we have
From (4.2) and the Cauchy-Schwarz inequality we see
Hence for t = t 1 we have |p i (t 1 )| < 1 for i = k and p k (t 1 ) equals the sign ofû k . Consequently u(t 1 ) is determined by minimizing Au − f over all u such that only the k-th component is nonzero and has the same sign ofû k , thusû is the obvious minimizer. Since A T (Au − f ) = 0 we obtain ∂ t p = 0 for t ≥ t 1 , thus u remains unchanged.
For more than one nonzero entry we need further properties of the matrix A, several of which are regularly used in compressed sensing. The most prominent example is the restricted isometry property (RIP) due to Candes and Tao [CT04a] , for which equivalence of 0 and 1 minimization can be shown. Here we shall use a weaker property due to Tropp [T06] , the socalled exact recovery condition (ERC), which can be used to show that also in the noisy case the exact support can be reconstructed:
Using the exact recovery condition we can verify that the inverse scale space method only operates on the support of the exact solution:
Proposition 4. Let f = AP Iû and let condition (4.7) be satisfied. Moreover let (u(t), p(t)) be the solution of the inverse scale space method as above. Then |p j (t)| < 1 for all j / ∈ I and all t > 0.
Proof. We look for a solution u = P I u and project the equation
onto I and with the regularity of (AP I ) T AP I we find
and hence
Since all initial values are zero we can integrate this identity to obtain
Now (4.7) and P I p ∞ ≤ 1 imply |p j (t)| < 1 for all t.
With (4.7) we can also obtain a result further confirming the optimal behaviour for a very small index set:
Proposition 5. Assume |I| = 2, (4.7), and let (u, p) be a solution of the adaptive inverse scale space method as above. Then u =û for t ≥ t 2 .
Proof. Without restriction of generality let |û 1 | ≥ |û 2 | > 0 be the nonzero elements. We already know that u j (t) = 0 for all t > 0 and j > 2, thus it suffices to consider the two-dimensional subspace. In the following, let A i denote the i th column of A.Ifû 1 > 0 then for 0 < t < t 1 we have
while forû 1 < 0 we can show in a similar fashion that
Hence, p 1 has the same sign asû 1 and by considering the different cases of signs forû 1 andû 2 one can easily verify that |p 1 (t)| ≥ |p 2 (t)|. If equality holds, then it is easy to see that |û 1 | = |û 2 | and thus, u(t 1 ) is obtained by minimizing the residual on the two-dimensional subspace with indices I. Since the signs of u i (t 1 ), i = 1, 2, are the same as the signs ofû i , we obviously have u(t 1 ) =û and thus u(t) =û for all t ≥ t 1 . If |p 1 (t)| > |p 2 (t)| the residual is minimized over the one-dimensional subspace with index 1 and sign constraint. It is easy to verify that u 1 (t 1 ) = 0 cannot be the minimizer, thus
and consequently p 1 remains constant in (t 1 , t 2 ). Due to Proposition 4 we must have |p 2 (t 2 )| = 1 and it is easy to check that the sign of p 2 equals the sign ofû 2 . Hence, the minimization of the residual at time t 2 is carried out over the two-dimensional subspace I with same signs asû, which implies u(t 2 ) =û and thus, u(t) =û for t ≥ t 2 .
Numerical Results
In the following we provide some numerical investigations of the adaptive inverse scale space method in different setups and discuss the comparison with OMP.
Random Matrix
To get a better understanding of the behavior of the inverse scale space flow, let us look at the simple case of generating a matrix A ∈ R m×n , n << m, with random values between 0.5 and -0.5. We normalize each column with respect to the two-norm and generate a signal u true which has random values between -5 and 5 at s random indices, where the sparsity level s is small in comparison to the size n of the signal. The data is generated as f = Au true . Figure 1 shows the aISS iterations as well as u true for an example of n = 50, m = 1000, and s = 5. We can see that on the first seven iterations aISS reconstructs one peak at a time. The first three peaks are indeed peaks of the true solution. The peaks reconstructed in iteration four and five are not part of the true solution. However, in the course of the iteration aISS does find the remaining two true peaks and immediately eliminates the three false peaks in the last iteration as the subgradient of the last missing peak (at index 310) reaches 1 and therefore is included in the support.
For more complicated examples our method changes its support more frequently. It can remove indices from the support not only on the last iteration and might also change more than one index at a time. We expect the ability to arbitrarily change the support to be an advantage over OMP.
Comparison with OMP
In this subsection we compare aISS and OMP in two steps. First, we will describe the problem of monotonic increase of the support of OMP and present an algorithm to construct a sensing matrix A and a signal f for which OMP fails. Second, we will compare aISS and OMP on different types of matrices including random matrices, combined wavelet matrices, and ill-conditioned matrices arising in dynamic positron emission tomography (PET) to see how frequently the problem setup we present in the next subsection occurs in realistic, practical settings.
A counter example for OMP
As discussed before, a major difference between OMP and aISS is that OMP never decreases the support of the solution and (in the terminology of aISS) resets the dual variable/subgradient after each iteration, whereas aISS is able to decrease its support and continuously evolve the subgradient, taking the information of all previous iterations into account. In this subsection we will show that this difference can have a major effect on the reconstruction results leading to arbitrarily non-sparse results of OMP while aISS can still recover the exact solution.
We can construct an example for which OMP fails as follows: Assume we have data f which can be written as f = c(v 1 + v 2 ) for two normalized vectors v 1 , v 2 and a constant c. In the end, we will include v 1 and v 2 in our matrix A, since this will guarantee the sparsest solution of Au = f to be 2-sparse. We start the construction of A by choosing a small , setting A 0 = ∅, and define an r 0 = f , which will correspond to the residual in the construction. Let f ∈ R n then we iteratively choose for i = 1, ..., n
where (A i ) † denotes the generalized inverse of the current matrix A i . The first step takes the current residual and deflects it by a small in the direction of the i th unit normal vector. This will make OMP select this vector in the i th step since for small enough, the correlation of this vector to the current residual will be maximal. However, the small disturbance will lead to OMP not having converged yet. Therefore, we compute the next residual r i that will come up in the OMP algorithm and again provide a column in A i that has a very high correlation to this residual but does not enable the method to solve A i u = f exactly. Iteratively we construct n such vectors. Note that n is the least sparse vector one can get for the description of f ∈ R n , since any additional vector would automatically be linearly dependent. Finally, we add v 1 and v 2 as the last two columns to obtain the final A = [A n , v 1 , v 2 ], which we normalize afterwards. Although v 1 and v 2 are sufficient to describe f they will likely not have the highest correlation to any residual of OMP. Figure 2 shows some iterations of the OMP algorithm on an A constructed as described above with n = 50 and v 1 = e n , v 2 = e n−1 , f = 0.5v 1 + 0.5v 2 , = 0.15. As we can see OMP indeed adds one component after the other until at the 50 th iteration it finally has the maximum number of linearly independent vectors in R n and can therefore reconstruct f exactly. The OMP answer is as non-sparse as possible although the input signal was 2-sparse (which is the sparsest possible without being reconstructed in 1 iteration by either of the two methods aISS or OMP). Now let us take a look at the iteration of aISS for the same example. Figure 3 shows not only the solution at each iteration but also the corresponding subgradient since this is crucial for understanding the difference between the two methods.
We can see that the first three iterations coincide with the OMP method, and components corresponding to a high correlation with the residual are added to the set of non-zero elements. However, the subgradient shows that aISS 'sees' that the last two components in the matrix A also have a good correlation to the signal f . Their correlation is not as high as for the first columns of A which is why neither aISS nor OMP added them immediately. However, OMP basically resets the subgradient at each iteration and includes the vector with the highest correlation to the residual. aISS on the contrary, does not reset the subgradient and keeps adding to the correlation of the last 2 vectors until, at iteration 4, the subgradient of components 51 and 52 hits 1, which immediately leads to the right, 2-sparse answer. aISS converged in only 4 iterations to the correct answer while OMP converged in 50 iterations to the least sparse answer possible.
Random Matrices and Combined Wavelet Basis
In this subsection we will investigate how aISS and OMP compare on noise free data. The criteria for our comparison will be 1. Frequency of exact recovery of the sparsest signal.
2. Sparsity of the solution each algorithm found, i.e. number of non-zero elements |u| 0 .
3. Number of iterations each algorithm took.
Runtime of each algorithm.
The tests will be based on cases, where neither of the two algorithms is guaranteed to converge to the sparsest solution (for theoretical guarantees for this kind of convergence see for instance [NTV08] ). Notice, that aISS will always converge to the 1 minimizing solution of Au = f . The criteria of frequency of exact recovery as well as sparsity of the solution are therefore rather based on the question whether the 1 minimizing solution coincides with the 0 minimizing solution than a convergence/quality property of our algorithm in particular. The examples where aISS does not reconstruct the sparsest solution are therefore a violation of the requirements we need for the 1 minimizing solution to be the sparsest solution. In the first experiment we generate a matrix A ∈ R 128×512 with random entries between -0.5 and 0.5. Then, we normalize each column of A and generate a signal u true also with random values between -0.5 and 0.5 at s random indices. s is the sparsity level of the true, sparsest solution. We vary s from 10 to 60, run each algorithm 50 times per s, and record the comparison metrics described above. Figure 4 shows the results among all sparsity levels.
We can see that the greedy approach to 0 minimization works much better in this example. The frequency of exact recovery is higher, and even for the cases where the sparsest solution is not recovered exactly, the sparsity of the OMP solution is much better than for the aISS solution. Furthermore, OMP obtained its results in fewer iterations and less runtime.
Despite the very good results OMP gave in this example, we will see that this is not the case in general. In our second example, we create the random matrix A in the same fashion as in the previous experiment. The only change is that we generate the signal u true as a random sign function at s coefficients, i.e. we set s values in u true randomly to -1 or +1. As we can see in Figure 5 this changes the results dramatically.
In this case, aISS clearly outperforms OMP regarding the quality of the results, yielding better frequency of recovery and sparser solutions. It is interesting to see that the aISS recovery frequency stays almost the same as in the previous example, whereas the recovery frequency of OMP dropped significantly. Note that the number of iterations of OMP and aISS is very similar up to a sparsity of 32 of the input signal. The runtime is almost the same up to a sparsity of 28. After that, aISS pays for the higher accuracy and higher sparsity with more computational afford -however, even for the most complex example the runtime is below 0.5 seconds using a Laptop with 2Ghz dual core processor and 3GB memory.
We obtain similar results on more structured, over-complete basis like the combination of Matlabs 'Haar' and 'Daubechies4' basis for a level 6 decomposition. With A being generated as the normalized combination of those two bases, again using 128 to be the number of rows of A, we choose a signal u true also with random values between -0.5 and 0.5 at s random indices. Figure 6 shows the comparison of OMP and aISS in this test case.
First of all we can see that this example was more challenging for both algorithms yielding a lower frequency of recovery at earlier iterations in comparison to the random matrices. Again, aISS outperforms OMP in terms of frequency of exact recovery and sparsity of the recovered signal. In this case, even the number of iterations is similar, whereas the runtime is similar up to iteration 20, then increasing stronger but still being relatively fast.
As mentioned earlier, aISS finds the 1 minimizer which might not be the sparsest solution. Thus, we could also compare two other cases: If among all examples mentioned above, we compare OMP and aISS only on the cases where both methods reconstruct the sparsest solution exactly, OMP gives the correct result faster only needing about 0.0045 seconds whereas aISS needs 0.027 seconds on average. This difference in speed is also due to the average number of iterations needed to find the solution which is 16.2 for OMP and 30.3 for aISS. Comparing the methods only for the cases where the 1 minimizing solution coincides with the 0 minimizing solution we have a sparsest signal recovery rate of 100% for aISS and about 75.8% for OMP. In these examples the average OMP solution is much more dense with an average number of non-zero coefficients of 32.4 opposed to 17.3 for the aISS solutions.
To also compare OMP and aISS on matrices A used in practical applications we will discuss temporal basis functions for dynamic PET in the next subsection.
Temporal Basis Functions for Dynamic PET

In [RMS
+ 07] an exponential basis operator has been introduced in order to improve dynamic Positron Emission Tomography (PET) images. For applications like e.g. myocardial perfusion quantification (see for instance [BKW + 08]) it is a standard assumption that the measured dynamic signal is a composition of a so-called input function (which we assume to be known) and a Laplace-convolution of that input function with a specific exponential function. In this short computational example we therefore intend to solve the inverse problem Au = f with the operator A given as the linear combination
of basis functionsb n (t) defined as and normalized with respect to the · ∞ -norm. Hence, we obtain a fully discrete matrix A ∈ R 26×62 , for which it's columns (which are the discrete analogue of the basis functionsb n ) can be seen in Figure 7 . As in the previous examples we are going to normalize the columns of A in order to weight the basis functions correctly and not to distort reconstructions. Figure 7 makes already clear that the considered matrix is very ill-conditioned, since the columns appear to be very similar to each other.
As described above it is very natural to assume the exact signal g to be a composition of the function h and one single basis function. We therefore define an example such that the true and the exact data g = Au true . Moreover, we compute a set of noisy datum f , for which we disturb g with normal-distributed noise with mean zero and standard-deviation σ. In Table   Noise Level Table 1 : Comparison of aISS and OMP for the matrix A as defined in (5.1) with normalized columns in terms of runtime, sparsity of u ( 0 ), 1 -norm, error to u true , standard-deviation between Au and g and standard-deviation between Au and f . All computations have been made on a laptop with a 2.53 GHz dual core processor and 4 GB memory.
1 we have listed the results of several computations with metric values similar to the ones of the previous comparisons. We have compared the runtime, the total number of non-zero coefficients, the 1 -norms as well as a normed 1 -difference between u and u true (with u denoting the reconstruction), and the standard-deviations between Au and g and Au and f , respectively, for different noise levels σ. The results are average values over 1000 computations for each value of σ. In the case of σ = 0 we have stopped the aISS-and OMP-computations according to the discrepancy principle that if the standard-deviation between Au and f is below σ the computation is stopped. It can be seen that for any σ the OMP algorithm needs less iterations and therefore less runtime than the aISS algorithm. However, regarding the quality of the results the aISS outperforms OMP for each σ-value, which we would also expect since the matrix is highly ill-conditioned. In the noise-free case aISS perfectly recovers the two desired coefficients after 21 iterations, while OMP recovers 12 coefficients in order to somehow approximate the exact data without reconstructing a sparse solution. In the presence of noise and by applying the discrepancy principle (which might not guarantee the algorithm to stop at the iteration that produces the best result) we see that aISS is not always computing the sparsest approximation, since the average 0 -value is larger than two. But in comparison to OMP the results are significantly closer to two-sparsity as the results with OMP. The 1 -norms of the computed aISS-solution are closer to the 1 -norm of the true signal, and the weighted 1 -norm between reconstruction and exact solution is also lower for aISS-than for OMP-computations. In addition, the standard-deviation of Au to Au true (= g) is smaller in the case of aISS than for OMP; the OMP solutions better approximate the noisy data f . Moreover, we have plotted exemplary reconstructions in Figure 8 for particular noisy functions f that can be seen in Figure 9 . For moderate noise aISS is able to recover the true support of the exact solution. Note that there is no additional positivity constraint in the computation of aISS. In the presence of more severe noise neither OMP nor aISS can obtain the true support, which surely is a result of the severely ill-conditioned matrix A, but might also be a consequence of the early stopping due to the discrepancy principle.
Finally, we also run several tests for Algorithm 3, computing a solution of the regularized inverse scale space flow (1.10). We compute the average values over 1000 reconstructions for α varying between 0.001 and 1, for different noise levels with standard deviation σ. In Figure 10 we plot almost the same attributes as we have compared in Table 5 .2.3 (except for the standard deviation between Au and f , which is similar to the standard deviation between Au and g), for varying α and the different noise levels. Obviously the runtime as well as the number of iterations decreases for increasing α, which seems to be very natural since a more regularized solution should become sparser. This is indeed the case if we take a look at Figure 10(b) . Moreover, the 1 -norm (which is ≈ 2.201 for u true ) is monotonically decreasing for increasing 0 -norm, 1 -norm, weighted 1 -deviation between u and u true , standard deviation between Au and g and the number of iterations, over 1000 computations per α-and σ-value, for α ∈ [0.001, 1] and σ ∈ {0, 0.0075, 0.0125, 0.03}. All computations have been made on a computer with 2.83 GHz quad core processor with 8 GB memory.
α, which we also would expect. The weighted 1 -difference reveals interesting insights, since for increasing α in the noiseless case the difference first increases (up to an α-value of about 0.57) and then decreases again; in the case of noisy data, the behaviour is similar, except for a slight decrease for small α, indicating that the optimal α seems to be somewhere in between 0.001 and 0.05. The standard deviation between Au and g is almost monotonically increasing, which is not surprising but rather expectable.
Conclusions & Outlook
We have investigated inverse scale space methods and proposed a new algorithm for solving the inverse scale space flow of 1 regularization, which converges in finite time by iteratively solving low dimensional non-negative least squares problems, and in addition bears an interesting resemblance to the well-known orthogonal matching pursuit method. Several convergence properties have been shown and extensive numerical comparisons to the OMP algorithm have been presented. The new adaptive ISS method seems to provide robust and qualitatively better results in particular for ill-conditioned problems, while still being very efficient.
In future research we will extend the aISS model to regularization functionals other than 1 and also investigate inverse scale space flows corresponding to data fidelity terms different from 2 .
