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The numerical schemes used to calculate the stationary distributions of Markov 
chains arising from a genetical problem on inbreeding plant populations with selec- 
tion are described. Careful treatment is necessary because the distributions are sur- 
prisingly ill-behaved analytically. Examples are given, and the moments of the dis- 
tributions are also derived. c 1986 Academic Press, Inc. 
1. INTRODUCTION 
In this paper, we provide an example of an apparently unexceptional 
Markov chain, arising naturally from a genetical problem on inbreeding 
plant populations, whose stationary distribution can be extremely ill- 
behaved analytically. 
The stationary distribution of a Markov chain, or at least the moments 
of this distribution, are of interest in many applications. When the state 
space is continuous, the distribution is typically given by an integral 
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equation which will generally require numerical solution. The potential 
problems involved in this process are commonly neglected, Application of 
routine methods tacitly assumes that the stationary distribution is in some 
sense well behaved. Our example illustrates the potential pitfalls of such an 
approach and shows that a careful treatment of the numerical solution 
method is necessary. It also demonstrates that the use of moments alone 
[3] may give an inadequate description of the behaviour of the stationary 
chain. 
In Section 2 we describe the genetical background to the problem. Sec- 
tion 3 derives the integral equation for the stationary density in general, 
then in Section 4 we solve this equation numerically in two important 
cases. Some illustrative graphs are presented in Section 5 and the final sec- 
tion describes the calculation of moments of the stationary chain. 
2. GENETICAL BACKGROUND 
In seeking to understand the genetical composition of a population, and 
its change with time, evolutionists have stressed the balance between con- 
tending forces [ 10, 111. Two prominent forces in plant populations are the 
mating system, which determines how gametes unite to form genotypes, 
and selection pressure, which results from differential survival rates 
between genotypes. Much of the analytical theory dealing with these 
evolutionary forces in plant populations employs deterministic models [ I]. 
Yet both the mating system and the relative survival rates may fluctuate 
randomly with time. Hence an important issue is the extent to which the 
evolutionary theory of deterministic models is robust to such stochastic 
effects [2, 3, 61. 
To this end, we consider here the following stochastic linear fractional 
recurrence formula, which expresses A, + I) the frequency of homozygosity 
at a diallelic locus among mature plants at the (j+ 1)th generation, in 
terms of A,, its frequency in the preceding generation: 
Ai+,= 
(1 -s,)(l +X),1 
2-s,-S,XiA, ’ (1) 
This is a simplified model population, assumed to be of infinite size, dis- 
crete generations, and not subject to migrational or mutational effects at 
the specified locus; see [3]. The relative survival probability of 
homozygotes to heterozygotes i  (1 - s,): 1 in the jth generation. This kind 
of selection is known as a symmetric viability model, and when 0 < sj < 1 
the equilibrium frequencies of the two alleles are maintained at +. The 
quantity xi refers to the fraction of the seeds produced by self-fertilization 
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for each surviving mature plant in the jth generation. The remaining seeds 
are produced by outcrossing, that is they result from pollen grains sampled 
at random for the entire population. 
In the deterministic version of (l), X, and sj are both constant and it is 
then easy to show that A,, , converges, as j -+ cc, to the smaller root of 
xa = c(s, a), (2) 
where 
c(s +w4-4 
7 l-s+sa . 
The case of variable outcrossing and constant selection was recently dis- 
cussed in [3]. However, that paper analysed only the mean of Aj for com- 
parison with the deterministic theory, and it further tacitly assumed that an 
equilibrium distribution possessing a first moment existed in some sense. In 
this paper, we prove that an equilibrium density does indeed exist in 
general, and then calculate it for two stochastic models, as the solution of a 
slightly nonstandard Volterra integral equation. 
3. DERIVATION OF THE EQUATION 
We assume that, in equation (l), {X,} and (s,), j= 0, 1,2,..., are sequen- 
ces of independent and identically distributed random variables on [0, 11, 
with distribution functions F(x), G(s), respectively. It is then immediately 
clear that the random variables Aj, j = 0, 1,2,..., form a Markov chain with 
stationary transition probabilities, with state space [0, 1 ] [S, VI.1 11. 
Equation (1) leads directly to a recurrence relation for the distribution 
function of the Aj. If Pj(a; a,) = Pr(A, 6 a 1 A, = a,), then 
Pj+ I(u; u,)=/’ 1’ Pj(XplC(S, u); ~0) OF ~G(s), 
0 0 
(3) 
forj= 0, 1, 2 ,.... 
To prove that P(a) = lim,, co P,(a; a,) exists and is a distribution 
function for all a,, we require several results from the theory of Markov 
chains. We assume throughout that F has a density f: 
An outline of the proof is as follows. 
(a) The chain is &irreducible [9, Def. 2.11, with 4 as Lebesgue 
measure on the state space. Thus there is at most one invariant probability 
measure [9, Sect. 41. 
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(b) The chain is weakly continuous [7, Sect. 43, since the one-step 
transition distributions 
Pr(A,+, <a]Aj=ar)=ji jy”f(x)dxdG(s) 
are continuous in a’. Since the state space is compact, there is at least one 
invariant probability measure P [8, Theorem IV.3.11. 
(c) The chain is not periodic so the unique invariant probability 
measure P implied by (a) and (b) is indeed the limit of the Pj(. ; a,), except 
perhaps for a P-null set of aO. But the chain is also strongly irreducible so 
this null set is in fact empty [9, Proposition 4.21. 
(d) Finally, it is clear that P must have a density rt with respect to 
Lebesgue measure whenfexists (this is easily proved by contradiction). 
To summarise; under the assumption that F has a density f, the Markov 
chain has a unique stationary probability density rt which satisfies the 
integral equation 
n(a) = J: 2 {J: yf(x) dr) dG(s). (4) 
Numerical solution of (4) is in principle possible for any f and G but, as 
we show below, uncritical application of standard techniques may lead to 
convergence and accuracy problems. We proceed to derive suitable 
numerical solution schemes for (4) in two important special cases. 
4. THE SOLUTION METHOD 
Case 1. s Constant, X Beta-Distributed. This corresponds broadly to 
the case considered in [3], except that there X usually had an arbitrary 
distribution. In that case, Eq. (4) reduces to 
Since f(x) =O, x<O, we find that n(a)=0 for a< (1 -s)/(2 -s). In 
addition, as c(s, a) > u for cr> min{ 1, (1 - s)/s), it follows that n(a) =O, 
a>min{l, (l-$)/s}. 
We choose the beta family as a simple flexible parametric class of den- 
sities on [0, 11, that is, 
Kx”( 1 - x)” m=(, (0 < x < 1 ), (otherwise), (6) 
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where tl, /I > -1 and K= {jh xa( 1 - x)~ dx} -l. Then (5) becomes 
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n(u) = Kc” $ jc; -$$ (x - c)~ dx 
. (7) 
To facilitate the numerical solution of (7), it is necessary to examine the 
analytical behaviour of the density 71 in further detail. Let a, = 0 and define 
a,, = da, + I), v = 0, l,... . 
Then a, + , > a,, v =O, l,..., and 
1-S 
lim u,=min l,--- , 
“‘a2 i i S 
Since 
a, =(l -s)/(2-s) 
we may write 
and thus P(u) may have an algebraic singularity at a = a,. From (7) we 
have, for a,<u<u,, 
ac ’ 7c(cx) = Kc” - n(x) au -iTQ+--w s (8) 
and as (x - c(u)) is smooth for a N u1 and x > a,, we obtain 
x(a) = (a-%)@ v,,,(a)7 u>u,, u-al, 
where v,,~ is a smooth function, Substituting this expression in (8) yields 
7c(u)=(u,-u)“+~+’ Cut,o(a) + ul,l(a) lOkd% - a)1 
+ Yl,O,O(~)? u<u2,u-u~, 
where ul,op ql, and yl,o,o are smooth functions. 
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Continuing in this fashion we find that for a,, < a < a, + , , 
v-1 
n(a)=(a-u,)“+“-‘)(B+” 
,;, %%k(au%da - %)lk 
+ ‘1’ (a- a,)k(P+ ‘) i &.J&)[log(~- a,)]’ 
k=O r=O 
(94 
for uwuV and 
n(a)=(u,+, -u)a+v(b+‘) i U,*k(u)[log(u,+,-u)]k 
k=O 
Y ~ I 
+ c (~v+,-~)~(‘+‘) i: ~“,k,~~a~~lo~~u”+,-u~~’ (9b) 
k=O r=O 
for u N a, + 1, where b,k, wv,k,ry %,k, and yv,k,r are smooth functions of a. 
Some simplification is possible for special cases. For example, u,,k = u,,~ = 0, 
k > 0 if 01 + l/? is not an integer for any I = 1, 2 ,..., while y,,k,, = w,,~,~ s 0 
k > 0 if I/? is not an integer for any 1= 1, 2,... 
This information about the possible singularities of 71, as given by (9a), 
(9b), is important when calculating a numerical solution to (7). Since any 
singularities will occur at the points a,,, v = 1, 2,..., additional collocation 
point can be used about these points when approximating the integral in 
(7) numerically. Alternatively, and this is the approach we have adopted in 
our numerical calculations, the dominant singularities can be used in a 
product integration scheme (see, e.g., [14]) for the discretization of the 
integral in (7). In either case one obtains an algebraic eigenvalue problem 
which can be solved by standard methods. 
If the analytic behaviour of n is not explicitly acknowledged in the com- 
putational procedures, the procedures will encounter convergence and 
accuracy problems at any singular point. 
While the above treatment is heuristic, it could be made rigorous by a 
lot of straightforward but tedious analysis. Since such detail would obscure 
the germ of the method, and dissipate the point we wish to make about the 
possibility of unexpected behaviour in apparently unexceptional Markov 
chains, it is omitted. 
Case 2. s Uniformly Distributed, X Beta-Distributed. This case is 
chosen as a representative xample of what can happen when selection 
varies between generations. After a change of variable, (4) reduces to 
(;)dxdc, (10) 
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and so clearly, for 0 < a < f , 
K, 




is a constant. Of course, K, = n(0). 
We now examine the behaviour of R when f is given by (6) in further 
detail. For a 3 4, (10) becomes 
1 1 
n(u)= (142 I 
1-C 
211-,iT2u s 
l 4x1 - (x - c)~ dx dc. 
c Xa+p+l (13) 
Let 
a,= l-2-“, v = 0, 1) 2 )... 
Substituting (11) into (13) now yields 
4a) = (a - a, 1 Ul,l(Q) lOkT(U - a,) + ~,,o,o(~) 
for u-al and ~>a,, where u,,i and wl,o,o are smooth function of a. Con- 
tinuing in this fashion, we find that for a, < a < a, + , , v > 1, 
v-1 k 
+ c t” - uv)k(B+2) c w”,k,r(“)[iog(u - u”)l’ (14a) 
k=O r=O 
for u-u, and 
v+l 
~(u)=(u,+,-u)“‘P+2’+’ 1 &k(u)[bg(a,,+, -a)lk 
k=l 
k 
+ k (u”+, -“)k(P+2) c Y”,k,r(“)[log(uv+l -u)l’ (14b) 
k=O r=O 
for u-uv+i. Again, considerable simplification is possible in many cases. 
For example u,,~ = u,,~ s 0 if tx # 0. 
It is interesting to note that the possible singularities in (14a), (14b) are 
not as extreme as those in Case 1; cf. Eqs. (9a), (9b). However, as 
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previously, a knowledge of the potential singularities is still necessary for 
the construction of numerical schemes. In our calculations, we found that 
rc(u) could be adequately represented by a piecewise linear polynomial 
provided that a,,, v = 0, l,..., coincided with the breakpoints when the 
magnitude of ~(a,) was significant. 
5. SOME EXAMPLES 
To illustrate this analysis, we present two figures. Figure 1 shows n(.) for 
fixed s = f and a = fi = 0; that is, X is uniformly distributed. Note that, even 
in this apparently unexceptional case, n(.) has a discontinuous derivative at 
a2, = t here, as can be derived analytically. Its range is (4, 1). 
Figure 2, which shows rc(.) for fixed s=; and a =O, p= -0.8, is more 
dramatic. Here, n(e) has a series of cusps at the points a,, the left hand 
derivative at a2 = 4 being + co. The spiky nature of this function is 
unexpected, and would clearly make an uncritical numerical evaluation of 
rt(.) very dubious. 
When both a and /? are negative, we see from (9a), (9b) that n(.) will 
have singularities at the early a,, and so will initially proceed in a series of 
unbounded U-shapes. While this picture is a rather striking result from an 
apparently regular problem, it is consistent with its genetical genesis. For a, 
/? < 0 means that the outcrossing values X, will tend to be close to either 0 
or 1. When Xj=O, A,+,=(l-s)/(2-~)=a,, after which a series of Xis 
equal to 1 will produce Aj’s which follow the sequence u2, a3,.... Thus we 
FIG. 1. The equilibrium density x when a = 0, b = 0. s = 3, 
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FIG. 2. The equilibrium density K when a: = 0, B = -0.8, s = i. 
would expect the frequencies Aj to be concentrated around the a,, which is 
strikingly borne out by our analysis. 
As a point of interest, we originally attempted to calculate rc by 
representing it as a linear function of Jacobi polynomials. The figures show 
why this approach was doomed, and why the more detailed analysis given 
here was necessary. 
6. MOMENTS OF n(.) 
We pointed out in the Introduction that for a nonsmooth density, low- 
order moments by themselves will not provide a very illuminating picture 
of its behaviour. For instance, the unusual features in Fig. 2 can never be 
deduced from moments. However, they will still be of interest in many 
cases, so we describe briefly how to calculate them for arbitrary $ Let 
pk = E( Xk). 
s fixed: From (1) 
SAj+l 2 1+-z- 
l-s 2-s 
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whence, in equilibrium, 
(15) 
for n = 1, 2,.... Equations (15) can now be truncated, and the moments 
calculated to any desired accuracy from the resultant linear system. 
In the first example of Section 5, when X is uniform and s = t, E(A) = 
0.4431, E(A2) =0.2013 from both (15) and direct numerical integration; 
truncation to just five equations was sufficient to achieve this four-figure 
accuracy. 
s uniformly distribured: From (10) and (11) for n = 1, 2, 3,..., 
+fj;--&{l-(l-c)‘P’)(e) j<‘Tf(f)dxdc. 
(16) 
So, for n = 2, 3 ,..., 
using (12) and K, = z(O), 
(18) 
Direct calculation from (16) shows that (17) holds for n = 1 also, whence 
E(A2)=(2-fp,)E(A)-4. (19) 
So after calculating E(A) numerically from its integral, the remaining 
moments follow by recursion from (18). 
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As an example of the accuracy of-this method, if X is beta-distributed 
with CI= fl=$ then E(A)=0.38923 and E(A2)=0.1811525, from (19), or 
0.18 112 by numerical integration. 
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