























There has been great  interest  in  the use of  linkographies  to describe  the events  that  take place  in design 
processes with the aim of understanding when creativity takes place and the conditions under which creative 
moments  emerge  in  the  design.  Linkography  is  a  directed  graph  network  and  because  of  this  it  gives 
resemblance to the types of large complex graphs that are used in the space syntax community to describe 




















system  is  that  linkography has a  time  factor. A  linkograph  is constructed  from nodes  that  represent each 
segment  in  the design process  (according  to  time) and  is based on parsing  the dependency  relationships 
between those nodes. 
Because it is a representation that traces the associations of every single utterance, the design process can 





artefacts  that  are  formulated  at  such  events.  Linkography  and  urban  systems  deal  with  multi‐level 
complexities, the overall goal of the proposed analytical method  is to reveal the relationship between the 
parts (sub‐networks) that constitute the system and the whole. 
The  relationship  between  the  sub‐systems  or  the  partial  assemblies  is  inspected  looked  at  from  two 
perspectives,  information  theory  and  entropy  theory,  to  see  whether  a  conflict  occurs  between 
uncoordinated  sub‐orders  despite  being  orderly  structured  (Arnheim,  1971;  Laing,  1965)  or  whether  an 
order system underlies an entire disorder state  (Planck, 1969) – an entity  that  is dependent on a random 
dispersion of limited sub‐orders (Arnheim, 1971; Kuntz, 1968). 
A computational model is proposed that covers the dependency relationships occurring between nodes, all 




A  gridiron  urban  system  is  perceived  as  a  highly  organised  structure  if  it  delivers  different  chances  to 
navigate  from one place  to another.  It  is highly  intelligible  in  this circumstance, but  to some extent  it can 
become confusing. In a very symmetrical and identical system, the explorer has equal chances to move from 
one  point  in  the  system  to  another  and  might  get  lost.  Since  intelligibility  is  the  correlation  between 
connectivity  and  integration,  hence  the  same  correlation  value  is  constituted  for  any  element  in  this 
particular system. 
In  reality,  no  system  is  perfectly  set  up  as  a  100%  identical  gridiron.  Every  city  has  some  sense  of 
differentiation  that  adds  to  the  structure  and  provides  the  capacity  to  grasp  the  relation  between  the 
“whole” and  the  “parts”. The example of  two  forests, natural‐spontaneous and  farmed‐grid,  reflects  two 
different states.  In the first case, trees are not aligned and the distribution  is chaotic, while  in the second, 













as  the  total  chaos  state. Both  systems deliver  lack of  intelligibility  for  the  thinking  subject. Order,  in  this 
particular  case,  is  just  the  same as complete disorder  in delivering a  lack of  intelligibility. However,  if we 
impose a differentiation on the gridiron by adding some diagonals and routes, the whole structure has not 
drastically  changed  but  its  intelligibility  moves  from  one  state  to  another  (the  system  becomes  more 
intelligible otherwise). 
In fact, working with systems that have multi‐level complexity on different scales  is common  in urban and 
linkography  systems. One view  is  that  there  is a  clear order and  that  the  structure of  the  system can be 
easily grasped and understood. The other view  is that there  is no rule  in the complex world and that  it  is 

















Space  syntax and design process are multi‐scaled complex  contexts. The  information  content at different 
scales reflects the complexity at each level in the system. In the proposed method, the system can be read in 
two ways. The  first  looks at  the probability of choice at any “item”, “point”, or “node”, while  the second 
looks at the rate of information measured for a “sequence” of items. 
The  methods  correspond  to  entropy  theory  and  information  theory  respectively.  But  while  entropy  is 
concerned with “sets” of individual items, information is concerned with the individual “sequence” of those 
items.  The  entropy  theory  asserts  that  a  “set”  should  be  treated  as  a  “microstate”;  the  microstates 
constitute the complexions of the overall process.1  At this point, the main object of  inquiry  in  information 























































An observer would  find  that  the most highly ordered system provides maximum  information content and 
thus is opposite to probabilistic entropy since the prediction is very high. If total disorder provides maximum 
information as well, then maximum order is conveyed by maximum disorder (Arnheim, 1971). However the 
distinction  can  be made  through  a  parameter  that measures  the  underlying  system  of  any  order.  Since 






nature  of  complexion  between  the  partial  assemblies  that  are made  at  each  point  and  the whole.  The 
proposed method  therefore  adopts entropy  and  complexity  as  independent measures  to  assess  complex 
systems such as  linkography. However,  it should be noted  that  the structure state of any system needs a 
variation of characteristics in order to construct an intelligible system.2  The next section reviews methods to 
estimate entropy and introduces the computational method of strings of information. 








The estimation of entropy  for  spatial  systems  is based on  the  frequency distribution of  the point depths 
(Turner,  2007).  The  point  depth  entropy  of  a  location,  si,  is  expressed  by  utilising  Shannon’s  formula  of 
uncertainty as shown in the equation: 
 
      dmax 
  Point Depth Entropy for spatial system       si =  — Pd log2 Pd   … … …  (I) 






point  is  calculated  with  respect  to  the  expected  frequency  of  locations  at  each  depth.  Turner  (2007) 
explained  that  the  “expected”  frequency  is based on  the probability of events occurring depending on a 
single variable,  the “mean depth” of  the  j‐graph. The benefit of calculating entropy or  information  from a 




dependency  relationships  between  utterances.3  This  gives  two  possible  choices  to  code  the  system: 
“linked” and “unlinked” (or “on” and “off”). The formula used is: 
 
  Shannon Entropy for Linkography   H = – (plinked.log2 plinked) + (punlinked.log2 punlinked) … … …  (II) 
 


















of  each  in  the  existing  pattern.  The  next  section  provides  a  synopsis  on  intelligibility  in  space  syntax.  It 
illustrates  a  brief  from  a  previous  study  (Brettel  2006)  that  combined  string  measures  with  integration 










The  string  of  information measures  to  deal with  “event”  structure was  introduced  in Brettel’s  study6  in 
order to compute barcodes of event sequences extracted from navigation routes, in addition to syntactical 
analysis. The string measures were expected to relate to the perceived order along a route. The entropy of 








each  route’s  string  was  interpreted  as  the  probability  of  the  uncertainty  that  a  route  provides  for  the 
traveller, and was expected to relate to the perceived structure along routes.7  When a route has very few 
turns,  the  probability  of  choices  is  too  low  (for  example,  gridiron  patterns  such  as  New  York  and  San 
Francisco). However, entropy delivers high values (relatively) with complex patterns when the route consists 
of  some  turns  and  deviations  within  it  (for  example,  composite  fabrics  such  as  London  and  Rome). 
Moreover, the isovist fields owed the differentiation of visual catchment areas between the analysed cities 
















that was developed by Titchener  (1998a; 1998b; 1998c; 2004).  In  this method,  an  algorithmic process  is 
applied to sets of information to compute the string measures, denoted as “T‐complexity” and “T‐entropy” 
(see also: Titchener, 2004; Titchener et al., 2005;  Speidel et al., 2006;  Speidel, 2008). The  string  signifies 
various types of information encoded into symbols. 
If  the string comprises a repeating sequence of one symbol only  (one attribute),  then entropy declines  to 
zero value and the complexity structure of the string get  lower, e.g. OOOOOOOOOOOOO, but  if a string  is 
composed  of  two  or  more  symbols  then  the  probability  of  appearance  gets  higher,  e.g. 
LROoRRoRLOoLLLORLOooOoR. This means  the  complexity of  string  increases according  to  the  size of  the 
symbols and the composition. 
The size of string is a crucial factor since longer strings give more accurate measurements than short ones. 
The  complexity of  string depends on  the number of production  steps  that are  required  to  construct  this 


























this paper  is not  concerned with multiple  representations  to  illustrate  the  system, but  rather  intends  to 





















Before embarking on  an  analysis of  the distribution of  integration  in each of  the  individual nodes  in  the 
system, we begin with a number of common features of the set of  linkographies, which give some  idea of 
the  nature  of  the  processes  envisaged.  After  a  preliminary  study  on  some  samples  of  linkography,  the 
concluded points are twofold: 
First, since  the  total number of  links  in any system of size n  is  (n‐1),  then  the size of any node’s possible 
relations  equals  (n‐1)  as well.  This means  that  at  any  node,  the  sheer  number  of  links  in  the  sub‐graph 
created from this node to the others in the system has the same size effect with every node. Accordingly, all 















Any  system  can  be  transferred  into  strings  of  information  by  coding  the  dependency  relations  between 
nodes. In the case of linkography, a binary digit format is proposed: “1” for linked relationships and “0” for 
unlinked. The position of each symbol  in the string refers to  its sequence  in the pattern according to time 
and  thus  the  distribution  of  the  dependency  relationships  is  included while  constructing  the  string.  This 




The estimation process  is based on the concatenation of “back” and “fore”  links together for each node  in 
the system (see Figure 5). Despite the sub‐graphs (“concatenation” of links per node) having equal sizes at 






























The system  is “intelligible”  if the correlation value  is more than 0.5, and "unintelligible"  if the value  is  less 
than 0.5). 
String measures such as complexity, information content and entropy also have “size” effects. For a string of 




Subsequently,  the T‐complexity  and T‐entropy measures  are  comparable  to  the  integration  value  at  that 
same node. Hence, the highly connected nodes at any system could be correlated to the string measures at 




clear and easier to travel, and thus the expectedness  is high and the complexity  is  low. A cul de sac has a 
very low integration value in the system and not many options exist to approach it – only one access point. 
That makes it very complex to reach. 
Giving an example of a particular  spatial  structure, Figure 7  illustrates  two hypothetical network  systems 
that  are  connected  via  only  one  node  (resembling  a  bridge  between  two  riverbanks),  the  real  relative 








String processed: ‘11111111111111111111’ 
Length (c hars): 20 
T-COMPLEXITY  T-INFORMATION   T-ENTROPY 
    4.32 (taugs)  5.4 (nats)                 0.274 (nats/ c har) 
    4.32 (taugs)  7.9 (b its)                0.396 (b its/ c har) 
 

















the  T‐complexity  and  T‐entropy  measures.  The  patterns  vary  between  orderliness  and  structured 














15 13 11 9 
1 3 5 7 
2 4 6 8 
16 14 12 10 
9 1 3 5 7 11 13 
10 2 4 6 8 12 14 
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1 3 5 7 











































1. The high certainty of prediction  in  some networks might deliver only one choice  (100% choice);  thus 
entropy  equals  zero  if  applying  Shannon’s  equation,  and  T‐entropy  decreases  if  applying  T‐code 
algorithms. 





hypothesis and causes disruption to the correlation values. The reason  for this  is the  lack of accuracy 
experienced with short strings of information (less than 20 codes). 








is  another  point's  “backlink” within  the  system,  then  an  introduction  to  some  “redundancy”  in  this way 
should be considered  in  the estimation process  to avoid  replications  (in case of concatenating  the overall 





test  the  hypothesis  and  to  overcome  the  inaccuracy  experienced with  short  strings.  These  hypothetical 
systems are divided  into  two categories: modular order and  structural, where  the  former  is known by  its 
repetitive and rhythmic patterns and  the  latter  is distinguished by  its variation of choices. Syntactical and 
string  measurements  are  applied  to  study  the  degree  of  correlation  between  integration  and  “dynamic 
Tcomplexity” and “dynamic T‐entropy”.9  See Figures 9a and 9b. 
Table 2 shows the correlation values for all the hypothetical cases. According to Figure 10 (drawn from the 
results  of  Table  2),  a  strong  inverse  correlation  between  integration  and  T‐complexity  and  T‐entropy  is 
proved  in  all  the  ordered  cases.  Figure  9a  shows  the  highlighted  nodes  in  each  case.  The  shallower  the 
system (e.g. case 4), the higher the degree of correlation between integration and T‐complexity. The denser 
the  system  (e.g.  case  3),  the  lower  the  degree  of  correlation  between  integration  and  T‐complexity. 
However,  in  Figure  9b,  only  one  case  delivers  a  high  correlation  between  integration  and  T‐complexity, 
reaching 0.55  in case 3. This  lack of evidence  is due to the  low degree of diversification  in the structure of 
the system (the pattern is shallow) that was not the case in the other patterns. T‐complexity and T‐entropy 
are un‐correlated along ordered and structured cases. 


































  Case 1  Case 2  Case 3  Case 4  Case 1  Case 2  Case 3  Case 4 
Integration : T‐complexity  ‐0.76  ‐0.22  ‐0.86  0.39  0.44  0.21  0.55  ‐0.01 
Integration : T‐entropy  0.17  ‐0.13  0.022  ‐0.04  ‐0.21  ‐0.24  ‐0.28  0.09 












































































































between  two  variables  is  highly  negative  (might  reach  ‐1)  of  the  time.10  Nevertheless,  the  inverse 
correlation between T‐complexity and T‐entropy brings out another point to test. It is hypothesised that the 
more complex a string  (the variety of  symbols),  the higher  the probability of uncertainty.  In  short, would 















Integration  T‐complexity  0.23  0.23 
Integration    T‐entropy  0.22  0.23 
Integration  Closeness Centrality  0.73  0.85 
Integration  Betweenness  0.07  0.21 
T‐complexity  T‐entropy  0.99  0.98 
T‐complexity  Closeness Centrality  0.46  0.39 
T‐complexity    Betweenness  0.37  0.24 
T‐entropy  Closeness Centrality  0.46  0.39 





























 Inte gratio n is 
c o nve rse ly re late d 
with RRA, 
T-c o mple xity, 
T-e ntro py, and 
 T-c o mple xity and 
T-e ntro py are  dire c tly 
re late d. T-c o mple xity is 
c o nve rse ly re late d 
with inte gratio n and 
Be twe e nne ss. 
 T-e ntro py is c o nve rse ly 
re late d with 
inte gratio n, c lo se ne ss 
c e ntra lity, and 
be twe e nne ss, and is 
dire c tly re late d with 
T-c o mple xity 
 Be twe e nne ss is 
c o nve rse ly re late d 
with inte gratio n, 
c lo se ne ss c e ntra lity, 
T-c o mple xity and 
T-e ntro py  
 Clo se ne ss Ce ntra lity is 
c o nve rse ly re late d 
with Be twe e nne ss, 
T-c o mple xity and 
T-e ntro py but dire c tly 
re late d with 



















































the  former while the T‐code computation of strings of  information  is adopted  in this paper to  look at the 
latter.  Two  different  contexts  are  given  in  the  case  studies.  Since  urban  configurations  and  linkography 
systems  are  drawn  from  different  characteristics,  the  assumption  is  thus made  to  examine whether  the 
syntactical and string parameters receive similar correlation responses in both contexts or not. 
The methodology merges syntactical and string measures  to highlight  the significant nodes  in any system 
and  investigate  the  proposed  hypothesis:  are  highly  intelligible  systems  associated  with  complexity  and 
entropy? Since  intelligibility, complexity, and entropy are “system” properties,  the method  to process any 
system of “n” size  is an aggregation of “sub‐graphs” for each node  in the system. The case studies  include 
small  and  large  systems, hypothetical  and  real.  In order  to highlight  the  significant nodes  further,  other 
parameters are added into the correlation: real relative asymmetry, closeness centrality and betweenness. 
The  relationships  between  string  measures  (T‐complexity  and  T‐entropy)  and  syntactical  measures 
(integration and real relative asymmetry – RRA) are not clearly defined because of the  inaccuracy of short 







The  importance of  this  study  lies, on one hand,  from  the definition  it purveys  about  the  responsiveness 
between  the  configuration  of  a  system  and  the  internal  structure.  On  the  other  hand,  it  provides  an 
analytical framework to acknowledge the degree of homogeneity between the “parts” and the “whole”. 
To study a configuration  that underlies arrangements of nodes  is about  the “exposition” of  facts  that are 





the  study  of  deterministic  information  theory  and  the  computation  of  string  measures:  entropy  and 
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