In most Prolog implementations for the efficiency reasons so-called occur-check is omitted from the unification algorithm. We provide here natural syntactic conditions which allow the occur-chcck to be safely omitted. The established results apply to most well-known Prolog programs and seem to cxplain why this omission does not lead in practice to any complications.
Introduction
The occur-check is a special test used in the unification algorithm. In most Prolog implementations it is omitted for the efficiency reasons. This omission affects the unification algorithm and introduces a possibility of divergence or may yield incorrect results. This is obviously an undesired situation. Tlfis problem was studied in the literature under the name of the occur-check problem (see e.g. Plaisted [Pla84] and Deransart and Mahiszynski [DM85b] ).
The aim of this paper is to provide easy to check syntactic conditions which ensure that the occur-check can be safely o~fitted. We use here a recent result of Deransart, Ferrand and Tdgula [DFT91] and build upon it within the context of moded programs. This allows us to extend the results of Deransaxt and Maluszynski [DM85b] , to simplify the arguments of Chad.ha and Plaisted [CP91] and to offer a uniform presentation. Additionally, the results of the former paper needed here are proved directly, without resorting to the techniques of the attribute grammars theory, and the results of the latter paper are supplied with a needed justification. The established results apply to most well-known Prolog programs. In fact, we found in the book of Sterling and Shapiro [SS86] only two (sic!) programs to which these results cannot be directly applied.
In what follows we study logic programs executed by means of the LD-resolution, which consists of the 8LD-resolution combined with the leftmost selection rule. An SLD-derivation in which the leftmost selection rule is used is called an LD-derivation. We allow in programs various first-order built-in's, like :, ~, >, etc, and assume that they are resolved in the way conforming to their interpretation. (O) . Given a substitution 0 and a set of variables V, we denote by OIV the substitution obtained from 0 by restricting its domain to V.
Occur-check Free Programs
We start our considerations by recalling a unification algoritlun due to Martelli and Montanari [MM82] . We use below the notions of sets and of systems of equations interchangingly. Two atoms can unify only if they have the same relation symbol. With two atoms p(sl, ...,sn) and p (tl,...,t~,) to be unified we associate the set of equations {sl : tl,...,s,~ : t,~}. In the applications we often refer to this set as p (sl, ..., sn) = p(tl ..... in) . The algorithm operates on such finite sets of equations. A substitution 0 such that st0 = tl0,..., snO = tnO is called a unifier of the set of equations {81 : tl,..., sn : in}. Thus the set of equations E = {sl : tl .... , s,~ = in} has the same unifiers as the atoms p(sl .... , sn) and p (Q,..., 
in).
A unifier 0 of a set of equations E is called a most general unifier (in short mgu) of E if it is more general than all unifiers of E. An mgu 0 of a set of equations E is called relevant if
Vat(O) C_ Vat(E).
A set of equations is called solved if it is of the form {zt = tl,..., zn = in} where the zi's are distinct variables and none of them occurs in a term tj. The following unification algorithin will be used in the sequel.
MARTELLI-MONTANARI ALGOItlTIIM
Nondeterministically choose from the set of equations an equation of a form below and perform the associated action.
(1) f(sl,... ,sn) : / (tl,...,tn) (2) /(Sl, ..., Sn) : g(tl, ..., tra) where / ~ g (3) 9 = 9 (4) t = z where t is not a variable (5) z = t where z ~ t, z does not occur in t and z occurs elsewhere The algorithm terminates when no action can be performed or when failure arises. To keep the formulation of the algorithm concise we identified here constants with 0-ary fu_uetions. Thus action (2) includes the case of two different constants.
