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Abstract
In the framework of the generalized Hamiltonian formalism by Dirac, the local
symmetries of dynamical systems with first- and second-class constraints are inves-
tigated in the general case without restrictions on the algebra of constraints. The
method of constructing the generator of local-symmetry transformations is obtained
from the requirement for them to map the solutions of the Hamiltonian equations of
motion into the solutions of the same equations. It is proved that second-class con-
straints do not contribute to the transformation law of the local symmetry entirely
stipulated by all the first-class constraints (and only by them) of an equivalent set
passing to which from the initial constraint set is always possible and is presented. A
mechanism of occurrence of higher derivatives of coordinates and group parameters
in the symmetry transformation law in the Noether second theorem is elucidated.
In the latter case it is shown that the obtained transformations of symmetry are
canonical in the extended (by Ostrogradsky) phase space. It is thereby shown in
the general case that the degeneracy of theories with the first- and second-class con-
straints is due to their invariance under local-symmetry transformations. It is also
shown in the general case that the action functional and the corresponding Hamilto-
nian equations of motion are invariant under the same quasigroup of local-symmetry
transformations.
1 Introduction
In our previous paper [1] (below cited as paper II) we have considered constrained special-
form theories with first- and second-class constraints (when the first-class primary con-
straints are the ideal of a quasi-algebra of all the first-class constraints) and have suggested
the method of constructing the generator of local-symmetry transformations in both the
phase and configuration space. It was proved that second-class constraints do not con-
tribute to the transformation law of the local symmetry which entirely is stipulated by all
the first-class constraints unlike the assertions appeared recently in the literature [2]-[4].
It was thereby shown that degeneracy of special-form theories with the first- and second-
class constraints is due to their quasi-invariance under local-symmetry transformations.
One must say the mentioned restriction on an algebra of constraints is fulfilled in most of
the physically interesting theories, e.g., in electrodynamics, in the Yang – Mills theories,
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in the Chern – Simons theory, etc., and it has been used by us in previous works [5] in the
case of dynamical systems only with first-class constraints and also by other authors at
obtaining gauge transformations on the basis of different approaches [6]-[8], [9, 10]. How-
ever, in the existing literature there are examples of Lagrangians where this condition
on constraints does not hold, e.g., Polyakov’s string [11] and other model Lagrangians
[10], [12]-[21]. Then it was natural to ask: Can the local-symmetry transformations be
obtained in these theories? What is a role of second-class constraints under these trans-
formations and, generally, what is the nature of the Lagrangian degeneracy in this case?
For example, in ref.[19] it is stated that in the mentioned example the gauge transfor-
mation generators do not exist for the Hamiltonian formalism though for the Lagrangian
one the gauge transformations may be constructed. In refs.[20, 21] in the case of theories
only with first-class constraints we have shown that one can always pass to equivalent
sets of constraints, for which the indicated condition holds valid, and, therefore, gauge
transformations do exist both in the Hamiltonian and Lagrangian formalism. Therefore,
the degeneracy of theories with the first-class constraints is due to their invariance under
gauge transformations without restrictions on the algebra of constraints.
In the present paper it will be shown that, as in the presence only of first-class con-
straints, in the general case of systems with first- and second-class constraints, when the
mentioned condition on constraints is not fulfilled, there always exist equivalent sets of
constraints, for which the indicated condition holds valid. Therefore, the conclusions
made in the former case about the existence of local-symmetry transformations in both
the Hamiltonian and Lagrangian formalism and about the nature of degeneracy of the-
ories hold valid also in the general case. Also the conclusion of paper II about the no
influence of second-class constraints on local-symmetry transformations and the conclu-
sion of ref.[22] about the mechanism of appearance of higher derivatives of coordinates
and of group parameters in these transformations are valid in the general case.
One can see that in the case, when higher (than first order) derivatives of coordinates
enter into the Noether transformation law in the configuration space, the generator of
local-symmetry transformations in the phase space depends on derivatives of coordinates
and momenta. Therefore, the Poisson brackets are not determined in this case, and there
arises a question about the canonicity of the obtained transformations. Here we shall
show that the difficulty with the Poisson brackets is surmounted through the extension
by Ostrogradsky of phase space and the proof of canonicity of local-symmetry transfor-
mations in this phase space, which had been furnished by us earlier for theories only with
first-class constraints [22], hold true also in the presence of second-class constraints in
theory.
This paper is organized as follows. In section 2, for the general case of systems with
first- and second-class constraints (without restriction on the algebra of first-class con-
straints) we derive the local-symmetry transformations from the requirement for them to
map the solutions of the Hamiltonian equations of motion into the solutions of the same
equations. The derivation of a generator from this requirement (unlike the one from quasi-
invariance of the action functional in paper II) is made to establish a ratio of the groups
of local-symmetry transformations under which the equations of motion and the action
functional are invariant (as it is known, generally, the action functional is invariant under
a more slender group of symmetry transformations than the corresponding equations of
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motion do). As in paper II, these derivations are based substantially on results of our
previous paper [23] (paper I) on the separation of constraints into the first- and second-
class ones and on properties of the canonical set of constraints. In section 3, we consider
the local-symmetry transformations in the extended (by Ostrogradsky) phase space. In
the 4th section the method is illustrated by an example. In Appendix A, we describe the
way of passing to an equivalent constraint set when all the primary constraints of the first
class are momentum variables.
2 Local-Symmetry Transformations in General Case
of Systems with First- and Second-Class Constraints
As in the special case (paper II; below we shall refer to formulas of papers I and II as (I.· · ·)
and (II.· · ·)), we shall consider a dynamical system with the canonical set (Φmαα ,Ψ
mai
ai )
of first- and second-class constraints, respectively (α = 1, · · · , F, mα = 1, · · · ,Mα; ai =
1, · · · , Ai, mai = 1, · · · ,Mai , i = 1, · · · , n), properties of which are expressed by the
Poisson brackets among them and the Hamiltonian by the formulas (II.9)-(II.12):
{Φmαα , H} = g
mαmβ
α β Φ
mβ
β , mβ = 1, · · · , mα + 1, (1)
{Ψ
mai
ai , H} = g¯
maimα
ai α Φ
mα
α +
n∑
k=1
h
maimbk
ai bk
Ψ
mbk
bk
, mbn = mai + 1, (2)
{Φmαα ,Φ
mβ
β } = f
mαmβmγ
α β γ Φ
mγ
γ , (3)
{Ψ
mai
ai ,Ψ
mbk
bk
} = f¯
maimbkmγ
ai bk γ
Φmγγ +
n∑
l=1
k
maimbkmcl
ai bk cl
Ψ
mcl
cl +D
maimbk
ai bk
(4)
with general properties of the structure functions given by the formulas (II.13)-(II.16)
g
mαmβ
α β = 0, if mα + 2 ≤ mβ , (5)

g¯
maimα
ai α = 0, if mα ≥ mai ,
h
maimbk
ai bk
= 0, if mai + 2 ≤ mbk or if ai = bk, mai =Mai ,
mbk ≥Mai ,
(6)
f
1 mβmγ
α β γ = 0 for mγ ≥ 2, (7)

F
Mai−l l+1
ai bi
= (−1)l F
1 Mbi
ai bi
, l = 0, 1, · · · ,Mai − 1,
F
j k
ai bi
= 0, if j + k 6=Mai + 1,
F
maimbk
ai bk
= 0, if ai, bk refer to different chains (or doubled
chains) of second-class constraints (D
maimbk
ai bk
Σ
= F
maimbk
ai bk
)
(8)
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and with
H = Hc +
n∑
k=1
(K1 k)−1bk ak{Ψ
k
ak
, Hc}Ψ
1
bk
(9)
being a first-class function [24]; Hc is the canonical Hamiltonian.
Passing to this set from the initial one is always possible in an arbitrary case by the
method developed in paper I. Here we shall consider the general case (when first-class
primary constraints are not the ideal of quasi-algebra of all the first-class constraints, i.e.
the restriction (II.25) is not fulfilled) and derive local-symmetry transformations.
A group of phase-space coordinate transformations that maps each solution of the
Hamiltonian equations of motion into the solution of the same equations will be called
the symmetry transformation.
Consider the Hamiltonian equations of motion in the following form:
q˙i
Σ1
≈ {qi, HT}, p˙i
Σ1
≈ {pi, HT}, i = 1, · · · , N,
Ψ1ak
Σ1
≈ 0, ak = 1, · · · , Ak (k = 1, · · · , n),
Φ1α
Σ1
≈ 0, α = 1, · · · , F,
(10)
where
HT = H + uαΦ
1
α, (11)
uα are undetermined Lagrange multipliers; the symbol
Σ1
≈ means weak equality on the
primary-constraints surface Σ1.
Consider also the infinitesimal transformations of the phase-space coordinates{
q′i = qi + δqi, δqi = {qi, G},
p′i = pi + δpi, δpi = {pi, G}
(12)
with the generator G sought in the form (II.4)
G = εmαα Φ
mα
α + η
mai
ai Ψ
mai
ai . (13)
To recognize a role of the second-class constraints in the local-symmetry transformations
in this general case, we consider them on the same basis as the first-class constraints.
Like in refs.[8, 9, 19, 21], we will require the transformed quantities q′i(t) and p
′
i(t)
defined by (12) to be solutions of the Hamiltonian equations of motion (10) provided that
the initial qi(t) and pi(t) do this, i.e.
q˙′i
Σ1
≈
∂H ′T
qi
(q′, p′), p˙′i
Σ1
≈
∂H ′T
pi
(q′, p′), i = 1, · · · , N,
Ψ1ak(q
′, p′)
Σ1
≈ 0, ak = 1, · · · , Ak (k = 1, · · · , n), (14)
Φ1α(q
′, p′)
Σ1
≈ 0, α = 1, · · · , F,
where
H ′T = HT + δuα(t)Φ
1
α(q, p) = H + u
′
α(t)Φ
1
α(q, p). (15)
4
Replacements in (15) of HT by H and of uα(t) by u
′
α(t) are stipulated by that, gen-
erally speaking, different solutions that should be related with each other through the
local-symmetry transformations correspond to different choices of the functions uα(t)
(the transformed quantities are denoted by the same letters with the prime). In equa-
tions (14) it is taken into consideration that the transformations (12) must conserve the
primary-constraints surface Σ1 (see the argument after formula (6) in paper II).
Equations (14) can be rewritten with taking account of (12) and (10) in the following
form:
d
dt
{qi, G}
Σ1
≈ {{qi, H
′
T}, G}, (16)
d
dt
{pi, G}
Σ1
≈ {{pi, H
′
T}, G}, i = 1, · · · , N, (17)
{Ψ1ak , G}
Σ1
≈ 0, ak = 1, · · · , Ak (k = 1, · · · , n), (18)
{Φ1α, G}
Σ1
≈ 0, α = 1, · · · , F. (19)
We shall analyze consequences of the obtained equation system starting from the con-
ditions of the primary-constraints surface conservation (18) and (19). As in the special
case of paper II (the consideration is completely identical), from (18) we obtain that in
expression (13) the coefficients of those i-ary constraints, which are the final stage of each
chain of second-class constraints, and of those second-class primary constraints, which do
not generate the secondary constraints, disappear:
ηiai = 0 for i = 1, · · · , n, (20)
As to the condition (19), we rewrite it in the form:
{Φ1α, G} = (f
1 mβ 1
α β γ Φ
1
γ + f
1 mβ mγ
α β γ Φ
mγ
γ )ε
mβ
β + {Φ
1
α,Ψ
mai
ai }η
mai
ai
Σ1
≈ 0, (21)
α, β, γ = 1, · · · , F ; mβ = 1, · · · ,Mβ; mγ = 2, · · · ,Mγ .
The last term in (21) vanish for the canonical set of constraints (Φ,Ψ); therefore, the
equality (21) were satisfied if f
1 mβ mγ
α β γ = 0 for mγ ≥ 2 (i.e. the first-class primary
constraints were the ideal of quasi-algebra of all the first-class constraints). This case is
considered in paper II. Here we consider the general case of a constraint algebra when
f
1 mβ mγ
α β γ 6= 0 for mγ ≥ 2. (22)
For systems only with first-class constraints, the case (22) was investigated by us earlier
[20, 21]. For systems with first- and second-class constraints, when (22) is the case, one
can act in the same way as in the presence only of first-class constraints, i.e. using
arbitrariness that is inherent in the generalized Hamiltonian formalism by Dirac, we shall
pass to an equivalent set of constraints by the transformation that affects only first-class
constraints:
Φ˜
mβ
β = C
mβmα
β α Φ
mα
α , det
∥∥∥Cmβmαβ α ∥∥∥Σ 6= 0. (23)
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It is sufficient to consider a particular case of the transformation (23) when primary
constraints remain unchanged, i.e.
C1 mαβ α = δβα for any mα.
It is not difficult to see that taking account of (3) we obtain
{Φ1α, Φ˜
mβ
β } = [{Φ
1
α, C
mβmγ
β γ }+ f
1 mδmγ
α δ γ C
mβmδ
β δ ]Φ
mγ
γ
+ f 1 mδ 1α δ γ C
mβmδ
β δ Φ
1
β , mβ, mδ, mγ ≥ 2. (24)
¿From the expression (24) it is clear that if we could choose C
mβmγ
β γ so that the coefficients
of secondary constraints vanish
{Φ1α, C
mβmγ
β γ }+ f
1 mδmγ
α δ γ C
mβmδ
β δ = 0, (25)
for a new set of constraints Φ˜
mβ
β we were obtained f˜
1 mβ mγ
α β γ = 0 (for mγ ≥ 2) and
{Φ˜1α, Φ˜
mβ
β } = f˜
1 mδ 1
α β γ Φ˜
1
γ , (26)
i.e. that is needed for the realization of (21). Thus, for C
mβmγ
β γ we have derived the system
of linear inhomogeneous equations in the first-order partial derivatives (25). This system
can be shown to be fully integrable. The condition of integrability for systems of the type
(25) looks as follows [25]
{Φ1σ, {Φ
1
α, C
mβmγ
β γ }} − {Φ
1
α, {Φ
1
σ, C
mβmγ
β γ }} = 0. (27)
Using eq.(25), properties of the Poisson brackets and making some transformations we
rewrite the relation (27) in the form
[{Φ1α, f
1 mδmγ
σ δ γ } − f
1 mδmτ
α δ τ f
1 mτmγ
σ τ γ − {Φ
1
σ, f
1 mδmγ
α δ γ }
+ f 1 mδmτσ δ τ f
1 mτmγ
α τ γ ]C
mβmδ
β δ = 0, mβ, mδ, mτ ≥ 2. (28)
Utilizing the Jacobi identity
{Φ1α, {Φ
1
σ,Φ
mβ
β }}+ {Φ
mβ
β , {Φ
1
α,Φ
1
σ}}+ {Φ
1
σ, {Φ
mβ
β ,Φ
1
α}} = 0, mβ ≥ 2
and the relation (3) we obtain
[{Φ1α, f
1 mδmγ
σ δ γ } − f
1 mδmτ
α δ τ f
1 mτmγ
σ τ γ − {Φ
1
σ, f
1 mδmγ
α δ γ }
+ f 1 mδmτσ δ τ f
1 mτmγ
α τ γ ]Φ
mγ
γ = {{Φ
1
α,Φ
1
σ},Φ
mδ
δ }, (29)
mβ ≥ 2, mγ, mδ, mτ ≥ 1.
Note that every primary constraint of first class contains at least one momentum vari-
able, therefore, there always exist canonical transformations transforming the primary
constraints into new momentum variables (see Appendix A). We shall regard such trans-
formation to be carried out, therefore, the Poisson brackets between primary constraints
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may be considered to be strictly zero in the whole phase space. From here, the expres-
sions in the square brackets in front of the constraints Φmγγ on the left-hand side of the
identity (29) being coefficients of the functionally independent quantities disappear each
separately. As the condition (28) contains the same coefficients of C
mβmδ
β δ , it is satisfied
identically, which proves the system of equations (25) to be fully integrable. Therefore,
there always exists a set of constraints Φ˜mαα equivalent to the initial set for which the
condition (26) (and, therefore, (19)) holds valid. We shall below omit the mark “˜”.
Now, using the equality
d
dt
{A,B} = {
∂A
∂t
, B}+ {A,
∂B
∂t
}+ {{A,B}, HT} (30)
(valid for arbitrary functions A(q, p, t) and B(q, p, t) given in the whole phase space) and
the Jacobi identities for the quantities (qi, G,H
′
T ) and (pi, G,H
′
T ), we represent equations
(16) and (17) as
{qi,
∂G
∂t
+ {G,H ′T}}
Σ1
≈ 0, (31)
{pi,
∂G
∂t
+ {G,H ′T}}
Σ1
≈ 0, (32)
respectively. By virtue of an arbitrariness of the multipliers uα(t), in what follows the
prime will be omitted. If these equalities were the case in the whole phase space, it would
follow from them that
∂G(q, p, t)
∂t
+ {G(q, p, t), HT (q, p, t)} = f(t),
where f(t) is an arbitrary function of time. However, since eqs.(31) and (32) are the case
only on the surface Σ1, we obtain that
∂G(q, p, t)
∂t
+ {G(q, p, t), HT (q, p, t)} = f(t) + J(q, p, t), (33)
where
J = cα(q, p, t)Φ
1
α(q, p) + dai(q, p, t)Ψ
1
ai
(q, p),
α = 1, · · · , F, ai = 1, · · · , Ai, i = 1, · · · , n.
However, both f(t) and J(q, p, t) are identity generators on the primary constraint surface,
and can be ignored in subsequent discussions [9]. Note that equation (33) (with f(t)
ignored) is a necessary condition of that G is the generating function of infinitesimal
transformations of local symmetry (12), and, furthermore, this is sufficient for a quasi-
invariance (within a surface term) of the action functional
S =
∫ t2
t1
dt (pq˙ −HT ), (34)
under these transformations. To see the latter, consider the variation of action, induced
by the transformations (12),
δS =
∫ t2
t1
dt
[ d
dt
(pi
∂G
∂pi
−
∂G
∂qi
q˙i −
∂G
∂pi
p˙i + {G,HT}
]
7
which, with taking into account the relation
dG
dt
=
∂G
∂t
+
∂G
∂qi
q˙i +
∂G
∂pi
p˙i,
can be rewritten as
δS =
∫ t2
t1
dt
[ d
dt
(pi
∂G
∂pi
−G) +
∂G
∂t
+ {G,HT}
]
(35)
giving the desired result if eq.(33) is fulfilled.
Now, inserting the required form of the generator G (13) into (33), we obtain the equal-
ity (II.17) which must be satisfied by a proper inspection of the coefficients εmαα and η
mai
ai .
Further consideration repeats entirely the one of paper II resulting in that the second-class
constraints do not contribute to the generator of local-symmetry transformations that is
a linear combination of all the first-class constraints (and only of them)
G = B
mαmβ
α β φ
mα
α ε
(Mα−mβ)
β , mβ = mα, · · · ,Mα. (36)
with the coefficients
B
mαmβ
α β ε
(Mα−mβ)
β
(
ε
(Mα−mβ)
β ≡
dMα−mβ
dtMα−mβ
εβ(t), εβ(t) ≡ ε
Mβ
β
)
determined from the system of equations
ε˙mαα + ε
mβ
β g
mβmα
β α = 0, mβ = mα − 1, · · · ,Mα, (37)
with the help of the procedure of reparametrization described in paper II. The local-
symmetry transformations of q and p determined by formulas (12) are also the quasi-
invariance transformations of the action functional (34).
The corresponding transformations of local symmetry in the Lagrangian formalism
are determined in the following way:
δqi(t) = {qi(t), G}
∣∣∣∣
p= ∂L
∂q˙
, δq˙(t) =
d
dt
δq(t). (38)
So, one can state that in the general case of theories with first- and second-class
constraints (without restrictions on the constraint algebra) the representation of a certain
quantity G as a linear combination of all the first-class constraints (and only of them) with
the coefficients determined by the system of equations (37) is the necessary and sufficient
condition for G to be the local-symmetry transformation generator. In addition, these are
the necessary and sufficient conditions for (12) to be the quasi-invariance transformation
of the functional of action in both the phase and (q, q˙) space.
3 Local-Symmetry Transformations in the Extended
Phase Space
One can see that in the case, when higher (than first order) derivatives of coordinates
enter into the transformation law in the configuration spase and into the surface term
8
in the action variation, the coefficients B
mαmβ
α β in expression (36) for G depend on the
derivatives of q and p. It is clear, in this case there arises a question about “explicit”
canonicity of the obtained transformations outside of the constraints surface. Therefore,
it is clear that in the general case one should consider not only the violation of the
condition (26) (the manner of the deed in this case is worked out in the previous section)
but also that structure of constraints when there arise higher derivatives of coordinates
in the law of local-symmetry transformations. Here we shall show how to construct these
transformations in the latter case and prove the canonicity of gauge transformations in
the extended (by Ostrogradsky) phase space, which has been shown by us earlier for
theories with first-class constraints [22], to hold true also in the presence of second-class
constraints in a theory.
Let us consider the singular Lagrangian L(q, q˙), and let the higher (than first) deriva-
tives of coordinates contribute to the corresponding law of local-symmetry transforma-
tions. Under these transformations we have
L′ = L(q, q˙) +
d
dt
F (q, q˙, q¨, · · · , ε, ε˙, · · ·) (39)
where ε(t) are the group parameters. Adding to Lagrangian L(q, q˙) the total time deriva-
tive of function which depends also on higher derivatives does not change the Lagrangian
equations of motion. As it is seen from (39), the theory with Lagrangian L′ must be consid-
ered as the one with higher derivatives. Both Lagrangian and Hamiltonian formulations of
the theories with L and L′ are equivalent [27]. The Hamiltonian formulation of the theory
with L′ is built in the extended (by Ostrogradsky) phase space. An equivalence of Hamil-
tonian formulations of the theories with L and L′ means that the Hamiltonian equations
of motion of these both theories are related among themselves by canonical transforma-
tions. Therefore, the Hamiltonian formulation of the theory with the Lagrangian L must
be built in the same extended phase space as it is the case for L′. Thus, the theory with
L will be considered from the very beginning as the one with higher derivatives of the
same order that they have in L′.
¿From the above reasoning it is clear that to require a canonicity of the local-simmetry
transformations has the meaning only in the indicated extended phase space.
Let us construct the extended phase space using the formalism of theories with higher
derivatives [26, 27, 28]. We shall determine the coordinates as follows
q1 i = qi, qs i =
ds−1
dts−1
qi, s = 2, · · · , K, i = 1, · · · , N (40)
where K equals the highest order of derivatives of q and p. The conjugate momenta
defined by the formula [26, 27, 28]
pr i =
K∑
l=r
(−1)l−r
dl−r
dtl−r
∂L
∂qr+1 i
are
p1 i = pi, ps i = 0 for s = 2, · · · , K. (41)
The generalized momenta for s ≥ 2 are extra primary constraints of the first class.
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In the extended phase space the total Hamiltonian is written down as
H¯T = HT (q1 i, p1 i) + λs i ps i, s ≥ 2, (42)
where HT is of the same form as in the initial phase space (11) and λs i are arbitrary
functions of time.
Now the Poisson brackets are determined in the following way
{A,B} =
∂A
∂qr i
∂B
∂pr i
−
∂A
∂pr i
∂B
∂qr i
.
¿From (42) we may conclude that there do not appear additional secondary constraints
corresponding to ps i for s ≥ 2. The set of constraints in the extended phase space remains
the same as in the initial phase space, obeys the same algebra (1)-(4), and does not depend
on the new coordinates and momenta as also HT does.
We shall seek a generator G in the extended phase space in the form, analogous to
the one in the initial phase space (13). Then from the requirements of quasi-invariance
of the action
S =
∫ t2
t1
dt[pr i qr+1 i + pK i q˙K i − H¯T ], r = 1, · · · , K − 1 (43)
and of conservation of the primary constraint surface Σ1 under the transformations gen-
erated by G, we shall obtain the same relations (37) for determining εmαα (with the help
of the iterative procedure described in detail in paper II) and the same conclusion about
no influence of second-class constraints on the local symmetries of a system.
Before to implement the above-mentioned iterative procedure that gives the result
(36), we notice that the coefficients B
mαmβ
α β would depend only on q1 i and p1 i and on
their derivatives. Now, carrying out the iterative procedure we shall exchange derivatives
of q1 i according to formula (40), and for derivatives of p1 i we shall make the following
replacements:
p1 i =
∂L
∂q2 i
= hi0(q1 k, q2 k), i, k = 1, · · · , N,
p˙1 i =
∂hi0
∂q1 n
q2 n +
∂hi0
∂q2 n
q3 n = h
i
1(q1 k, q2 k, q3 k), (44)
...
p
(Mα−2)
1 i = h
i
Mα−2(q1 k, q2 k, · · · , qMα−1 k).
As a result, we shall obtain the expression for G:
G = B
mαmβ
α β Φ
mα
α ε
(Mα−mβ)
β + εs ips i, (45)
mβ = mα, · · · ,Mα, s = 2, · · · , K,
where B
mαmβ
α β (q1 i, · · · , qMα−1 i; p1 i), being just in the same forms as in the initial phase
space, are written, however, with taking account of the above-indicated replacements;
εs i are the supplementary group parameters in the amount equal to the number of the
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supplementary primary constraints of first class ps i. Note that the obtained generator
(45) satisfies the group property
{G1, G2} = G3, (46)
where the transformation G3 (45) is realized by carrying out two successive transforma-
tions G1 and G2 (45). Now the local-symmetry transformations of the coordinates of the
initial phase space in the extended one are of the form
δq1 k = ε
(Mα−mβ)
β {q1 k, B
mαmβ
α β (q1 i, · · · , qMα−1 i; p1 i)φ
mα
α (q1 i, p1 i)},
δp1 k = ε
(Mα−mβ)
β {p1 k, B
mαmβ
α β (q1 i, · · · , qMα−1 i; p1 i)φ
mα
α (q1 i, p1 i)}.
(47)
One can verify that to within quadratic terms in δqi k and δpj n
{qi k + δqi k, pj n + δpj n} = δijδkn,
i.e. the obtained infinitesimal transformations of local symmetry are canonical in the
extended (by Ostrogradsky) phase space.
The local-symmetry transformations in the configuration space may be obtained if
after calculating the Poisson brackets in the first formula (47) one takes account of the
definitions (40) and of the generalized momenta pi and make use of formula (38) for δq˙.
They are the Noether transformations. (Note that, as it is seen from (47), to reduce
calculations in obtaining these transformations one may use formulas (12) in the initial
phase space provided one applies the following “rule”: derivatives of q and p are simply
put outside the Poisson brackets.) In this case, if the coefficients B
mαmβ
α β depend explicitly
on qs i, where s ≥ 2, then higher derivatives of coordinates q
(s)
i (s ≥ 2) are present in the
transformation law in the configuration space. The functions gmσmτσ τ , arising in formula
(1), signal to the appearance of that dependence. Moreover, the order of the highest
derivative of coordinates may be established already at the beginning, when obtaining
the explicit form of gmσmτσ τ . To this end, one ought to consider the systems of relations
(1) and (37) in a expanded form. One can see that if any of the coefficients gMα−1 Mαα β
and gMα Mαα β in front of the constraints of the last stage Mα depends on q1 i and p1 i, the
coefficients B
mαmβ
α β will depend on qs i(s = 2, · · · ,Mα−1), and the generator G will contain
qs i (s = 2, · · · , K), as it is seen from (37). Then, taking account of (40), the order of the
highest possible derivative of coordinates in the law of the Noether transformations in the
configuration space is equal to K ≡ maxα(Mα−1). If these coefficients are constants and
any of coefficients gMα−2 Mα−1α β , g
Mα−1 Mα−1
α β and g
Mα Mα−1
α β in front of the constraints of
the antecedent stage φMα−1β depends on q1 i and p1 i, then in the Noether transformations
law the order of the highest possible derivative will be smaller by one: maxα(Mα − 2).
And generally, in an arbitrary case, when any of coefficients in front of the constraints of
k-th stage φkβ in the Dirac procedure of breeding the constraints depends on q1 i and p1 i
and all the coefficients in front of the constraints φk+iβ (i = 1, · · · ,Mα − k) are constants,
the order of the highest possible derivative of coordinates in the Noether transformations
law is Mα − k.
The order of the highest derivative of εα(t) contained in the Noether transformations
law is equal always to Mα− 1. Note that the amount of group parameters εα and εs i are
equal to the number of primary constraints of first class.
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4 Example
We consider the Lagrangian with constraints of first and second class when the first-
class constraints make up a quasi-algebra of the general form (the restriction (26) is not
fulfilled). Examples of that sort for systems only with first-class constraints are described
in our previous works [20]-[21] including also the cases when the transformation law in
the configuration space contains higher (than the first order) derivatives of coordinates
and, therefore, for a canonicity of the local-symmetry transformations one must extend
(by Ostrogradsky) the initial phase space.
So, consider the Lagrangian
L =
1
2
q˙21 +
1
2(q4 + q5)
q˙22 +
1
2
q˙23 +
1
2
q22 + q3(q4 − q5). (48)
Then passing to the Hamiltonian formalism we obtain the generalized momenta
p1 = q˙1, p2 =
q˙2
q4 + q5
, p3 = q˙3, p4 = 0, p5 = 0
and, thus, two primary constraints
φ11 = p4, φ
1
2 = p5 (49)
and the total Hamiltonian
HT =
1
2
p21 +
1
2
(q4 + q5)p
2
2 +
1
2
p23 −
1
2
q22 − q3(q4 − q5) + u1φ
1
1 + u2φ
1
2. (50)
¿From the self-consistency conditions of theory we obtain two secondary constraints
φ21 = −
1
2
p22 + q3, φ
2
2 = −
1
2
p22 − q3,
two tertiary constraints
φ31 = −q2p2 + p3, φ
3
2 = −q2p2 − p3
and two quaternary constraints
φ41 = −(q4 + q5)p
2
2 − q
2
2 + q4 − q5, φ
4
2 = −(q4 + q5)p
2
2 − q
2
2 − q4 + q5.
There do no longer arise constraints, because the conditions of the time conservation of
constraints φ41 and φ
4
2 determine one of the Lagrangian multipliers. Further one can see
for oneself that rank‖{φmαα , φ
mβ
β }‖ = 4; therefore, four constraints are of second class.
Now implementing our procedure of the constraint separation into first and second class,
we obtain the following set of independent constraints: the first-class constraints
Φ11 =
1
2
(p4 + p5), Φ
2
1 = −
1
2
p22, Φ
3
1 = −q2p2, Φ
4
1 = −(q4 + q5)p
2
2 − q
2
2
and the three-linked chain of second-class constraints
Ψ11 =
1
2
(p4 − p5), Ψ
2
1 = q3, Ψ
3
1 = p3, Ψ
4
1 = q4 − q5.
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One can see that the first-class constraint Φ41 violates the condition (26), namely,
{Φ11,Φ
4
1} = −2Φ
2
1. (51)
Therefore we shall pass to an equivalent set of constraints by the transformation (23):
Φ˜m11 = C
m1m
′
1Φ
m′
1
1 , (52)
where the matrixC is the solution of the equation (25). Since from the quantities f
1 mδmγ
α δ γ
in (25) the only non-vanishing one is f 1 4 21 1 1 = −2, the matrix
C =

1 0 0 0
0 1 0 0
0 0 1 0
0 c 0 1
 , (53)
where c is the solution of the equation {Φ11, c} − 2 = 0, e.g.
c = −2(q5 + q6), (54)
can be taken as the particular solution of eq.(25). Thus we obtain the desired canonical
set of constraints when the condition (26) holds valid ({Φ˜11, Φ˜
m1
1 } = 0, m1 = 2, 3, 4):
Φ˜
m′
1
1 = Φ
m′
1
1 (m
′
1 = 1, 2, 3), Φ˜
4
1 = −q
2
2 .
This provide the fulfilment of the second condition (19) of the conservation of the primary-
constraint surface Σ1 under the transformations (12).
Further we seek the generator G in the form (13):
G = ηk11 Ψ
k1
1 + ε
m1
1 Φ˜
m1
1 , k1 = 1, · · · , 4, m1 = 1, · · · , 4. (55)
Since in eq.(2) the only non-vanishing structure functions are h3 41 1 = h
2 3
1 1 = h
2 2
1 1 = 1, the
system of equations (II.21) for the coefficients of constraints Ψk11 in eq.(55) has the form
η˙41 + η
3
1 = 0,
η˙31 + η
2
1 = 0,
η˙21 + η
1
1 = 0.
(56)
Then, taking into account that the first condition (18) of the Σ1 conservation under
transformations (12) gives η41 = 0, we verify on the basis of (56) that all η
k1
1 = 0, i.e. the
second-class constraints of system do not contribute to the generator G.
As g4 41 1 = g
3 3
1 1 = g
4 2
1 1 = g
2 2
1 1 = 0, g
3 4
1 1 = g
2 3
1 1 = g
1 2
1 1 = 1 and g
4 3
1 1 = g
3 2
1 1 = 2(q4 + q5)
in eq.(1), the system of equations (37) for determining εm11 becomes
ε˙41 + ε
3
1 = 0,
ε˙31 + 2(q4 + q5)ε
4
1 + ε
2
1 = 0,
ε˙21 + 2(q4 + q5)ε
3
1 + ε
1
1 = 0.
(57)
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Denoting ε41 ≡ ε, we obtain
ε31 = −ε˙, ε
2
1 = ε¨− 2(q4 + q5)ε, ε
1
1 = −
d
dt
[ε¨− 2(q4 + q5)ε] + 2(q4 + q5)ε˙. (58)
We see that the quantity G in (55) depends on q˙4 and q˙5; therefore, for a canonicity
of the desired local-symmetry transformations it is necessary to extend the phase space
according to section 3. It is sufficient to carry out the following extension: Define the
coordinares q˜i (i = 1, · · · , 7):
q˜i = qi (i = 1, · · · , 5), q˜6 = q˙4, q˜7 = q˙5, (59)
and their conjugate momenta calculated in accordance with (41)
p˜i = pi (i = 1, · · · , 5), p˜6 = p˜7 = 0. (60)
The generalized momenta p˜6 and p˜7 are extra primary constraints of the first class.
In the extended phase space, one should carry out the procedure of reparametrization
of the system of equations (57), although formally, to obtain the definite form, it is
sufficient to express G in the coordinates of this extended space according to (59),(60)
and (44):
G =
[
−
...
ε
2
+ 2(q˜4 + q˜5)ε˙+ (q˜6 + q˜7) ε
]
(p˜4 + p˜5)
+
[
−
ε¨
2
+ (q˜4 + q˜5)ε
]
p˜22 + q˜2(p˜2 ε˙− q˜2 ε). (61)
It can be seen that the local-symmetry transformations generated by this G (61) are
already canonical.
In the (q, q˙)-space the local-symmetry transformations established with the help of
formulas (38) have the form
δq1 = δq3 = 0, δq2 = −
q˙2
q4 + q5
ε¨+ 2q˙2 ε+ q2 ε˙,
δq4 = δq5 = −
...
ε
2
+ 2(q4 + q5) ε˙+ (q˙4 + q˙5) ε, δq˙i =
d
dt
δqi. (62)
It is easy to verify that under these transformations
δL =
d
dt
{
q˙22
(q4 + q5)2
[
−
ε¨
2
+ (q4 + q5) ε
]
+ q22 ε
}
,
i.e. the action is quasi-invariant.
5 Conclusion
In the framework of the generalized Hamiltonian formalism for dynamical systems with
first- and second-class constraints, we have suggested the method of constructing the gen-
erator of local-symmetry transformations for arbitrary degenerate Lagrangians both in the
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phase and configuration space. The general case is considered including both the violation
of the condition (26) (i.e. without restrictions on the algebra of first-class constraints) and
the possibility of the presence of higher derivatives of coordinates in the local-symmetry
transformation law; and the arising problem of canonicity of transformations in the latter
case is solved.
The generator of local-symmetry transformations is derived from the requirement for
them to map the solutions of the Hamiltonian equations of motion into the solutions of the
same equations which must be supplemented by the demand on the primary-constraint
surface Σ1 to be conserved under these transformations. As it is discussed in paper II, the
condition of the Σ1 conservation actually is not an additional restriction on the properties
of the local-symmetry transformation generator that naturally follows from the definition
of the symmetry group of the action functional.
We have proved in the general case that that all first-class constraints generate the
local-symmetry transformations (however, the number of the gauge degrees of freedom
equals the number of the primary ones) and second-class constraints do not contribute
to the law of these transformations and do not generate global transformations in lack of
first-class constraints.
The generator of local-symmetry transformations is obtained for degenerate theories
of general form, without restrictions on the algebra of constraints. We have shown that
in this case (these are, e.g., Polyakov’s string [11] and other model Lagrangians [10],
[12]-[21]) one can always pass to an equivalent set of constraints, the algebra of which
satisfies the condition (26), and, therefore, now the method of constructing the generator
developed for singular theories of special form in paper II can be applied. In Appendix
A, the method of passing to one of the indicated equivalent sets when all the first-class
primary constraints are momentum variables is given.
The corresponding transformations of local symmetry in the (q, q˙)-space are deter-
mined with the help of formulae (38).
When deriving the local-symmetry transformation generator the employment of ob-
tained equation system (37) is important, the solution of which manifests a mechanism
of appearance of higher derivatives of coordinates and group parameters in the Noether
transformation law in the configuration space, the highest possible order of coordinate
derivatives being determined by the structure of the first-class constraint algebra, and the
order of the highest derivative of group parameters in the transformation law being by
unity smaller than the number of stages in deriving secondary constraints of first class by
the Dirac procedure.
We have shown the obtained local-symmetry transformations to be canonical in the
extended (by Ostrogradsky) phase space where the time derivatives of coordinates (which
have emerged in the transformation law) are taken as complementary coordinates and the
conjugate momenta (defined by the formula of theories with higher derivatives [26, 27, 28])
are the initial momenta plus the extra first-class primary constraints (the number of the
latter equals the number of complementary coordinates). In addition, the dynamics of a
system remains to be fixed in the sector of the initial phase-space variables.
Obtained generator (45) ((36)) satisfies the group property (46). The amount of group
parameters which determine the rank of quasigroup of these transformations equals the
number of primary constraints of first class.
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So, we can state in the general case of theories with first- and second-class constraints
(without restrictions on the constraint algebra) that the necessary and sufficient condi-
tion for a certain quantity G to be the local-symmetry transformation generator is the
representation of G as a linear combination of all the first-class constraints (and only of
them) of the equivalent set of the special form (when the first-class primary constraints
are the ideal of algebra of all the first-class constraints) with the coefficients determined
by the system of equations (37). Passing to the indicated equivalent set of constraints
is always possible, and the method is presented in this work. In addition, these are the
necessary and sufficient conditions for (12) to be the quasi-invariance transformation of
the functional of action in both the phase and (q, q˙) space. It is thereby shown in the
general case that the functional of action and the corresponding Hamiltonian equations
of motion are invariant under the same quasigroup of local-symmetry transformations.
As it is known, gauge-invariant theories belong to the class of degenerate theories. In
this paper, we have shown that the degeneracy of theories with the first- and second-
class constraints in the general case is due to their quasi-invariance under local-symmetry
transformations.
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Appendix A
Here we shall describe the way of passing to, at least, one separated set of equivalent
constraints φ¯mαα when all the primary constraints of the first class are momentum variables.
We shall consider that the initial set of first- and second-class constraints are canonical, i.e.
the complete separation of constraints into first- and second-class ones is already carried
out. Then, the formulated problem can be solved by the iteration procedure provided
that we take into account the first-class primary constraints to make a subalgebra of
quasi-algebra of all the first-class constraints (7):
{Φ1α,Φ
1
β} = f
1 1 1
α β γΦ
1
γ , α, β = 1, · · · , F.
This relation follows from the stationarity condition for Φ1α and from from the properties of
the canonical set of constraints. The iteration procedure can be first developed for first-
class constraints, and second-class constraints can be taken into account at last stage.
There always exist canonical transformations of the form [27, 29]
P¯1 = Φ
1
1(q, p), {Q¯1, P¯1} = 1, {Q¯σ, P¯τ} = δστ ,
{P¯1, P¯τ} = {Q¯1, P¯τ} = {P¯1, Q¯τ} = {Q¯1, Q¯τ} = 0, (63)
σ, τ = 2, · · · , N.
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(The bar over a letter means the first stage of the iteration procedure.) All the remaining
primary constraints of first class assume the form
ϕ1α(Q¯, P¯ ) = Φ
1
α(q(Q¯, P¯ ), p(Q¯, P¯ ))
∣∣∣
P¯1=0
, α = 2, · · · , F.
In view of the transformation being canonical, we can write
{P¯1, ϕ
1
α} = −
∂ϕ1α
∂Q¯1
= f¯ 1 1 11 α γϕ
1
γ, α, γ ≥ 2,
with ϕ1α having the structure [27]
ϕ1α = E¯
1 1
α γϕ¯
1
γ, detE¯
∣∣∣
Σ
6= 0, (64)
and obeying the conditions
∂ϕ¯1γ
∂Q¯1
=
∂ϕ¯1γ
∂P¯1
= 0, γ ≥ 2.
As all the constraints ϕ¯1γ do not depend upon Q¯1 and P¯1, we perform an analogous pro-
cedure for the constraint ϕ¯12 in the 2N − 2-dimensional subspace (Q¯σ, P¯σ)(σ = 2, · · · , N),
i.e. without affecting Q¯1 and P¯1. Then the constraints ϕ¯
1
α(α = 3, · · · , F ) arising in a
formula analogous to formula (64) are independent of Q¯1, P¯1 and Q¯2, P¯ 2. Next, making
this procedure step by step (F − 2) times, we finally obtain the first-class primary con-
straints to be momenta, and therefore they commute with each other (final momenta and
coordinates will be denoted by Qα and Pα, respectively, α = 1, · · · , F ).
All secondary constraints of first class will then assume the form
ϕmαα (Q,P ) = ϕ
mα
α
(
q(Q,P ), p(Q,P )
)∣∣∣
Pα=0
, α = 1, · · · , F ; mα = 2, · · · ,Mα.
As the transformations are canonical, we can write
{Pα, ϕ
mβ
β } = −
∂ϕ
mβ
β
∂Q¯α
= f
1 mβmγ
α β γ ϕ
mγ
γ ,
with ϕmαα having the structure [27]
ϕmαα = A
mαmβ
α β ϕ˜
mβ
β , detA
∣∣∣
Σ
6= 0, (65)
and obeying the conditions
∂ϕ˜mαα
∂Qβ
=
∂ϕ˜mαα
∂Pβ
= 0, α, β = 1, · · · , F, mα ≥ 2.
And, finally, all second-class constraints will be expressed as
ψ
mai
ai (Q,P ) = Ψ
mai
ai
(
q(Q,P ), p(Q,P )
)∣∣∣
Pα=0
, α = 1, · · · , F ;
i = 1, · · · , n, ai = 1, · · · , Ai, mai = 1, · · · ,Mai
with all (previously-established in paper I) features of the canonical set of constraints
remaining valid.
The set of constraints thus constructed (primary constraints being momenta and sec-
ondary ϕ˜mαα ) satisfies the condition (26) with vanishing right-hand side, i.e. we have
derived the searched set of constraints. Note that (A−1)
mαmβ
α β in (65) is a solution to the
system of equations (25).
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