Abstract. This paper compares different approaches for computing power products 1≤i≤k g e i i in finite groups. We look at the conventional simultaneous exponentiation approach and present an alternative strategy, interleaving exponentiation. Our comparison shows that in general groups, sometimes the conventional method and sometimes interleaving exponentiation is more efficient. In groups where inverting elements is easy (e.g. elliptic curves), interleaving exponentiation with signed exponent recoding usually wins over the conventional method.
Introduction
A common task in implementations of many public-key cryptosystems is multiexponentiation in some commutative group G, i.e. evaluating a product where k ≥ 2 is a small integer, each g i is an element of G, and each e i is an integer (typically a few hundred up to a few thousand bits long). We require that the e i be non-negative (otherwise, invert g i ). Example groups include (Z/nZ) * for some integer n (e.g., for verification of ElGamal [9] or DSA [15] signatures), groups of rational points on elliptic curves over finite fields (e.g., for verification of ECDSA [1] signatures), or class groups of imaginary-quadratic orders (e.g., for verification of RDSA [2] [6] signatures). We have k = 2 for DSA and ECDSA verification and k = 3 for ElGamal and RDSA verification. Larger values of k appear in protocols of Brands [4] . In the present paper, we allow k = 1 as well for algorithms; efficiency considerations may ignore this case. It is well known that for k > 1 it is unnecessarily inefficient to compute the powers g ei i separately and then multiply them. Instead, specific algorithms for multi-exponentiation are usually applied.
We assume that the e i consist of independent random bits up to a respective maximum bit-length b i ; i.e., e i is a uniformly distributed random integer in the interval [0, 2 bi − 1]. (In practice the actual distribution may differ, but for typical cases this simplified assumption is reasonably close.) In this setting, we consider general algorithms for arbitrary exponents; we do not examine algorithms based on tailor-made addition chains in Z k for given e 1 , . . ., e k (cf. [3] ). (Note that even if an exponent is fixed in a cryptographic protocol, it is sometimes desirable to perform computations using varying exponents in order to thwart side-channel attacks that try to use timings [10] or power consumption measurements [11] or other extra data to gain knowledge on secret exponents. To avoid constant exponents, g e can be rewritten as g n·ord(g)+e , and g ei i can be rewritten as ( g i ) n g ei−n i for arbitrary integers n.) Like window-based algorithms for single exponentiations, the algorithms that we analyze work in two stages: First, in the precomputation stage, an auxiliary table of group elements is computed from the elements g i ; then, in the evaluation stage, the final result is computed using these auxiliary values.
The usual approach for multi-exponentiation combines all input group elements g i with each other in the precomputation stage ( [9] , [17] , [18] ); then the evaluation stage looks at all exponents simultaneously. In the present paper, we discuss an alternative approach where the g i are treated separately in the precomputation stage. In this approach, the evaluation stage uses an interleaving of the generators and exponents for the various i rather than handling multiple i simultaneously.
We collectively refer to the multi-exponentiation methods described in [9] , [17] and [18] as "simultaneous exponentiation". Section 2 describes these methods. Section 3 presents two variants of our alternative approach, which we dub "interleaving exponentiation": a basic method and an alternative method that can be used in groups where inverting elements is easy. In section 4, we compare the efficiency of simultaneous exponentiation methods and interleaving exponentiation methods. Section 5 discusses a variant of interleaving exponentiation that is sometimes advantegeous when all bases g i are fixed.
In specific groups, additional useful efficiently computable endomorphisms are available besides squaring and possibly inversion (see e.g. [16] ); this may lead to better multi-exponentiation algorithms for these groups. Such special groups are out of the scope of the present paper.
Notation
We write e[j] for bit j of a non-negative integer e (j ≥ 0). For negative j, we define that e[j] = 0. We write e[j . . . j ] for the integer consisting of the concatenation of bits j down to j of e; e.g., if e = 10111 2 = 39, then e[3 . . . 1] = 011 2 = 3 and e[1 . . . −2] = 1100 2 = 12.
Simultaneous exponentiation methods
We look at two multi-exponentiation methods using simultaneous exponentiation (as opposed to interleaving exponentiation, which is introduced in section 3): Straus's 2 w -ary method (section 2.1) and the sliding window method of Yen, Laih, and Lenstra (section 2.2). (The method known as "Shamir's trick" appears as a special case of both of these.)
As noted in the introduction, all algorithms that we consider are related and work in two stages: a first precomputation stage yielding an auxiliary table of group elements and a second evaluation stage that computes the final result using this table. For comparing different methods, we examine the two stages separately.
When examining simultaneous exponentiation algorithms, we assume that b i is the same for all i. Let at least one e i be non-zero, and let b be the bit-length of the longest of the e i . Parameter w is always a positive integer, the "window size"; larger window sizes make the precomputation stage less efficient, but speed up the evaluation stage. It is not possible to give a general rule for selecting an optimal w (cf. section 4).
Relevant features of the precomputation stage are the number of group operations required for computing the auxiliary table, and the number of table entries. For group operations, we differentiate between squarings and general multiplications, since the former often can be computed more efficiently. The precomputed tables will always contain the values g 1 , . . ., g n , all of which are trivially available and hence can be neglected. It will be visible that computing each additional table entry requires one multiplication or, for some of the table entries in the simultaneous 2 w -ary method, one squaring. In addition to this, k squarings are necessary if w > 1.
The evaluation stage requires both squarings and multiplications. For each multi-exponentiation method, we look at number of squarings and the expected number of general multiplications for given k, b, and w. w is assumed to be small in comparison to b (otherwise the precomputation stage would become unreasonably expensive).
It should be noted that a slight optimisation for the precomputation stage is possible in all methods by first looking which table entries are actually needed (either during the evaluation stage, or because other precomputed table entries that are needed in the evaluation stage depend on them) and limiting precomputation to these. As this optimisation will usually only have a small effect in practice, we neglect it in our comparisons.
For the number of squarings in the evaluation stage, we assume that the following optimisation is used: As initially variable A is 1 G (the neutral element of G) in all algorithms, squarings can easily be avoided until a different value has been assigned to A.
Formulas for the expected number of multiplications during the evaluation stage given in the following are actually asymptotics for large b/w rather than precise values (we do not take into account the special probability distributions encountered at both ends of the exponents). As b/w is small in practice, the error is negligible for our purposes.
Just as squarings can be optimised away in the evaluation stage while A is 1 G , the first multiplication of A by a table entry can be replaced by an assignment. This minor optimisation is not used in our figures below; note that it applies similarly to all algorithms discussed in this paper (and does not affect asymptotics), so comparisons between different methods remain just as valid.
Simultaneous 2
w -ary method
The simultaneous 2 w -ary exponentiation method [17] (see also [13] ) looks at w bits of each of the exponents for each evaluation stage group multiplication (where w is a small positive integer), i.e. kw bits in total. The special case where w = 1 is also known as "Shamir's trick" since it was described in [9] with a reference to Shamir. 
Precomputation stage Precompute
1≤i≤k g Ei i for all non-zero k-tuples (E 1 , . . ., E k ) ∈ {0, . . ., 2 w − 1} k . Number of non-trivial
Evaluation stage
{multiply A by table entry} return A Number of squarings: b − 1 w w.
Expected number of multiplications:
Simultaneous sliding window method
The simultaneous sliding window exponentiation method of Yen, Laih, and A. Lenstra [18] is an improvement of the 2 w -ary method described in section 2.1. Due to the use of a sliding window, table entries are required only for those tuples (E 1 , . . . , E k ) where at least one of the E k is odd; also the expected number of multiplications required in the evaluation stage is reduced. Like the 2 w -ary method, this method looks at w bits of each of the exponents for each evaluation stage group multiplication (kw bits in total). For w = 1, this again is "Shamir's trick".
w − 1} k where at least one of the E k is odd. Number of non-trivial table entries (multiplications): 2 kw − 2 k(w−1) − k. Number of squarings: k if w > 1; none otherwise.
Evaluation stage
A ← 1 G j ← b − 1 while j ≥ 0 do if ∀i ∈ {1, . . ., k} : e i [j] = 0 then A ← A 2 ; j ← j − 1 else j new ← max(j − w, −1) J ← j new + 1 while ∀i ∈ {1, . . ., k} : e i [J] = 0 do J ← J + 1 {now j ≥ J > j new } for i = 1 to k do E i ← e i [j . . . J] while j ≥ J do A ← A 2 ; j ← j − 1 A ← A · i g Ei i {multiply A by table entry} while j > j new do A ← A 2 ; j ← j − 1 return A Number of squarings: b − w up to b − 1. Expected number of multiplications: b · 1 w + n≥1 1 2 kn = b · 1 w + 1 2 k −1 .
Interleaving exponentiation methods
Here, we look at two interleaving exponentiation algorithms: A basic algorithm suitable for arbitrary groups (section 3.1) and a special variant using signed exponent recoding that can be applied if inverting elements is easy (section 3.2).
The comments in the introduction to section 2 apply similarly, with the exception that we no longer assume all the b i to be identical. Instead of a single window size w, in this section we have k possibly different window sizes w i (1 ≤ i ≤ k) used for the respective parts of the multi-exponentiation; each w i is a small positive integer.
Note that for the algorithms described in this section, the precomputed table has disjoint parts for different exponents g i . If multiple multi-exponentiations have to be performed and some of the bases g i appear again, then the corresponding parts of earlier precomputed tables can be reused.
Basic interleaving exponentiation method
The basic interleaving exponentiation method is a generalization of the sliding window method for a single exponentiation (see e.g. [13] ), to which it corresponds in case k = 1.
Precomputation stage
wi − 1. Number of non-trivial table entries (multiplications):
Number of squarings: # i ∈ {1, . . ., k} | w i > 1 . 
Evaluation stage
A ← 1 G for i = 1 to k do window handle i ← nil for j = b − 1 down to 0 do A ← A 2 for i = 1 to k do if window handle i = nil and e i [j] = 1 then J ← j − w i + 1 while e i [J] = 0 do J ← J + 1 {now j ≥ J > j − w and J ≥ 0} window handle i ← J E i ← e i [j . . . J] if window handle i = j then A ← A · g
wNAF-based interleaving exponentiation method
In some groups, elements can be inverted very efficiently so that division is not significantly more expensive than multiplication. (Inversion is cheap in case of elliptic curves or class groups of imaginary quadratic number fields, but not in (Z/nZ) * .) This can be exploited for making exponentiation algorithms more efficient by recoding the exponents into a signed representation. We use the technique introduced for single exponentiations in [14] and apply it to the task of multi-exponentiation.
Given an exponent e i and a window size w i , we need a width-(w i + 1) nonadjacent form (width-(w i + 1) NAF or wNAF ) of e i , which is an array
is either 0 or odd with an absolute value less than 2 wi ;
j ; -at most one of any w i + 1 consecutive components of the array is non-zero.
A width-(w i + 1) NAFs always exists and is uniquely determined; it can be computed by the following algorithm [16] :
The maximum possible index for a non-zero component of the wNAF of a B-bit integer is B; i.e., the length of the wNAF without leading zeros may exceed the length of the binary expansion by one. The average density (proportion of non-zero components) in width-(w i + 1) NAFs is 1/(w i + 2) for B → ∞ [16] .
(As inversion in G is assumed to be easy, this makes g
available as well.) Number of non-trivial table entries (multiplications):
Number of squarings: # i ∈ {1, . . ., k} | w i > 1 .
Evaluation stage
We can compare wNAFs with the sliding window technique of the basic interleaving exponentiation algorithm. Windows can be represented by components of an array as in the wNAF approach: In the algorithm description of section 3.1, E i provides component values; array indexes are given by window handle i . With the array filled in accordingly, we can use the same evaluation stage algorithm as in the wNAF-based method. The average density is 1/(w i + 1) (each window covers w i bits, and the number of additional zero bits between neighbouring windows is 1 on average). With wNAFs, the average density goes down to 1/(w i +2) for exactly the same precomputation. Thus using wNAFs effectively increases the window size by one. For the following comparisons, we assume that all maximum exponent lengths b i are the same (an assumption that we made in section 2 on simultaneous exponentiation methods, but not in section 3 on interleaving exponentiation methods). As before, let b be the length of the largest of the exponents e i .
In section 4.1, we compare the simultaneous 2 w -ary method with the basic interleaving method and show that the latter is usually more efficient for k = 2 if squarings are about as costly as multiplications. In section 4.2, we compare the simultaneous sliding window method with the wNAF-based interleaving method and show that the latter is more efficient for k = 2 and k = 3, assuming that computing and storing the wNAFs is not too costly. Section 4.3 shortly discusses the alternative multi-exponentiation method from [8] and shows that is obviated by our interleaving exponentiation methods. Finally, in section 4.4, we look at some concrete figures for the number of multiplications required by different methods for example values of k and b.
Comparison between the simultaneous 2
w -ary method and the basic interleaving method While the simultaneous sliding window method is more efficient than the simultaneous 2 w -ary method, this section focusses on the latter. The reasons is that the 2 w -ary method is often used in practice (e.g. [5] ), possibly because it is perceived to be simpler to implement. The basic interleaving exponentiation method is not too complicated, and as we will see, it is often more efficient than the simultaneous 2 w -ary exponentiation method. So when the intention is to avoid the simultaneous sliding window method, the basic interleaving method appears preferable for many applications.
Assume that, given k and b, a certain w turns out to provide optimal efficiency for the simultaneous 2 w -ary exponentiation method (section 2.1) when performed in a specific environment. Then the precomputation table requires 2 kw − 1 − k non-trivial entries, 2 k(w−1) − 1 of which can be computed with one squaring each (while each of the remaining entries requires one general multiplication).
For the basic interleaving exponentiation method (section 3.1), we can use uniform window sizes w 1 = . . . = w k = kw. Then the precomputation table has k2 kw−1 − k non-trivial entries, each of which requires one general multiplication; also k additional squarings are needed (unless k = w = 1).
Thus in case k = 2, the table grows from 2 2w −3 to 2 2w −2 non-trivial entries, and instead of 2 2w − 3 group operations of which 2 2(w−1) − 1 are squarings, we need 2 2w group operations of which only 2 are squarings. If squarings are about as expensive as general multiplications, then for k = 2 the overall cost of precomputation is comparable for these two multi-exponentiation methods.
The number of squarings in the evaluation stage is always nearly b for both methods. The expected number of general multiplications in the evaluation stage is smaller for the interleaving method (except if k = w = 1, in which case both algorithms do exactly the same): Dividing the value for the basic interleaving exponentiation method by the value for the simultaneous 2 w -ary exponentiation method yields
and this is less than 1 for kw > 1 (the minimum is 64/75 at kw = 4). Note that using w 1 = . . . = w k = kw is not necessarily an optimal choice of window sizes for the basic interleaving exponentiation method; using smaller or larger windows might lead to better performance. (Indeed, if we look just at the number of operations and ignore memory usage, then there is no reason why the window size should depend on k.) While the above proof only covers the case k = 2, there are actually many other cases where the basic interleaving method is more efficient than the simultaneous 2 w -ary method, even if general multiplications are much more expensive than squaring; see table 1 in section 4.4. Also note that the precomputation effort grows exponentially in k in simultaneous methods, but not in interleaving methods.
Comparison between the simultaneous sliding window method and the wNAF-based interleaving method
Similarly to section 4.1, assume that a certain w provides optimal efficiency for the simultaneous sliding window exponentiation method (section 2.2) for given k and b. In the following analysis, we require k > 1. The precomputation table has 2 kw − 2 k(w−1) − k non-trivial entries, each of which requires one general multiplication to compute. In addition to this, k squarings are required for precomputation unless w = 1.
For the wNAF-based interleaving exponentiation method (section 3.2), we can use window sizes w 1 = . . . = w k = kw − 1. This leads to a precomputation table with k2 kw−2 − k non-trivial entries, requiring one general multiplication each. In addition to this, we need k squarings unless kw = 2.
The difference between the number of non-trivial tables entries (and general multiplications) for these two methods is
This is positive for k ≤ 3 and negative for k ≥ 4. Thus, with the w i chosen like this, the precomputation stage of the wNAF-based interleaving exponentiation method is more efficient if k = 2 or k = 3 (except for the case k = 3, w = 1, where the wNAF-based interleaving exponentiation method saves one general multiplication, but requires three additional squarings). The evaluation stage requires close to b squarings for both methods. The expected number of general multiplications is smaller for the wNAF-based interleaving method:
). The wNAF-based interleaving method will often provide better performance than the simultaneous sliding window method for k ≥ 4 as well: If additional memory allocation is not a problem, then the efficiency gain of the evaluation stage usually compensates for the growth of the precomputed table.
Similar to the situation in the preceding section, w 1 = . . . = w k = kw − 1 is not necessarily an optimal choice, and smaller or larger window sizes might be better (see section 4.4).
Comparison between the Dimitrov-Jullien-Miller multi-exponentiation method and interleaving exponentiation
A multi-exponentiation method for the case k = 2 requiring two precomputed values (in addition to g 1 and g 2 ) if inverting is easy, or six precomputed values if inversions have to be done during the precomputation stage, was described by Dimitrov, Jullien, and Miller in [8] . This algorithm is related to the simultaneous sliding window exponentiation method of Yen, Laih, and Lenstra [18] (section 2.2 in the present paper), but uses signed recoding of exponents in order to reduce the size of the precomputed table. While the Yen-Laih-Lenstra method with a window size of 1 requires an expected number of b · 0.75 general multiplications during the evaluation stage, the new method requires only about b · 0.534 multiplications according to [8] (the number of squarings stays about the same). Yen-Laih-Lenstra with a window size of 2 needs only b · 3/7 ≈ b · 0.429 multiplications (table 3 of [8] erroneously assumes a value of b·0.625), but has the disadvantage of requiring more precomputed elements, which may be a problem in some constrained environments. We do not examine the algorithm of [8] in detail; note that it is outperformed by the wNAF-based interleaving method of section 3.2 with w 1 = w 2 = 2 if inversion is cheap (two precomputed values, b·0.5 multiplications) and by the basic interleaving method of section 3.1 with w 1 = w 2 = 3 otherwise (six precomputed values, b · 0.5 multiplications).
Examples
As noted before, endless variations are possible for defining optimisation goals. In this section, we ignore memory usage and squarings and the issue of different element representations; we make comparisons based just on the expected number of general multiplications required by the various methods. Note that the number of squarings is approximately the same for the simultaneous sliding window method, the basic interleaving method, and the wNAF-based interleaving method: No more than k squarings are needed in the precomputation stage, and close to b squarings are needed in the evaluation stage. The simultaneous 2 w -ary method requires the above plus 2 k(w−1) − 1 squarings; so ignoring the cost of squaring tends to favour this method. Table 1 compares the number of general multiplications needed by these four methods for various k and b values. The entries for the most efficient methods in a particular configuration are printed in bold: For groups where inversion is easy so that the wNAF-based method can be used, it wins in all of these examples; for general groups, sometimes the simultaneous sliding window method and sometimes the basic interleaving method requires the least number of multiplications. (Remember that for w = 1 there is no difference between the simultaneous 2 wary method and the simultaneous sliding window method; for w > 1, the former is always less efficient.)
Multi-exponentiation with fixed bases
When many multi-exponentiations use the same bases g 1 , . . ., g k , is is sufficient to execute the precomputation stage just once, and we can try to make the evaluation stage more efficient by investing more work in precomputation. We cannot easily reduce the number of general multiplications in the evaluation stage, but we can reduce the number of squarings by using the Lim-Lee "comb" method [12] for all subsets S ⊆ {0, m, 2m, . . ., (w i − 1)m}. Note that then every exponent up to b i bits of length can be written as
is an integer of the form j∈S 2 j with S as above. Thus we can use interleaving exponentiation with an evaluation stage algorithm similar to section 3.2, but with a reduced number of iterations. The N i [j] values for each iteration need not be stored in advance, they can be extracted from the e i by tapping their bits in comb-shaped patterns; hence the nickname of this method.
A refinement of this (also from [12] ) is based on the observation that the precomputed table can be reduced in size in exchange for additional evaluation stage multiplications: Partition {0, m, 2m, . . ., (w i − 1)m} into v i subsets T i,1 , . . ., T i,vi ; now each of the above sets S can be written as 1≤n≤vi S n with S n = S ∩ T i,n , and then we have G i (S) = 1≤n≤vi G i (S n ). Thus it suffices to precompute G i (S n ) for all non-zero subsets S n ⊆ T i,n for all n; from this precomputed data, G i (S) can be computed in at most v i − 1 multiplications.
While Lim-Lee precomputation reduces the number of squarings, the expected number of general multiplications is larger than for the basic interleaving exponentiation method with a similarly sized precomputed table. (In the basic interleaving method, 2 w1−1 − 1 non-trivial precomputed values suffice to make sure that each evaluation stage multiplication covers w i exponent bits, and we can skip many additional zero bits thanks to the sliding window. With Lim-Lee precomputation, we need at least 2 W − 2 non-trivial precomputed values to be able to cover W exponent bits with one evaluation stage multiplication, and we lose the advantage of a sliding window.) Thus if k is large, using Lim-Lee precomputation is a disadvantage.
Note that it is possible to use Lim-Lee precomputation for some of the bases and standard precomputation (as in section 3) for others. This does not help for multi-exponentiation in these mixed cases, but precomputed data can then be reused for pure Lim-Lee cases.
Conclusion
In many cases, the basic interleaving exponentiation method compares favourably to the simultaneous 2 w -ary method, in particular if k = 2 and squarings are about as costly as general multiplications. In groups where inverting elements is easy, the wNAF-based interleaving exponentiation method is available; its efficiency is superior even to the sliding window variant of simultaneous exponentiation both in the precomputation stage and the evaluation stage if k = 2 or k = 3, and it is usually more efficient for larger k as well. In all cases, interleaving exponentiation provides the following advantages over simultaneous exponentiation:
-Improved efficiency if the bit-lengths of the exponents e i differ significantly.
-More flexibility in choice of the size of the auxiliary table (and, hence, the time spent on precomputation), particularly if k is large. -Better handling of situations where one or more of the g i are fixed while others are variable between multiple multi-exponentiation: A corresponding part of the precomputation has to be done only once. (This is the case in DSA, ECDSA, and RDSA signature verification if multiple signatures are verified that are based on the same underlying parameters.)
Thus, depending on circumstances, either the simultaneous sliding window method or one of the interleaving exponentiation methods may be advantageous.
The special case k = 1 of the basic and wNAF-based interleaving exponentiation methods yields the usual sliding windows exponentiation method and wNAF-based exponentiation method, respectively; so there is no need to implement these separatly if interleaving exponentiation is implemented for variable k.
