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Abstract
We consider the so-called GI/GI/N queue, in which a stream of jobs with independent and identically
distributed service times arrive as a renewal process to a common queue that is served by N identical
parallel servers in a first-come-first-serve manner. We introduce a new representation for the state of the
system and, under suitable conditions on the service and interarrival distributions, establish convergence
of the corresponding sequence of centered and scaled stationary distributions in the so-called Halfin-Whitt
asymptotic regime. In particular, this resolves an open question posed by Halfin and Whitt in 1981. We
also characterize the limit as the stationary distribution of an infinite-dimensional two-component Markov
process that is the unique solution to a certain stochastic partial differential equation. Previous results
were essentially restricted to exponential service distributions or service distributions with finite support,
for which the corresponding limit process admits a reduced finite-dimensional Markovian representation.
We develop a different approach to deal with the general case when the Markovian representation of the
limit is truly infinite-dimensional. This approach is more broadly applicable to a larger class of networks.
1 Introduction.
1.1 Background and motivation.
A model of a many-server system that arises in many applications is the so-called GI/GI/N queue, in which
jobs with independent and identically distributed (i.i.d.) service times arrive as a renewal process to a
common queue that is processed by N indistinguishable parallel servers. When a job arrives, it is processed
by a server chosen uniformly at random amongst the idle servers or, if all servers are busy, it joins the
queue. Servers process jobs from the queue in a First-Come-First-Serve (FCFS) manner and do not idle
when there is a job waiting in the queue. Motivated by applications in call centers, data centers and health
care [10, 6, 11], a particular focus in recent years has been on the characterization of steady state quantities
such as the stationary distribution of the total number of jobs in system (which includes those waiting in
queue and those in service), and the stationary probability that the queue is non-empty or equivalently, that
a job has a strictly positive wait time. An exact computation of these quantities is in general not feasible
for large systems and the goal, rather, has been to obtain provably good approximations that are accurate
in the limit as N , the number of servers, goes to infinity.
When the service distribution is exponential, Halfin and Whitt [20, Theorem 2] identified the correct
asymptotic regime that would lead to a meaningful approximation, that is, one in which the limit of the
stationary probability that the queue is non-empty lies strictly between zero and one. Specifically, they
showed that if the traffic intensity (i.e., ratio of the mean arrival rate to the mean service rate) of the system
with N servers has the form 1 − βN−1/2 + o(N−1/2) for some β > 0, then under natural assumptions on
the initial conditions, the sequence of centered and renormalized processes X̂(N) = (X(N) −N)/√N , where
X(N) represents the total number of jobs in the system, converges weakly (on every finite time interval) to a
positive recurrent one-dimensional diffusion X that has a continuous piecewise linear drift. Moreover, they
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also showed in [20, Proposition 1 and Corollary 2] that as N goes to infinity, the sequence of stationary
distributions of X̂(N) converges to the unique stationary distribution of X. Since the exact form of this
stationary distribution can be easily calculated, this provides a useful explicit approximation for the steady
state probability of an N -server queue being strictly positive for large N . In particular, this approximation
can be used to determine the number of servers required to achieve a certain quality of service in the system.
The asymptotic scaling for the traffic intensity described above is commonly referred to as the Halfin-Whitt
asymptotic regime.
However, statistical analyses of many-server queueing systems arising in real-world applications have
shown that service distributions are typically not exponential [10, 13, 32, 30], thus motivating the need to
extend the steady-state approximation result mentioned above to the case of general, non-exponential service
distributions. The convergence, on finite time intervals, of the sequence of diffusion-scaled process {X̂(N)} has
been established for various classes of service distributions (see, e.g., [36, 33, 19, 37, 35, 37, 29]). In contrast,
results on the corresponding steady state distribution are limited to a few special classes of distributions
(see Section 1.3 for details). A significant recent advance is the work of Gamarnik and Goldberg [18], which
uses general bounds for the FCFS GI/GI/N queue to show that when the service distribution G has a finite
(2+) moment and satisfies other technical conditions (see assumption T0 therein), the sequence of diffusion-
scaled stationary queue lengths is tight. One of the difficulties in going beyond tightness and establishing
convergence of the sequence of stationary distributions arises from the fact that prior to this work, in the
general non-exponential case, no candidate limit had been identified. In particular, a natural candidate for
the limit is the stationary distribution of the limit of the sequence of diffusion-scaled processes. However,
for non-exponential service distributions, this limit is typically no longer Markovian, and thus fewer tools
are available to analyze or even establish existence of the stationary distribution of the limit process. More
recently, an infinite-dimensional Markovian representation of the state was introduced in [28, 24] and a
corresponding “diffusion-scaled” convergence result was established in [29]. However, the limit process lies
in the rather complicated state space R × H−2 (where H−2 is a certain distribution space) and is not a
homogeneous Markov process on its own, although it can be made one when augmented to include a third
component (see [29, Remark 9.7]). Thus, this limit process appears not to be easily amenable to analysis.
In this paper, we overcome these obstacles by introducing a novel representation of the state of the
GI/GI/N queue, which allows us to resolve the open problem stated in [20] for a large class of service
distributions. A detailed description of our approach is given in Section 1.2. We believe that our approach
will be useful for the analysis of a broad class of many-server stochastic networks, which are naturally
modelled by infinite-dimensional stochastic processes.
1.2 Main Results and Contributions.
We introduce a different representation Y
(N)
t = (X
(N)
t , Z
(N)
t ) for the state of the N -server queue at time
t, where we append to X
(N)
t a function-valued component Z
(N)
t . Roughly speaking, for r > 0, Z
(N)
t (r)
represents the expected conditional number of jobs that entered service by time t and are still in service at
time t+r, given the ages of jobs in service at time t. When the service distribution satisfies certain smoothness
properties (see Assumption II), we show that Z(N) takes values in the Hilbert space H1(0,∞), the space of
square integrable functions on (0,∞) that have a square integrable weak derivative (see, e.g., [17, Section
5.2.1] for the definition of a weak derivative). Although not necessarily Markovian on its own, the key feature
of this representation is that the appended component Z(N) contains just enough additional information to
ensure a type of convergence (see the discussion below) of the scaled state descriptor Ŷ (N) = (X̂(N), Ẑ(N))
to a tractable Markov process Y , which we call the diffusion model. Further, with this choice of state space,
it was shown in [3, Proposition 4.18 and Theorem 3.8] that the diffusion model Y , which takes values in a
closed subspace Y of the Hilbert space R×H1(0,∞), can be characterized as the unique solution to a certain
stochastic partial differential equation (SPDE) in, and has at most one stationary distribution.
Our first result, Theorem 2.1, shows that for each N ∈ N, the centered and renormalized state process
Ŷ (N) is ergodic and has stationary distribution pi(N). While the proof of this result is similar in flavor to the
proof of ergodicity of the measure-valued representation obtained in [25], it entails some new technicalities,
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including upgrading classical stability results for the GI/GI/N queue [5] to the state space Y of Ŷ (N) (see
Proposition 3.1 and Appendix A). Then, under an additional finite (3+) moment assumption on the service
distribution, we establish our main result, Theorem 2.2, that the sequence {pi(N)} of stationary distributions
converges, as N →∞, to the unique invariant distribution of the diffusion model Y = (X,Z). In particular,
this establishes the desired convergence of the stationary distributions of the sequence {X̂(N)}, and identifies
the limit as the X-marginal of the unique invariant distribution of Y , thus resolving the open problem stated
in [20] (and posed again in [18]) for a large class of service distributions. In addition, it also characterizes the
convergence of stationary distributions of {Ẑ(N)}, which could be useful for understanding the stationary
distribution of other quantities of interest such as the workload process.
The proof of our convergence result involves three main steps. The first step, summarized in Proposition
5.1, is to establish tightness of the sequence of stationary distributions {pi(N)} in Y. This constitutes one
of the most technical parts of the paper, and involves an analysis of the dynamical equations governing
Ẑ(N), the verification of uniform (in N and t) tightness criteria for several H1(0,∞)-valued processes, and
a uniform L1-bound on the stationary distributions of the sequence of (centered and scaled) queue length
processes {(X̂(N))+} (see Corollary 5.1). The latter constitutes a crucial strengthening of the tightness
result for the stationary queue length processes proved in [18], and may be of independent interest. The
second step, carried out in Section 7.2, entails showing that any subsequential limit of {pi(N)} must be an
invariant distribution of Y . For this we first show that for every t ≥ 0, the finite-dimensional projections
of Ŷ
(N)
t converge in distribution, as N → ∞, to those of the marginal Yt of the diffusion model, under
certain convergence assumptions on a corresponding sequence of (augmented) initial conditions (where the
augmentation is required because Ŷ (N) is not necessarily a Markov process on its own). The Hilbert structure
of H1(0,∞) plays a crucial role in this proof (see Proposition 7.1). We then show (in Proposition 7.2) that
the assumptions on the initial conditions are satisfied when the sequence of laws of the initial conditions
is equal to (a converging subsequence of) {pi(N)}. The third and last step invokes the uniqueness of the
invariant distribution of the diffusion model Y , which was established in [3, Theorem 3.8] and restated here
as Proposition 6.1. In particular, we complement this uniqueness result by establishing existence of the
invariant distribution (see Corollary 7.1).
In summary, techniques introduced in this work that are potentially useful for the study of a larger class
of networks include:
1. The new state representation Y
(N)
t = (X
(N)
t , Z
(N)
t ) for the N -server queue, and a characterization of its
dynamics. It should be emphasized that the right choice of state space for the process is not obvious.
Under general assumptions, the process Ẑ(N) could also be viewed as lying in several other spaces (see
Remark 2.6). However, the space H1(0,∞) seems to be the most suitable choice that allows one to
simultaneously carry out all the required steps under general, physically relevant assumptions on the
service time distribution. Indeed, similar (though slightly more complex) representations have been
shown to be useful in the analysis of the hydrodynamic limit of a seemingly unrelated load balancing
model in [4, 2].
2. Tightness characterization and estimates for H1(0,∞)-valued random elements, and the proof of the
uniform L1 bound on the queue lengths.
3. The overall proof structure, which uses augmented initial conditions to deal with the fact that Ŷ (N)
is not Markovian on its own, and the exploitation of the Hilbert structure of Y to establish a certain
weak type of convergence of Ŷ
(N)
t to Y . The latter result, when combined with the tightness of {pi(N)}
and the uniqueness of the invariant measure of the diffusion model Y , is used to establish the main
result on the convergence of {pi(N)}.
Moreover, our result provides a framework for potentially gaining further qualitative insight into and
developing numerically approximations to the limiting stationary distribution of the queue lengths (and other
quantities encoded in the state representation). Indeed, since the diffusion model Y is Markov (albeit infinite-
dimensional), its invariant distribution can be characterized by studying the adjoint equation associated with
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this Markov process, much in the spirit of what has been done for finite-dimensional diffusion approximations
of stochastic networks (see, e.g., [21, 14, 26]). Such an investigation is relegated to future work.
1.3 Relation to prior work.
Diffusion-scale approximations of steady-state distributions of stochastic networks have mainly been estab-
lished in settings where the diffusion limit is finite-dimensional, such as multi-class queueing networks in the
conventional heavy traffic regime, where the diffusion limit is a finite-dimensional reflected Brownian motion.
In contrast, truly infinite-dimensional limits arise in the setting of many-server queues with general service
distributions in the Halfin-Whitt regime [31, 15, 34, 29, 35, 38]. In the simpler setting of infinite-server
queues, under the assumption that the hazard rate of the service distribution is an infinitely differentiable
function with all its derivatives bounded, the limit process was shown in [15, 38] to be an infinite-dimensional
Ornstein-Uhlenbeck process on the space of tempered distributions (see also the sub-critical diffusion limit
in [29] and alternative representations in [31] under weaker conditions on the service distribution). As a
consequence, in this case, the limit process has an explicit Gaussian invariant distribution [38]. However, the
study of many-sever queues is considerably more complicated. Limits of the scaled steady-state distributions
of many-server networks in the Halfin-Whitt regime (i.e., over the infinite horizon) have hitherto been estab-
lished for just a few classes of service distributions for which the limit admits a reduced finite-dimensional
Markovian representation. Specifically, Whitt [43] extended the result for exponential service distributions
in [20] to the H∗2 service time distribution (i.e., a mixture of an exponential distribution and a point mass at
0), the case of deterministic service times is considered in [22], and the latter result was generalized in [19]
to service distributions with finite support.
1.4 Some common notation.
For a, b ∈ R, let a∧ b and a∨ b denote the minimum and maximum of a and b, respectively. Also, a+ .= a∨ 0
and a− .= −(a ∧ 0). For a set B, 1B (·) is the indicator function of the set B (i.e., 1B (x) = 1 if x ∈ B
and 1B (x) = 0 otherwise). Moreover, with a slight abuse of notation, on every domain V , 1 denotes the
constant function equal to 1 on V .
1.4.1 Function spaces.
For n ∈ N and V ⊂ Rn, C(V ), Cb(V ) and Cc(V ) are respectively, the spaces of real-valued continuous
functions on V , bounded continuous functions on V and continuous functions with compact support on V .
When V = [0,∞), we will write C[0,∞) for C([0,∞)) and analogously for the other spaces. We use ‖f‖∞
to denote the supremum of |f(s)|, s ∈ V . For f ∈ C[0,∞) and T ∈ [0,∞), ‖f‖T denotes the supremum of
|f(s)|, s ∈ [0, T ]. A function f defined on [0,∞) is said to be locally bounded if ‖f‖T <∞ for every T <∞.
Also, C0[0,∞) denotes the subspace of functions f ∈ C[0,∞) with f(0) = 0, C1[0,∞) denotes the set of
differentiable functions f ∈ C[0,∞) whose derivative, denoted by f ′, is continuous on [0,∞), and C1b [0,∞)
is the subset of functions in C1[0,∞) that are bounded and have bounded derivative. Moreover, for every
Polish space X, C([0,∞);X) denotes the set of continuous X-valued functions on [0,∞). Also, D([0,∞);X) is
the set of X-valued functions on [0,∞) which are right continuous and have finite left limits at every point in
(0,∞). Endowed with the Skorokhod topology, D([0,∞);X) is a complete separable metric space. However,
we sometimes also equip D([0,∞);X) with the topology of uniform convergence on compact sets. When
X = R, we simply write D[0,∞) for D([0,∞);R), and D0[0,∞) for the subset of functions f in D[0,∞) with
f(0) = 0. Also, we use Id to denote the identity function on [0,∞), Id(t) = t for all t ≥ 0.
Let L1(0,∞), L2(0,∞), and L∞(0,∞), denote, respectively, the spaces of integrable, square-integrable
and essentially bounded functions on (0,∞) with their corresponding standard norms. The space L2(0,∞)
is a Hilbert space with the inner product
〈f, g〉L2 =
∫ ∞
0
f(x)g(x)dx.
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Also, L1loc(0,∞) denotes the space of locally integrable functions on [0,∞). The space H1(0,∞) denotes the
space of square integrable functions f on (0,∞) whose weak derivative f ′ exists and is also square integrable.
H1(0,∞) equipped with the inner product
〈f, g〉H1 = 〈f, g〉L2 + 〈f ′, g′〉L2 , (1)
and the corresponding norm ‖f‖H1 =
(
‖f‖2L2(0,∞) + ‖f ′‖2L2(0,∞)
) 1
2
, is a separable Banach space, and hence,
a Polish space (see, e.g., [9, Proposition 8.1 on p. 203]). Throughout the paper, we may refer to the weak
derivative of a function f ∈ H1(0,∞) as just the derivative of f . Also, recall that every function f ∈ H1(0,∞)
is almost everywhere equal to an absolutely continuous function whose density coincides almost everywhere
with the weak derivative of f [17, Problem 5 on p. 290].
1.4.2 Measure spaces.
For every subset V of R or R2, endowed with the Borel sigma-algebra, let MF (V ) be the space of finite
positive measures in V . For µ ∈MF (V ) and any bounded Borel-measurable function f on V , we denote the
integral of f with respect to µ by
µ(f)
.
=
∫
V
f(x)µ(dx).
Extending this notation to signed measures, for every measure µ with representation µ = µ+−µ−;µ+, µ− ∈
MF (V ), define µ(f)
.
= µ+(f) − µ−(f). We equip MF (V ) and M≤1(V ) with the weak topology: µn ⇒ µ if
and only if µn(f) → µ(f) for all f ∈ Cb(V ). Recall that Prohorov’s metric dP on MF (V ) [7, p. 72] induces
the same topology and (MF (V ), dP ) is a Polish space [7, Theorem 6.8, Chap. 1]. We also denote by MD(V )
the subspace of MF (V ), consisting of measures of the form
∑m
i=1 δxi for some m ∈ N and xi ∈ V, i = 1, ...,m.
Given any Polish space X and X-valued random elements Z1 and Z2, L aw(Z1) denotes the distribution of
Z1 on X and Z1 (d)= Z2 means L aw(Z1) = L aw(Z2).
2 Assumptions and main results.
Throughout the paper, the superscript N will be used to refer to quantities associated with the system with
N servers.
2.1 Main assumptions.
Let E(N) denote the cumulative arrival process, that is, for all t ≥ 0, E(N)t represents the number of jobs
that arrived to the system in the interval [0, t].
Assumption I. There exists β > 0 such that for every N ∈ N, the cumulative arrival process E(N) satisfies
E
(N)
t = E˜(λ
(N)t), t ≥ 0, where
λ(N)
.
= N − β
√
N, (2)
and E˜ is a renewal process with delay given by a random variable u˜0, and (i.i.d.) renewal times {u˜n;n ∈ N},
with common cumulative distribution function (c.d.f.) G˜E, which has mean 1 and finite variance σ
2. We
further assume that G˜E is non-lattice and has full support (i.e., G˜E(x) < 1 for all x > 0) and finite (2 + )
moment, for some  > 0.
Assumption I implies that E(N) is a renewal process with delay u
(N)
0 = u˜0/λ
(N) and inter-arrival times
u
(N)
n = u˜n/λ
(N), n ∈ N, with c.d.f. G(N)E (x) .= G˜E(λ(N)x), mean 1/λ(N), and finite (2 + ) moment. Since
the service distribution has mean 1 by Assumption II.a below, the condition (2) captures the Halfin-Whitt
asymptotic regime, where the traffic intensity scales as N −O(√N).
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Remark 2.1. The full support assumption imposed on the inter-arrival distribution is only used to show
ergodicity of a Markovian state representation of the sub-critical GI/GI/N queue (in the proof of Proposition
3.1). However, this is not a necessary condition for ergodicity, and our main results will continue to hold
under weaker conditions on the inter-arrival distribution, as long as they guarantee ergodicity of the state
process {Y (N)t ; t ≥ 0} introduced below.
The sequence of service times {vj ; j ∈ Z} is assumed to be i.i.d. with common c.d.f. G, and independent
of the arrival process. Define G
.
= 1 −G to be the complementary c.d.f. We start by imposing smoothness
conditions on G that ensure that Y (N) lies in a sufficiently nice state space.
Assumption II. The c.d.f. G of the service time distribution satisfies the following conditions:
a. G has a finite mean equal to one, and is continuously differentiable with derivative g.
b. The hazard rate function h of the service distribution lies in C1b [0,∞), where we recall
h(x)
.
=
g(x)
G(x)
. (3)
Remark 2.2. Note that g is the probability density function (p.d.f.) of the service time distribution. We
list some important consequences of Assumption II.
a. Note that G ∈ L2(0,∞) since G ≤ 1 and Assumption II.a implies that G is integrable.
b. Assumption II.b implies that
H
.
= sup
x∈[0,∞)
h(x) <∞.
Since the hazard rate function h is never integrable on its support, this implies that the support of G
must be [0,∞). Moreover, since g = Gh and h′ = g′/G + g2/G2, Assumption II.b also implies that g
lies in L2(0,∞), is differentiable with a continuous derivative g′, and
H2
.
= sup
x∈[0,∞)
|h2(x)| <∞, where h2(x) .= g
′(x)
G(x)
= h′(x)− h2(x) ;x ≥ 0.
Furthermore, g′ also lies in L2(0,∞), and hence, G and g both lie in H1(0,∞).
For the main result, we will impose some additional smoothness and moment conditions.
Assumption III. The service time distribution satisfies the following conditions.
a. G has finite (3 + ) moment for some  > 0, that is, G(x) = O(x−(3+)), as x→∞.
b. g′ has a bounded weak derivative g′′ which satisfies g′′(x) = O(x−(2+)) as x→∞.
Remark 2.3. For some intermediate results, we will only need to assume a finite (2 + ) moment for
some  > 0. Indeed, note that under this condition (and therefore, under Assumption III.a),
∫∞
· G(x)dx
is integrable and, since it is bounded, also lies in L2(0,∞). Moreover, the stronger moment condition in
Assumption III.a ensures that the function
∫∞
·
∫∞
s
G(x)dx ds is also integrable.
Remark 2.4. It is easily verified (see Appendix E) that Assumptions II and III hold for a large class of dis-
tributions of interest including phase-type distributions, Gamma distributions with shape parameter α ≥ 3,
Lomax distributions (generalized Pareto distributions with location parameter µ = 0) with shape parameter
α > 3, and the log-normal distribution, which has been empirically observed to be a good fit for service
distributions arising in applications [10, Section 4.3]. The tightness result in [18] also required Assumption I
and a technical condition that holds under Assumption II and a finite (2 + ) moment. We require a slightly
stronger moment assumption and some additional smoothness of the c.d.f. Thus, our assumptions appear
to be not too restrictive, although it would be of interest to see if the technical boundedness ad smoothness
conditions can be further relaxed.
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2.2 State representation and main results.
For every t ≥ 0, let X(N)t be the total number of jobs in the system. As mentioned in the introduction,
we introduce a novel representation for the GI/GI/N queue, in which we append to X
(N)
t a function-valued
state variable Z
(N)
t . To define this state variable, for every t ≥ 0, let S(N)(t) denote the set of indices of
jobs that are in service at time t, and for every job j ∈ S(N)(t), let a(N)j (t) be the age of that job at time t,
which is defined to be the amount of time that the job has been in service up to time t. For t ≥ 0, define
Z
(N)
t (r)
.
=
∑
j∈S(N)(t)
G(a
(N)
j (t) + r)
G(a
(N)
j (t))
; r ≥ 0. (4)
Note that for every job j in service at time t, that is, j ∈ S(N)(t), the quantity G(a(N)j (t) + r)/G(a(N)j (t)) is
the conditional probability that the job j has not yet departed the network by time t+ r, given a
(N)
j (t), its
age at time t. Therefore, Z
(N)
t (r) is, roughly speaking, the conditional expected number of jobs that received
service at time t and did not complete service by time t + r, given the ages of all jobs in service at time t.
As shown in Theorem 2.1, under Assumption II, Z
(N)
t takes values in H1(0,∞) for each t. We represent the
state of the GI/GI/N system by the process {Y (N)t ; t ≥ 0}, defined by
Y
(N)
t
.
= (X
(N)
t , Z
(N)
t ), t ≥ 0. (5)
The connection between this representation and that used in [28, 29] is explained in Section 3.2.
Remark 2.5. For the special case of exponentially distributed service times, G(r) = e−r, in which case
Z
(N)
t (r) simplifies to
Z
(N)
t (r) =
∑
j∈S(N)(t)
e−a
(N)
j (t)−r
e−a
(N)
j (t)
=
∑
j∈S(N)(t)
e−r = e−r
∣∣∣S(N)(t)∣∣∣ = e−r(X(N)(t) ∧N),
where the last equality uses the fact that the number of jobs in service at time t is equal to X(N)(t)∧N . In
this case, the appended variable Z(N) has no additional information compared to X(N).
Next, define Y
.
= (X,Z) by setting
X
.
= 1, Z(r)
.
=
∫ ∞
0
G(x+ r)dx; r ≥ 0. (6)
As shown in Corollary 4.1, Y is the so-called fluid limit of the state process, which is the limit (on every finite
interval) of the process Y (N)/N , as N →∞. Next, for F = X,Z, Y , define the centered and diffusion-scaled
versions of F as follows:
F̂ (N)
.
=
F (N) −NF√
N
. (7)
Our first main result, Theorem 2.1, identifies the state space of Ŷ (N) and the long-time behavior of Ŷ (N).
Recall (see, e.g., [3, Lemma 3.3]) that every function f ∈ H1(0,∞) has a (unique) representative f∗, that
is, f = f∗ a.e. on (0,∞), such that f∗ is continuous on the closed interval [0,∞). With a slight abuse
of notation, for r ∈ [0,∞) (and in particular, for r = 0), f(r) denotes the evaluation of the continuous
representative f∗ at r. Let
Y .=
{
(x, f) ∈ R×H1(0,∞) : f(0) = x ∧ 0} , (8)
It is easy to see that Y is a closed subspace of R×H1(0,∞) and hence, is a Polish space (see [3, Corollary
3.4]). We equip Y with the corresponding Borel σ-algebra.
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Theorem 2.1. Suppose Assumption II holds and the service distribution has a finite (2 + ) moment for
some  > 0. Then for every N ∈ N and t ≥ 0, Ŷ (N)t is a Y-valued random element. If, in addition,
Assumption I holds, then there exists a probability measure pi(N) on Y such that for every initial condition
(u
(N)
0 , X
(N)
0 , a
(N)
j (0); j ∈ S(N)(0)), Ŷ (N)t ⇒ pi(N) in Y as t→∞.
Theorem 2.1 is proved in Section 3.3. The second assertion of Theorem 2.1 is stated for the augmented
initial condition (u
(N)
0 , X
(N)
0 , a
(N)
j (0); j ∈ S(N)(0)), as opposed to just Y (N)(0), because Y (N) is not neces-
sarily Markov on its own, but its evolution is completely determined by the augmented initial condition. The
question of determining whether (the X̂(N)-marginal of) the sequence {pi(N)} converges to a limit was first
posed in [20]. It was shown in [18] that under Assumption I, (a slightly weaker condition than) Assumption
II.a and a finite (2+) assumption on the service distribution, that the X̂(N)-marginal of {pi(N)} is tight, but
the question of convergence and the characterization of the limit remained open. We resolve this question
under additional conditions on the service time distribution.
Theorem 2.2. Suppose Assumptions I-III hold. Then there exists a probability measure pi on Y such that
pi(N) ⇒ pi in Y as N →∞. Furthermore, pi is the unique invariant distribution of a Y-valued Feller Markov
family {P y; y ∈ Y}.
Theorem 2.2 is proved in Section 7.3. Here, P y is the law of a process called the diffusion model Y
with initial condition y, which was introduced and studied extensively in [3]. We recall its definition and
properties in Section 6.
Remark 2.6. The choice of state representation is somewhat subtle. Under our assumptions, the process
Ẑ(N) could also be viewed as lying in the spaces W1,1(0,∞), C[0,∞) and C1[0,∞). However, the choice
H1(0,∞) seems to be the one that allows one to simultaneously establish Theorems 2.1 and 2.2, and also
Theorems 3.7 and 3.8 of [3], which respectively, characterize the diffusion model and establish uniqueness of
its invariant distribution.
3 Ergodicity of the state process.
In Section 3.1, we describe the Markovian state representation V (N) introduced in [28] and establish its
ergodicity. In Section 3.2 we show that Y (N) is a continuous functional of V (N), and then use this in Section
3.3 to prove Theorem 2.1.
3.1 The Markovian state descriptor V (N).
Define R(N) to be the forward recurrence time of the arrival process E(N)
R
(N)
t
.
= inf{u > t : E(N)u > E(N)t } − t, t ≥ 0. (9)
Note that R
(N)
t is the amount of time after t that one must wait for the next arrival, and R
(N)
0 = u
(N)
0 (where
u
(N)
0 is as defined in Assumption I).
In [28], the GI/GI/N queue was represented by a three-component state descriptor V (N) = (V
(N)
t ; t ≥ 0),
V
(N)
t
.
= (R
(N)
t , X
(N)
t , ν
(N)
t ), (10)
where the second component, X
(N)
t , as defined earlier, is the number of jobs in the system at time t ≥ 0,
and the third component, ν
(N)
t , is a finite measure on [0,∞) that is the sum of delta masses, each at the age
(defined to be the amount of time spent thus far in service) of a job in service at time t. Given N ∈ N, for
every t ≥ 0, V (N)t takes values in the space
V(N) .= {(r, x, µ) ∈ R+ × N×MD[0,∞) : x ∧N = µ(1)}, (11)
8
where MD[0,∞) is the measure space MD[0,∞) defined in Section 1.4. When E(N) is Poisson, the first
component R(N) can be omitted.
We now express V (N) in terms of certain primitives of the queueing system; a more explicit construction
is given in [24, Appendix A]. Jobs are indexed by j ∈ Z. A job j arrives to the system at time α(N)j , and if
an idle server is available at that time, the job immediately enters service. Otherwise, the job joins the back
of the queue and enters service at a later time β
(N)
j . When its service is completed, the job departs from the
system at time γ
(N)
j
.
= β
(N)
j + vj , where vj is its service time requirement. Jobs that are initially in service
are assigned non-positive indices j ≤ 0 and other jobs, which are either initially in queue or arrived after
time 0, are assigned positive indices j ≥ 1, in the order of their arrival. Note that there are initially X(N)0
jobs in the system, and by the non-idling assumption, X
(N)
0 ∧ N of them are initially in service. Hence, if
the system is non-empty, j
(N)
0
.
= −(X(N)0 ∧N) + 1 is the smallest job index at time zero.
For every job j, the age process {a(N)j (t); t ≥ 0} can be expressed as follows: for t ≥ 0,
a
(N)
j (t) =
{
[t− β(N)j (t)] ∨ 0 if t ≤ β(N)j + vj ,
vj otherwise.
(12)
In other words, the age of a job is zero before service entry, then grows linearly with rate 1 until it is equal to
vj at the departure time, and remains constant afterwards. Also, define {K(N)t ; t ≥ 0} to be the cumulative
service entry process, that is, K
(N)
t is the total number of jobs that entered service during the interval [0, t].
Note that K
(N)
t is also the largest index of any job that has entered service by time t. The measure ν
(N)
t
can be expressed as
ν
(N)
t =
K
(N)
t∑
j=j
(N)
0
δ
a
(N)
j (t)
1{a(N)j (t)<vj}
. (13)
Recall from Section 1.4.2 that for a function f on (0,∞), ν(N)t (f) represents the integral of f with respect
to ν
(N)
t , and also that 1 is the function that is identically equal to 1. For every t ≥ 0, ν(N)t (1) is the number
of jobs in service at time t, and therefore, the non-idling assumption implies the following relation:
ν
(N)
t (1) = N ∧X(N)t , (14)
or equivalently,
N − ν(N)t (1) = (N −X(N)t )+. (15)
Although the results of this paper do not depend on the particular rule used to assign jobs to servers, for
technical purposes, we define the station process {κ(N)j (t); t ≥ 0} for every job j as follows: κ(N)j (t) is equal
to the index i ∈ {1, ..., N} of the server at which the job j receives/received service if it has already entered
service, and is equal to 0, otherwise. For t ≥ 0 define
F˜ (N)t .= σ
(
R(N)(s), a
(N)
j (s), κ
(N)
j (s); s ∈ [0, t], j = −N + 1, ...− 1, 0, 1, ...
)
,
and let {F (N)t ; t ≥ 0} be the associated right-continuous filtration that is complete with respect to P. It was
shown in [24, Lemmas A.1 and B.1] that {V (N)t ,F (N)t ; t ≥ 0} is a ca`dla`g Feller Markov process.
Proposition 3.1. Let Assumptions I and II hold. Then {V (N)t ,F (N)t ; t ≥ 0} is an ergodic Markov process.
In particular, there exists a V(N)-valued random element V (N)∞
.
= (R
(N)
∞ , X
(N)
∞ , ν
(N)
∞ ) such that for any initial
condition V
(N)
0 , V
(N)
t ⇒ V (N)∞ in V as t → ∞, and when initialized at V (N)∞ , {V (N)t , t ≥ 0} is a stationary
process.
This result is similar to existing results in the literature, for example, ergodicity of an analogous state
process in the presence of reneging follows from [25, Theorem 7.1], and ergodicity of another Markovian
representation was established in [5, Section XII.2]. However, since Proposition 3.1 is not an immediate
corollary of these results, a complete justification is provided in Appendix A.
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3.2 Relation between V (N) and Y (N).
We now show that the representation Y (N) defined in (5) can be written as a functional of the Markovian
state variable V (N). For brevity of notation, define the following family of operators {Φt, t ≥ 0} on the space
of real-valued functions on [0,∞): for t ≥ 0,
(Φtf)(x) = f(x+ t)
G(x+ t)
G(x)
, x ∈ [0,∞). (16)
It is straightforward to see that Φ0f = f , Φt maps the space of bounded continuous functions into itself,
and the family of operators {Φt, t ≥ 0} forms a semigroup:
ΦtΦs = Φt+s, t, s ≥ 0. (17)
Now, from definitions (4) and (13) of Z(N) and ν(N), respectively, we see that Z
(N)
t (·) = ν(N)t (Φ·1). Thus,
if we let T be the mapping on MF [0,∞) given by
(T µ)(r) := µ(Φr1), r ≥ 0, (18)
then we can write
Z
(N)
t (·) = T ν(N)t = ν(N)t (Φ·1), (19)
and hence,
Y
(N)
t = (X
(N)
t , T ν(N)t ). (20)
Next, recall the definitions of X and Z in (6), and define
Ψ̂(α, x, µ)
.
=
(
x−NX√
N
,
T (µ)−NZ√
N
)
, (α, x, µ) ∈ ∪N∈NV(N). (21)
In view of (20) and (21), Ŷ
(N)
t can be written as
Ŷ
(N)
t =
(
X
(N)
t −NX√
N
,
T (ν(N)t )−NZ√
N
)
= Ψ̂(V
(N)
t ), t ≥ 0. (22)
Lemma 3.1. Suppose Assumption II holds. Then, for every µ ∈ MD[0,∞), T µ lies in H1(0,∞) and has
derivative
(T µ)′(r) = −µ(Φrh), r ≥ 0. (23)
If, in addition, the service distribution has a finite (2 + ) moment for some  > 0, then the mapping
T : MD[0,∞)→ H1(0,∞) is continuous and Ψ̂ is a continuous mapping from ∪N∈NV(N) ⊂ R×N×MD[0,∞)
to R×H1(0,∞).
Proof. See Appendix B.
3.3 Proof of Theorem 2.1.
Fix t ≥ 0 and N ∈ N. Since almost surely, ν(N)t takes values in MD[0,∞) by (13) and Z(N)t = T (ν(N)t ) by
(19), the first assertion of Lemma 3.1 shows that almost surely, Z
(N)
t takes values in H1(0,∞). The third
assertion of Lemma 3.1 and the fact that almost surely, V
(N)
t is V(N)-valued then imply that almost surely,
Ŷ
(N)
t takes values in R×H1(0,∞). Substituting r = 0 in (19), we have Z(N)t (0) = ν(N)t (1), and hence, the
non-idling condition (14) can be written as Z
(N)
t (0) = N ∧X(N)t . Also, since the distribution G has mean
equal to one, we have Z(0) =
∫∞
0
G(x)dx = 1. Therefore,
Ẑ
(N)
t (0) =
X
(N)
t ∧N −N√
N
=
(X
(N)
t −N) ∧ 0√
N
= X̂
(N)
t ∧ 0 = −(X̂(N)t )−, (24)
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and therefore almost surely, Ŷ
(N)
t takes values in Y.
Next, given V
(N)
∞ = (R
(N)
∞ , X
(N)
∞ , ν
(N)
∞ ) as in Proposition 3.1, define(
X̂(N)∞ , Ẑ
(N)
∞
)
.
= Ψ̂(V (N)∞ ) =
(
X
(N)
∞ −NX√
N
,
T (ν(N)∞ )−NZ√
N
)
.
We claim that the second assertion of Theorem 2.1 holds with
pi(N)
.
= L aw(X̂(N)∞ , Ẑ
(N)
∞ ) = L aw
(
Ψ̂(V (N)∞ )
)
. (25)
To see this, note that by Proposition 3.1, V
(N)
t converges in distribution to V
(N)
∞ as t → ∞. Given the
representation (22) of Ŷ
(N)
t and the continuity of Ψ̂ established in Lemma 3.1, the continuous mapping
theorem then implies that Ŷ
(N)
t ⇒ pi(N) as t→∞.
4 Dynamics of the state process.
In Section 4.1 we recall fluid limit results for V (N) that were established in [28] and state the corresponding
fluid limit theorem for Y (N). In Section 4.2 we describe the equations governing the dynamics of V̂ (N) and
use this in Section 4.3 to formulate the equations governing the dynamics of Ŷ (N). These results are used
in the proof of Theorem 2.2.
4.1 A fluid limit theorem.
A fluid limit theorem was established in [28] for (X(N), ν(N)) under certain assumptions on the sequence of
initial conditions. In the Halfin-Whitt asymptotic regime, captured by (2) due to the fact that the service
distribution has unit mean, the load ρ(N)
.
= λN/N converges to 1 as N → ∞. This is referred to as the
critical case in [28]. For F = X, ν,E, λ,D,K, define the fluid scaling
F
(N) .
=
F (N)
N
. (26)
Also, recall from (6) that X = 1, define
E
.
= Id, (27)
where Id is the identity function on [0,∞), Id(t) = t for all t, and define the measure ν ∈MF [0,∞) as
ν(A)
.
=
∫
A
G(x)dx, A ∈ B[0,∞). (28)
Lemma 4.1 (Fluid Limit). Suppose Assumptions I and II.a hold. Then,
a. as N →∞, E(N) → E almost surely in D[0,∞), and E[E(N)t ]→ t for every t ≥ 0;
b. if the sequence of initial conditions satisfy
(X
(N)
0 , ν
(N)
0 )⇒ (X, ν) in R×MF [0,∞), and E[X
(N)
0 ]→ X, (29)
then (X
(N)
t , ν
(N)
t )⇒ (X, ν) in R×MF [0,∞) for every t ≥ 0.
Proof. For part a, by the definitions of E(N) and E˜ in Assumption I we have
E
(N)
t =
E
(N)
t
N
=
λ(N)
N
E˜(λ(N)t)
λ(N)
, t ≥ 0.
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Since λ(N) = N − β√N , λ(N) ↑ ∞ and λ(N)/N → 1, by the functional Law of Large Numbers for renewal
processes (see, e.g., [12, Theorem 5.10]), the second term on the right-hand side of the display above converges
to E = Id almost surely in D[0,∞). Also, for every t ≥ 0,
lim
N→∞
E
[
E
(N)
t
]
= lim
N→∞
λ(N)
N
E
[
E˜(λ(N)t)
λ(N)
]
= t,
where the last equality is due to the elementary renewal theorem (see e.g. [5, Proposition V.1.4]).
For the proof of part b, note that Assumption 1 in [28] holds by part a. and the fact that the initial
conditions satisfy (29) (note that Assumption 1 in [28] in fact requires the convergence in (29) to hold
almost surely on some probability space, but by invoking the Skorokhod representation theorem, this can
be replaced by distributional convergence since we only want to conclude distributional convergence.) On
the other hand, Assumption 2 in [28] holds because h is continuous by Assumption II.b. Thus, by Theorem
3.7 in [28], (X
(N)
, ν(N)) converges in distribution to the unique solution to the fluid equations (3.4) - (3.7)
therein with initial conditions (E,X, ν). The result then follows from the fact that (E,X, ν) is a fixed point
of the fluid equations (see Remark 3.8 in [28]).
Corollary 4.1. Suppose Assumptions I and II hold, and the service distribution has a finite (2 + ) moment
for some  > 0. If the sequence of initial conditions satisfy (29), then Y
(N)
= (X
(N)
, Z
(N)
) ⇒ Y = (X,Z)
in R×H1(0,∞), as N →∞.
Proof. Since X
(N) ⇒ X by Lemma 4.1 and the pair (X,Z) is deterministic, it only remains to show that
Z
(N) ⇒ Z. Given that Z(N) = T (ν(N)) and Z = T (ν), with T defined in (18), this follows from the
convergence ν(N) ⇒ ν established in Lemma 4.1, the continuity of T established in Lemma 3.1 and the
continuous mapping theorem.
4.2 Dynamics of V (N) and auxiliary processes.
We now summarize the relevant equations describing the dynamics of the Markovian state processes V (N)
and V̂ (N) that were established in [28, Section 5.1] and [29, Section 6]. Let {D(N)t ; t ≥ 0} be the cumulative
departure process, that is, D
(N)
t denotes the total number of departures from the system during [0, t]. For
any bounded continuous function ϕ defined on [0,∞)× [0,∞), define the ϕ-weighted departure process as
Q(N)ϕ (t)
.
=
K
(N)
t∑
j=j
(N)
0
1
[γ
(N)
j ,∞)
(t)ϕ(vj , γ
(N)
j ),
where recall from Section 3.1 that γ
(N)
j is the time of departure of job j. As shown in [28, Corollary 5.5],
the {F (N)t }-compensator of Q(N)ϕ is the process
A(N)ϕ (t)
.
=
∫ t
0
ν(N)s (ϕ(·, s)h) ds, t ∈ [0,∞),
and the ca`dla`g local {F (N)t }-martingale M (N)ϕ .= Q(N)ϕ −A(N)ϕ has predictable quadratic variation 〈M (N)ϕ 〉t =
A
(N)
ϕ2 (t). (For definitions of quadratic variation process 〈M〉 and cross variation process 〈M,N〉 of martingales
M and N , see [27, Definition 5.3 and Definition 5.5 of Chapter 1].) Now for every t ∈ [0,∞) and every Borel
set B ∈ B[0,∞), define
M(N)t (B) .= M (N)1B (t). (30)
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It is shown in Corollary 4.3 of [29] that M(N) = {M(N)t (B); t ∈ [0,∞), B ∈ B0[0,∞)} is an orthogonal
martingale measure with covariance functional
〈M(N)(B),M(N)(B˜)〉t =
∫ t
0
ν(N)s (1B∩B˜h)ds, B, B˜ ∈ B(R+).
The stochastic integral of a continuous and bounded function ϕ : [0,∞)× [0,∞) 7→ R with respect toM(N),
denoted M(N)(ϕ), is itself a martingale with predictable quadratic variation process
〈M(N)(ϕ)〉t =
∫ t
0
ν(N)s (ϕ
2(·, s)h) ds, t ≥ 0. (31)
For definitions and properties of martingale measures and space-time white noise, and the corresponding
stochastic integrals, we refer the reader to [41, Chapters 1 and 2].
Next, define the family of operators Ψt, t ≥ 0, taking functions on [0,∞) to functions on [0,∞)× [0,∞),
as follows: for every t ≥ 0,
(Ψtf)(x, s) = f(x+ (t− s)+) G(x+ (t− s)
+)
G(x)
, (x, s) ∈ [0,∞)× [0,∞). (32)
In particular, Ψt maps the space of continuous bounded functions into itself, and has the property that for
every t, s ≥ 0 and function f on [0,∞), ‖Ψtf‖∞ ≤ ‖f‖∞, and
(ΨsΦtf)(x, u) = (Ψs+tf)(x, u), (x, u) ∈ [0,∞)× [0, s]. (33)
Then, for f ∈ Cb[0,∞) and t > 0, define the stochastic convolution integral H(N)t (f) by
H(N)t (f) .=M(N)t (Ψtf). (34)
We have now introduced the required notation to describe the dynamics of each N -server system. Using
equation (6.14) and definitions (5.10) (with ν̂(N) replaced by ν(N)) and (6.11) (with K̂(N) and K̂(N) replaced
by K(N) and K(N), respectively) in [29], for every t ≥ 0 and every bounded, absolutely continuous function
f , we have
ν
(N)
t (f) = ν
(N)
0 (Φtf)−H(N)t (f) +
∫ t
0
(fG)(t− s)dK(N)s , (35)
where K(N) satisfies the mass balance equation (see (6.3) and (6.4) of [29])
K
(N)
t = −
(
X
(N)
t −N
)+
+
(
X
(N)
0 −N
)+
+ E
(N)
t . (36)
4.3 Equations governing the evolution of Ŷ (N).
To express the equations governing the evolution of Ŷ (N), we introduce the centered many-server (CMS)
mapping (for the so-called critical case) from [29, Definition 5.4]. Recall D0[0,∞) is the space of functions
f ∈ D[0,∞) with f(0) = 0.
Definition 4.1. (Centered Many-Server Mapping) Given (η, x0, ζ) ∈ D0[0,∞) × R × D[0,∞) with
ζ(0) = x0 ∧ 0, a pair (κ, x) ∈ D0[0,∞) × D[0,∞) is said to solve the centered many-server equations
associated with (η, x0, ζ) if it satisfies, for all t ≥ 0,
x(t) ∧ 0 = ζ(t) + κ(t)−
∫ t
0
g(t− s)κ(s)ds, (37)
κ(t) = η(t)− x+(t) + x+0 . (38)
When such a solution exists and is unique for an input (η, x0, ζ), the mapping Λ : D0[0,∞)×R×D[0,∞) 7→
D0[0,∞) × D[0,∞) that takes (η, x0, ζ) to the solution (κ, x) is called the Centered Many-Server (CSM)
Mapping. The set of (η, x0, ζ) for which a solution exists is denoted by dom(Λ).
13
Lemma 4.2. The mapping Λ is single-valued on dom(Λ), is continuous with respect to the topology of
uniform convergence on compact sets on D[0,∞) and is measurable with respect to the Skorokhod topology on
D[0,∞). Furthermore, for every (η, x0, ζ) ∈ C0[0,∞)×R×C0[0,∞) with ζ(0) = x0 ∧ 0, (η, x0, ζ) ∈ dom(Λ)
and Λ(η, x0, ζ) ∈ C[0,∞)× C[0,∞).
Proof. Proposition 7.3 of [29] shows that Λ is single-valued and continuous, and the measurability claim
follows from [29, Lemma 7.4]. The last property holds by [3, Lemma 4.10].
Define K
.
= Id, M = 0 and H = 0. Recall the definition (7) of Ĥ(N) for H = X,Z, Y , and define Ĥ(N)
likewise for H = E,K,M,H.
Proposition 4.1. Suppose Assumptions I and II hold, the service distribution has a finite (2 + ) moment
for some  > 0 and the initial conditions satisfy (29). Then, for every N ∈ N,
(K̂(N), X̂(N)) = Λ(Ê(N), X̂
(N)
0 , Ẑ
(N)
0 − Ĥ(N)(1)), (39)
almost surely, where Λ is the CMS mapping defined in Definition 4.1, and in particular,
K̂
(N)
t = Ê
(N)
t − X̂(N)+t + X̂(N)+0 , t ≥ 0. (40)
Also, for every N ∈ N and t ≥ 0, Ẑ(N)t lies in H1(0,∞) and satisfies
Ẑ
(N)
t (r) = Ẑ
(N)
0 (t+ r)− M̂(N)t (Ψt+r1) + K̂(N)t G(r)−
∫ t
0
K̂(N)s g(t− s+ r)ds, r ≥ 0, (41)
and its derivative (Ẑ
(N)
t )
′ satisfies
(Ẑ
(N)
t )
′(r) = (Ẑ(N)0 )
′(t+ r) + M̂(N)t (Ψt+rh)− K̂(N)t g(r)−
∫ t
0
K̂(N)s g
′(t− s+ r)ds, r ≥ 0. (42)
Proof. Since, by [29, Remark 5.2], Assumption 4 in [29] holds under Assumption II here, (39) follows from
[29, Lemma 7.2], on noting that Ẑ
(N)
0 is denoted by J ν̂
(N)
0 (1) in [29]. Equation (40) holds by (39) and the
definition of the mapping Λ. Next, note that Ẑ
(N)
t is H1(0,∞)-valued by Theorem 2.1. Moreover, given the
representation (19) of Z
(N)
t , substituting f = Φr1 in (35) and using properties (17) and (33) of {Φs} and
{Ψs} and (34), we have
Z
(N)
t (r) = ν
(N)
t (Φr1) = Z
(N)
0 (t+ r)−M(N)t (Ψt+r1) +
∫ t
0
G(t− s+ r)dK(N)s , r ≥ 0.
Also, by definition (6) of Z, recalling that Ks = s, we have
Zt(r) =
∫ ∞
r
G(s)ds =
∫ ∞
t+r
G(s)ds+
∫ t+r
r
G(s)ds = Z(t+ r) +
∫ t
0
G(t− s+ r)dKs.
Substituting Z
(N)
t and Z from the last two displays in (7), recalling the definitions of M̂(N) and K̂(N), and
performing an integration by parts, (41) follows.
Moreover, by (19) and Lemma 3.1, the function r 7→ Z(N)t (r) has derivative (Z(N)t )′(r) = −ν(N)t (Φrh).
Also, since h ∈ C1b [0,∞) by Assumption II.b, we can substitute f = h in (35), and again invoke (17), (33)
and (34), to obtain
(Z
(N)
t )
′(r) = (Z(N)0 )
′(t+ r) +M(N)t (Ψt+rh)−
∫ t
0
g(t− s+ r)dK(N)s , r ≥ 0.
Similarly, since Z(r) =
∫∞
r
G(x)dx, Z has derivative Z
′
, where, again using Ks = s,
Z
′
(r) = −G(r) = −
∫ ∞
r
g(s)ds = Z
′
(t+ r)−
∫ t
0
g(t− s+ r)dKs.
The equation (42) follows from the last two displays.
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Substituting K̂(N) from (40) in (41) and using integration by parts, we obtain
Ẑ
(N)
t (r) =Ẑ
(N)
0 (t+ r)− M̂(N)t (Ψt+r1) +
∫ t
0
G(t− s+ r)dÊ(N)s (43)
− X̂(N)+t G(r)− X̂(N)+0 G(t+ r) +
∫ t
0
X̂(N)+s g(t− s+ r)ds.
5 Tightness of stationary distributions.
Below is the main result of this section.
Proposition 5.1. Suppose Assumptions I-III hold. Then, {pi(N)}N∈N is tight in Y.
Recall that by Theorem 2.1, for every initial configuration, Ŷ
(N)
t converges in distribution to pi
(N) as
t → ∞. By Remark 5.2 below, to prove Proposition 5.1, it suffices to show that for some initial condition,
{Ŷ (N)t = (X̂(N)t , Ẑ(N)t ); t ≥ 0, N ∈ N} is tight in Y. In Section 5.1 we describe a specific initial condition, also
considered in [18], that is convenient for establishing tightness of {Ŷ (N)t ; t ≥ 0, N ∈ N}. In Section 5.2, we
recall the bound on the length of the N -server queue obtained in [18], and establish a uniform L1 bound for
the scaled queue length process (X̂(N))+. Our bound is stronger than the bound obtained in [18, Theorem
1], and is required to establish the tightness of the family {Ẑ(N)t ; t ≥ 0, N ∈ N} in Section 5.3. The proof of
Proposition 5.1 is concluded in Section 5.4.
Remark 5.1. We recall from (22) and (10) that our representation is related to that of [29] through the
relation Ŷ
(N)
t = Ψ̂(R
(N)
t , X
(N)
t , ν
(N)
t ), where Ψ̂ is a continuous map from a subspace of R × N ×MD[0,∞)
to R × H1[0,∞). It is worth emphasizing that nevertheless, tightness of the sequences {Ŷ (N)t }N∈N and
{pi(N)}N∈N does not follow from results in [29] on the tightness of the diffusion-scaled version of the sequence
{(R(N)t , X(N)t , ν(N)t )} because the latter tightness was proved with respect to a different topology. Specifically,
in [29] the tightness of ν̂
(N)
t was proved only in the distribution space H−2(0,∞), whereas the continuity of
the map Ψ̂ with respect to its third argument, ν
(N)
t , holds with respect to the topology of the measure space
MD[0,∞). Furthermore, the work [29] did not consider existence or tightness of corresponding stationary
distributions.
Remark 5.2. Suppose a family {ξ(N)t ; t ≥ 0, N ∈ N} of random variables taking values in a Polish space X
is tight, and for every N ∈ N, ξ(N)t ⇒ ξ(N)∞ in X as t → ∞. Then, for every  > 0, there exists a compact
subset K ⊂ X such that supN∈N, t≥0 P
{
ξ
(N)
t ∈ Kc
}
< . Since Kc is open, by the portmanteau theorem
for weak convergence, for every N ∈ N we have
P
{
ξ(N)∞ ∈ Kc
}
≤ lim sup
t→∞
P
{
ξ
(N)
t ∈ Kc
}
≤ sup
t≥0
P
{
ξ
(N)
t ∈ Kc
}
,
and hence,
sup
N∈N
P
{
ξ(N)∞ ∈ Kc
}
≤ sup
N∈N, t≥0
P
{
ξ
(N)
t ∈ Kc
}
< .
Therefore, the sequence {ξ(N)∞ }N∈N is also tight in X .
5.1 A special initial condition.
Recall from Assumption I that the arrival process E(N) is a renewal process with inter-arrival distribution
G
(N)
E and delay u
(N)
0 . Define R
(N)
∗ by
P
{
R
(N)
∗ ∈ A
}
=
∫
A
G
(N)
E (x)dx, A ∈ B[0,∞).
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When the delay u
(N)
0 , and hence the initial forward recurrence time R
(N)
0 , has the same distribution as
R
(N)
∗ , the arrival process E(N) becomes a stationary renewal process (see [5, Theorem V.3.3]). Next, define
X
(N)
∗
.
= N . Also, let {a∗j ; j ∈ N} be a sequence of i.i.d. random variables with common distribution
P{a∗j ∈ A} =
∫
A
G(x)dx for all A ∈ B[0,∞), and define
ν
(N)
∗
.
=
N∑
j=1
δa∗j . (44)
Finally, define V
(N)
∗ = (X
(N)
∗ , ν
(N)
∗ ), and
pi
(N)
∗
.
= L aw(R
(N)
∗ , X
(N)
∗ , ν
(N)
∗ ). (45)
In summary, when the initial condition V
(N)
0 is distributed as pi
(N)
∗ , the arrival process is stationary, the
queue is empty and all jobs are in service with independent initial ages distributed according to the so-called
residual distribution of G, which has p.d.f. G(x).
We now establish a fluid limit theorem; recall the fluid scaling notation introduced in (26).
Lemma 5.1. If (X
(N)
0 , ν
(N)
0 ) = (X
(N)
∗ , ν
(N)
∗ ) for every N , then {(X(N)0 , ν(N)0 )} satisfies (29).
Proof. Note that X
(N)
∗ = 1, and, by (6), X ≡ 1. Also, for every f ∈ Cb[0,∞), ν(N)∗ (f) =
∑N
j=1 f(a
∗
j )/N .
Thus, almost surely,
ν
(N)
∗ (f)→ E [f(a∗1)] =
∫ ∞
0
f(x)G(x)dx = ν(f),
where the last equality holds by (28). Therefore, we have (ν(N), X
(N)
)→ (ν,X) in MF [0,∞), almost surely,
and hence, in distribution.
5.2 A uniform L1-bound on the stationary queue length.
We now establish a uniform L1-bound on {(X̂(N)t )+, N ∈ N, t ≥ 0}. We first obtain such a bound for a
related family of random variables, whose terms were shown to stochastically dominate the corresponding
terms of {(X̂(N)t )+, N ∈ N, t ≥ 0} in [18]. Define
L̂(N)
.
=
1√
N
sup
t≥0
(
A(N)(t)−
N∑
i=1
Di(t)
)
, (46)
where A(N) is a stationary renewal process with renewal time distribution G
(N)
E , and Di; i = 1, ..., N, are
i.i.d. stationary renewal processes independent of A(N), with renewal distribution G. Note that since G has
a p.d.f., Di(0) = 0 for every i.
Proposition 5.2. Suppose Assumptions I-II hold, the service distribution has a finite (2 + ) moment for
some  > 0, and L aw(V
(N)
0 ) = pi
(N)
∗ . Then, there exists a constant CQ <∞ such that
sup
N∈N
E
[
L̂(N)
]
≤ CQ. (47)
Proof. One can construct a pure (zero-delayed) renewal process A˜(N) with the same renewal distribution as
A(N), such that A(N)(t) ≤ A˜(N)(t) + 1 for all t ≥ 0. Therefore, it is sufficient to prove the proposition for
the case when A(N) is a pure renewal process, which we assume for the rest of the proof. Set τ
(N)
0 = 0,
and let τ
(N)
n and θ
(N)
n , n ≥ 1, be, respectively, the epoch times and renewal times of the process A(N).
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Since the process A(N) −∑Ni=1Di is decreasing on [τ (N)n , τ (N)n+1) for all n ≥ 0, L̂(N) in (46) can be written as
L̂(N) = L(N)/
√
N , with
L(N)
.
= sup
k≥0
(
k −
N∑
i=1
Di(τ
(N)
k )
)
= sup
k≥0
(
S
(N)
k
)
, (48)
where, since Di(τ
(N)
0 ) = Di(0) = 0 for every i, we have
S
(N)
k
.
=
k∑
j=1
Υ
(N)
j , with Υ
(N)
j
.
= 1−
N∑
i=1
(Di(τ
(N)
j )−Di(τ (N)j−1)).
By the stationarity of the process Di for each i, the independence of A
(N) and Di, i = 1, . . . , N , the fact that
the service distribution has unit mean, and the renewal times of A(N) have mean 1/λ(N) by Assumption I,
we see that Υ
(N)
j , j ≥ 1, are identically distributed, with common mean
m(N)
.
= E
[
Υ
(N)
1
]
= 1−NE
[
D1(θ
(N)
1 )
]
= 1− N
λ(N)
=
−β√
N − β ,
where the last equality uses (2). It is shown in Appendix C that the assumptions of this proposition imply
those of [18, Theorem 1]. Hence, by [18, Equation (12)]1, there exists p > 2 and a constant C1 < ∞, such
that for every k ∈ N and x ≥ 0,
P
{
max
1≤j≤k
(S
(N)
j − jm(N)) > x
}
≤ C1k
p
2 x−p. (49)
Since |m(N)|√N → β as N →∞, (47) is equivalent to the inequality E[|m(N)|L(N)] ≤ C for every N ∈ N,
for some constant C <∞. We then see that for every x ≥ 0 and N > β2,
P
{
|m(N)|L(N) > x
}
= P
{
S
(N)
j >
x
|m(N)| for some j ≥ 0
}
= P
{
(S
(N)
j − jm(N)) >
x
|m(N)| + j|m
(N)| for some j ≥ 0
}
≤
∞∑
k=0
P
{
(S
(N)
j − jm(N)) >
x
|m(N)| + j|m
(N)| for some 2k ≤ j < 2k+1
}
≤
∞∑
k=0
P
{
max
0≤j≤2k+1
(S
(N)
j − jm(N)) >
x
|m(N)| + 2
k|m(N)|
}
≤ C1
∞∑
k=0
(2k+1)
p
2
(
x
|m(N)| + 2
k|m(N)|
)−p
= C2
∞∑
k=0
(
x
|m(N)|
√
2k
+ |m(N)|
√
2k
)−p
,
with C2
.
=
√
2pC1, where the last inequality follows from (49). Now, since for every non-negative random
variable W , E [W ] ≤ 1 + ∫∞
1
P {W > x} dx, we have
E
[
|m(N)|L(N)
]
≤ 1 + C2
∞∑
k=0
∫ ∞
1
(
x
|m(N)|
√
2k
+ |m(N)|
√
2k
)−p
dx.
1Note that in [18, p. 17], the number of servers is denoted by n, S
(N)
j is denoted by Wn,j , m
(N) is denoted by an, p is
replaced by r, and C1 is replaced by Kr(C1 + 1)r/2.
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Performing the change of variable r = (x/|m(N)|
√
2k) + |m(N)|
√
2k, setting
r0
.
=
1
|m(N)|
√
2k
+ |m(N)|
√
2k, and C3
.
=
C2
p− 1 ,
and recalling that p > 1, we have, for any n ∈ N,
E
[
|m(N)|L(N)
]
≤ 1 + C2
∞∑
k=0
|m(N)|
√
2k
∫ ∞
r0
r−pdr
= 1 + C3
∞∑
k=0
|m(N)|
√
2k
(
1
|m(N)|
√
2k
+ |m(N)|
√
2k
)−p+1
≤ 1 + C3
n∑
k=0
|m(N)|
√
2k
(
1
|m(N)|
√
2k
)−p+1
+ C3
∞∑
k=n+1
|m(N)|
√
2k
(
|m(N)|
√
2k
)−p+1
≤ 1 + C3
n∑
k=0
(
|m(N)|
√
2k
)p
+ C3
∞∑
k=n
(
|m(N)|
√
2k
)−p+2
.
Now, we have
∑n
k=0
(
|m(N)|
√
2k
)p
= |m(N)|p∑nk=0(2 p2 )k ≤ (|m(N)|√2n)p, and since p > 2,
∞∑
k=n
(
|m(N)|
√
2k
)−p+2
= |m(N)|−p+2
∞∑
k=n
(2−
p−2
2 )k ≤ 1
1− 2− p−22
(|m(N)|
√
2n)−p+2.
Combining the last three displays, for C4
.
= (1− 2−(p−2)/2)−1C3, we have
E
[
|m(N)|L(N)
]
≤ 1 + C4
(
(|m(N)|
√
2n)p + (|m(N)|
√
2n)−p+2
)
. (50)
For fixed N , the above inequality holds for every n ∈ N. We now find an appropriate n = n∗(N) for
each N to get the desirable bound. Define z(N)
.
= log2(|m(N)|−2) > 0, so that |m(N)|
√
2z(N) = 1, and let
n∗(N) = dz(N)e, so that z(N) ≤ n∗(N) ≤ z(N) + 1, to obtain
(|m(N)|
√
2n∗(N))p + (|m(N)|
√
2n∗(N))−p+2 ≤ (|m(N)|
√
2z(N)+1)p + (|m(N)|
√
2z(N))−p+2
≤ 2p/2 + 1. (51)
Combining (50) and (51), we have E[|m(N)|L(N)] ≤ 1 + C4(2p/2 + 1), which completes the proof.
Corollary 5.1. Suppose Assumptions I-II hold, the service distribution has a finite (2+) moment for some
 > 0, and V
(N)
0 is distributed as pi
(N)
∗ . Then
sup
N∈N,t≥0
E
[
X̂
(N)+
t
]
≤ CQ. (52)
Proof. Define
L˜(N)(t)
.
=
1√
N
sup
0≤s≤t
(
A(N)(s)−
N∑
i=1
Di(s)
)
, t ≥ 0.
In light of Proposition 5.2 and the fact that L˜(N)(t) ≤ L̂(N) for all t ≥ 0, to prove the corollary it suffices
to show that for every t ≥ 0, X̂(N)+t
d≤ L˜(N)(t), where recall that, for random variables W1, W2, W1
d≤ W2
denotes the property that W1 is stochastically dominated by the random variable W2, that is, P {W1 > x} ≤
P {W2 > x} for every x ∈ R. The inequality X̂(N)+t
d≤ L˜(N)(t) follows from [18, Theorem 3] because, as shown
in Appendix C, the assumptions of the corollary imply the conditions of that theorem, namely assumptions
H-W and T0 in [18, Section 2.1].
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5.3 Tightness of {Ẑ(N)}.
In this section, we establish the following result.
Proposition 5.3. Suppose Assumptions I-III hold, and L aw(V
(N)
0 ) = pi
(N)
∗ . Then {Ẑ(N)t ; t ≥ 0, N ∈ N} is
tight in H1(0,∞).
Proof. It clearly suffices to establish the tightness of the sequences associated with each of the terms on the
right-hand side of (43). For the first three terms, this is established in Lemmas 5.5-5.7 below, and for the
fourth term it follows from Lemma 5.8. When the initial condition is distributed as pi
(N)
∗ , X
(N)
0 = N for all
N and hence, the fifth term vanishes. Finally, tightness of the sixth term follows from Lemma 5.9 below.
The rest of this section is devoted to the details of the proof of this proposition. We first describe criteria
for tightness of H1(0,∞)-valued processes in Section 5.3.1, and then verify these criteria for the family
{Ẑ(N)t ; t ≥ 0, N ∈ N} in Sections 5.3.2 and 5.3.3.
5.3.1 Tightness criteria for H1(0,∞)-valued random elements.
Proposition 5.4. Suppose the family of random variables {ζα(r);α ∈ A, r ∈ (0,∞)} satisfies the following
properties:
a. For every L ∈ (0,∞),
lim
λ→∞
sup
α∈A
P
{‖ζα‖L2(0,L) > λ} = 0, (53)
and for every δ > 0,
lim
L→∞
sup
α∈A
P
{‖ζα‖L2(L,∞) > δ} = 0. (54)
b. For α ∈ A, almost surely, ζα(·) has a weak derivative ζ ′α(·) on (0,∞) such that for L ∈ (0,∞),
lim
λ→∞
sup
α∈A
P
{‖ζ ′α‖L2(0,L) > λ} = 0, (55)
and for every δ > 0,
lim
L→∞
sup
α∈A
P
{‖ζ ′α‖L2(L,∞) > δ} = 0. (56)
c. For α ∈ A, almost surely, ζ ′α(·) has itself a weak derivative ζ ′′α(·) on (0,∞) such that for L ∈ (0,∞),
lim
λ→∞
sup
α∈A
P
{‖ζ ′′α‖L2(0,L) > λ} = 0. (57)
Then {ζα(·);α ∈ A} is tight in H1(0,∞).
We defer the proof of Proposition 5.4 to Appendix D.2. Now, we provide a more easily verifiable sufficient
condition for the criteria of Proposition 5.4 to hold.
Lemma 5.2. Consider a family {r ∈ (0,∞) 7→ ζα(r);α ∈ A} of random functions such that for every
α ∈ A, almost surely, the weak derivatives ζ ′α and ζ ′′α exist. Suppose there exist functions R1, R2 ∈ L1(0,∞),
and a function R3 ∈ L1loc(0,∞) such that for every α ∈ A and r ≥ 0,
E
[|ζα(r)|2] ≤ R1(r), E [|ζ ′α(r)|2] ≤ R2(r), E [|ζ ′′α(r)|2] ≤ R3(r).
Then, the family {ζα(·);α ∈ A} is tight in H1(0,∞).
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Proof. Fix L > 0. Using Markov’s inequality and Tonelli’s theorem, for every α ∈ A and λ ≥ 0, we have
P
{‖ζα‖L2(0,L) > λ} ≤ 1
λ2
E
[
‖ζα‖2L2(0,L)
]
=
1
λ2
∫ L
0
E
[|ζα(r)|2] dr ≤ 1
λ2
∫ L
0
R1(r)dr.
The right-hand side does not depend on α, and is finite because R1 is locally integrable. Thus, taking the
supremum over α ∈ A, and then the limit as λ→∞ on both sides of the above inequality, (53) follows. The
proofs of properties (55) and (57) are exactly analogous. Similarly, for δ > 0,
P
{‖ζα‖L2(L,∞) > δ} ≤ 1
δ2
∫ ∞
L
E
[|ζα(r)|2] dr ≤ 1
δ2
∫ ∞
L
R1(r)dr. (58)
Since R1 is integrable, the right-hand side converges to zero as L → ∞. Taking the supremum over α ∈ A,
and then the limit L→∞ on both sides above, (54) follows. The above argument, with R1 and ζα replaced
by R2 and ζ
′
α, respectively, shows that the conditions of the lemma imply (56). Thus, the lemma follows
from Proposition 5.4.
5.3.2 A bound on the martingale measure stochastic integrals
In this section we deal with the component M̂(N)t (Ψt+·1) that arises on the right-hand side of (43). We
start by establishing an estimate on the covariance function (31) of M(N).
Lemma 5.3. Suppose Assumptions I-II hold, G has a finite (2 + ε) moment, and L aw(V
(N)
0 ) = pi
(N)
∗ .
Then, for every t ≥ 0 and nonnegative, absolutely continuous, bounded function f , we have
E
[
ν
(N)
t (f)
]
≤
∫ ∞
0
(fG)(x)dx+ CQ
∫ t
0
|(fG)′(s)|ds. (59)
In addition, if Assumption III.a holds, there exists a bounded function RM on [0,∞), which is also integrable
on (0,∞), such that for every t ≥ 0 and N ∈ N,
E
[∫ t
0
ν
(N)
t−s
(
G
2
(·+ s+ r)
G
2
(·)
g(·)
G(·)
)
ds
]
≤ RM (r), r ≥ 0. (60)
Proof. For the first claim, fix f as in the statement of the lemma, and t ≥ 0. Dividing both sides of (35) by
N , using the fluid scaling notation from (26) and taking expectations, we have
E
[
ν
(N)
t (f)
]
= E
[
ν
(N)
0 (Φtf)
]
− E
[
H(N)t (f)
]
+ E
[∫ t
0
(fG)(t− s)dK(N)s
]
. (61)
Hence, by the definition of pi
(N)
∗ , ν
(N)
0 has the same distribution as ν
(N)
∗ =
∑N
i=1 δa∗J , where {a∗j , j ≥ 0} are
i.i.d with p.d.f. G, and by the definition of Φt in (16), we have
E
[
ν
(N)
0 (Φtf)
]
=
1
N
E
 N∑
j=1
f(a∗j + t)G(a
∗
j + t)
G(a∗j )
 = E [f(a∗1 + t)G(a∗1 + t)
G(a∗1)
]
=
∫ ∞
0
(fG)(x+ t)dx. (62)
Next, by (34), H(N) is the stochastic integral of a deterministic function with respect to the martingale
measure M(N), and is thus centered. Hence,
E[H(N)t (f)] = 0. (63)
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Finally, substituting K(N) from (36), integrating by parts, and using the relation X
(N)
0 = N and the
nonnegativity of f , we have for each t ≥ 0,∫ t
0
(fG)(t− s)dK(N)s =
∫ t
0
(fG)(t− s)dE(N)s − f(0)(X
(N)
t − 1)+ −
∫ t
0
(X
(N)
s − 1)+(fG)′(t− s)ds
≤
∫ t
0
(fG)(t− s)dE(N)s +
∫ t
0
(X
(N)
s − 1)+|(fG)′(t− s)|ds (64)
When V
(N)
0 is distributed as pi
(N)
∗ , E(N) is a stationary renewal process and satisfies E[E
(N)
(t)] = λ
(N)
t.
Therefore, using integration by parts twice, Fubini’s theorem, and the relations λ
(N) ≤ 1 and f ≥ 0, we have
E
[∫ t
0
(fG)(t− s)dE(N)s
]
= f(0)E
[
E
(N)
t
]
+
∫ t
0
E
[
E
(N)
s
]
(fG)′(t− s)ds
= λ
(N)
f(0)t+ λ
(N)
∫ t
0
s(fG)′(t− s)ds
≤
∫ t
0
(fG)(s)ds. (65)
Moreover, by Corollary 5.1, for every s ≥ 0, E[(X(N)s − 1)+] = E[X̂(N)+s ]/
√
N ≤ CQ, and hence,
E
[∫ t
0
(X
(N)
s − 1)+
∣∣(fG)′(t− s)∣∣ds] ≤ ∫ t
0
E
[
(X
(N)
s − 1)+
] ∣∣(fG)′(t− s)∣∣ds ≤ CQ ∫ t
0
∣∣(fG)′(s)∣∣ds. (66)
Equation (59) then follows on substituting the relations (62)-(66) into (61).
For the second claim, note that by Assumption II, recalling the constants H and H2 defined in Remark
2.2, for every s, r ≥ 0, the function f∗ .= G2(s+ r + ·)g(·)/G3(·) is non-negative, absolutely continuous and
bounded, and satisfies |f∗G(x)| ≤ HG(x+ s+ r). Also,
(f∗G)′(x) =
−2G(x+ s+ r)g(x+ s+ r)g(x) +G2(x+ s+ r)g′(x)
G(x)2
+
2G
2
(x+ s+ r)g2(x)
G
3
(x)
,
which implies |(f∗G)′(x)| ≤ (4H2 +H2)G(x+ s+ r). Therefore, replacing f with f∗ and t by t− s in (59),
we have
E
[
ν
(N)
t−s
(
G
2
(·+ s+ r)
G
2
(·)
g(·)
G(·)
)]
≤ H
∫ ∞
0
G(s+ r + x)dx+ CQ(4H
2 +H2)
∫ t−s
0
G(s+ r + x)dx.
Hence, by Tonelli’s theorem, (60) holds with
RM (r)
.
= (H + CQ(3H
2 +H2))
∫ ∞
r
∫ ∞
s
G(x)dx ds.
The function RM is bounded and integrable by Assumption III.a (see Remark 2.3).
The next lemma shows absolute continuity of the martingale measure stochastic integral term.
Lemma 5.4. Suppose Assumption II holds. Then, for every N ∈ N and every t, r ≥ 0,
M(N)t (Ψt+r1) = H(N)t (1)−
∫ r
0
M(N)t (Ψt+uh)du, (67)
and, with h2 = g/G as defined in Remark 2.2,
M(N)t (Ψt+rh) = H(N)t (h) +
∫ r
0
M(N)t (Ψt+uh2)du. (68)
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Proof. Fix t ≥ 0. By Assumption II.b, the function (Ψt+uh)(x, s) = g(x + t + u − s)/G(x) is bounded,
continuous and satisfies∫ r
0
(Ψt+uh)(x, s)du =
G(x+ t− s)
G(x)
− G(x+ t+ r − s)
G(x)
= Ψt1(x, s)−Ψt+r1(x, s).
Therefore, by the stochastic Fubini theorem for orthogonal martingale measures [41, Theorem 2.6],∫ r
0
M(N)t (Ψt+uh)du =M(N)t
(∫ r
0
Ψt+uh du
)
=M(N)t (Ψt1)−M(N)t (Ψt+r1),
and (67) follows from definition (34) of H(N). Similarly, by Assumption II.b, the function (Ψt+uh2)(x, s) =
g′(x+ t+ u− s)/G(x) is bounded, continuous and satisfies∫ r
0
(Ψt+uh2)(x, s)du =
g(x+ t+ r − s)
G(x)
− g(x+ t− s)
G(x)
= Ψt+rh(x, s)−Ψth(x, s).
Applying (again) the Fubini theorem for martingale measures and (34), this yields (68).
Now we can prove tightness of the martingale measure integral term.
Lemma 5.5. Suppose Assumptions I-II hold, G has a finite (2+) moment and L aw(V
(N)
0 ) = pi
(N)
∗ . Then,
{M̂(N)t (Ψt+r1); t ≥ 0, N ∈ N} is tight in H1(0,∞).
Proof. By definition (32) of Ψs, the expression for < M(N)(φ) > in (31) and the bound (60), for every
t, r ≥ 0 and N ∈ N we have
E
[
M̂(N)t (Ψt+r1)2
]
= E
[∫ t
0
ν
(N)
t−s
(
G
2
(s+ r + ·)
G
2
(·)
g(·)
G(·)
)
ds
]
≤ RM (r). (69)
Furthermore, by (67), M̂(N)t (Ψt+·1) is (locally) absolutely continuous with density (and hence, weak deriva-
tive) M̂(N)t (Ψt+·h), which satisfies the analogous relation
E
[
M̂(N)t (Ψt+rh)2
]
= E
[∫ t
0
ν
(N)
t−s
(
g2(s+ r + ·)
G
2
(·)
g(·)
G(·)
)
ds
]
≤ H2E
[∫ t
0
ν
(N)
t−s
(
G
2
(s+ r + ·)
G
2
(·)
g(·)
G(·)
)
ds
]
,
where the inequality holds by Assumption II.b, with H being the constant in Remark 2.2. Therefore, the
bound (60) implies that for t, r ≥ 0, N ∈ N,
E
[
M̂(N)t (Ψt+r h)2
]
≤ H2RM (r). (70)
Likewise, by (68), M̂(N)t (Ψt+·h) is (locally) absolutely continuous with density (and hence, weak derivative)
M̂(N)t (Ψt+·h2), which, by Assumption II.b,
E
[
M̂(N)t (Ψt+rh2)2
]
= E
[∫ t
0
ν
(N)
t−s
(
|g′(s+ r + ·)|2
G
2
(·)
g(·)
G(·)
)
ds
]
≤ H22RM (r), (71)
where H2 is as in Remark 2.2. The lemma follows from (69)-(71), the integrability of the function RM
guaranteed by Lemma 5.3, and the tightness criteria of Lemma 5.2, with R1 = RM , R2 = H
2RM , and
R3 = H
2
2RM .
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5.3.3 Tightness of other terms.
In the next four lemmas, we prove tightness of other sequences associated with each of the other components
of Ẑ(N) on the right-hand side of (43).
Lemma 5.6. Suppose Assumptions I-II hold, G has a finite (2+ ) moment and V
(N)
0 is distributed as pi
(N)
∗ .
Then the family {Ẑ(N)0 (t+ ·); t ≥ 0, N ∈ N} is tight in H1(0,∞).
Proof. By (16), the representation for Z(N) given in (19) and the scaling in (7), we have
Ẑ
(N)
0 (t+ r) =
1√
N
(
Z
(N)
0 (t+ r)−NZ(t+ r)
)
=
1√
N
(
ν
(N)
0 (Φt+r1)−NZ(t+ r)
)
.
Since ν
(N)
0 has the same distribution as ν
(N)
∗ defined in (44) and Z is defined by (6), we have
Ẑ
(N)
0 (t+ ·)
(d)
=
1√
N
N∑
j=1
(
G(a∗j + t+ ·)
G(a∗j )
−
∫ ∞
0
G(x+ t+ ·)dx
)
,
where {a∗j ; j ≥ 1} is i.i.d with p.d.f. G. Hence, {G(a∗j + t+ r)/G(a∗j )}j≥1 is also i.i.d. with mean
∫∞
0
G(x+
t+ r)dx, and
E
[
Ẑ
(N)
0 (t+ r)
2
]
= Var
(
G(a∗1 + t+ r)
G(a∗1)
)
≤ E
[∣∣∣∣G(a∗1 + t+ r)G(a∗1)
∣∣∣∣2
]
=
∫ ∞
0
G
2
(x+ t+ r)
G(x)
dx ≤
∫ ∞
t+r
G(x)dx.
Hence, for the non-increasing, integrable function R1(r)
.
=
∫∞
r
G(x)dx (see Remark 2.3), we have
E
[
Ẑ
(N)
0 (t+ r)
2
]
≤ R1(t+ r) ≤ R1(r). (72)
Furthermore, since G has derivative g, Ẑ
(N)
0 (t+ ·) has derivative (Ẑ(N)0 )′(t+ ·), where
(Ẑ
(N)
0 )
′(t+ ·) (d)= − 1√
N
N∑
j=1
(
g(a∗j + t+ ·)
G(a∗j )
−
∫ ∞
0
g(x+ t+ ·)dx
)
.
Similar to (72), using Assumption II.b and Remark 2.2, it can be shown that
E
[
(Ẑ
(N)
0 )
′(t+ r)2
]
≤ E
[∣∣∣∣g(a∗1 + t+ r)G(a∗1)
∣∣∣∣2
]
≤ H2E
[∣∣∣∣G(a∗1 + t+ r)G(a∗1)
∣∣∣∣2
]
≤ H2R1(r). (73)
Finally, by Assumption II.b, (Ẑ
(N)
0 )
′(t+ ·) has derivative (Ẑ(N)0 )′′(t+ ·), where
(Ẑ
(N)
0 )
′′(t+ ·) (d)= − 1√
N
N∑
j=1
(
g′(a∗j + t+ ·)
G(a∗j )
−
∫ ∞
0
g′(x+ t+ ·)dx
)
,
which satisfies the analogous inequality
E
[
(Ẑ
(N)
0 )
′′(t+ r)2
]
≤ E
[∣∣∣∣g′(a∗1 + t+ r)G(a∗1)
∣∣∣∣2
]
≤ H22E
[∣∣∣∣G(a∗1 + t+ r)G(a∗1)
∣∣∣∣2
]
≤ H22R1(r), (74)
where H2 is the constant from Remark 2.2. The lemma then follows from (72)-(74) and the tightness criteria
of Lemma 5.2 with R2 = H
2R1, and R3 = H
2
2R1.
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Lemma 5.7. Suppose Assumptions I, II and III.b hold, G has a finite (2+) moment, and V
(N)
0 is distributed
as pi
(N)
∗ . Then, there exists CE <∞ such that for every (deterministic) absolutely continuous function f on
(0,∞),
E
[∣∣∣∣∫ t
0
f(t− s)dÊ(N)s
∣∣∣∣2
]
≤ CE
{
t|f(t)|2 +
(∫ t
0
s|f ′(s)|ds
)(∫ t
0
|f ′(s)|ds
)
+
(∫ t
0
f(s)ds
)2}
. (75)
Moreover, the family {∫ t
0
G(·+ t− s)dÊ(N)s ; t ≥ 0, N ∈ N
}
is tight in H1(0,∞).
Proof. To prove (75), fix t ≥ 0 and f as in the statement of the lemma. Since E(N) is a right-continuous
stationary renewal process when V
(N)
0 is distributed as pi
(N)
∗ , the process {E(N)s , 0 ≤ s ≤ t} has the same
law as the process {E(N)t − E(N)t−s , 0 ≤ s ≤ t}. Hence, since E = Id by (27), the process Eˇ(N) defined as
Eˇ(N)s
.
= Ê
(N)
t − Ê(N)t−s =
1√
N
(
E
(N)
t − E(N)t−s −Ns
)
has the same distribution as Ê(N) on [0, t], and therefore, for every fixed t ≥ 0,∫ t
0
f(t− s)dÊ(N)s =
∫ t
0
f(s)dEˇ(N)s
(d)
=
∫ t
0
f(s)dÊ(N)s .
Now, using integration by parts and the fact that N = λ(N) + β
√
N by (2), we have∫ t
0
f(s)dÊ(N)s =
1√
N
∫ t
0
f(s)dE(N)s −
λ(N)√
N
∫ t
0
f(s)ds− β
∫ t
0
f(s)ds
=
f(t)√
N
(
E
(N)
t − λ(N)t
)
− 1√
N
∫ t
0
f ′(s)
(
E(N)s − λ(N)s
)
ds− β
∫ t
0
f(s)ds.
Combined with (a+ b+ c)2 ≤ 8(a2 + b2 + c2) and the Cauchy-Schwartz inequality, this implies
E
[∣∣∣∣∫ t
0
f(t− s)dÊ(N)s
∣∣∣∣2
]
≤ 8|f(t)|
2
N
E
[∣∣∣E(N)t − λ(N)t∣∣∣2]
+
8
N
(∫ t
0
|f ′(s)|E
[∣∣∣E(N)s − λ(N)s∣∣∣2] ds)(∫ t
0
|f ′(s)|ds
)
+ 8β2
(∫ t
0
f(s)ds
)2
. (76)
Now, recall by Assumption I that E(N)(·) = E˜(λ(N)·) is a stationary renewal process, satisfying E[E(N)t ] =
λ(N)t, and let U˜ be the renewal function associated to E˜. By the equation (2.12) in [42, Theorem 7.2.4] for
the variance of a stationary renewal process and Lorden’s inequality U˜(t) ≤ t+E[u˜21] (e.g. see [5, Proposition
V.6.2]), we have for all s ∈ [0, t],
E
[∣∣∣E(N)s − λ(N)s∣∣∣2] = Var(E(N)s ) = Var(E˜(λ(N)s)) = 2∫ λ(N)s
0
(U˜(v)− v − 1
2
)dv ≤ 2E[u˜21]λ(N)s, (77)
where E[u˜21] = 1 + σ2 <∞ by Assumption I. Substituting the above inequality and the inequality λ
(N) ≤ 1
in (76), we obtain (75) with CE = 8 max{E[u˜21], β2, 1} <∞.
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Now define ζN,t(r)
.
=
∫ t
0
G(t− s+ r)dÊ(N)s for r ≥ 0. Substitute f(·) = G(·+ r) in (75) and note that G
is decreasing, g ≤ HG by Assumption II.b, and ∫∞
r
G(s)ds ≤ ∫∞
0
G(s)ds = 1 by Assumption II.a, to obtain
E
[|ζN,t(r)|2] ≤ CE {tG2(t+ r) + ∫ t
0
sg(s+ r)ds
∫ t
0
g(s+ r)ds+
(∫ t
0
G(s+ r)ds
)2}
≤ CE
{
(tG(t))G(r) +H2
∫ ∞
0
sG(s)ds
∫ ∞
r
G(s)ds+
∫ ∞
r
G(s)ds
}
.
The moment condition on G implies G(t) = O(t−(2+)) for some  > 0 as t → ∞ and hence, tG(t) is
uniformly bounded by a finite constant c1, the constant c2
.
=
∫∞
0
sG(s)ds is finite, and also the functions G
and
∫∞
· G(x)dx are integrable (see Remark 2.2 and Remark 2.3). Therefore, the function
R(r)
.
= c1G(r) + (1 + c2)
∫ ∞
r
G(s)ds
is integrable and we have
E
[|ζN,t(r)|2] ≤ CE(1 +H2)R(r). (78)
Moreover, since G has derivative −g, almost surely, ζN,t has derivative ζ ′N,t on (0,∞) with ζ ′N,t(r) =
− ∫ t
0
g(t−s+r)dÊ(N)s . Substituting f = g(·+r) in (75) and noting that g ≤ HG and |g′| ≤ H2G by Remark
2.2, we obtain the following analogous bound:
E
[|ζ ′N,t(r)|2] ≤ CE
{
tg2(t+ r) +
∫ t
0
s|g′(s+ r)|ds
∫ t
0
|g′(s+ r)|ds+
(∫ t
0
g(s+ r)ds
)2}
≤ CE
{
H2(tG(t))G(r) +H22
∫ ∞
0
sG(s)ds
∫ ∞
r
G(s)ds+H2
∫ ∞
r
G(s)ds
}
≤ CE(H2 +H22 )R(r). (79)
Next, since g has derivative g′ by Assumption II.b, almost surely, ζ ′N,t has derivative ζ
′′
N,t on (0,∞) with
ζ ′′N,t(r) = −
∫ t
0
g′(t− s + r)dÊ(N)s . Substituting f = g′(·+ r) in (75) and using the fact that |g′| ≤ H2G by
Remark 2.2, we have
E
[|ζ ′′N,t(r)|2] ≤ CE
{
t(g′(t+ r))2 +
(∫ t
0
(1 + s)|g′′(s+ r)|ds
)2
+
(∫ t
0
|g′(s+ r)|ds
)2}
≤ CE
{
H22 (tG(t)) +
(∫ ∞
0
(1 + s)|g′′(s)|ds
)2
+H22
(∫ ∞
0
G(s)ds
)2}
.
The first term on the right-hand side above is bounded, as discussed above, by CEH
2
2 c1 < ∞ due to the
moment condition on G. Also, since g′′ is bounded and satisfies g′′(x) = O(x−(2+)) as x→∞ by Assumption
III.b, the integral in the second term is bounded by a constant c3 <∞. The last term is bounded by CEH22 ,
due to Assumption II.a. Hence,
E
[|ζ ′′N,t(r)|2] ≤ CE(H22 c1 + c3 +H22 ) <∞. (80)
The result follows from (78)-(80) and the tightness criteria in Lemma 5.2 with R1 = CE(1 + H
2)R, R2 =
CE(H
2 +H22 )R and R3 = CEH
2
2 (1 + c1) + CEc2.
Lemma 5.8. Suppose Assumptions I-II hold, G has a finite (2+ ) moment and V
(N)
0 is distributed as pi
(N)
∗ .
Then, the family {
−X̂(N)+t G(·); t ≥ 0, N ∈ N
}
is tight in H1(0,∞).
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Proof. Define ζN,t(r)
.
= −X̂(N)+t G(r). Then, by Corollary 5.1, for every interval I ⊂ (0,∞), N ∈ N and
t ≥ 0,
P
{‖ζN,t‖L2(I) > λ} = P{X̂(N)+t ‖G‖L2(I) > λ} ≤ E
[
X̂
(N)+
t
]
‖G‖L2(I)
λ
≤ CQ‖G‖L2(I)
λ
. (81)
Since G ∈ L2(0,∞) by Assumption II.a, for every L <∞, substituting I = (0, L) in (81), we have
lim
λ→∞
sup
t≥0,N∈N
P
{‖ζN,t‖L2(0,L) > λ} ≤ lim
λ→∞
CQ‖G‖L2(0,∞)
λ
= 0, (82)
and for every δ > 0, replacing I and λ with (L,∞) and δ in (81), we have
lim
L→∞
sup
t≥0,N∈N
P
{‖ζN,t‖L2(L,∞) > δ} ≤ lim
L→∞
CQ‖G‖L2(L,∞)
δ
= 0. (83)
Moreover, since G has derivative −g, ζN,t has derivative ζ ′N,t(r) = X̂(N)+t g(r). By Assumption II.b and
definition of the constant H in Remark 2.2, |ζ ′N,t| ≤ H|ζN,t|, and therefore, by (82) and (83), for every
L <∞ and δ > 0, we have
lim
λ→∞
sup
t≥0,N∈N
P
{‖ζ ′N,t‖L2(0,L) > λ} = 0, lim
L→∞
sup
t≥0,N∈N
P
{‖ζ ′N,t‖L2(L,∞) > δ} = 0 (84)
Finally, by Assumption II.b, g has derivative g′ with |g′| ≤ H2G, where H2 is the constant in Remark 2.2,
and hence, ζ ′N,t has derivative ζ
′′
N,t(r) = X̂
(N)+
t g
′(r) which satisfies |ζ ′′N,t| ≤ H2|ζN,t|. Therefore, by (82), for
every λ > 0, L <∞ we have
lim
λ→∞
sup
t≥0,N∈N
P
{‖ζ ′′N,t‖L2(0,L) > λ} = 0. (85)
The lemma then follows from (82)-(85), and the tightness criteria of Proposition 5.4.
Lemma 5.9. Suppose Assumptions I-II and III.b hold, G has a finite (2+) moment, and V
(N)
0 is distributed
as pi
(N)
∗ . Then, the family {∫ t
0
X̂(N)+s g(·+ t− s)ds; t ≥ 0, N ∈ N
}
is tight in H1(0,∞).
Proof. Define ζN,t(r)
.
=
∫ t
0
X̂
(N)+
s g(t+ r − s)ds. Since g ≤ HG by Assumption II.b and G is decreasing,
|ζN,t(r)| ≤ H
∫ t
0
X̂(N)+s G(t+ r − s)ds ≤ H(G(r))1/2
∫ t
0
X̂
(N)+
t−s (G(s))
1/2 ds,
with H being the constant in Remark 2.2. The bound (52) of Corollary 5.1 then implies that for every
interval I ⊂ (0,∞),
P
{∥∥∥∥∫ t
0
X̂(N)+s G(·+ t− s)ds
∥∥∥∥
L2(I)
> λ
}
≤ 1
λ
‖G 1/2‖L2(I)
∫ t
0
E
[
X̂
(N)+
t−s
]
G(s)
1/2 ds
≤ CQ
λ
‖G 1/2‖L2(I)‖G 1/2‖L1(0,∞). (86)
By the moment assumption on G, G(r) = O(r−(2+)) as r → ∞, and G is also bounded by one, and thus,
G
1/2 ∈ L1(0,∞) ∩ L2(0,∞). Therefore, for every L <∞, substituting I = (0, L) in (86), we have
lim
λ→∞
sup
t≥0,N∈N
P
{‖ζN,t‖L2(0,L) > λ} ≤ lim
λ→∞
HCQ
λ
‖G 1/2‖L2(0,∞)‖G 1/2‖L1(0,∞) = 0, (87)
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and for every δ > 0, replacing I and λ with (L,∞) and δ in (86), we have
lim
L→∞
sup
t≥0,N∈N
P
{‖ζN,t‖L2(L,∞) > δ} ≤ lim
L→∞
HCQ
δ
‖G 1/2‖L2(L,∞)‖G 1/2‖L1(0,∞) = 0. (88)
Next, by Assumption II.b, the derivative g′ of g satisfies |g′| ≤ H2G, with H2 the constant in Remark 2.2,
and hence, ζN,t has derivative ζ
′
N,t, where
|ζ ′N,t(r)| =
∣∣∣∣∫ t
0
X̂(N)+s g
′(t+ r − s)ds
∣∣∣∣ ≤ H2 ∫ t
0
X̂(N)+s G(t+ r − s)ds.
Using the above inequality and (86), exactly analogous to (87) and (88), for every L <∞ and δ > 0 we have
lim
λ→∞
sup
t≥0,N∈N
P
{‖ζ ′N,t‖L2(0,L) > λ} = 0, lim
L→∞
sup
t≥0,N∈N
P
{‖ζ ′N,t‖L2(L,∞) > δ} = 0. (89)
Furthermore, by Assumption III.b, g′ has bounded derivative g′′, and hence, ζ ′N,t has derivative
ζ ′′N,t(r) =
∫ t
0
X̂(N)+s g
′′(t− s+ r)ds.
By the same assumption, g′′ is uniformly bounded by a constant (say) Cg′′ and satisfies g′′(x) = O(x−(2+))
as x → ∞, that is, there exist T ∈ (0,∞) and CT < ∞ such that |g′′(x)| ≤ CTx−(2+) for all x ≥ T .
Therefore, for r ≥ 0,
|ζ ′′N,t(r)| ≤
∫ t
0
X̂(N)+s |g′′(t− s+ r)|ds ≤ Cg′′
∫ T∧t
0
X̂(N)+s ds+ CT
∫ t
T∧t
X̂
(N)+
t−s s
−(2+)ds.
Another use of the bound (52) shows that for every λ, L <∞,
P
{‖ζ ′′N,t‖L2(0,L) > λ} ≤ 1λE [‖ζ ′′N,t‖L2(0,L)] ≤
√
L
λ
E
[‖ζ ′′N,t‖L] ≤ CQ√Lλ
(
Cg′′T + CT
∫ ∞
0
s−(2+)ds
)
,
and hence,
lim
λ→∞
sup
t≥0,N∈N
P
{‖ζ ′′N,t‖L2(0,L) > λ} = 0. (90)
The lemma follows from (87)-(90), and the criteria of Proposition 5.4 for tightness in H1(0,∞).
5.4 Proof of Proposition 5.1.
First, we claim that the family {X̂(N)t ; t ≥ 0, N ∈ N} is tight in R. It clearly suffices to establish tightness of
{X̂(N)+t ; t ≥ 0, N ∈ N} and {X̂(N)−t ; t ≥ 0, N ∈ N}. Tightness of the first family follows from Corollary 5.1,
which shows that {X̂(N)+} is (uniformly) bounded in L1. To prove the tightness of {X̂(N)−}, note that since
Ŷ
(N)
t takes values in Y (see Theorem 2.1), X̂
(N)−
t = −Ẑ(N)t (0) for every t ≥ 0 and N ∈ N. From [3, Lemma
3.3.b], the embedding I : H1(0,∞) 7→ CR[0,∞) that takes f to its (unique) continuous representation is
continuous, and hence, the mapping f 7→ I[f ](0) is continuous from H1(0,∞) to R. Therefore, the tightness
of {X̂(N)−t } follows from the tightness of {Ẑ(N)t } in H1(0,∞) proved in Proposition 5.3, and the continuous
mapping theorem. This proves the claim.
By another application of Proposition 5.3 and the claim above, {Ŷ (N)t = (X̂(N)t , Ẑ(N)t ); t ≥ 0, N ∈ N} is
tight in Y, when L aw(V (N)0 ) = pi
(N)
∗ . By Theorem 2.1, L aw(Ŷ
(N)
t ) converges in distribution to pi
(N), as
t→∞. The result then follows from Remark 5.2. This concludes the proof.
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6 A diffusion model.
We now describe the infinite-dimensional Markov process {Yt; t ≥ 0}, which was proposed in [3] as an
alternative diffusion model for the GI/GI/N queue that is more tractable than the limit process obtained
in [29]. In the next section, we show that for each t ≥ 0, the finite-dimensional projections of the scaled
sequence {Ŷ (N)(t)} converge to those of the corresponding marginals Y (t) of the diffusion model Y , and the
corresponding sequence of stationary distributions of Ŷ (N) converge to the unique invariant distribution of
Y . We now introduce the diffusion model and review relevant results from [3].
The diffusion model is driven by a Brownian motion B = {B(t), t ≥ 0}, and an independent continuous
martingale measure M = {Mt(A), A ∈ B[0,∞), t ∈ [0,∞)} with covariance
〈M(A),M(A˜)〉t = t
∫ ∞
0
1A∩A˜ (x) g(x)dx. (91)
Note that M is a space-time white noise on [0,∞)2 based on the measure g(x)dx ⊗ dt (again, see [41,
Chapters 1 and 2] for relevant definitions). We assume that both B and M are defined on a probability
space (Ω̂, F̂ , P̂). Roughly speaking, the Brownian motion B captures limit fluctuations of the arrival process
and M is the limit of the sequence {M̂(N)} of scaled compensated departure processes introduced in (30)
and is independent of B [29, Proposition 8.4] (see Lemma 7.1 for a precise statement of this result). Also,
for every (deterministic) bounded function ϕ on [0,∞)× [0,∞), the process
Mt(ϕ) .=
∫∫
[0,∞)×[0,t]
ϕ(x, s)M(dx, ds), (92)
which is the stochastic integral of ϕ on [0,∞) × [0, t] with respect to the martingale measure, is itself a
martingale with covariance functional
〈M(ϕ)〉t =
∫ t
0
∫ ∞
0
ϕ2(x, s)g(x)dx ds. (93)
Analogous to (34), for f ∈ Cb[0,∞) and t > 0, define the stochastic convolution integral Ht(f) as
Ht(f) .=Mt(Ψtf). (94)
Also, let F˜t .= σ(B(s),Ms(A); 0 ≤ s ≤ t, A ∈ B(0,∞)), and let the filtration {Ft} denote the augmentation
(see [27, Definition 7.2 of Chapter 2]) of {F˜t} with respect to P̂. Finally, define
Et = σBt − βt, t ≥ 0, (95)
where σ is the variance of G˜E , as defined prior to Assumption I.
Definition 6.1. (Diffusion Model) For every Y-valued random element Y0 = (X0, Z0), the diffusion model
Y Y0 = {Y Y0t = (Xt, Zt(·)); t ≥ 0} with initial condition Y0 is defined as
(K,X)
.
= Λ(E,X0, Z0(·)−H(1)), (96)
where Λ is the CMS mapping from Definition 4.1, and for every t, r ≥ 0,
Zt(r)
.
= Z0(t+ r)−Mt(Ψt+r1) +G(r)Kt −
∫ t
0
g(t− u+ r)Kudu. (97)
When the initial condition Y0 is clear from the context, we often omit the superscript Y0. Also, deter-
ministic initial conditions are denoted by lowercase y0 = (x0, z0) ∈ Y. Note that (96) and (97) are natural
limit analogs of the equations (39) and (41). The following results were established in [3]. Recall that pi is
said to be an invariant distribution of a Markov semigroup {Pt} on Y if for every t ≥ 0, piPt = pi.
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Figure 1: Schematic for Proof of Theorem 2.2
Proposition 6.1. Suppose Assumptions I-II hold, and G has a finite (2 + ) moment for some  > 0. Then
the following statements are true:
a. for every initial condition Y0, the process {Y Y0t ; t ≥ 0} has a continuous Y-valued version;
b. If P y denotes the law of Y y then {P y, y ∈ Y} is a time-homogeneous Feller Markov family;
c. The transition semigroup {Pt} associated with {P y, y ∈ Y} has at most one invariant distribution.
Proof. Part a, b, and c are proved in Proposition 4.14, Theorem 3.7, and Theorem 3.8 of [3], respectively.
In what follows, by an invariant distribution of the diffusion model, we will mean an invariant distribution
of its associated semigroup {Pt}.
7 Convergence of subsequential limits.
In this section we establish convergence of the sequence of stationary distributions {pi(N)}, as stated in
Theorem 2.2. Since {pi(N)} is tight by Proposition 5.1, it suffices to uniquely characterize subsequential
limits of {pi(N)}. We will show that every subsequential limit of {pi(N)} is an invariant distribution (and
therefore equal to the unique invariant distribution) of the diffusion model introduced in Section 6. As
outlined in Fig. 1, the proof follows three main steps. First, we show in Section 7.1 (see Proposition 7.1) that
under suitable conditions on (the laws of) the initial conditions {V (N)0 }, for every t ≥ 0, finite-dimensional
projections of Ŷ
(N)
t converge weakly to those of Yt as N → ∞. Then, in Section 7.3 we verify that these
conditions are satisfied when V
(N)
0 = V
(N)
∞ , which is the invariant distribution of V (N) from Proposition 3.1.
Also, by Proposition 3.1, when V
(N)
0 = V
(N)
∞ , for any t ≥ 0, we see that Ŷ (N)t = Ψ̂(V (N)t ), with Ψ̂ given as in
(22), has the same distribution as Ŷ
(N)
0 = Ψ̂(V
(N)
∞ ), and hence, by (25), must have law pi(N). Thus, the limit
of any convergent subsequence of {pi(N)} must be an invariant distribution of the diffusion model. Theorem
2.2 follows from Corollary 7.1.
7.1 A central limit theorem.
Recall from Section 6 that {Bt; t ≥ 0} is a Brownian motion, Et = σBt − βt for t ≥ 0, and M is an
independent martingale measure with covariance functional given by (91). We now state a result from [29]
that, in particular, shows that Ê(N) and M̂(N) are asymptotically independent and converge in distribution
to E and M, respectively.
Lemma 7.1. Suppose Assumptions I-II hold, G has a finite (2 + ) moment for some  > 0, and the
sequence of initial conditions {V (N)0 = (R(N)0 , X(N)0 , ν(N)0 )} satisfies condition (29). Moreover, for N ∈ N,
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define Ŷ
(N)
0
.
= Ψ̂(V
(N)
0 ), with Ψ̂ given by (21), and assume that there exists a Y-valued random element
Y0 = (X0, Z0) independent of M and B such that, as N →∞,
Ŷ
(N)
0 ⇒ Y0, in Y. (98)
Then, for every t ≥ 0, k ∈ N, and ϕ1, ..., ϕk ∈ Cb([0,∞)× [0,∞);R), we have(
Ê(N), X̂
(N)
0 , Ẑ
(N)
0 , Ĥ(N)(1),M̂(N)t (ϕ1), ...,M̂(N)t (ϕk)
)
⇒ (E,X0, Z0,H(1),Mt(ϕ1), ...,Mt(ϕk)) , (99)
weakly in D[0,∞) × Y × D[0,∞) × Rk, where D[0,∞) is equipped with the topology of uniform convergence
on compact sets.
Proof. We first show that the conditions of the lemma imply Assumptions 1-4 in [29]. As discussed earlier,
Assumption 1 of [29] holds by condition (29) and Lemma 4.1.a. Assumptions 2 and 4 of [29] on the service
distribution hold because Assumption II implies that h is bounded. Moreover, by Assumption I, E(N) is a
renewal process with inter-arrival times {u(N)n ;n ≥ 1} with u(N)n = u˜n/λ(N), where {u˜n;n ∈ N} is an i.i.d.
sequence with mean 1 and variance σ2. Hence, u
(N)
1 satisfies
E
[
u
(N)
1
]
=
E [u˜1]
λ(N)
=
1
λ(N)
, Var(u
(N)
1 ) =
Var(u˜1)
(λ(N))2
=
σ2
(λ(N))2
,
and since E[u˜21] <∞ and λ(N)/
√
N →∞ as N →∞, the Lindeberg condition
lim
N→∞
N2E
[
(u
(N)
1 )
2
1
(−∞,u(N)1
√
N)
()
]
= lim
N→∞
N2
(λ(N))2
E
[
(u˜1)
2
1(∞,u˜1)
(
λ(N)√
N
)]
= 0,
holds. Therefore, (part a. of) Assumption 3 of [29] is also satisfied with λ = 1.
Then (99) follows from (98), Corollary 8.7 in [29] and the second display in the proof of that corollary
with f˜j replaced by ϕj and f1
.
= 1. Note that Assumption 5 in [29] is not required for our assertion to hold,
as it is only used to establish convergence of ν̂(N), which we do not claim.
Next, we use the result of Lemma 7.1 to establish convergence of the sequence of finite-dimensional
projections of Ŷ
(N)
t for any t ≥ 0. Let {ek; k ∈ N} be a sequence of functions with compact support
in H1(0,∞) that form a countable orthonormal basis for the Hilbert space H1(0,∞) with inner product
denoted by 〈·, ·〉H1 (e.g., Daubechies Wavelets, see [40, Section 9.2]), and let e′j denote the weak derivative
of ej , j ∈ N.
Proposition 7.1. Suppose the conditions of Lemma 7.1 hold, let Y0 be the limit in (98) and let Y = (X,Z)
be the diffusion model associated with the initial condition Y0, as specified in Definition 6.1. Then, for every
t ≥ 0 and k ∈ N, as N →∞,(
X̂
(N)
t , 〈Ẑ(N)t , e1〉H1 , ..., 〈Ẑ(N)t , ek〉H1
)
⇒ (Xt, 〈Zt, e1〉H1 , ..., 〈Zt, ek〉H1) . (100)
Proof. For this proof, we use the convention that all continuity results on D[0,∞) are with respect to the
topology of uniform convergence on compact sets. Fix t ≥ 0 and k ∈ N. First, recall that by equations (39)
and (96) for (K(N), X(N)) and (K,X), respectively, we have
(K̂(N), X̂(N)) = Λ(Ê(N), X̂
(N)
0 , Ẑ
(N)
0 − Ĥ(N)(1)), (K,X) = Λ(E,X0, Z0 −H(1)), (101)
where, by Lemma 4.2, the centered many-server mapping Λ is continuous.
Next, we compute the projections of Ẑ
(N)
t and Zt onto the directions e1, ..., ek. Recall the representations
(41) of Ẑ
(N)
t and (42) of (Ẑ
(N))′. By definition (32) of Ψs, s ≥ 0, Zt satisfies (97) and by equation (3.19) of
[3, Proposition 4.14], Zt has weak derivative Z
′
t where
Z ′t(r)
.
= Z ′0(t+ r) +Mt(Ψt+rh)−Ktg(r)−
∫ t
0
Ksg
′(t− s+ r)ds. (102)
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First, since the translation mapping f 7→ f(t+ ·) is continuous from L2(0,∞) to itself, and for any u ∈ L2,
the projection mapping f 7→ 〈f, u〉L2 is continuous from L2(0,∞) to R, there exist continuous mappings
F 1j , F
2
j : L2(0,∞) 7→ R, j = 1, ..., k, such that
〈Ẑ(N)0 (t+ ·), ej〉L2 = F 1j (Ẑ(N)0 ), 〈Z0(t+ ·), ej〉L2 = F 1j (Z0), (103)
and
〈(Ẑ(N)0 )′(t+ ·), e′j〉L2 = F 2j ((Ẑ(N)0 )′), 〈Z ′0(t+ ·), e′j〉L2 = F 2j (Z ′0). (104)
Next, for every j = 1, . . . , k define the function ϕj : [0,∞)× [0,∞) 7→ R as
ϕj(x, s)
.
= 〈Ψt+·1(x, s), ej〉L2 =
∫ ∞
0
Ψt+r1(x, s)ej(r) dr =
∫ ∞
0
G(x+ t− s+ r)
G(x)
ej(r)dr, (105)
which is bounded by ‖ej‖L1 <∞ (recall that ej has compact support by choice). Also, by the continuity of G
and boundedness of 1/G on finite intervals, the dominated convergence theorem shows that ϕj is continuous.
Since ϕj ∈ Cb([0,∞)× [0,∞)), by the stochastic Fubini theorem for orthogonal martingale measures M̂(N)
(see e.g. [41, Theorem 2.6]), we have
〈M̂(N)t (Ψt+·1), ej〉L2 =
∫ ∞
0
M̂(N)t (Ψt+r1)ej(r)dr = M̂(N)t
(∫ ∞
0
Ψt+r1ej(r)dr
)
= M̂(N)t (ϕj). (106)
Similarly, the function ϕ˜j : [0,∞)× [0,∞) 7→ R defined as
ϕ˜j(x, s)
.
= 〈Ψt+·h(x, s), e′j〉L2 =
∫ ∞
0
Ψt+rh(x, s)e
′
j(r) dr =
∫ ∞
0
g(x+ t− s+ r)
G(x)
e′j(r)dr, (107)
is also continuous and bounded (by H‖e′j‖L1 < ∞) due to Assumption II.b. Another application of the
stochastic Fubini theorem for orthogonal martingales shows that
〈M̂(N)t (Ψt+·h), e′j〉L2 =
∫ ∞
0
M̂(N)t (Ψt+rh)e′j(r)dr = M̂(N)t
(∫ ∞
0
Ψt+rhe
′
j(r)dr
)
= M̂(N)t (ϕ˜j). (108)
Similarly, replacing M̂(N) with Mt, we have
〈Mt(Ψt+·1), ej〉L2 =Mt(ϕj), 〈Mt(Ψt+·h), e′j〉L2 =Mt(ϕ˜j). (109)
Finally, since K̂(N) is almost surely bounded on finite intervals, by Fubini’s theorem,
〈K̂(N)t G(·)−
∫ t
0
K̂(N)s g(t− s+ ·)ds, ej〉L2 = K̂(N)t 〈G, ej〉L2 −
∫ t
0
K̂(N)s 〈g(t− s+ ·), ej〉L2ds
for j = 1, . . . , k. By Assumptions II.a and II.b, both G and g lie in L2(0,∞) (see Remarks 2.2 and 2.3), and
hence 〈G, ej〉L2 is finite, and the function s 7→ 〈g(t−s+ ·), ej〉 is bounded and continuous on [0, t]. Moreover,
for every t ≥ 0 and u ∈ Cb[0,∞), the mapping f 7→
∫ t
0
f(s)u(s)ds from D[0,∞) to R is continuous. Therefore,
by equation (101), there exist continuous functions F˜ 3j : D[0,∞) 7→ R and F 3j : D[0,∞)× R× D[0,∞) 7→ R,
such that
〈K̂(N)t G(·)−
∫ t
0
K̂(N)s g(t− s+ ·)ds, ej〉L2 = F˜ 3j (K̂(N)) = F 3j (Ê(N), X̂(N)0 , Ẑ(N)0 − Ĥ(N)(1)). (110)
By the same argument,
〈KtG(·)−
∫ t
0
Ksg(t− s+ ·)ds, ej〉L2 = F 3j (E,X0, Z0 −H(1)). (111)
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Similarly, by Assumption II.b, g′ also lies in L2, and hence 〈g, e′j〉 is finite and the mapping s 7→ 〈g′(t−s+·)e′j〉
is bounded and continuous on [0, t]. Therefore, there exists a continuous function F 4j : D[0,∞)×R×D[0,∞) 7→
R such that
〈K̂(N)t g(·) +
∫ t
0
K̂(N)s g
′(t− s+ ·)ds, e′j〉L2 = F 4j (Ê(N), X̂(N)0 , Ẑ(N)0 − Ĥ(N)(1)), (112)
and
〈Ktg(·) +
∫ t
0
Ksg
′(t− s+ ·)ds, e′j〉L2 = F 4j (E,X0, Z0 −H(1)). (113)
Now, combining equation (101), representations (41) of Ẑ
(N)
t , (42) of (Ẑ
(N))′, (97) of Zt and (102) of Z ′t,
equations (103)-(113), and the fact that addition is continuous on D[0,∞), we conclude that there exists a
continuous function
F : I .= R×H1(0,∞)× D[0,∞)× D[0,∞)× R2k 7→ Rk+1,
such that(
X
(N)
t , 〈Ẑ(N)t , e1〉H1 , ..., 〈Ẑ(N)t , ek〉H1
)
= F
(
Î(N)
)
, and (Xt, 〈Zt, e1〉H1 , ..., 〈Zt, ek〉H1) = F (I), (114)
where
Î(N) =
(
X̂
(N)
0 , Ẑ
(N)
0 , Ê
(N), Ĥ(N)(1),M̂(N)t (ϕj),M̂(N)(ϕ˜k); j = 1, . . . , k
)
,
and
I = (X0, Z0, E,H(1),Mt(ϕj),Mt(ϕ˜j); j = 1, . . . k) .
Thus, by Lemma 7.1 with ϕj and ϕ˜j ; j = 1, ..., k, defined in (105) and (107), we have
Î(N) ⇒ I, (115)
in I. The result in (100) follows from (114), (115), and the continuous mapping theorem.
7.2 A fluid limit theorem for V
(N)
∞ .
In order to use Proposition 7.1 with the sequence of initial conditions V
(N)
0 = V
(N)
∞ , N ∈ N, we verify the
conditions of that proposition. Recall that
V (N)∞ = (R
(N)
∞ , X
(N)
∞ , ν
(N)
∞ ), and V
(N)
∞ = (R
(N)
∞ , X
(N)
∞ , ν
(N)
∞ ) =
1
N
(R(N)∞ , X
(N)
∞ , ν
(N)
∞ ).
Lemma 7.2. Suppose Assumptions I and II hold. Then, {ν(N)∞ }N∈N is tight in MF [0,∞).
Proof. For N ∈ N, consider the process {V (N)t = (R(N)t , X(N)t , ν(N)t ), t ≥ 0} initialized at V (N)∗ , as defined in
Section 5.1. Then, for every t ≥ 0, ν(N)t is a sub-probability measure and hence
sup
N∈N, t≥0
E
[
ν
(N)
t (1)
]
≤ 1. (116)
Also, for every c ≥ 0, consider the piecewise linear function fc defined as
fc(x)
.
=
 0 if 0 ≤ x < c,1c (x− c) if c ≤ x < 2c,
1 if x ≥ 2c,
32
which is non-negative and bounded, has weak derivative f ′c =
1
c1(c,2c), and satisfies fc(0) = 0 and 1[2c,∞) ≤
fc ≤ 1[c,∞). By (59), with f replaced by fc, and the definition of pi(N)∗ in (45), we have
E
[
ν
(N)
t (fc)
]
≤
∫ ∞
0
fc(x)G(x)dx+ CQ
∫ t
0
(f ′c(x)G(x) + fc(x)g(x))dx
≤ (1 + CQ
c
)
∫ ∞
c
G(x)dx+ CQ
∫ ∞
c
g(x)dx.
The right-hand side of the equation above does not depend on N or t, and converges to zero as c → ∞
because g and G are integrable by Assumption II.a. This implies that
lim
c→∞ supN∈N, t≥0
E
[
ν
(N)
t (1[2c,∞))
]
≤ lim
c→∞ supN∈N, t≥0
E
[
ν
(N)
t (fc)
]
= 0. (117)
Therefore, by (116)-(117), the family {ν(N)t ;N ∈ N, t ≥ 0} satisfies the criteria in Proposition D.1, and
hence, is tight in MF [0,∞). Finally, by Proposition 3.1, ν(N)t converges in distribution to ν(N)∞ in MF [0,∞)
as t→∞, and so tightness of the sequence {ν(N)∞ }N∈N follows from Remark 5.2.
Proposition 7.2. Suppose Assumptions I-III hold. Then the sequence (X
(N)
0 , ν
(N)
0 )
.
= (X
(N)
∞ , ν
(N)
∞ ), N ∈ N,
satisfies condition (29).
Proof. First, we claim that when V
(N)
0
(d)
= pi
(N)
∗ , for every f ∈ C1b [0,∞), there exists a constant Cf <∞ such
that
sup
t≥0,N∈N
1√
N
E
[
|ν(N)t (f)−Nν(f)|
]
≤ Cf . (118)
To prove the claim, fix f ∈ C1b [0,∞), t ≥ 0 and N ∈ N. By the definition of ν given in (28),
ν(f) =
∫ ∞
0
f(s)G(s)ds =
∫ ∞
0
(fG)(s+ t)ds+
∫ t
0
(fG)(s)ds = ν(Φtf) +
∫ t
0
(fG)(t− s)ds.
Substituting K(N) from (36) into the equation (35) for ν(N), using integration by parts, the fact that
X
(N)
0 = N , X = 1 and recalling the diffusion scaling form of (7), we have
1√
N
(
ν
(N)
t (f)−Nν(f)
)
=
1√
N
(
ν
(N)
0 (Φtf)−Nν(Φtf)
)
− Ĥ(N)t (f) +
∫ t
0
(fG)(t− s)dÊ(N)s
− f(0)X̂(N)+t −
∫ t
0
(fG)′(t− s)X̂(N)+s ds, (119)
where we used the fact that X̂
(N)+
0 = 0 because X
(N)
0
(d)
= X∗. Since ν
(N)
0
(d)
= ν∗, with ν∗ defined in (44),
ν
(N)
0 (Φtf)−Nν(Φtf)
(d)
=
∑N
j=1 ζ
N,t
j , where
ζN,tj
.
= δaj (Φtf)− ν(Φtf) = f(aj + t)
G(aj + t)
G(aj)
−
∫ ∞
0
f(x+ t)G(x+ t)dx,
and {aj ; j ≥ 1} are i.i.d. with p.d.f G. Hence, ζN,tj ; j = 1, ..., N, are also i.i.d. with E[ζN,t1 ] = 0 and
Var(ζN,t1 ) ≤ E
[
δa1(Φtf)
2
]
=
∫ ∞
0
f2(x+ t)G
2
(x+ t)
G
2
(x)
G(x)dx ≤ ‖f‖2∞.
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Moreover,
∑N
j=1 ζ
N,t
j has zero mean and finite variance equal to NVar(ζ
N,t
1 ), and hence,
1√
N
E
[∣∣∣ν(N)0 (Φtf)−Nν(Φtf)∣∣∣] ≤ 1√
N
E
( N∑
j=1
ζN,tj
)2 12 = Var(ζN,t1 ) 12 ≤ ‖f‖∞. (120)
Next, by definition (34) of H(N)t , (31) and the bound (60), we have
E
[
Ĥ(N)t (f)2
]
= E
[∫ t
0
ν
(N)
t−s
(
f2(·+ s)G2(·+ s)
G
2
(·)
g(·)
G(·)
)
ds
]
≤ ‖f‖2∞RM (0),
with RM (0) <∞ by Lemma 5.3. Therefore,
E
[∣∣∣Ĥ(N)t (f)∣∣∣] ≤ (E [Ĥ(N)t (f)2]) 12 ≤ ‖f‖∞√RM (0). (121)
Moreover, note that under Assumption II, for f ∈ C1b [0,∞), fG is absolutely continuous with
fG)′(s) ≤ (1 +H)(‖f‖∞ + ‖f ′‖∞)G(s) ≤ (1 +H)(‖f‖∞ + ‖f ′‖∞). (122)
Therefore, replacing f with fG in (75) of Lemma 5.7, we have
E
[∣∣∣∣∫ t
0
(fG)(t− s)dÊ(N)s
∣∣∣∣2
]
≤ CE‖f‖2∞tG(t) + CE(1 +H)2(‖f‖∞ + ‖f ′‖∞)2
(∫ t
0
sG(s)ds
)(∫ t
0
G(s)ds
)
+ CE‖f‖2∞
(∫ t
0
G(s)ds
)2
.
Since G(t) = O(t−(3+)) by Assumption III.a, tG(t), ∫ t
0
G(s)ds and
∫ t
0
sG(s)ds are all uniformly bounded in
t. Therefore, there exists a constant C <∞ such that
E
[∣∣∣∣∫ t
0
(fG)(t− s)dÊ(N)s
∣∣∣∣] ≤
(
E
[∣∣∣∣∫ t
0
(fG)(t− s)dÊ(N)s
∣∣∣∣2
]) 1
2
≤ C(‖f‖∞ + ‖f ′‖∞). (123)
Finally, using the bounds (52) and (122), we have
E
[∣∣∣∣−f(0)X̂(N)+t − ∫ t
0
(fG)′(t− s)X̂(N)+s ds
∣∣∣∣] ≤ |f(0)|E [X̂(N)+t ]+ ∫ t
0
|(fG)′|(t− s)E
[
X̂(N)+s
]
ds
≤ CQ|f(0)|+ CQ(1 +H)(‖f‖∞ + ‖f ′‖∞)
∫ t
0
G(s)ds
≤ 2CQ(1 +H)(‖f‖∞ + ‖f ′‖∞). (124)
The claim (118) follows from the equation (119) and the bounds (120)-(121) and (123)-(124). In addition,
since by Proposition 3.1 for every N →∞ ν(N)t ⇒ ν(N)∞ in MF [0,∞) as t→∞, and for every f ∈ C1b [0,∞),
ν
(N)
t (f)⇒ ν(N)∞ (f), by the portmanteau theorem,
sup
N∈N
1√
N
E
[
|ν(N)∞ (f)−Nν(f)|
]
≤ sup
N∈N
lim inf
t→∞
1√
N
E
[
|ν(N)t (f)−Nν(f)|
]
≤ Cf . (125)
Now, we return to the proof of the proposition. Since the limit (X, ν) is deterministic, to show that
(X
(N)
0 , ν
(N)
0 )⇒ (X, ν), it is enough to show the convergence of each component. For N ∈ N,
E
[∣∣∣X(N)∞ − 1∣∣∣] = 1√
N
E
[∣∣∣X̂(N)∞ ∣∣∣] ≤ 1√
N
(
E
[
X̂(N)+∞
]
+ E
[
X̂(N)−∞
])
. (126)
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By Proposition 3.1, V
(N)
t ⇒ V (N)∞ in V(N) as t→∞, and in particular, X(N)t ⇒ X(N)∞ . Hence, by Corollary
5.1 and the portmanteau theorem,
E
[
X̂(N)+∞
]
≤ lim inf
t→∞ E
[
X̂
(N)+
t
]
≤ CQ. (127)
Moreover, recall that by the non-idling condition (14), ν
(N)
t (1) = N∧X(N)t , and by another use of Proposition
3.1, as t→∞,
ν
(N)
t (1)−N ∧X(N)t ⇒ ν(N)∞ (1)−N ∧X(N)∞ .
Therefore, since ν(1) = X = 1,
X̂(N)−∞ = −
(X
(N)
∞ −N)√
N
∧ 0 = −X
(N)
∞ ∧N −N√
N
= −ν
(N)
∞ (1)−Nν(1)√
N
.
Hence, substituting f = 1 in (125) we obtain
E
[
X̂(N)−∞
]
≤ 1√
N
E
[
|ν(N)∞ (1)−Nν(1)|
]
≤ C1. (128)
We conclude from (126)-(128) that
lim
N→∞
E
[∣∣∣X(N)∞ − 1∣∣∣] = lim
N→∞
1√
N
E
[∣∣∣X̂(N)∞ ∣∣∣] ≤ lim
N→∞
1√
N
(CQ + C1) = 0.
In other words, as N → ∞, X(N)∞ converges to X ≡ 1 in L1, which in turn implies both X
(N)
∞ ⇒ X and
E[X(N)∞ ]→ X. Finally, by another use of (125), for every f ∈ C1b [0,∞),
lim
N→∞
E
[
ν(N)∞ (f)− ν(f)
]
≤ lim
N→∞
1√
N
Cf = 0,
which implies ν
(N)
∞ (f) ⇒ ν(f). The result then follows from the tightness of the sequence {ν(N)∞ }N∈N from
Lemma 7.2 and Lemma D.1.
7.3 Convergence of stationary distributions.
We start with a preliminary result.
Lemma 7.3. Suppose Assumptions I-III hold. If along some subsequence {Nj}, as j → ∞, pi(Nj) ⇒ pi0 in
Y, then pi0 is an invariant distribution of the semigroup {Pt} associated with the diffusion model Y defined
in Section 6.
Proof. Set V
(N)
0 = V
(N)
∞ for N ∈ N, let L aw(Y0) = pi0 and let Y = Y Y0 = (X,Z) be the diffusion
model with initial condition Y0, as specified in Definition 6.1. Since Ŷ
(N)
0 = Ψ̂(V
(N)
0 ) has distribution
pi(N) = L aw(Ψ̂(V
(N)
∞ )) and pi(Nj) ⇒ pi0, by continuity of the projection map on the Hilbert space H1(0,∞)
and an application of the continuous mapping theorem we have, as j →∞,(
X̂
(Nj)
0 , 〈Ẑ(Nj)0 , e1〉H1 , ..., 〈Ẑ(Nj)0 , ek〉H1
)
⇒ (X0, 〈Z0, e1〉H1 , ..., 〈Z0, ek〉H1) ,
Next, since V
(N)
0 = V
(N)
∞ , by stationarity (see Proposition 3.1) for every t ≥ 0, V (N)t
(d)
= V
(N)
∞ , and by
measurability of the mapping Ψ̂ and the projection mappings on Hilbert spaces, we have(
X̂
(N)
0 , 〈Ẑ(N)0 , e1〉H1 , ..., 〈Ẑ(N)0 , ek〉H1
)
(d)
=
(
X̂
(N)
t , 〈Ẑ(N)t , e1〉H1 , ..., 〈Ẑ(N)t , ek〉H1
)
.
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Moreover, since (X
(N)
0 , ν
(N)
0 )
(d)
= (X
(N)
∞ , ν
(N)
∞ ), by Proposition 7.2 the sequence {(X(N)0 , ν(N)0 )} satisfies the
condition (29), and Ŷ
(Nj)
0 ⇒ Y0 as j → ∞ by assumption. Hence, the conditions of (7.1) hold and so, by
Proposition 7.1, for any t > 0 we have(
X̂
(Nj)
t , 〈Ẑ(Nj)t , e1〉H1 , ..., 〈Ẑ(Nj)t , ek〉H1
)
⇒ (Xt, 〈Zt, e1〉H1 , ..., 〈Zt, ek〉H1)
as j →∞. The last three displays imply that for every t ≥ 0,
(X0, 〈Z0, e1〉H1 , ..., 〈Z0, ek〉H1) (d)= (Xt, 〈Zt, e1〉H1 , ..., 〈Zt, ek〉H1) ,
and hence, the distributions of the projections of Y0 and Yt onto a chain of increasing finite-dimensional
subspaces R⊗Lk, where Lk = span{e1, . . . , ek} coincide. Therefore, Y0 (d)= Yt (e.g., see the discussion in [39,
Chapter I.1]), and pi0 = L aw(Y0) is an invariant distribution of the diffusion model.
As a corollary of the previous lemma and Proposition 5.1, we obtain the existence of an invariant distri-
bution for the diffusion model Y .
Corollary 7.1. Under Assumptions I-III, the Markov transition semigroup {Pt} associated with the diffusion
model Y has a unique invariant distribution pi.
Proof. By Proposition 5.1, the sequence {pi(N)} is tight in Y. Therefore, there exists a subsequence {Nj}
such that {pi(Nj)} converges in distribution, as j →∞, to a probability distribution pi on Y. By Lemma 7.3,
this subsequential limit is an invariant distribution of the transition semigroup {Pt}. This proves existence,
and uniqueness follows from Proposition 6.1.
To conclude the proof of Theorem 2.2, we use a standard argument by contradiction.
Proof of Theorem 2.2. Let pi be the unique invariant distribution of the transition semigroup {Pt} associated
with the diffusion model. Suppose the sequence {pi(N)} does not converge to pi. Then, there exists a
subsequence {Nj} such that limj→∞ dp(pi(Nj), pi) > 0, where dp represents the Prohorov metric on the space
of probability measures on Y.By the tightness of {pi(N)} established in Proposition 5.1, there exists a further
subsequence, which we denote again by {Nj}, such that pi(Nj) ⇒ pi0 in Y, for some probability distribution
pi0 on Y. By Lemma 7.3, pi0 is an invariant distribution of {Pt}. But, since {Pt} has a unique invariant
distribution pi by Proposition 6.1, it follows that pi0 = pi, and hence, that limj→∞ dp(pi(Nj), pi) = 0, which is
a contradiction. Thus, we have shown that pi(N) ⇒ pi.
A Proof of ergodicity of the process V (N).
Proof of Proposition 3.1. First note that by (2), the traffic intensity ρ(N) = λ(N)/N satisfies ρ(N) < 1. As
discussed in Section XII of [5], the queueing system described in this paper can be viewed as an N server
queueing system where each server has its own queue, and each job, upon arrival, is routed to the queue
with the least remaining workload (i.e., the residual service time of the job in service, plus the sum of service
times of all jobs in that queue). The stability of this queueing system under the condition ρ(N) < 1 is studied
in [5], using a different Markovian representation and a different filtration. However, some of their results
are still relevant for our representation.
For the rest of the proof, we fix N ∈ N, and suppress the superscript (N) for brevity. Let R˜ be the
backward recurrence time of the arrival process, that is,
R˜t
.
= t− sup{s < t : Es < Et}; t ≥ 0.
The process {V˜t = (R˜t, Xt, νt); t ≥ 0} is also a ca`dla`g Markov process. Let {σ(k); k ≥ 1} be the sequence
of jobs such that the system is empty right before their arrival time Tk
.
= u0 + · · · + uσ(k)−1, that is,
V˜Tk− = (0, 0,0), where 0 is the zero measure. Note that β−
.
= sup{x : G(x) = 0} is finite because
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limx→∞G(x) = 1, and α+
.
= sup{x : GE(x) > 0} = ∞ because G˜E (or equivalently, GE) has full support
on [0,∞) by Assumption I. Therefore, β− < α+, and since ρ < 1, we can apply Corollary XII.2.5 of [5]
and conclude that {σ(k); k ≥ 1} is an aperiodic, nonterminating (discrete-time) renewal process with finite
mean renewal times. Moreover, G˜E , and thus, GE , are non-lattice by Assumption I, and another application
of the fact that β− < α+ established above implies P{v1 < u1} > 0. Therefore, as shown in the proof
of Corollary XII.2.8.(a) in [5, p. 348], we have m
.
= E0{T1} < ∞, where E0 is the expectation under the
initial condition V˜0 = (0, 0,0). Therefore, V˜ is a ca`dla`g regenerative Markov process, with regeneration set
{(0, 0,0)}, regenerative points Tk, and cycle lengths Tk − Tk−1 with non-lattice distribution and finite mean
m. Therefore, by [5, Theorem VI.1.2], there exists a random variable V∞ = (R∞, X∞, ν∞) such that as
t→∞, V˜t ⇒ V∞ in V, and the law pi∞ of V∞ is given by
pi∞(f) =
1
m
E0
{∫ T1
0
f(V˜s)ds
}
, ∀f ∈ Cb(V).
Moreover, by [5, Theorem VII.3.2], pi∞ is a stationary distribution for the Markov process V˜ . In particular,
the law α∞ of R∞ is the stationary distribution for the backward recurrence time of the arrival process, and
thus has the representation α∞(dx) = 1/λGE(x)dx by [5, Proposition V.3.5].
Now recall from (3.2) in [5, P. 151] that the distributions of Rt and R˜t satisfy the relation
P
{
Rt > y|R˜t = x
}
=
GE(x+ y)
GE(x)
.
Hence, for every bounded and continuous function f ,
E [f(Rt)] =
∫ ∞
0
f(y)P {Rt = dy} =
∫ ∞
0
∫ ∞
0
f(y)
gE(x+ y)
GE(x)
dy P
{
R˜t = dx
}
= E
[
f˜(R˜t)
]
,
where f˜(x) =
∫∞
0
gE(x + y)f(y)dy/GE(x) is continuous and bounded by ‖f‖∞. Therefore, for every f ∈
Cb[0,∞), recalling the expression for α∞, we see that as t→∞,
E [f(Rt)]→ E
[
f˜(R∞)
]
=
1
λ
∫ ∞
0
∫ ∞
0
f(y)
gE(x+ y)
GE(x)
dyGE(x)dx =
1
λ
∫ ∞
0
f(y)GE(y)dy = E [f(R∞)] .
Therefore, Rt ⇒ R∞, and the law α∞ of R∞ is also a stationary distribution for the forward recurrence time
R. We conclude that pi∞ is a stationary distribution for V , and for every initial condition V0, Vt converges
in distribution to V∞ as t→∞.
B Properties of the mapping T .
Proof of Lemma 3.1. For the first assertion, let µ =
∑m
j=1 δaj , for some m ∈ N and aj ∈ R+, j = 1, ...,m,
and let z = T µ. Then we have
z(r) = µ(Φr1) =
m∑
j=1
δaj (Φr1) =
m∑
j=1
G(aj + r)
G(aj)
, r ≥ 0.
Since G has derivative g, z has derivative z′ given by
z′(r) = −
m∑
j=1
g(aj + r)
G(aj)
= −
m∑
j=1
δaj (Φrh) = −µ(Φrh), r ≥ 0.
Both G and g are in L2(0,∞) by Assumption II (see Remark 2.2), and hence, both z and z′ also lie in
L2(0,∞); thus z ∈ H1(0,∞).
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For the second claim, let {µk} be a sequence in MD[0,∞) converging weakly to µ =
∑m
j=1 δaj . Since
MD[0,∞) consists of sums of unit Dirac masses, for all sufficiently large k, µk must have a representation
µk =
∑m
j=1 δakj for some a
k
j > 0, with a
k
j → aj as k →∞. Therefore, we have
‖T µk − T µ‖L2 =
∣∣∣∣∣∣
∣∣∣∣∣∣
m∑
j=1
G(akj + ·)
G(akj )
− G(aj + ·)
G(aj)
∣∣∣∣∣∣
∣∣∣∣∣∣
L2
≤
m∑
j=1
∣∣∣∣∣
∣∣∣∣∣G(akj + ·)G(akj ) − G(aj + ·)G(akj ) + G(aj + ·)G(akj ) − G(aj + ·)G(aj)
∣∣∣∣∣
∣∣∣∣∣
L2
≤
m∑
j=1
‖G(akj + ·)−G(aj + ·)‖L2
G(akj )
+ ‖G‖L2
m∑
j=1
∣∣∣∣∣ 1G(akj ) − 1G(aj)
∣∣∣∣∣ ,
which converges to zero as k →∞ by the continuity of G, the continuity of the translation mapping in the
L2 norm (see e.g. [16, Theorem 20.1]) and the fact that G ∈ L2. Similarly, we see that
‖ (T µk)′− (T µ)′ ‖L2 ≤ m∑
j=1
‖g(akj + ·)− g(aj + ·)‖L2
G(akj )
+ ‖g‖L2
m∑
j=1
∣∣∣∣∣ 1G(akj ) − 1G(aj)
∣∣∣∣∣ ,
which, since g ∈ L2(0,∞), again converges to zero as k →∞ by the same argument.
Finally, note that given the moment assumption, the function Z(r) =
∫∞
r
G(x)dx lies in L2(0,∞), and
has weak derivative −G(·), which also lies in L2(0,∞) (see Remark 2.3), thus showing that Z ∈ H1(0,∞).
When combined with the first two assertions of this lemma and the fact that R and H1(0,∞) are vector
spaces, this shows that Ψ is a continuous map from ∪NVN to R×H1(0,∞).
C A ramification of our assumptions.
In this section, we verify that the assumptions of Proposition 5.2 (and Corollary 5.1) imply the assumptions
H-W and T0 of [18]. Recalling the latter assumptions in our notation, H-W requires that P{vj = 0} =
P{u˜n = 0} = 0, and that E [vj ] = E [u˜n] = 1, where recall that vj , j ≥ 1 are the service times, and u˜n, n ≥ 1
are the inter-arrival times of the process E˜, and inter-arrival times of the arrival process E(N) must satisfy
u
(N)
n = u˜n/λ
(N), with λ(N) defined in (2). This follows from our Assumptions I and II.a. Next, condition T0
of [18], again in our notation, requires the following.
i. There exists  > 0 such that E[u˜(2+)1 ],E[v
(2+)
1 ] <∞.
ii. vj has a non-zero variance.
iii. limt→0 t−1G(t) <∞.
iv. For every N ∈ N, the number of jobs in system X(N)t (which is denote by QN (t) in [18]), satisfies
X
(N)
t ⇒ X(N)∞ as t→∞.
First note that (i) holds by Assumption I and the explicit moment assumption of Corollary 5.1. Conditions
(ii) and (iii) hold because the service time distribution has a p.d.f. g by Assumption II.a (see also the
discussion below assumption T0 on page 4 of [18]), and (iv) follows from Proposition 3.1.
D Various tightness criteria.
D.1 Tightness and convergence of random measures.
A criteria for tightness of a family of MF [0,∞)-valued random variables is given in [23, Exercise 4.11 on p.
39].
38
Proposition D.1. A family {µα;α ∈ A} of MF [0,∞)-valued random variables is tight if and only if the
following two conditions hold:
a. supα∈A E [|µα(1)|] <∞;
b. limc→∞ supα∈A E
[|µα(1[c,∞))|] = 0.
The following lemma summarizes the standard approach to identify the limit of a sequence of random
measures in MF [0,∞).
Lemma D.1. Suppose the sequence {µn}n∈N of random measures is tight in MF [0,∞). Assume there exists
a deterministic measure µ ∈ MF [0,∞) such that for every f ∈ C1b [0,∞), µn(f) ⇒ µ(f) in R as n → ∞.
Then, µn ⇒ µ in MF [0,∞).
Proof. Since {µn}n∈N is tight, every subsequence of {µn} has a further converging subsequence {µnk}. Let
µ˜ be any such sub-sequential limit. For every f ∈ C1b [0,∞), the mapping µ 7→ µ(f) from MF [0,∞) to
R is continuous, and hence, by the continuous mapping theorem, µnk(f) ⇒ µ˜(f). On the other hand,
µnk(f) ⇒ µ(f) by the assumption of the lemma. Hence, µ˜(f)
(d)
= µ(f), and since µ is deterministic,
µ˜(f) = µ(f), almost surely. As a consequence, for a countable dense subspace C of C1b [0,∞), almost surely,
the equality
µ˜(f) = µ(f), ∀f ∈ C,
holds simultaneously. This implies µ˜ = µ, almost surely, which uniquely characterizes the sub-sequential
limits of {µn}, and completes the proof.
D.2 Tightness in H1(0,∞).
To obtain a criterion for the tightness of a set of probability measures or random elements in H1(0,∞),
we first obtain a characterization of compact sets in H1(0,∞). We start with a version of the Sobolev
Embedding Theorem.
Proposition D.2. [1, Theorem 6.2 on p. 144, Part II, equation (6)] Let Ω0 be a bounded subinterval of
(0,∞). Then the embedding
H1(Ω0) 7→ L2(Ω0)
is compact.
The following result helps to extend the last result to L2(Ω) when Ω = (0,∞) is unbounded.
Proposition D.3. [1, Theorem 2.22 on p. 35] A subset K ⊂ L2(Ω) is pre-compact if there exist sub-domains
Ωj , j ∈ N, of Ω such that
i. Ωj ⊂ Ωj+1 for j ∈ N;
ii. Kj = {f |Ωj ; f ∈ K} is pre-compact in L2(Ωj) for j ∈ N;
iii. for every  > 0, there exists an index j ∈ N such that∫
Ω\Ωj
|f(x)|2dx < , ∀f ∈ K.
Propositions D.2 and D.3 provide criteria for the tightness of a sequence of random elements in L2(0,∞).
Lemma D.2. A subset K ⊂ L2(0,∞) is compact if
a. supf∈K ‖f‖H1(0,L) <∞, ∀L ∈ N,
b. limL→∞ supf∈K ‖f‖L2(L,∞) = 0.
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Moreover, a family {ζα, α ∈ A} of H1(0,∞)-valued random elements defined on probability spaces (Ωα,Pα)
is tight in L2(0,∞) if
a. limλ↑∞ supα∈A Pα
{‖ζα‖H1(0,L) > λ} = 0, ∀L ∈ N,
b. limL→∞ supα∈A Pα
{‖ζα‖L2(L,∞) > } = 0, ∀ > 0.
Proof. The first claim is a direct sequence of Propositions D.2 and D.3, with ΩN = (0, N). For every N ∈ N,
ΩN is bounded, and Proposition D.2 asserts that K is compact in L2(ΩN ) because it is uniformly bounded
in the H1(ΩN ) norm. The second claim follows from the first claim by exactly the same argument as in [27,
Theorem 4.10].
Proof of Proposition 5.4. The result is a consequence of the second claim in Lemma D.2, the fact that ζα is
tight in H1(0,∞) if ζα and ζ ′α are tight in L2(0,∞), the definition of the H1(0,∞) norm and the elementary
inequality P(A+B > 2λ) ≤ P(A > λ) + P(B + λ).
E Verification of Assumptions for Certain Families of Distribu-
tions
In this section, we show that a large class of distributions of interest satisfy our assumptions.
Lemma E.1. Assumptions II and III are satisfied when G belongs to one of the following families of
distributions:
1. Generalized Pareto distributions with location parameter µ = 0 (a.k.a. Lomax distribution), and shape
parameter α > 3.
2. The log-normal distribution with location parameter µ ∈ (−∞,∞) and scale parameter σ > 0.
3. The Gamma distribution with shape parameter α ≥ 3.
4. Phase-type distributions.
Proof. Family 1. The Lomax distribution (equivalently, the generalized Pareto distribution with location
parameter µ = 0) with scale parameter λ > 0 and shape parameter α > 0 has the following complementary
c.d.f.:
G(x) =
(
1 +
x
λ
)−α
, x ≥ 0.
Elementary calculations show that for α > 1, the distribution has a finite mean, which is equal to λ/(α− 1).
In particular, the distribution has mean 1 when λ = α− 1. The probability density function (p.d.f.) g of G
clearly exists, is continuously differentiable and satisfies
g(x) =
α
λ
(
1 +
x
λ
)−(α+1)
, and g′(x) = −α(α+ 1)
λ2
(
1 +
x
λ
)−(α+2)
,
for x ∈ (0,∞). Thus, the hazard rate function h is equal to
h(x) =
g(x)
G(x)
=
α
λ
(
1 +
x
λ
)−1
, x ≥ 0,
which is uniformly bounded by α/λ, and
h2(x) =
g′(x)
G(x)
= −α(α+ 1)
λ2
(
1 +
x
λ
)−2
, x ≥ 0,
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which shows that |h2| is uniformly bounded by α2/λ2. Therefore, Assumption II is satisfied. Moreover, as
x→∞,
G(x) = x−α
(
1
x
+
1
λ
)−α
= O(x−α),
and hence, Assumption III.a holds when α > 3. Finally, g′ is differentiable with derivative
g′′(x) =
α(α+ 1)(α+ 2)
λ3
(
1 +
x
λ
)−(α+3)
, x ≥ 0,
which is bounded and satisfies g′′(x) = O(x−(3+α)) as x→∞. Therefore, Assumption III.b holds for every
α > 0.
Family 2. The complementary c.d.f. of the log-normal distribution with location parameter µ ∈ R and
shape parameter σ > 0 has the form
Gµ,σ(x) =
1
2
− 1
2
erf
(
log x− µ√
2σ
)
, x ≥ 0,
where erf (y) = 2√
pi
∫ y
0
e−t
2
dt is the error function. Simple calculations show that the mean is given by
eµ+σ
2/2, which is equal to 1 when µ = −σ2/2. Fix σ > 0. For any µ ∈ R, Gµ,σ(x) = G0,σ(cx), with c .= e−µ,
for all x ≥ 0. Therefore, it suffices to verify Assumptions II.b and III for G .= G0,σ. The p.d.f. g of G = G0,σ
exists, is continuous, and is given explicitly by
g(x) =
1
x
√
2piσ
e−
(log x)2
2σ2 =
1
xσ
φ
(
log x
σ
)
, x > 0,
where φ is the p.d.f. of the standard Gaussian distribution. The p.d.f. g itself is continuously differentiable
with derivative
g′(x) = − log x+ σ
2
x2σ3
φ
(
log x
σ
)
, x > 0.
The complementary c.d.f. G can be written as
G(x) = Q
(
log x
σ
)
, x ≥ 0,
where Q is the function Q(z) = 1/2 + 1/2 erf(z/
√
2), which satisfies the bounds [8, equation (8)]
Q(z) ≥ z
1 + z2
φ(z), z ≥ 0. (129)
For x ≥ 0, set zx .= log(x)/σ. Then, using the bound (129), for x ≥ eσ (and hence zx ≥ 1) we have
h(x) =
φ(zx)
xσQ(zx)
≤ (1 + z
2
x)
σzxeσzx
≤ (1 + z
2
x)
σ
e−σzx .
Moreover, for x ∈ [eσ,∞), since log x < x,
g′(x)
g(x)
=
log x+ σ2
xσ2
≤ 1
σ2
+ e−σ,
and hence, h2 = (g
′/g)h is also bounded on [eσ,∞). Moreover,
lim
x→0
g(x) = lim
z→−∞
1√
2piσ
e−σz−
z2
2 = 0,
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and
lim
x→0
g′(x) = lim
z→−∞−
z + σ√
2piσ2
e−2σz−
z2
2 = 0.
Since g and g′ are continuous and G is decreasing, it follows from the last two displays that h and h2 are
also bounded on (0, eσ). Therefore, Assumption II.b holds.
Moreover, it is straightforward to see that for a random variable X with log-normal distribution,
E [Xn] = enµ+
n2σ2
2 <∞.
In other words, all moments of the log-normal distribution exist, and in particular, Assumption III.a holds.
Finally, g′ is continuously differentiable with derivative
g′′(x) =
(log x)2 + 3σ2 log x+ 2σ4 − σ2
x3σ5
φ(
log x
σ
).
Since g′′ is continuous and satisfies
lim
x→0,∞
g′′(x) = lim
z→±∞−
z2 + 3σz + 2σ2 − 1√
2piσ3
e−3σz−
z2
2 = 0,
it is also bounded. Moreover, for every  = 1
lim
x→∞
g′′(x)
x−2−
= lim
z→∞−
z2 + 3σz + 2σ2 − 1√
2piσ3
e−
z2
2 = 0,
and therefore, g′′(x) = O(x−(2+)) as x→∞. This shows that Assumption III.b holds as well.
Family 3. The complementary c.d.f. of a Gamma distribution with shape parameter α > 0 and rate
parameter β > 0 is given by
G(x) =
1
Γ(α)
Γ(α, βx), x > 0,
where Γ(·, ·) is the upper incomplete Gamma function. The mean is α/β, which is equal to one when α = β.
The p.d.f. g is equal to
g(x) =
βα
Γ(α)
xα−1e−βx, x > 0,
which is itself continuously differentiable on (0,∞), with derivative
g′(x) =
βα
Γ(α)
(α− 1− βx)xα−2e−βx, x > 0.
When α ≥ 2,
lim
x→0
h(x) = lim
x→0
g(x) =
βα
Γ(α)
lim
x→0
xα−1 = 0.
Also, by L’Hoˆpital’s rule,
lim
x→∞h(x) = limx→∞
βαxα−1e−βx∫∞
βx
tα−1e−tdt
= lim
x→∞β
α (α− 1)xα−2e−βx − βxα−1e−βx
−βαxα−1e−βx = β.
Moreover, again when α ≥ 2,
lim
x→0
h2(x) = lim
x→0
g′(x) =
βα
Γ(α)
(α− 1) lim
x→0
xα−2 <∞
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and by L’Hoˆpital’s rule,
lim
x→∞h2(x) = limx→∞
βα(α− 1− βx)xα−2e−βx∫∞
βx
tα−1e−tdt
= lim
x→∞
βα
(
β2xα−1 − 2β(α− 1)xα−2 + (α− 1)(α− 2)xα−3) e−βx
−βαxα−1e−βx
= −β2.
Since h and h2 are continuous on (0,∞), the last four displays show that Assumption II holds for α ≥ 2.
Moreover, the Gamma distribution has finite exponential moments in a neighborhood of the origin, and
in particular, Assumption III.a holds.
Finally, g′ is continuously differentiable on (0,∞) with derivative
g′′(x) =
βα
Γ(α)
(
(α− 1)(α− β − 2) + xβ(β − α+ 3))xα−3e−βx, x > 0.
When α ≥ 3, g′′ satisfies
lim
x→0
g′′(x) =
βα
Γ(α)
(
(α− 1)(α− β − 2)) lim
x→0
xα−3 <∞.
Moreover, for every  > 0,
lim
x→∞
g′′(x)
x−2−
= 0.
Since g′′ is continuous on (0,∞), the last two displays show that when α ≥ 3, g′′ is bounded and satisfies
g′′(x) = O(x−(2+)). Therefore Assumption III.b holds.
Family 4. A phase-type distribution with size m, an m × m-subgenerator matrix S (which has eigen-
values with negative real part) and probability row vector α, the complementary c.d.f. function has the
representation
G(x) =
m∑
j=1
pj(x) = αe
xS1, x ≥ 0,
where 1 is an m× 1 column vector of ones and
p(x) = [p1(x), ..., pm(x)]
.
= αexS, x ≥ 0.
Note that the vector α can be chosen such that the mean −αS−11 is set to one. Defining µ = [µ1, ..., µm] .=
−S1, the probability density function g can be written as
g(x) = −αexSS1 = αexSµ =
m∑
j=1
pj(x)µj ,
and is continuous on (0,∞). Therefore, Assumption II.a holds. The p.d.f. g is continuously differentiable
with derivative
g′(x) = −αexSS21 = αexSν, x > 0,
where ν = [ν1, ..., νm]
T .= −S21. The hazard rate function h satisfies
h(x) =
∑m
j=1 pj(x)µj∑m
j=1 pj(x)
≤ max
j=1,...,m
µj <∞, x ≥ 0.
Hence, h is uniformly bounded on [0,∞). Moreover,
|h2(x)| =
∣∣∣∑mj=1 pj(x)νj∣∣∣∑m
j=1 pj(x)
≤ max
j=1,...,m
|νj | <∞, x > 0.
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Therefore, Assumption II.b holds.
Moreover, for a random variable X with a phase-type distribution,
E [Xn] = (−1)nn!αS−n1 <∞, n ∈ N.
Therefore, all moments are finite and in particular, Assumption III.a holds.
Finally, g′ is continuously differentiable with derivative
g′′(x) = −αexSS31, x > 0,
The function g′′ satisfies
lim
x→0
g′′(x) = −αS31,
and since all eigenvalues of S have negative real parts, g′′(x) decays exponentially when x→∞. Therefore,
Assumption III.b holds.
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