. The summary percentiles of the results across 1000 simulated datasets for p = 205 features, ρ = 0.4 and samples size n = 10. Each replicate was analyzed with ANOVA, Lasso, Elastic Net and ridge regression. For each replicate simulation the 205 features were simulated according to the set of parameters in Table 1 . In particular, here the first three blocks of Σ consisted of 35 features with the fixed correlation value ρ between the elements within each block, each of these blocks had four features with effect sizes ∆ 1 , ∆ 2 , and ∆ 3 and 31 features with no effect size, representing random noise correlated to features with signal. The fourth block had 100 features generated independently from the normal distribution to represent stochastic noise likely present in most omics experiments. For features that are simulated as random noise, selecting that feature would be a false positive. For a feature simulated as different selection is a true positive or an estimate of power. For each method the selection of each feature in each of the 1000 iterations was recorded. For ANOVA feature selection was based on the p-value, for LASSO/ridge regression and Elastic Net features were selected if they had a non-zero coefficient. The proportion of times that a feature was detected over the 1000 replicates is calculated. For a random noise feature this is then the estimate of the Type I error. As each simulation has multiple features in each category we report the estimated quantiles across features using the R function quantiles. For ridge regression there is no shrinkage and so all features are always selected. Table B . The summary percentiles of the results across 1000 simulated datasets for p = 205 features, ρ = 0.4 and samples size n = 100. Each replicate was analyzed with ANOVA, Lasso, Elastic Net and ridge regression. For each replicate simulation the 205 features were simulated according to the set of parameters in Table 1 . In particular, here the first three blocks of Σ consisted of 35 features with the fixed correlation value ρ between the elements within each block, each of these blocks had four features with effect sizes ∆ 1 , ∆ 2 , and ∆ 3 and 31 features with no effect size, representing random noise correlated to features with signal. The fourth block had 100 features generated independently from the normal distribution to represent stochastic noise likely present in most omics experiments. For features that are simulated as random noise, selecting that feature would be a false positive. For a feature simulated as different selection is a true positive or an estimate of power. For each method the selection of each feature in each of the 1000 iterations was recorded. For ANOVA feature selection was based on the p-value, for LASSO/ridge regression and Elastic Net features were selected if they had a non-zero coefficient. The proportion of times that a feature was detected over the 1000 replicates is calculated. For a random noise feature this is then the estimate of the Type I error. As each simulation has multiple features in each category we report the estimated quantiles across features using the R function quantiles. For ridge regression there is no shrinkage and so all features are always selected. Table C . The summary percentiles of the results across 1000 simulated datasets for p = 2050 features, ρ = 0.4 and samples size n = 10. Each replicate was analyzed with ANOVA, Lasso, Elastic Net and ridge regression. For each replicate simulation the 2050 features were simulated according to the set of parameters in Table 1 . In particular, here the first three blocks of Σ consisted of 350 features with the fixed correlation value ρ between the elements within each block, each of these blocks had four features with effect sizes ∆ 1 , ∆ 2 , and ∆ 3 and 346 features with no effect size, representing random noise correlated to features with signal. The fourth block had 1000 features generated independently from the normal distribution to represent stochastic noise likely present in most omics experiments. For features that are simulated as random noise, selecting that feature would be a false positive. For a feature simulated as different selection is a true positive or an estimate of power. For each method the selection of each feature in each of the 1000 iterations was recorded. For ANOVA feature selection was based on the p-value, for LASSO/ridge regression and Elastic Net features were selected if they had a non-zero coefficient. The proportion of times that a feature was detected over the 1000 replicates is calculated. For a random noise feature this is then the estimate of the Type I error. As each simulation has multiple features in each category we report the estimated quantiles across features using the R function quantiles. For ridge regression there is no shrinkage and so all features are always selected. Table E . The summary percentiles of the results across 1000 simulated datasets for p = 205 features, ρ = 0.8 and samples size n = 10. Each replicate was analyzed with ANOVA, Lasso, Elastic Net and ridge regression. For each replicate simulation the 205 features were simulated according to the set of parameters in Table 1 . In particular, here the first three blocks of Σ consisted of 35 features with the fixed correlation value ρ between the elements within each block, each of these blocks had four features with effect sizes ∆ 1 , ∆ 2 , and ∆ 3 and 31 features with no effect size, representing random noise correlated to features with signal. The fourth block had 100 features generated independently from the normal distribution to represent stochastic noise likely present in most omics experiments. For features that are simulated as random noise, selecting that feature would be a false positive. For a feature simulated as different selection is a true positive or an estimate of power. For each method the selection of each feature in each of the 1000 iterations was recorded. For ANOVA feature selection was based on the p-value, for LASSO/ridge regression and Elastic Net features were selected if they had a non-zero coefficient. The proportion of times that a feature was detected over the 1000 replicates is calculated. For a random noise feature this is then the estimate of the Type I error. As each simulation has multiple features in each category we report the estimated quantiles across features using the R function quantiles. For ridge regression there is no shrinkage and so all features are always selected. Table 1 . In particular, here the first three blocks of Σ consisted of 35 features with the fixed correlation value ρ between the elements within each block, each of these blocks had four features with effect sizes ∆ 1 , ∆ 2 , and ∆ 3 and 31 features with no effect size, representing random noise correlated to features with signal. The fourth block had 100 features generated independently from the normal distribution to represent stochastic noise likely present in most omics experiments. For features that are simulated as random noise, selecting that feature would be a false positive. For a feature simulated as different selection is a true positive or an estimate of power. For each method the selection of each feature in each of the 1000 iterations was recorded. For ANOVA feature selection was based on the p-value, for LASSO/ridge regression and Elastic Net features were selected if they had a non-zero coefficient. The proportion of times that a feature was detected over the 1000 replicates is calculated. For a random noise feature this is then the estimate of the Type I error. As each simulation has multiple features in each category we report the estimated quantiles across features using the R function quantiles. For ridge regression there is no shrinkage and so all features are always selected. Table G . The summary percentiles of the results across 1000 simulated datasets for p = 2050 features, ρ = 0.8 and samples size n = 10. Each replicate was analyzed with ANOVA, Lasso, Elastic Net and ridge regression. For each replicate simulation the 2050 features were simulated according to the set of parameters in Table 1 . In particular, here the first three blocks of Σ consisted of 350 features with the fixed correlation value ρ between the elements within each block, each of these blocks had four features with effect sizes ∆ 1 , ∆ 2 , and ∆ 3 and 346 features with no effect size, representing random noise correlated to features with signal. The fourth block had 1000 features generated independently from the normal distribution to represent stochastic noise likely present in most omics experiments. For features that are simulated as random noise, selecting that feature would be a false positive. For a feature simulated as different selection is a true positive or an estimate of power. For each method the selection of each feature in each of the 1000 iterations was recorded. For ANOVA feature selection was based on the p-value, for LASSO/ridge regression and Elastic Net features were selected if they had a non-zero coefficient. The proportion of times that a feature was detected over the 1000 replicates is calculated. For a random noise feature this is then the estimate of the Type I error. As each simulation has multiple features in each category we report the estimated quantiles across features using the R function quantiles. For ridge regression there is no shrinkage and so all features are always selected. Table H . The summary percentiles of the results across 1000 simulated datasets for p = 2050 features, ρ = 0.8 and samples size n = 100. Each replicate was analyzed with ANOVA, Lasso, Elastic Net and ridge regression. For each replicate simulation the 2050 features were simulated according to the set of parameters in Table 1 . In particular, here the first three blocks of Σ consisted of 350 features with the fixed correlation value ρ between the elements within each block, each of these blocks had four features with effect sizes ∆ 1 , ∆ 2 , and ∆ 3 and 346 features with no effect size, representing random noise correlated to features with signal. The fourth block had 1000 features generated independently from the normal distribution to represent stochastic noise likely present in most omics experiments. For features that are simulated as random noise, selecting that feature would be a false positive. For a feature simulated as different selection is a true positive or an estimate of power. For each method the selection of each feature in each of the 1000 iterations was recorded. For ANOVA feature selection was based on the p-value, for LASSO/ridge regression and Elastic Net features were selected if they had a non-zero coefficient. The proportion of times that a feature was detected over the 1000 replicates is calculated. For a random noise feature this is then the estimate of the Type I error. As each simulation has multiple features in each category we report the estimated quantiles across features using the R function quantiles. For ridge regression there is no shrinkage and so all features are always selected. 
