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要約
統計・機械学習において，観測データからその背後の潜在状態を推定する際には，通
常ユークリッド空間上での定式化が行われる．しかし，データがユークリッド空間と
は異なる空間に分布する場合，その本質的な構造を適切に捉えることは難しい．
本研究では，潜在的に正規直交性を持つようなデータを，その本質的な構造を損なわ
ずに扱うことを目的とし，非ユークリッド空間である Stiefel空間と呼ばれる空間にお
ける，変分推論及び変分オートエンコーダの学習手法を提案する．本提案手法を用い
て変分推論と変分オートエンコーダの学習を行い，潜在的に正規直交性を持つような
データに対する有効性を評価する．
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第 1章
序論
1.1 背景
統計及び機械学習では，観測したデータからその背後にあるパラメタや潜在状態の
事後分布を求めることで，予測や分類など，様々なタスクを解くことができる．この事
後分布は，モデルが大規模で複雑になるほど，計算することが困難になる．変分推論
は，そのような場合に真の事後分布を計算の容易な別の分布で近似的に表現する推論
手法である．また，この変分推論をベースとした深層学習モデルである変分オートエ
ンコーダ (Variational Auto-Encoder; VAE)は，教師無し生成モデルとして最も広く
用いられる手法の一つであり，画像生成など様々な分野に応用されている [1, 2]．VAE
は自己符号化器に変分推論の手法を取りこんだモデルであり，何らかの事前分布を仮
定して，それに KL divergenceの意味で近くなるような正則化を行いながら確率分布
を推定する．
変分推論や VAEの学習の際には，計算を簡単にするために，データがユークリッド
空間 Rm 上に分布することを仮定し，事前，事後分布としてそれらのユークリッド空
間上の分布を用いることが一般的である．しかし，この仮定は Rm と同相でない標本
空間上に分布するデータを学習する際には不適切である．
ユークリッド空間と同相でない標本空間の例として超球面が挙げられる．例えば，タ
ンパク質構造の二面角や風向きといった方向データを扱う上では超球面の標本空間を
用いた方が適切であることが古くから知られている [3, 4]．また近年の自然言語処理や
画像処理の分野においても，cos類似度を重視したい等の理由により特徴量ベクトルの
ノルムによる正規化が行われるような場合は，方向データとして扱われる方が適切で
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ある．実際に，いくつかの機械学習タスクについて，ガウス分布の代わりに超球面上の
確率分布である von Mises-Fisher分布を事前分布として用いた VAEの方が安定して
学習を行えることが報告されている．[5–7]．
この超球面を一般化した空間として，Stiefel空間と呼ばれる空間を考えることがで
きる．Stiefel空間は空間上の一点が k 個の正規直交基底の組に対応するような空間で
あり，この空間上の統計に関する研究が近年進められてきた．映像など，それぞれの
データ点が潜在的に正規直交性を持つデータについては，Stiefel空間上の統計を取り
入れることで機械学習手法の性能が向上することが報告されている [8]．
変分推論及び VAEの学習に Stiefel空間上の確率分布を用いることで，獲得される
潜在状態に正規直交性を課すことができる．そのため，もし取り扱うデータが正規直
交性を持つと分かっている場合，Stiefel空間上の変分推論及び VAEを用いることでそ
の本質的な構造を損なわずに確率的生成モデルを学習できると考えられる．
1.2 本研究の目的と貢献
本研究では，Stiefel 空間を潜在状態の空間として持つような変分推論及び VAE の
学習手法の構成に取り組む．まず，Stiefel 空間上で最も基本的な分布である matrix
Langevin分布を用いた推論手法を提案する．次に，Stiefel空間上で定義されるレトラ
クションとベクトル輸送という 2つの演算を用いて巻き込み型正規分布を考案し，そ
の分布を用いた推論手法を提案する．
それら 2つの手法を，簡単な設定の下，人工データに対する変分推論によって評価し
た．実験の結果，巻き込み型正規分布を用いた手法は，matrix Langevin分布のものよ
りも安定して高速に学習を行うことができることが確認された．更に Stiefel空間上に
潜在的に分布するようなデータを人工的に作成し，そのデータに対して巻き込み型正
規分布を用いた VAEの学習を行い，ユークリッド空間上のガウス分布を用いた通常の
VAE と比較した．その結果，ユークリッド空間上のガウス分布を用いた通常の VAE
と比べての場合について高い性能を達成することを確認した．
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1.3 本論文の構成
本論文の構成は以下の通りである．
第 2章 微分幾何の基礎事項と多様体上の確率分布，Stiefel空間に関して，本研究の前
提知識を説明する．
第 3章 多様体上の変分推論及び変分オートエンコーダについて，本研究に関連する手
法について説明する．
第 4章 Stiefel 空間上で定義される matrix Langevin 分布と呼ばれる分布を用いて変
分推論及び変分オートエンコーダの学習を行う提案手法について説明する．
第 5章 Stiefel 空間上に巻き込み型正規分布を定義し，変分推論及び変分オートエン
コーダの学習を行う提案手法について説明する．
第 6章 人工データを用意し，変分推論及び変分オートエンコーダの学習により，提案
手法を評価する．
第 7章 本研究のまとめと本研究で解明することのできなかった課題について説明
する．
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第 2章
基礎知識
この章では，本研究を理解する上で必要となる基礎的事項について説明を行う．ま
ず微分幾何について簡単な導入を行う．その後，Bayes 推論における事後確率分布の
近似推論手法である変分推論について説明する．本章では簡単な説明にとどめた．証
明等の詳細は参考文献 [9–18]を参照されたい．
2.1 微分幾何に関する基礎的事項
まず，多様体を扱う上で重要な微分幾何の用語について整理する．その後，多様体上
で定義される演算と確率測度について導入を行う．
2.1.1 多様体論
局所的にユークリッド空間 Rn と見なせるような集合M を多様体という．多様体や
その上での接ベクトル，写像の微分，微分形式などの厳密な定義について以下で述べて
いく．本小節は主に [9–11]に基づいている．
定義 2.1 (位相). 集合 X の部分集合族 O が以下の条件を満たすとき，O を X の位相
(topology)と呼び，X と O の対 (X,O)を位相空間 (topological space)と言う．
1. X ∈ O かつ φ ∈ O
2. U1, U2, · · · , Uk ∈ O ならば U1 ∩ U2 ∩ · · · ∩ Uk ∈ O
3. 任意の集合族 {Uλ}λ∈Λ について，Uλ ∈ O(∀λ ∈ Λ)ならば
⋃
λ∈Λ Uλ ∈ O
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X の部分集合 U が O に属する (U ∈ O)とき，U を X の開集合という．位相 O を
位相空間 X の開集合系と呼ぶことがある．
定義 2.2 (ハウスドルフ空間). (X,O)を位相空間とする．X 上の任意の異なる 2点 p，
qに対して，pを含む開集合 U と qを含む開集合 V であって，U ∩V = ∅となる U，V
が存在するとする．このとき，(X,O)をハウスドルフ空間 (Hausdorff space)という．
位相空間を用いて，連続写像を定義することができる．
定義 2.3 (連続写像). f : X → Y が連続写像であるとは，Y の任意の開集合 U につい
て，その逆像 f−1(U) = {p ∈ X | f(p) ∈ U}が X の開集合になることである．
定義 2.4 (同相写像). (X,O)，(Y,O′)を位相空間とする．写像 f : X → Y が以下の条
件を満たすとき，f を同相写像 (homeomorphism)という．
1. f : X → Y は全単射である．
2. f : X → Y も f−1 : Y → X も，ともに連続写像である．
f : X → Y が同相写像であるとき，f−1 : Y → X も同相写像である．また，
f : X → Y と g : Y → Z がともに同相写像であるとき，g ◦ f : X → Z も同相写像で
ある．
位相空間 X と Y の間に同相写像 f : X → Y が存在するとき，X と Y は互いに位
相同型 (homeomorphic)であるといい，X ∼= Y と表す．
定義 2.5 (座標近傍). X を位相空間とし，U を X の開部分集合とする．U から，m次
元数空間 Rn 中のある開集合 U ′ への同相写像
ϕ : U → U ′
があるとする．このとき，U と ϕ の対 (U,ϕ) を m 次元座標近傍 (coordinate neigh-
borhood)と呼び，ϕを U 上の局所座標系 (local coordinate system)という．
定義 2.6 (局所座標). (U,ϕ) を位相空間 X 内の座標近傍とする．U 内の任意の点 p に
ついて，ϕ(p)は U ′ の点である．したがって ϕ(p)は Rm 内の点であるから，Rm の座
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標を用いて，
ϕ(p) = (x1, x2, · · · , xm)
と書ける．(x1, x2, · · · , xm) を，(U,ϕ) に関する p の局所座標 (local coordinates) と
いう．
2つのm次元座標近傍 (U,ϕ)と (V, ψ)が交わっているとき，(U,ϕ)に関する局所座
標 (x1, x2, · · · , xm) と (V, ψ) に関する局所座標 (y1, y2, · · · , ym) の間の関係を以下の
ように考えることができる．
定義 2.7 (座標変換). 同相写像 ψ ◦ϕ−1 : ϕ(U ∩ V )→ ψ(U ∩ V )を，(U,ϕ)から (V, ψ)
への座標変換 (coordinate transformation)と呼ぶ．
定義 2.8 (微分可能多様体). r ≥ 1を自然数もしくは∞とする．位相空間M が以下の
条件を満たすとき，M をm次元 Cr 級微分可能多様体 (differential manifold of class
Cr)という．
1. M はハウスドルフ空間である．
2. M はm次元の座標近傍により被覆される．つまり，M のm次元座標近傍から
なる族 {(Uλ, ϕλ)}λ∈Λ があって，
M =
⋃
λ∈Λ
Uλ
が成り立つ．
3. Uα ∩ Uβ ̸= ∅であるような任意の α, β ∈ Λについて，座標変換
ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ)→ ϕβ(Uα ∩ Uβ)
は Cr 級写像である．
定義 2.8中の条件 2.を満たす座標近傍の族 {(Uλ, ϕλ)}λ∈Λ を座標近傍系 (system of
coordinate neighborhoods)，もしくはアトラス (atlas)という．また，条件 3.を満た
す座標近傍系を Cr 級座標近傍系という．
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以後簡単のために，Cr 級多様体といえば Cr 級微分可能多様体のことを指すものと
する．M をm次元 Cr 級多様体，N を n次元 Cr 級多様体とする．
ユークリッド空間上の方向微分や接ベクトル，内積などと同様の概念を，多様体上で
局所座標系の取り方によらない形で定義することができる．
定義 2.9 (方向微分). 多様体M 上の点 pにおける方向微分 vとは，pの開近傍で定義さ
れた Cr 級関数 f に実数 v(f)を対応させる操作であり，以下の性質を持つものをいう．
1. f と g が点 pの十分小さな開近傍上で一致すれば，v(f) = v(g)．
2. v(af + bg) = av(f) + bv(g)．ただし，a, b ∈ Rであり，f，gは pの開近傍で定
義された任意の Cr 級関数．
3. v(fg) = v(f)g(p) + f(p)v(g)．
例 2.10. 多様体 M 上において，p を含む座標近傍 (U ; x1, x2, · · ·xm) を一つ固定す
る．pの周りで定義された Cr 級関数 f に対して，pにおける xi 方向の偏微分係数
∂f
∂xi
(p) ∈ R
を対応させる操作を
(
∂
∂xi
)
p
と書くとする．すなわち，
(
∂
∂xi
)
p
: f 7→ ∂f
∂xi
(p)
このとき，
(
∂
∂xi
)
p
は，pにおける方向微分の定義 2.9を満たす．
このように多様体M 上の方向微分を考えたとき，点 p ∈ M における方向微分全体
のなす集合を Drp(M)とする．
定義 2.11 (接ベクトル空間). M をm次元多様体とする．例 2.10で導入したm個のベ
クトル
(
∂
∂x1
)
p
,
(
∂
∂x2
)
p
, · · · ,
(
∂
∂xm
)
p
の張る Drp(M)の部分ベクトル空間を，点 pに
おけるM の接ベクトル空間 (tangent vector space)と呼び，
TpM
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と表す．また，TpM に属するベクトルを，点 p における M の接ベクトル (tangent
vector)という．
定義 2.12 (速度ベクトル). c : (−ϵ, ϵ)→M を Cr 級曲線とし，c(0) = pであるとする．
dc
dt
∣∣∣∣
t=0
(f) =
df(c(t))
dt
∣∣∣∣
t=0
で定義される写像 dcdt
∣∣
t=0
: Cr(M) → Rを，曲線 cの t = 0における速度ベクトルと
いう．
命題 2.13. dcdt
∣∣
t=0
は TpM の元である．すなわち，速度ベクトルは接ベクトルである．
次に，多様体M から N への Cr 級写像 f :M → N の微分について説明する．
定義 2.14 (ヤコビ行列). 写像 f : M → N を Cr 級写像とする．点 p を含む M の座
標近傍 (U ; x1, · · · , xm)と，点 q = f(p)を含む N の座標近傍 (V ; y1, · · · , yn)を取
る．f(U) ⊂ V となるように U を十分小さく取るものとし，f を (U ; x1, · · · , xm)と
(V ; y1, · · · , yn)について局所座標表示したものが，
y1 = f1(x1, · · · , xm)
...
yn = fn(x1, · · · , xm)
と表されるとする．このとき，
(Jf)p =

∂f1
∂x1
(p)
∂f1
∂x2
(p) · · · ∂f1
∂xm
(p)
∂f2
∂x1
(p)
∂f2
∂x2
(p) · · · ∂f2
∂xm
(p)
...
...
. . .
...
∂fn
∂x1
(p)
∂fn
∂x2
(p) · · · ∂fn
∂xm
(p)

で定義される n行m列行列 (Jf)p をヤコビ行列 (Jacobian matrix)と呼ぶ．
命題 2.15. TpM の任意の元 v に対し，点 p を通り， dcdt
∣∣
t=0
= v となるような Cr 級
曲線
c : (−ϵ, ϵ)→M, (c(0) = p)
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が存在する．
命題 2.16. 点 pを通る Cr 級曲線 c : (−ϵ, ϵ)，(c(0) = p)を考える． d(f◦c)dt
∣∣∣
t=0
は cの
t = 0における局所的な振る舞いによって定まり， dcdt
∣∣
t=0
のみに依存する．
定義 2.17 (写像の微分). f : M → N を Cr 級写像とする．TpM の任意の元 v に対し，
dc
dt
∣∣
t=0
= v となるような点 pを通る Cr 級曲線 c : (−ϵ, ϵ)を取り，N 上の点 q = f(p)
における接ベクトル
d(f ◦ c(t))
dt
∣∣∣∣
t=0
∈ TqN
を対応付ける写像を考える．この写像を
(df)p : TpM → TqN
と書き，点 pにおける f :M → N の微分 (differential)と呼ぶ．
命題 2.18. (df)p : TpM ∋ v 7→ w ∈ TqN は線型写像である．p，q の周りにそれぞれ
座標近傍 (U ; x1, · · · , xm)と (V ; y1, · · · , yn)を取ると，任意の v ∈ TpM，w ∈ TqN
が，
v =
m∑
i=1
vi
(
∂
∂xi
)
p
w =
n∑
j=1
wi
(
∂
∂yi
)
q
と書ける．これにより，v と w がそれぞれベクトル (v1, · · · , vm) と (w1, · · · , wn) に
対応付けられる．このとき，v と wはw1...
wn
 = (Jf)p
 v1...
vm

の関係を持つ．
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定義 2.19 (1 次形式). V を R 上の m 次元ベクトル空間とする．V 上の 1 次形式
(one-form)とは，V から Rへの写像
ω : V → R
であって，任意のベクトル X,Y ∈ V と任意の a, b ∈ Rについて，線型性
ω(aX + bY ) = aω(X) + bω(Y )
が成り立つようなものをいう．
V上の 1次形式全体のなす集合を V ∗ と書くとする．V ∗ は再び R上のm次元ベク
トル空間になる．
定義 2.20 (双対ベクトル空間). V ∗ を，V の双対ベクトル空間 (dual vector space)と
いう．
定義 2.21 (余接ベクトル空間). TpM の双対ベクトル空間 TpM∗ のことを，多様体M
の点 pにおける余接ベクトル空間 (cotangent vector space)と呼び，T ∗pM と表記する．
定義 2.22 (k次微分形式). M の各点 pに，pにおける TpM 上の 1次形式 ωp ∈ T ∗pM を
一つずつ対応させる対応 ω = {ωp}p∈M を，M 上の 1次微分形式 (differential 1-form)
という．
定義 2.23 (k 次形式). V を R 上の m 次元ベクトル空間とする．V 上の k 次形式
(k-form)とは，V の k 個の直積から Rへの写像
ω : V × · · · × V → R
であって，ω(X1, · · · , Xk)が各 Xi について線型であるようなものを言う．
V上の k 次形式全体のなす集合を
k⊗
V ∗ と書くとする．V ∗ は再び R上の m次元
ベクトル空間になる．
定義 2.24 (k 次テンソル場). M の各点 p に，p における TpM 上の k 次形式 ωp ∈
k⊗
T ∗pM を一つずつ対応させる対応 ω = {ωp}p∈M を，M 上の k 次テンソル場
(k-tensor field)という．
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定義 2.25 (対称 k 次形式). V を R 上の m 次元ベクトル空間とする．V 上の k 次形
式 ω が対称 k 次形式 (symmetric k-form)であるとは，X1, · · · , Xk に置換を施しても
ω(X1, · · · , Xk)の値が変わらないことである．
定義 2.26 (k次対称テンソル場). C∞ 級多様体M 上のテンソル場 ω = {ωp}p∈M が k
次対称テンソル場 (symmetric tensor field)であるとは，M の各点 pにおいて，ωp が
TpM 上の対称 k 次形式になっていることである．
2 次の対称テンソル場を用いて，多様体 M 上の点 p における接ベクトルの内積
ω : TpM × TpM → Rを定めることができる．
定義 2.27 (リーマン計量). C∞ 級多様体 M 上の 2 次の対称テンソル場 ω が，M の
各点 p において正定値，すなわち TpM の任意の 0 でない接ベクトル v について，
ω(v, v) > 0が成り立つとき，ωをM 上のリーマン計量 (Riemannian metric)という．
定義 2.28 (リーマン多様体). リーマン計量 g が一つ与えられた多様体 (M, g) のこと
を，リーマン多様体 (Riemannian manifold)という．
2.1.2 多様体上で定義される演算
本小節では，多様体上で数値計算を行う上で重要となる 2 つの演算について説明す
る．本小節は主に [9, 11–14]に基づいている．
1つ目はレトラクションと呼ばれる演算である．この演算により，多様体上の点と接
ベクトルを対応付けることができる．
定義 2.29 (レトラクション). M をm次元多様体とする．写像 Rp : TpM →M が以下
の条件を満たすとき，Rをレトラクション (retraction)という．
1. Rp(0p) = p．ただし，0p は TpM の零元とする．
2. T0pTpM ≃ TpM とみなしたとき，
(dRp)0p = idTpM ,
となる．ただし，idTpM は TpM 上の恒等写像とする．
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2つ目はベクトル輸送と呼ばれる演算である．この演算により，異なる 2地点の接ベ
クトル同士を対応付けることができる．
定義 2.30 (ベクトル輸送). M を m 次元多様体とし，X ∈ TpM とする．写像 TX :
TpM → TRp(X)M が以下の条件を満たすとき，TX をベクトル輸送 (vector transport)
という．
1. 任意の Y ∈ TpM について，T0p(Y ) = Y が成り立つ．
2. 任意の a, b ∈ R，X,Y, Z ∈ TpM について，TX(aY + bZ) = aTX(Y )+ bTX(Z)
が成り立つ．
2.1.3 多様体上の確率測度
本小節では，確率分布を扱う上で必要となる多様体上で定義される測度について説
明する．
M を Rn 中に埋め込まれた m次元多様体とする．M 上の基準測度として，以下の
ハウスドルフ測度を定義できる [19–21]．
定義 2.31 (ハウスドルフ測度). A ⊂ Rn を Rn 中のm次元部分空間とする．このとき，
Hm(A) = lim
δ→0
inf
A⊂⋃i Si
diam(Si)<δ
∑
i
αm
(
diam(Si)
2
)m
where diam(Si) = sup{|x− y| | x, y ∈ Si}
αm =
Γ
(
1
2
)m
Γ
(
m
2 + 1
) ,
で定義される Hm(A)をm次元ハウスドルフ測度 (Hausdorff measure)と呼ぶ．ただ
し，下限は可算被覆 {Si}i∈N の取り方を様々に変えて取るとする．
ハウスドルフ測度は，Rm に埋め込まれた m 次元多様体を半径 δ 以下の m 次元球
で覆った際のm次元球の体積の総和について，δ の無限小の極限を取ったものである．
M から Rへの写像 g をM 上のm次元ハウスドルフ測度 Hm を基準とする確率密度
関数とする．また，f をユークリッド空間の開部分空間 D ⊂ Rm からM への写像と
12
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し，f による D の像を I = f(D) ⊆M とする．f が以下の制約を満たすとする．
1. M はほとんど至るところ f の像 I に含まれる．すなわち，Hm(M\I) = 0．
2. f は D 内で単射．
3. f は D 内で微分可能．
これらが成り立つとき，ハウスドルフ測度の変数変換公式を得ることができる．x ∈ D
において (Tf )x =
∣∣∣det((Jf )xT (Jf )x)∣∣∣ 12 という量 (Tf )x を定義する．このとき，D
上のルベーグ測度 Lm と M 上のハウスドルフ測度 Hm の間に以下の関係が成り立
つ [19, 21–23]．
定理 2.32. 任意のボレル集合 A ⊂ D について，∫
A
g(f(x))(Tf )xL
m(dx) =
∫
f(A)
g(y)Hm(dy) (2.1)
が成り立つ．
この定理は，M 上の確率変数 y が確率密度 g を持つとき，y = f(x) として確率変
数を xにより表示すると，xは確率密度 g(f(x))(Tf )x を持つ，ということを意味して
いる．
2.1.4 Stiefel空間
k 個の m 次元正規直交基底の順序付き集合を k-frame (枠) といい，空間の一点が
k-frame一つに対応するような空間を Stiefel空間という．この節ではまず Stiefel空間
について説明をする．その後，Stiefel空間上で定義される演算としてレトラクション
とベクトル輸送を導入し，Stiefel空間上の確率分布として一様分布と，代表的な非一
様分布であるmatrix Langevin分布について説明する．
定義 2.33 (Stiefel空間). Stiefel空間 Vm,k は k 個のm次元正規直交ベクトルの順序付
き集合全体からなる空間であり，以下のように定義される．
Vm,k =
{
X ∈ Rm×k ∣∣ XTX = Ik}. (2.2)
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ただし，Rm×k は m × k 実行列全体からなる空間であり，Ik は k × k の単位行列と
する．
Vm,k はコンパクトな mk − k(k + 1)/2 次元リーマン多様体であり，mk 次元ユー
クリッド空間 Rmk の部分多様体である．k = 1 の場合に Vm,k は (m− 1) 超球面
Sm−1 となり，k = mの場合に O(m)となる．ただし，O(m)はm次元直交群であり，
m×m実直交行列全体からなり，積が行列積として定義されるような群である．つま
り，Stiefel空間 Vm,k はm次元正規直交縦ベクトルを k 個順に横に並べたものの全体
からなる空間として考えることができて，更に特殊な場合として，k = 1のときに正規
化された m次元ベクトル全体からなる空間，k = mのときに m次元直交行列全体か
らなる空間として考えることができるような空間である．
点 X ∈ Vm,k における Stiefel空間の接空間 TXVm,k は以下のように表される．
TXVm,k =
{
Z ∈ Rm×k ∣∣ XTZ + ZTX = 0} (2.3)
=
{
XΩ+X⊥K
∣∣∣ Ω ∈ Skew(k), K ∈ R(m−k)×k}, (2.4)
ただし，X⊥ ∈ Rm×(m−k) を行列 X の列空間の直交補空間の基底を列として持つ行
列とし，Skew(k)は k × k の歪対象行列全体がなす空間とする．特に，上側 k × k の
ブロックが単位行列，残りが 0 となっている行列 Im×k =
Ik
0
 を原点としたとき，
Im×k における Stiefel空間の接空間は，
TIm×kVm,k =
{[
A
B
] ∣∣∣∣ A ∈ Skew(k), B ∈ R(m−k)×k}, (2.5)
となる．
次に，Stiefel 空間上の演算について説明する．主に [12–14] に基づく．ケイリーに
よって提案されたケイリー変換は，歪対象行列W ∈ Skew(m)を特殊直交群 SO(m) =
{S ∈ O(m) | detS = 1}へと移す写像であり，以下のように定義される [24]．
定義 2.34 (ケイリー変換). Skew(m)から SO(m)への写像
Cay(W ) = (Im −W )−1(Im +W ),
をケイリー変換 (Cayley transform)という．
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このケイリー変換を用いて Stiefel空間上のレトラクションを定義できる．まず，任
意の Z ∈ TXVm,k に対して，以下が成り立つようなWZ が存在する．
Z =WZX, (2.6)
ただし，
WZ = PXZX
T −XZTPX かつ PX = Im − 1
2
XXT . (2.7)
このWZ を用いて，X を始点とする Stiefel空間上のレトラクションを以下のように定
義することができる．
定義 2.35 (Stiefel 空間上のケイリー型レトラクション). TXVm,k から Vm,k への写像
RX を，
RX(tZ) =
(
Im − t
2
WZ
)−1(
Im +
t
2
WZ
)
X, (2.8)
と定義する．
曲線 RX(tZ) は任意の t において Vm,k に含まれる．また，RX(0) = X，
dRX(tZ)
dt
∣∣∣
t=0
=WZX = Z を満たす．
また，ベクトル輸送も以下のように定義することができる．
定義 2.36 (Stiefel 空間上のケイリー型ベクトル輸送). YX ∈ TXVm,k から YRX(Z) ∈
TRX(Z)Vm,k への写像 TZ を，
TZ(YX) =
(
Im − 1
2
WZ
)−1(
Im +
1
2
WZ
)
YX , (2.9)
と定義する．
こうして定義した写像 TZ は，X ∈ Vm,k から RX(Z) ∈ Vm,k へのベクトル輸送と
なる．
次に，Stiefel空間上の確率分布について導入を行う．X ∈ Vm,k として，Vm,k 上の
微分形式 (XT dX) = ∧ki=1∧mj=i+1 xTj dxi は Haar 測度を定める．これにより，Vm,k
15
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の表面積は以下のように計算できる．
vol(Vm,k) :=
∫
Vm,k
(
XT dX
)
=
2k(
√
pi)
mk
Γk(m/2)
. (2.10)
ただし，Γm(a) は多変量ガンマ関数 (multivariate gamma function) と呼ばれるもの
であり，以下のように定義される．
Γm(a) :=
∫
S>0
exp(tr(−S))|S|a−(m+1)/2(dS)
= pim(m−1)/4
m∏
i=1
Γ
[
a− 1
2
(i− 1)
]
,
with a >
1
2
(m− 1).
式 (2.10) より Stiefel 空間 Vm,k 上で一様な基準測度を以下のように定めることがで
きる．
定義 2.37 (Stiefel空間上の一様分布).
[dX] :=
(
XT dX
)
vol(Vm,k) . (2.11)
Matrix Langevin 分布は Vm,k 上の確率密分布として広く用いられており，[15] に
よって導入され，その後，[16, 17]による初期研究により，古典的状況下でのパラメタ
の最尤推定量について調べられた．また，漸近性などその他の性質について [18]に良
くまとめられている．
定義 2.38 (Matrix Langevin分布). Matrix Langevin分布は F ∈ Rm×k によってパラ
メタライズされ，基準測度 [dX] に対する確率密度関数ML(X ; F ) は以下によって
与えられる．
ML(X ; F ) = exp
(
tr
(
FTX
))
0F1
(
; 12m ;
1
4F
TF
) . (2.12)
ただし，0F1
(
; 12m ;
1
4F
TF
)はmatrix Langevin分布の正規化定数であり，行列引数
超幾何関数と呼ばれる特殊関数である [16,25]．
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この分布は多変量正規分布を XTX = Ik によって条件付けた条件付き確率分布とし
て得られる．また，モーメント E[X] を定めたときに最大エントロピーを達成する分
布として得ることもできる．F = 0 のときに一様分布と一致し，k = 1 のときに von
Mises-Fisher分布と一致する．
X の期待値はスコア関数の期待値が 0になることを利用して以下のように求めるこ
とができる．
E
[
∂
∂F
log
exp
(
tr
(
FTX
))
0F1
(
; 12m ;
1
4F
TF
)]
= E
[
∂
∂F
tr
(
FTX
)− ∂
∂F
log 0F1
(
;
1
2
m ;
1
4
FTF
)]
= E
[
∂
∂F
tr
(
FXT
)− ∂
∂F
log 0F1
(
;
1
2
m ;
1
4
FTF
)]
= E[X]− ∂
∂F
log 0F1
(
;
1
2
m ;
1
4
FTF
)
= 0,
∴ E[X] = ∂
∂F
log 0F1
(
;
1
2
m ;
1
4
FTF
)
. (2.13)
Matrix Langevin分布の特性関数は以下の形となる．
ΦX(T ) = E
[
exp
(
tr
(
iTTX
))]
= 0F1
(
;
1
2
m ; (F + iT )
)
, (2.14)
for T ∈ Rm×k.
特性関数によっても X の期待値を得ることができる．
E[X] = FR. (2.15)
ただし，R ∈ Rk×k であり，Rの各成分は以下の形となる．
Rij = 2
∂ log 0F1
(
; 12m ;
1
4G
TG
)
∂Gij
∣∣∣∣∣
G=FTF
. (2.16)
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2.2 変分推論と変分オートエンコーダ
2.2.1 変分推論
変分推論とは，あるパラメタ z から観測値 xが p(x | z)という分布に従って得られ
るようなモデルの下で，x が観測された条件の下での z の事後分布を近似的に求める
手法である．この手法は事後分布 p(z | x) を陽に書き表すことが困難な場合に用いら
れる．同じ事後分布の推論手法であるマルコフ連鎖モンテカルロ法 (Markov Chain
Monte Carlo; MCMC) 等のサンプリングベースの手法と比べて，確率変数に適宜独立
性を仮定することで計算を高速化できる，などの利点がある．
変分推論は，事後分布 p(z | x)の推定を，あるパラメタ ψ で定められる近似事後分
布 qψ(z) のフィッティングによって行う．学習は以下のように近似事後分布と事後分
布の間の KL divergenceを最小化することで行う．
min
ψ
DKL(qψ(z) ‖ p(z | x)). (2.17)
この KL divergenceは以下のように変形できる．
DKL(qψ(z) ‖ p(z | x))
=
∫
qψ(z) log
qψ(z)
p(z | x)dz
=
∫
qψ(z)
(
log
1
p(x | z) + log
qψ(z)
p(z)
+ log p(x)
)
dz
= −Eqψ(z)[log p(x | z)] +DKL(qψ(z) ‖ p(z)) + log p(x)
const.
. (2.18)
よって，式 (2.18)中に含まれる事後分布 p(z | x)の正規化定数由来の項 log p(x)がパ
ラメタ ψ に対して定数となるため，式 (2.17)と ELBO (式 (2.21))の最大化が等価と
なる．
min
ψ
DKL(qψ(z) ‖ p(z | x))
⇐⇒max
ψ
Eqψ(z)[log p(x | z)]−DKL(qψ(z) ‖ p(z)). (2.19)
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2.2.2 変分オートエンコーダ
VAEでは，生成モデルとして潜在状態からデータが生成されているようなモデルを
考える．潜在状態を Z として，n個の潜在状態 Z の分布を P (Z)とする．また，n個
の潜在状態 Z それぞれから n 個の観測データ x が生成される確率を pφ(x | Z) とし
て条件付確率で表す．VAEではこの条件付確率は Z を入力とし，xを出力とする，パ
ラメータ φ を持つニューラルネットとしてあらわされる．目的関数はデータ x が生
成される対数尤度 (evidence関数) log ∫ pφ(x | Z)p(Z)dZ であり，この関数を最大化
するようにニューラルネットのパラメータ φを学習する．しかし，Z について積分を
して直接この関数を計算することは不可能であることが多く，代わりに以下のような
evidence関数の下限 (Evidence Lower BOund; ELBO)の最大化を行うことで，目的
関数の最大化を行う．
log
∫
pφ(x | Z)p(Z)dZ
≥ Eq(Z)[log pφ(x | Z)]−DKL(q(Z) ‖ p(Z)). (2.20)
ここで，q(Z) は潜在状態 Z の事後分布 pφ(Z | x) の近似事後分布であり，実際に
q(Z) = pφ(Z | x)となるときに上記の不等式の等号が成立し，evidence関数が最大化
される．しかし，通常は正確に q(Z) = pφ(Z | x)を求めることはせず，現実的な計算
量で最適化できるように q(Z) の関数クラスを制限し，qψ(Z | x ; θ) というようにパ
ラメータ ψ を持つニューラルネットで q(Z)のパラメタ θ を出力することによって近
似的に q(Z) の推論をできるようにモデルを組み，そのようなアーキテクチャの下で
ELBOの最大化を行う．結局，最終的な目的関数は以下のようになる．
L(φ, ψ) = Eqψ(Z|x;θ)[log pφ(x | Z)]︸ ︷︷ ︸
reconstruction error
−DKL(qψ(Z | x ; θ) ‖ p(Z))︸ ︷︷ ︸
KL divergence
. (2.21)
この目的関数を最大化するようにエンコーダネットワークのパラメタ ψ とデコーダネ
ットワークのパラメタ φの最適化を行う．この目的関数は，推定事後分布 qψ(Z | x ; θ)
が事前分布 p(Z) から離れ過ぎないように KL divergence によって正則化を行いなが
ら，データ x を生成する尤度を reconstruction error の項によって最大化しようとし
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ている式として理解できる．この目的関数によって VAE の学習を行い，生成モデル
pφ(x | Z)p(Z) を得ることができる．事前分布 p(Z) や近似事後分布 qψ(Z | x ; θ) の
関数クラスには正規分布が広く用いられているが，この事前分布分布をデータに適し
た分布にすることにより，VAEの性能が向上することが報告されている．この事前分
布と近似事後分布に Stiefel空間上の確率分布を適用することを試みる．
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関連研究
3.1 様々な空間や分布を用いた変分推論と変分オートエンコーダ
VAEの改善手法の多くは，取り扱うデータに適した事前確率分布と事後確率分布を
潜在表現の分布として課すことによって行われる．代表的な手法としては normalizing
flow が挙げられる [26]．この手法では，事後確率分布に変形を施すことで，学習可能
な確率分布の表現力を高め，より複雑な事後分布を扱うことを可能にしている．しか
しながら，この手法は依然としてユークリッド空間上のガウス分布を仮定している．
非ユークリッド空間上で確率モデルの学習を行う手法は，明示的に幾何学的構造を
仮定するかどうかで大きく二分される．幾何学的構造を明示しない場合については，
RSVGDと呼ばれる手法によって一般のリーマン多様体上で変分推論を行う手法が提
案されている [27]．この手法では多数のパーティクルによって事後分布を近似するた
め，ノンパラメトリックに確率分布の近似を行うことができ，表現力が高い一方で，高
次元での計算量は急峻に増大してしまう．
幾何学的構造を明示する場合については，超球面や双曲空間などの空間を標本空間
に持つような確率モデルの学習手法が研究されている [6, 28]．それぞれ，規格化され
たベクトルとして表現されるようなデータや階層構造を持つデータに対して，リンク
予測などのタスクで低次元でも良い性能が達成されることが報告されている．
3.2 Stiefel空間上での統計・機械学習モデル
Stiefel空間と呼ばれる，空間の一点が k 個の正規直交基底の順序付き集合に対応す
る空間上で機械学習手法を考えることで，正規直交性を持つデータに対しては良い性
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能が得られることが知られている．例えば，[8]では状態空間モデルの観測方程式中の
行列に正規直交性を課し，Stiefel空間上の確率分布を用いて行動認識タスクを解くこ
とで，低次元でも良い性能を達成できることを示している．
以上の研究ではいくつかのタスクについて，変分推論及び VAE に対する非ユーク
リッド空間上の確率分布を考慮することの有効性と，Stiefel空間上の機械学習の有効
性とが示されている．これらの研究結果から，変分推論及び VAEの潜在空間を Stiefel
空間とすることで，正規直交性を持つようなデータに対して低次元な潜在空間でも高
い性能を持つ確率的生成モデルを学習できることが予想されるが，知りうる限りその
ような研究は未だ存在しない．
また，本研究では Stiefel空間上で変分推論及び VAEの学習を安定して高速に行え
るように，Stiefel空間上の巻き込み型正規分布を考案した．しかし，このような分布
の構成は完全に新しい訳ではなく，例えば [23, 29, 30]などの先行研究が存在する．し
かし，[23, 30]では変分推論を行う上で必要である分布の具体的な正規化定数について
考慮していない．また，[23]ではレトラクションによって分布を構成しているが，レト
ラクションの始点を原点に固定しているため，Stiefel空間上の対蹠点の近傍を中心に
持つ分布を考えた際に分布に歪みが生じてしまう．[29] では正規化定数について考慮
しているものの，正規化定数を多数サンプルによるモンテカルロ近似によって求めて
いるため，計算量が大きくなってしまう．更に，[29]では接空間上のルベーグ測度を基
準とした確率密度関数を扱っているため，Stiefel空間上の一様分布との KLダイバー
ジェンスを計算することが困難である．一方で，本研究において考案した分布は，正規
化定数を考慮しており，ベクトル輸送によって原点における接ベクトルを Stiefel空間
上の任意の点の接ベクトルへと変換することにより，レトラクションの始点を Stiefel
空間上の任意の点に取ることが出来る．更に，確率密度関数は Stiefel空間上の一様測
度を基準としているため，一様分布との KL ダイバージェンスを計算することが容易
である．
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Matrix Langevin分布を用いた変分推論手法
2.1.4節で導入した Stiefel空間上の一様分布や matrix Langevin分布を用いること
により，潜在表現に正規直交性を明示的に課した VAEの学習手法を構成できる．まず
4.1節では目的関数の具体的な表式を求める．次に 4.2節では目的関数の最適化に必要
となる勾配計算について議論する．最後に 4.2.1節では勾配計算でネックとなる行列引
数超幾何関数 0F1 の近似計算について説明する．
4.1 ELBOの導出
VAEの目的関数式 (2.21)について，事前分布 p(Z)に Vm,k 上の無情報分布として
一様分布 U を用い，近似事後分布 qψ(Z | x ; θ) に matrix Langevin 分布を用いるこ
とで，Stiefel空間上の VAEを学習できることが期待される．
目的関数式 (2.21)の第一項の reconstruction errorについては以下のように書くこ
とができる．
Eqψ(Z|x;θ)[log pφ(x | Z)]
= EML(Z;Fψ(x))[log pφ(x | Z)]. (4.1)
ただし，Fψ(x)はパラメータ ψ を持つエンコーダニューラルネットに対し，あるデー
タ x を入力したときの出力とする．また，pφ(x | Z) はパラメータ φ を持つデコーダ
ニューラルネットに対し，matrix Langevin分布からサンプリングした潜在変数 Z を
入力して，エンコーダへの入力 xがどの程度復元されそうかを表す尤度である．
次に，目的関数式 (2.21)中の第二項の KL divergenceを求める．パラメータ F，G
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を持つ 2つの matrix Langevin分布 f，g 間の KL divergenceは以下の形となる．
DKL(ML(Z ; F ) ‖ gML(Z ; G))
= tr
(
(F −G)T ∂
∂F
log 0F1
(
;
1
2
m ;
1
4
FTF
))
+ log
0F1
(
; 12m ;
1
4G
TG
)
0F1
(
; 12m ;
1
4F
TF
) .
これは以下のように導出できる．
DKL(ML(Z ; F ) ‖ gML(Z ; G))
=
∫
Vm,k
f(Z ; F ) log
f(Z ; F )
g(Z ; G)
[dZ]
=
∫
Vm,k
f(Z ; F )
(
tr
(
FTZ
)− tr(GTZ))[dZ]
+
∫
Vm,k
f(Z ; F ) log
0F1
(
; 12m ;
1
4G
TG
)
0F1
(
; 12m ;
1
4F
TF
) [dZ]
= Ef(Z;F )
[
tr
(
(F −G)TZ
)]
+ log
0F1
(
; 12m ;
1
4G
TG
)
0F1
(
; 12m ;
1
4F
TF
)
= tr
(
(F −G)TEf(Z;F )[Z]
)
+ log
0F1
(
; 12m ;
1
4G
TG
)
0F1
(
; 12m ;
1
4F
TF
)
= tr
(
(F −G)T ∂
∂F
log 0F1
(
;
1
2
m ;
1
4
FTF
))
+ log
0F1
(
; 12m ;
1
4G
TG
)
0F1
(
; 12m ;
1
4F
TF
) .
ここで，G = 0とすれば分布 g が一様分布となるため，matrix Langevin分布MLと
一様分布 U の間の KL divergence を求めることができる．これにより，式 (2.21) の
第二項の KL divergenceの項は以下の形となる．
DKL(ML(Z ; F ) ‖ U(Z))
= tr
(
FT
∂
∂F
log 0F1
(
;
1
2
m ;
1
4
FTF
))
− log 0F1
(
;
1
2
m ;
1
4
FTF
)
. (4.2)
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4.2 ELBOの勾配計算
目的関数の最適化には勾配降下法を用いる．そのため，式 (4.1)，式 (4.2) の勾配
を求める必要がある．ここで，matrix Langevin 分布からのサンプリング手法とし
て，提案分布を Stiefel 空間上の一様分布 U とした棄却サンプリング法を用いるとす
る．このとき，式 (4.1) の勾配推定には VAE で広く用いられる期待値の勾配推定法
である reparameterization trick [1]を用いることができない．そのため，代替として
score function estimator と呼ばれる推定量を用いて期待値の勾配推定を行う．score
function estimatorによる reconstruction errorの勾配推定は以下のようになる．
∂
∂F
EML(Z;Fψ(x))[log pφ(x | Z)]
= EML(Z;Fψ(x))
[
log pφ(x | Z) · ∂
∂F
logML(Z ; Fψ(x))
]
. (4.3)
これは以下のように導出できる．
∂
∂F
EML(Z;Fψ(x))[log pφ(x | Z)]
=
∂
∂F
∫
ML(Z ; Fψ(x)) log pφ(x | Z)[dZ]
=
∫
∂
∂F
ML(Z ; Fψ(x)) log pφ(x | Z)[dZ]
=
∫
ML(Z ; Fψ(x)) · log pφ(x | Z)·
· ∂
∂F
logML(Z ; Fψ(x))[dZ]
= EML(Z;Fψ(x))
[
log pφ(x | Z) · ∂
∂F
logML(Z ; Fψ(x))
]
.
式 (4.2)の勾配の計算については， ∂∂F log 0F1 や ∂
2
∂F 2 log 0F1 の項の計算を除けば通
常の自動微分によって計算することができる．
4.2.1 0F1 の偏微分計算
式 (4.2)の勾配や式 (4.3)を求める際に， ∂∂F log 0F1 や ∂
2
∂F 2 log 0F1 の項の計算が問
題となる．この項に含まれる 0F1 は特殊関数となっており，値を陽に求めることがで
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きない．そのため [31, 32]による鞍点近似によって計算する．
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Stiefel空間上の巻き込み型正規分布を用いた変分推論手法
第 4 章で提案した，matrix Langevin 分布を用いた場合の ELBO の勾配の計算に
は，reparameterization trick を適用できず，score function estimator と呼ばれる推
定量を用いた．しかし，これは多くの場合に分散が大きくなってしまうことが知られ
ている．そこで，本章では reparameterization trickを適用可能な Stiefel空間上の確
率正規分布を提案し，それを用いた ELBOとその勾配計算について説明する．
まず，5.1節では Stiefel空間上の巻き込み型正規分布と呼ぶ確率分布を提案する．次
に，5.2節でその確率分布を用いた際の目的関数 ELBOについて説明する．最後に 5.3
節では reparameterization trickを用いた ELBOの勾配推定について説明する．
5.1 Stiefel空間上の巻き込み型正規分布
5.1.1 分布の構成
分布の中心点 M ∈ Vm,k と分散ベクトル σ2 ∈ RdimVm,k をパラメタとして持つ，
Stiefel空間上の巻き込み型正規分布 SWN (Z ; M,σ2)の構成について説明する．ま
ず，Vm,k について，k < mの場合を考える．サンプルの生成過程は以下のようになる．
1. 原点 Im×k における接ベクトル VIm×k ∈ TIm×kVm,k のサンプリング
まず，原点 IIm×k における接ベクトル VIm×k ∈ TIm×kVm,k をサンプルするた
めに，VIm×k を一意に表すベクトル v ∈ RdimVm,k について考える．原点におけ
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る接ベクトルは式 (2.5)より，
VIm×k =
[
A
B
]
where A ∈ Skew(k), B ∈ R(m−k)×k,
として，k × k の歪対称行列 A と (m− k) × k の実行列 B により表され
る．よって，A の対角線を含まない下三角成分と B の成分を並べたベク
トル v =
[
tril(A)
T
, vec(B)
T
]T
∈ RdimVm,k=mk−k(k+1)/2 により，VIm×k
を一意に指定することができる．ただし，C を m × n 行列としたとき，
tril(C) を，C の対角線を含まない下三角成分の各列を 1 列に並べる操作と
し，tril(C) = [c2,1, · · · , cm,1, c3,2, · · · , cm,2, · · · , cm,n−1]T ∈ Rmn−n(n+1)/2
とする．また，vec(C) を，C の各列を 1 列に並べる操作とし，vec(C) =
[c1,1 · · · , cm,1, · · · , c1,n, · · · , cm,n]T ∈ Rmn とする．
任意の dimVm,k-次元実ベクトル vが与えられたとき，それに対応する VIm×k
を求める操作を，具体的な行列演算の形で表現することができる [23]．
まず，Θ1 =
Ik
0
 ∈ Rm×k，Θ2 =
 0
Im−k
 ∈ Rm×m−k とし，更に，特
殊な行列 D˜m [33] を導入する．D˜m は与えられた m(m− 1)/2 次元ベクトル
から，その要素を下三角成分に持つ歪対称行列を復元する m2 × m(m− 1)/2
行列である．C を m × m 歪対象行列としたとき，D˜m trilC = vecC とな
る．Ei,j を (i, j)-成分が 1 でそれ以外の成分が 0 の m ×m 行列とし，u˜i,j を
(j − 1)m+i−j(j + 1)/2番目の要素が 1でそれ以外の要素が 0のm(m− 1)/2-
次元ベクトルとしたとき，D˜m は具体的に，
D˜m =
∑
i>j
(vec(Ei,j − Ej,i))u˜Ti,j , (5.1)
と表される．
この Θ1，Θ2，D˜m を用いて，v に対応する VIm×k を，
vecVIm×k = Ξv (5.2)
where Ξ =
[
(Ik ⊗Θ1)D˜k Ik ⊗Θ2
]
, (5.3)
として具体的に行列演算の形で求めることができる．
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よって，原点における接ベクトル VIm×k をサンプリングするには，まずベク
トル v を
v ∼ N (v ; 0, σ2), (5.4)
としてサンプリングし，次に式 (5.2)により，v を VIm×k に変換すればよい．
2. M における接ベクトル VM ∈ TMVm,k への VIm×k の変換
次に，原点 Im×k における接ベクトル VIm×k を，分布の中心 M における
接ベクトル VM に変換する．これを行うために，まず原点 Im×k から見た
M への方向 XIm×k ∈ TIm×kVm,k を，式 (2.8) のレトラクションの逆写像
XIm×k = R
−1
Im×k(M)として求める．XIm×k とM を，
XIm×k =
[
Xu
Xl
]
where Xu ∈ Rk×k, Xl ∈ R(m−k)×k
M =
[
Mu
Ml
]
where Mu ∈ Rk×k, Ml ∈ R(m−k)×k,
というように，ブロック行列に分解する．このとき，Xu，Xl を，Mu，Ml から
以下のように求めることができる [34]．
F = (Ik −Mu)(Ik +Mu)−1
Xu = F
T − F
Xl =Ml(Ik + F ).
(5.5)
こうして得られたXIm×k を用いて，式 (2.9)で定義したベクトル輸送により，
以下のように VIm×k を VM に変換することができる．
VM = TXIm×k
(
VIm×k
)
=
(
Im − 1
2
WXIm×k
)−1(
Im +
1
2
WXIm×k
)
VIm×k . (5.6)
3. Vm,k 上のサンプル Z への VM の変換
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最後に，式 (2.8) のレトラクションにより，M を始点として VM の方向に
Stiefel 空間に沿って進んだ点 Z へと VM を変換することにより，M を中心と
する分布に従う Vm,k 上のサンプル Z を得ることができる．
Z = RM (VM )
=
(
Im − 1
2
WVM
)−1(
Im +
1
2
WVM
)
M. (5.7)
アルゴリズム 1 SWN (Z ; M,σ2)からのサンプリング
Input: パラメタ M ∈ Vm,k，σ2 ∈ RdimVm,k
Output: サンプル Z ∈ Vm,k
v ∼ N (v ; 0, σ2)をサンプリングする
式 (5.2)により，v を VIm×k ∈ TIm×kVm,k に変換する
式 (5.5)により，XIm×k ∈ Vm,k を計算する
式 (5.6)により，VIm×k を VM = TXIm×k
(
VIm×k
) ∈ TMVm,k に輸送する
式 (5.7)により，VM を Z = RM (VM ) ∈ Vm,k に変換する
これらの手続きによって構成される確率分布を，中心M，分散 σ2 を持つ Stiefel空
間上の巻き込み型正規分布と呼び，Stiefel空間上の一様分布式 (2.11)を基準とした確
率密度関数を SWN (Z ; M,σ2) と書くことにする．この分布からのサンプリング手
順をまとめたものをアルゴリズム 1に示す．
5.1.2 確率密度関数の計算
Stiefel空間上の巻き込み型正規分布の密度関数 SWN (Z ; M,σ2)を求める．アル
ゴリズム 1 による，M ∈ Vm,k が与えられた下での v ∈ RdimVm,k から Z ∈ Vm,k
への変換を fM とし，Z = fM (v) とする．式 (2.1) より，Stiefel 空間の部分集合を
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A ⊂ Vm,k とすると，Aの規格化された測度は，∫
A
SWN (Z ; M,σ2)[dZ] = ∫
A
SWN (Z ; M,σ2)HdimVm,k(dZ)
vol(Vm,k)
=
∫
A
SWN (fM (v) ; M,σ2)(TfM )v
vol(Vm,k) L
dimVm,k(dv)
=
∫
A
N (v ; 0, σ2)LdimVm,k(dv),
となる．よって，
SWN (Z ; M,σ2) = vol(Vm,k)N (f−1M (Z) ; 0, σ2)(TfM )−1f−1M (Z), (5.8)
として確率密度関数 SWN (Z ; M,σ2)が表される．これより，Z が与えられたとき，
v = f−1M (Z)と (TfM )v が計算できれば，確率密度関数 SWN (Z ; M,σ2)を求めるこ
とができる．
まず f−1M (Z) を考える．式 (5.5) により，M = RIm×k
(
XIm×k
) となる XIm×k ∈
TIm×kVm,k を求めることができる．こうして求めたXIm×k について，m×m行列Ωを
Ω =
(
Im − 12WXIm×k
)−1(
Im +
1
2WXIm×k
)
とすると，M = ΩIm×k，VM = ΩVIm×k
である．また，
ΩTΩ =
(
Im +
1
2
WXIm×k
)T(
Im − 1
2
WXIm×k
)−T
(
Im − 1
2
WXIm×k
)−1(
Im +
1
2
WXIm×k
)
=
(
Im − 1
2
WXIm×k
)(
Im +
1
2
WXIm×k
)−1
·
(
Im − 1
2
WXIm×k
)−1(
Im +
1
2
WXIm×k
)
=
(
Im − 1
2
WXIm×k
)(
Im +
1
2
WXIm×k
)−1
·
(
Im +
1
2
WXIm×k
)(
Im − 1
2
WXIm×k
)−1
= Im,
より，Ωは直交行列である．このとき，以下が成り立つ．
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補題 5.1. WVM とWVIm×k は，
WVM = ΩWVIm×kΩ
T , (5.9)
という関係を持つ．
Proof. 式 (2.7)のWV の定義より，以下が成り立つ．
WVM = PMVMM
T −MV TMPM
=
(
Im − 1
2
MMT
)
VMM
T −MV TM
(
Im − 1
2
MMT
)
= VMM
T − 1
2
MMTVMM
T −MV TM +
1
2
MV TMMM
T
= ΩVIm×kI
T
m×kΩ
T − 1
2
ΩIm×kITm×k
HHΩTΩVIm×kI
T
m×kΩ
T
− ΩIm×kV TIm×kΩT +
1
2
ΩIm×kV TIm×k
HHΩTΩIm×kITm×kΩ
T ,
ここで，VIm×k =
[
A
B
]
，A ∈ Skew(k), B ∈ R(m−k)×k とすると，
= Ω
([
A 0
B 0
]
− 1
2
[
A 0
0 0
]
−
[
AT BT
0 0
]
+
1
2
[
AT 0
0 0
])
ΩT
= Ω
[
A −BT
B 0
]
ΩT
= Ω
(
PIm×kVIm×kI
T
m×k − Im×kV TIm×kPIm×k
)
ΩT
= ΩWVIm×kΩ
T .
以上を踏まえて，v = f−1M (Z)に関する以下の補題が成り立つ．
補題 5.2. Z = fM (v)となる v ∈ RdimVm,k は，
v = f−1M (Z)
=
[
tril
((
Ψu +
(
ΨlΦ
−1
u
)T
Φl
)
Φ−1u
)
vec
(
ΨlΦ
−1
u
)
,
]
, (5.10)
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として求められる．ただし，[
Φu
Φl
]
= ΩT (Z +M) where Φu ∈ Rk×k, Φl ∈ R(m−k)×k (5.11)[
Ψu
Ψl
]
= 2ΩT (Z −M) where Ψu ∈ Rk×k, Ψl ∈ R(m−k)×k, (5.12)
とする．
Proof.
Z =
(
Im − 1
2
WVM
)−1(
Im +
1
2
WVM
)
M
⇔
(
Im − 1
2
WVM
)
Z =
(
Im +
1
2
WVM
)
M
⇔ WVM (Z +M) = 2(Z −M)
⇔ ΩWVIm×kΩT (Z +M) = 2(Z −M)
⇔ WVIm×kΩT (Z +M) = 2ΩT (Z −M)
⇔
[
A −BT
B 0
]
ΩT (Z +M) = 2ΩT (Z −M). (5.13)
ここで，[
Φu
Φl
]
= ΩT (Z +M) where Φu ∈ Rk×k, Φl ∈ R(m−k)×k (5.14)[
Ψu
Ψl
]
= 2ΩT (Z −M) where Ψu ∈ Rk×k, Ψl ∈ R(m−k)×k, (5.15)
とすると，式 (5.13)より，{
AΦu −BTΦl = Ψu
BΦu = Ψl
⇔
A =
(
Ψu +
(
ΨlΦ
−1
u
)T
Φl
)
Φ−1u
B = ΨlΦ
−1
u
,
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となる．よって，題意
v =
[
trilA
vecB
]
=
[
tril
((
Ψu +
(
ΨlΦ
−1
u
)T
Φl
)
Φ−1u
)
vec
(
ΨlΦ
−1
u
) ] ,
が示された．
次に，v ∈ RdimVm,k における (TfM )v =
∣∣∣det((JfM )vT (JfM )x)∣∣∣ 12 を求める．まず，
(JfM )v について以下が成り立つ．
補題 5.3. v における fM (v)のヤコビ行列は，
(JfM )v =
((Im − 1
2
WVIm×k
)−1
Im×k
)T
⊗
(
Ω
(
Im − 1
2
WVIm×k
)−1)Γ,
(5.16)
となる．ただし，Γは，vecWVIm×k = Γvec v となる行列とする [23]．具体的には，
Γ =
[
(Θ1 ⊗Θ1)D˜k (Im2 −Km,m)(Θ1 ⊗Θ2)
]
, (5.17)
と表される．ここで，Km,n はm× n行列の転置操作を表す commutation行列と呼ば
れるmn×mn行列である [35]．C をm× n行列としたとき，Km,n vecC = vecCT
となる．Hi,j を (i, j)-成分が 1，それ以外の成分が 0のm× n行列としたとき，Km,n
は具体的に，
Km,n =
m∑
i=1
n∑
j=1
(
Hi,j ⊗HTi,j
)
. (5.18)
と表される．
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Proof.
Z =
(
Im − 1
2
WVM
)−1(
Im +
1
2
WVM
)
M
=
(
Im − 1
2
ΩWVIm×kΩ
T
)−1(
Im +
1
2
ΩWVIm×kΩ
T
)
ΩIm×k
=
(
Ω
(
Im − 1
2
WVIm×k
)
ΩT
)−1(
Ω
(
Im +
1
2
WVIm×k
)
ΩT
)
ΩIm×k
= Ω−T
(
Im − 1
2
WVIm×k
)−1
XXXΩ−1Ω
(
Im +
1
2
WVIm×k
)
HHΩTΩIm×k
= Ω
(
Im×k − 1
2
WVIm×k
)−1(
Im×k +
1
2
WVIm×k
)
Im×k.
ここで，
d(C−1) = −C−1dCC−1,(
Im − 1
2
WIIm×k
)−1(
Im +
1
2
WVIm×k
)
= 2
(
Im − 1
2
WVIm×k
)−1
− Im,
を用いると，
dZ =
1
2
Ω
(
Im − 1
2
WVIm×k
)−1
dWVIm×k
(
Im − 1
2
WVIm×k
)−1(
Im +
1
2
WVIm×k
)
Im×k
+
1
2
Ω
(
Im − 1
2
WVIm×k
)−1
dWVIm×k Im×k
=
1
2
Ω
(
Im − 1
2
WVIm×k
)−1
dWVIm×k
(
2
(
Im − 1
2
WVIm×k
)−1
− Im
)
Im×k
+
1
2
Ω
(
Im − 1
2
WVIm×k
)−1
dWVIm×k Im×k
= Ω
(
Im − 1
2
WVIm×k
)−1
dWVIm×k
(
Im − 1
2
WVIm×k
)−1
Im×k,
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となる．これにより，以下が成り立つ．
d vecZ =
((Im − 1
2
WVIm×k
)−1
Im×k
)T
⊗
(
Ω
(
Im − 1
2
WVIm×k
)−1) vecWVIm×k
=
((Im − 1
2
WVIm×k
)−1
Im×k
)T
⊗
(
Ω
(
Im − 1
2
WVIm×k
)−1)Γvec v.
よって，v における Z = fM (v)のヤコビ行列は，
(JfM )v =
((Im − 1
2
WVIm×k
)−1
Im×k
)T
⊗
(
Ω
(
Im − 1
2
WVIm×k
)−1)Γ,
となる．
よって，(TfM )v は以下のように求められる．
(TfM )v =
∣∣∣det((JfM )vT (JfM )x)∣∣∣ 12
=
∣∣∣∣∣det
(
ΓT
(((
Im − 1
2
WVIm×k
)−1
Im×kITm×k
(
Im − 1
2
WVIm×k
)−T)
⊗
((
Im − 1
2
WIm×k
)−T(
Im − 1
2
WIm×k
)−1))
Γ
)∣∣∣∣∣
1
2
. (5.19)
以上で求めた v = f−1M (Z)，(TfM )v を用いて，確率密度 SWN
(
Z ; M,σ2
)は，
SWN (Z ; M,σ2) = vol(Vm,k)N (v ; 0, σ2)(TfM )−1v , (5.20)
として求められる．確率密度 SWN (Z ; M,σ2)の計算手順をアルゴリズム 2に示す．
これまでは k < m の場合について考えてきた．次に，k = m の場合について考え
る．第 4章で紹介した matrix Langevin分布と異なり，Stiefel空間上の巻き込み型正
規分布は，このままでは k = mの場合に用いることができない．これは，直交行列が
なす空間が，行列式が +1となる直交行列空間 SO+(m)と，行列式が −1となる直交
行列空間 SO−(m)とからなる 2つの連結成分に分かれており，連続写像で互いに移り
合うことができないためである．SO+(m)内の始点M+ から連続写像であるレトラク
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アルゴリズム 2 SWN (Z ; M,σ2)の確率密度計算
Input: パラメタ M ∈ Vm,k，σ2 ∈ RdimVm,k，サンプル Z ∈ Vm,k
Output: Z の確率密度 SWN (Z ; M,σ2)
式 (5.10)によって v = f−1M (Z)を計算
式 (5.19)によって (JfM )v を計算
式 (5.20)によって SWN (Z ; M,σ2)を計算
ションによって移された点は SO+(m) 内にしか到達できず，また，同様に SO−(m)
内の始点M− からもレトラクションによって SO−(m) 内にしか到達できない．この
ように，ある一点を中心として持つ Stiefel空間上の巻き込み型正規分布は直交行列空
間全体を網羅できない．
このとき，M+ ∈ SO+(m)，M− ∈ SO−(m)をそれぞれ中心としてアルゴリズム 1
によって構成した SOs(m)，s ∈ {+,−}上の巻き込み型正規分布を考え，その確率密
度関数を SOWN (Z ; Ms, σ2s)と書くことにする．この密度関数は，vol(SOs(m)) =
vol(Vm,m)/2であることを用いれば，以下のように表される．
SOWN (Z ; Ms, σ2s) = vol(Vm,m)2 N (v ; 0, σ2s)(TfMs )−1v . (5.21)
よって，k = mとなるときは，Stiefel空間上の巻き込み型正規分布として，以下の
ような SOs(m)上の巻き込み型正規分布の混合分布を用いることにする．
SWN (Z ; pi±,M±, σ±) =
∑
s∈{+,−}
pisSOWN
(
Z ; Ms, σ
2
s
)
(5.22)
where
∑
s∈{+,−}
pis = 1. (5.23)
ただし，パラメタを θ = (pi±,M±, σ±)とし，M± は detM± = ±1となるような直交
行列とする．
5.1.3 確率密度関数の計算の効率化
k = mの場合には，確率密度関数の中のヤコビ行列の行列式 (TfM )v を以下の補題
のように変形し，m×m行列の行列式の形で計算を効率化することが出来る．
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補題 5.4. k = mのとき，
(TfM )v = 2
1/4m(m−1)
∣∣∣∣det(Im + 12WVIm
)∣∣∣∣−(m−1), (5.24)
が成り立つ．
Proof. まず，任意の n× n行列 Aについて，
det
(
ΓT (A⊗A)Γ) = 21/2n(n−1)(detA)n−1 (5.25)
の関係式が成り立つ ( [33]の補題 4.4)．
また，式 (5.19)について，(
Im − 1
2
WVIm
)−1(
Im − 1
2
WVIm
)−T
=
(
Im − 1
2
WIm
)−T(
Im − 1
2
WIm
)−1
,
(5.26)
が成り立つ．実際，(
Im − 1
2
WVIm
)−1(
Im − 1
2
WVIm
)−T
=
((
Im − 1
2
WVIm
)T(
Im − 1
2
WVIm
))−1
=
((
Im +
1
2
WVIm
)(
Im − 1
2
WVIm
))−1
=
((
Im − 1
2
WVIm
)(
Im +
1
2
WVIm
))−1
=
(
Im − 1
2
WIm
)−T(
Im − 1
2
WIm
)−1
,
となる．
式 (5.25)より，式 (5.19)が
∣∣det(ΓT (A⊗A)Γ)∣∣1/2 の形で書けることが分かる．こ
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れに式 (5.26)を適用すると，式 (5.19)を以下のように変形することが出来る．
式 (5.19) =
∣∣∣∣∣det
(
ΓT
((
Im − 1
2
WVIm
)−1(
Im − 1
2
WVIm
)−T
⊗
(
Im − 1
2
WVIm
)−1(
Im − 1
2
WVIm
)−T)
Γ
)∣∣∣∣∣
1/2
=
∣∣∣∣∣∣21/2m(m−1)
(
det
((
Im − 1
2
WVIm
)−1(
Im − 1
2
WVIm
)−T))m−1∣∣∣∣∣∣
1/2
= 21/4m(m−1)
∣∣∣∣det(Im + 12WVIm
)∣∣∣∣−(m−1).
5.2 ELBOの導出
Z ∈ Vm,kの事前分布として，p(Z)を Vm,k上の一様分布とする．このとき，p(Z) = 1
となり，log p(Z) = 0となるため，データ X を生成する対数尤度の下限は，
log p(X) ≥
∫
Vm,k
SWN (Z ; θ)(log p(X | Z)− logSWN (Z ; θ))[dZ], (5.27)
となる．k < mのときは，θ = (M,σ2)を用い，SWN (Z ; M,σ2)とすれば，ELBO
は式 (5.27)の右辺となる．k = mの場合，θ = (pi±,M±, σ±)とし，SWN (Z ; θ)を
式 (5.22)とすると，式 (5.27)について以下が成り立つ．
補題 5.5. X が生成される尤度について，以下の不等式が成り立つ．
log p(X) ≥
∑
s∈{+,−}
pisEZ∼SOWN (Z;Ms,σ2s)
[
log(X | Z)− logSOWN (Z ; Ms, σ2s)]
−
∑
s∈{+,−}
pis log pis. (5.28)
Proof. 直交行列がなす空間は，SO+(m)と SO−(m)からなる 2つの連結成分からな
り，連続写像で互いに移り合うことができない．このため，SO+(m)内の始点M+ か
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ら連続写像であるレトラクションによって移された点は SO+(m) 内にしか到達でき
ず，分布 SOWN (Z ; M+, σ2+) から SO−(m) 内の点 W− が得られる確率は 0 にな
る．SOWN (Z ; M−, σ2−) についても同様に，SO+(m) 内の点 W+ が得られる確率
は 0となる．よって，s ∈ {+,−}として，以下が成り立つ．
SOWN (Z ; Ms, σ2s) =
{
SOWN (Z ; Ms, σ2s) (Z ∈ SOs(m))
0 (otherwise)
.
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これにより，式 (5.27)が次のように変形できる．
式 (5.27) =
∫
O(m)
 ∑
s∈{+,−}
pisSOWN
(
Z ; Ms, σ
2
s
)
·
log p(X | Z)− log ∑
s∈{+,−}
pisSOWN
(
Z ; Ms, σ
2
s
)[dZ]
=
∫
SO+(m)
pi+SOWN
(
Z ; M+, σ
2
+
)
· (log p(X | Z)− log(pi+SOWN (Z ; M+, σ2+)))[dZ]
+
∫
SO−(m)
pi−SOWN
(
Z ; M−, σ2−
)
· (log p(X | Z)− log(pi−SOWN (Z ; M−, σ2−)))[dZ]
= pi+
∫
SO+(m)
SOWN (Z ; M+, σ2+)
· (log p(X | Z)− logSOWN (Z ; M+, σ2+))[dZ]
+ pi−
∫
SO−(m)
SOWN (Z ; M−, σ2−)
· (log p(X | Z)− logSOWN (Z ; M−, σ2−))[dZ]
− pi+ log pi+
∫
SO+(m)
SOWN (Z ; M+, σ2+)[dZ]
=1
− pi− log pi−
∫
SO−(m)
SOWN (Z ; M−, σ2−)[dZ]
=1
=
∑
s∈{+,−}
pisEZ∼SOWN (Z;Ms,σ2s)
[
log(X | Z)− logSOWN (Z ; Ms, σ2s)]
−
∑
s∈{+,−}
pis log pis.
よって，k = mの場合の ELBOは，式 (5.28)の右辺とすればよい．
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5.3 ELBOの勾配計算
最後に，ELBO の勾配計算について説明する．本章で提案した Stiefel 空間上の
巻き込み型正規分布は，reparameterization trick [1] と呼ばれる分散の小さな期待
値勾配推定手法を適用可能である．アルゴリズム 1 における v ∈ RdimVm,k は，
v = σ · ϵ，ϵ ∼ N (ϵ ; 0, 1) というように，σ と，ELBO の最適化変数に依存しない
確率分布 N (ϵ ; 0, 1) に従う確率変数 ϵ との関数として表すことができる．よって，
h
(
(M,σ2), ϵ
)
:= fM (σ · ϵ) として関数 h を定義すれば，Z = h
(
θ =
(
M,σ2
)
, ϵ
) とい
うように，確率変数 Z を最適化変数 θ と最適化変数に依存しない確率変数 ϵの関数と
して表すことが出来る．
このとき，Z の関数 g(Z)を Z について期待値を取り，その期待値を θ により微分
する操作は，g(h(θ, ϵ))を θ について微分して ϵについて期待値を取る操作に以下のよ
うに変形できる．
∇θEZ∼p(Z;θ)[g(Z)] = Eϵ∼N (ϵ;0,1)[∇θg(h(θ, ϵ))] (5.29)
よって，この式の右辺をモンテカルロ近似することにより，期待値の勾配の推定量を得
ることができる．この手法を reparameterization trickと呼ぶ．
ここで g(Z)を式 (5.27)とすれば，その勾配を reparameterization trickによって推
定することが出来る．
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第 6章
人工データを用いた評価
本章では，第 4章，第 5章で述べた手法について，人工データを用いたシンプルな
設定で変分推論と変分オートエンコーダの実験を行い，それらの振る舞いを調べる．
6.1 変分推論
まず，提案手法を用いて，最小構成の実験設定で変分推論を行い，正規直交性を持つ
潜在状態の事後確率を近似的に求められることを確認する．
6.1.1 タスク
実験のモデルを図 1に示す．まず，ある正規直交行列 Z(∈ Rm×k;ZTZ = I2)の各
成分に正規分布に従うノイズが加わり，観測値列として N 個の行列 {Xt ∈ Rm×k}Nt=1
が得られる状況を考える．
{Xt}Nt=1 i.i.d.∼ N
(
X
∣∣ Z, σ2). (6.1)
この状況下では Z の事後分布 p
(
Z
∣∣∣ {Xt}Nt=1)を陽に求めることができる．Z の事
前分布として Vm,k 上の一様分布式 (2.11)を仮定する．このとき，事後分布は以下の
ようになる．
p
(
Z
∣∣∣ {Xt}Nt=1) =ML
(
Z ;
1
σ2
N∑
t=1
Xt
)
. (6.2)
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図 1 変分推論タスクの概略
これは以下のように求めることができる．
p
(
Z
∣∣∣ {Xt}Nt=1 ; ZTZ = Ik)
∝ p
(
{Xt}Nt=1
∣∣∣ Z ; ZTZ = Ik)p(Z)
= N
(
{Xt}Nt=1
∣∣∣ Z, σ2 ; ZTZ = Ik)U(Z)
∝ exp
− 1
2σ2
N∑
t=1
∑
i,j
(Xt,i,j − Zi,j)2
∣∣∣∣∣∣
ZTZ=Ik
= exp
− 1
2σ2
N∑
t=1
∑
i,j
(
X2t,i,j + Z
2
i,j − 2Xt,i,jZi,j
)∣∣∣∣∣∣
ZTZ=Ik
= exp
(
− 1
2σ2
N∑
t=1
(tr(XTt Xt + Z
TZ
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− 2XTt Z))
)∣∣∣∣∣
ZTZ=Ik
∝ exp
(
− 1
2σ2
N∑
t=1
(
tr
(−2XTt Z))
)∣∣∣∣∣
ZTZ=Ik
= exp
tr
( 1
σ2
N∑
t=1
Xt
)T
Z
∣∣∣∣∣∣
ZTZ=Ik
. (6.3)
これがML 分布の表式 (式 (2.12)) と正規化定数を除いて一致していることから，
式 (6.3)はパラメタ F = 1σ2
∑N
t=1Xt を持つML分布となることが分かり，事後分布
p
(
Z
∣∣∣ {Xt}Nt=1 ; ZTZ = Ik)を式 (6.2)の形で表せられることが示された．
次に，行列X を観測した下での Z の従う事後分布 p(Z | X)を変分推論により近似す
る．Z の事前分布として Vm,k 上の一様分布式 (2.11)を仮定する．近似分布 q(Z ; θ)
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(a) m = 2，k = 1 の場合．青い点は行列
Xi の第一列を表す．
(b) m = 2，k = 2 の場合．青い点とオレ
ンジ色の点はそれぞれ行列 Xi の第一列と
第二列を表す．
図 2 変分推論の実験に用いたサンプル行列 {Xi}Ni=1 の例
として matrix Langevin分布ML(Z ; F ), (θ = F )と Stiefel空間上の巻き込み型正
規分布 SWN (Z ; M,σ2), (θ = (M,σ2))を用い，第 4章，第 5章で説明した手法に
より，分布のパラメタ θを更新しながら式 (2.19)でも示したように ELBOの最大化を
行う．
max
θ
{
Eq(Z;θ)
[
logN (X ∣∣ Z, σ2)]−DKL(q(Z ; θ) ‖ p(Z))}.
この最適化によって得られた近似事後分布 q(Z ; θ∗)が式 (6.2)を良く近似できている
かどうかによって，ELBOの最適化が正常に行えていかどうかを確認できる．
6.1.2 実験設定
次元m，k について，m = 2，k ∈ {1, 2}の組み合わせで実験を行った．観測データ
を次のような設定の下で生成した．分布の中心となる Z ∈ Vm,k をランダムに生成し，
ノイズの偏差を σ = 0.1として，観測点を Xi i.i.d.∼ N
(
X
∣∣ Z, σ2)によりサンプリング
した．また，観測点数を N = 50とした．生成された行列データ {X}Nt=1 の例として，
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表 1 変分推論に用いたハイパーパラメータ
最適化手法 Adam [36]
初期学習率 0.1
バッチサイズ 50
イテレーション数 1000
表 2 変分推論の実験結果
k = 1 k = 2
ELBO Recon. Loss KL Loss ELBO Recon. Loss KL Loss
ML -11.3 10.4 0.83 -48.5 45.0 3.49
SWN -1.40 -1.76 3.16 0.154 -2.92 2.77
(a) k = 1の場合 (b) k = 2の場合
図 3 各イテレーション毎の ELBOの推移
m = 2，k ∈ {1, 2}の場合について図 2に示す．
6.1.3 実験結果
変分推論の実験結果について述べる．まず，勾配降下法を 1000回イテレーションし
て得られた中で得られた ELBOの最大値と，その ELBOを達成したとき点における，
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ELBO 式中の再構成誤差 (Recon. Loss)，KL 誤差 (KL Loss) の 2 項を表 2 に示す．
ELBO と再構成損失については，Stiefel 空間上の巻き込み型正規分布を用いた方が，
matrix Langevin 分布を用いたものよりも良い結果となった．また，k = 1 の場合の
KL誤差が小さな値となった．これは，推定された近似事後分布が Stiefel空間上の一
様分布に近いことを表している．
訓練ときにおける ELBOの推移を図 3に示す．この図 3から，matrix Langevin分
布を用いたものは，不安定で収束も遅いのに対し，Stiefel空間上の巻き込み型正規分
布を用いたものは，安定して素早く学習が安定し，最終的に収束した先の値も matrix
Langevin分布のものより良い値となっていることが分かる．
解析的に求めた事後分布式 (6.2) と ELBO の最適化式 (2.19) によって求めた事後
分布について，行列 Z の各列の確率密度関数をプロットしたものを図 4 に示す．行
列 Z は正規直交性を持つため，その各列は正規化されたベクトルとなって円周上に
分布する．そこで，Z の各列がある方向を取る確率を，その方向の半径で表現した．
図 4からも，Stiefel空間上の巻き込み型正規分布 SWN を用いたものの方が，matrix
Langevin 分布ML を用いたものよりも，真の分布 (式 (6.2)) をよく近似しているこ
とが見て取れる．
学習の 1イテレーションあたりにかかった計算とき間を図 5に示す．この図 5から，
Stiefel空間上の巻き込み型正規分布を用いた手法は matrix Langevin分布を用いた手
法に比べて 100倍以上高速であることが分かる．
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(a) ML(Z ; F ) (b) SWN (Z ; M,σ2)
m = 2, k = 1の場合
(c) ML(Z ; F ) (d) SWN (Z ; M,σ2)
m = 2, k = 2の場合
図 4 Z の事後確率密度関数のプロット．実線は変分推論 (式 (2.19))によって近似的
に推定された Z の事後分布を，点線は式 (6.2)による解析的な Z の事後分布を表す．
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(a) k = 1の場合 (b) k = 2の場合
図 5 1イテレーションあたりの計算とき間の推移
6.1.4 考察
本実験では，第 4章のmatrix Langevin分布と第 5章の Stiefel空間上の巻き込み型
正規分布を用いた手法のどちらにおいても，事後分布を近似的に推定できることを確
認した．また，Stiefel空間上の巻き込み型正規分布を用いた手法は，学習の安定性と
高速性の点で matrix Langevin分布を用いたものよりも優れていることが示された．
学習の安定性に寄与している要因については，期待値の勾配推定量の違いが考えら
れる．Matrix Langevin 分布を用いた変分推論手法では Score function estimator と
呼ばれる推定量によって期待値の勾配を推定しているが，この推定量は分散が大きく，
従来のユークリッド空間上の変分オートエンコーダの研究でも学習が安定的に行えな
いことが述べられている [37]．Stiefel空間上の巻き込み型正規分布ではより分散の小
さい期待値勾配推定手法である Reparameterization trickを使用しているため，一貫
した方向へ勾配降下をすることができ，結果として学習の安定性が得られている，と予
想される．
また，学習の高速性については，潜在状態のサンプリング手法の違いが考えられ
る．Matrix Langevin 分布を用いた手法では，潜在表現のサンプリングに採択-棄却
法 [18, 38] を用いている．このサンプリング手法は，一様分布から多数の標本を得た
後，目的の分布との確率比によってそれらの標本の一部を採択し，その他を捨てるアル
ゴリズムとなっている．そのため，捨てられる標本の数だけ計算に無駄が生じ，目的
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図 6 変分オートエンコーダで学習するデータセットの生成過程
図 7 変分オートエンコーダモデルの概略
の分布に従うサンプルを一定個数得るために必要なとき間が長くなる．目的の分布が
鋭くなり，一様分布から離れるほど，捨てられる標本の割合は増加し，サンプリングと
き間は長くなる．一方で，Stiefel空間上の巻き込み型正規分布の方は，ユークリッド
空間上の正規分布に従う確率変数を変数変換するだけなので，無駄になる標本が一切
なく，効率の良いアルゴリズムとなっている．この点が学習の高速性に寄与している，
と予想される．
6.2 変分オートエンコーダ
次に，変分オートエンコーダによる人工データの学習を行う．潜在的に Stiefel空間
に分布するようなデータを作り，Stiefel空間上の巻き込み型正規分布を用いた変分オー
トエンコーダとユークリッド空間上の正規分布を用いた通常の変分オートエンコーダ
を比較する．
6.2.1 実験設定
まず，用いる人工データの構成を図 6に示す．このように，まず潜在状態 Z を Vm,k
から一様にサンプリングした後，それを 3層パーセプトロンに通し，高次元空間へと非
線形変換を施すことにより，潜在的に Stiefel空間 Vm,k に分布するデータを生成する．
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表 3 変分オートエンコーダの学習に用いたハイパーパラメータ
エンコーダの中間層の数 2層
エンコーダの中間層の次元 128
デコーダの中間層の数 1層
デコーダの中間層の次元 m× k
最適化手法 Adam [36]
初期学習率 1.0 · 10−3
バッチサイズ 100
エポック数 1000
勾配クリッピング 10
次に，モデルについて説明する．モデルのエンコーダが出力する近似分布 qψ(Z ; θ)
のパラメタ θ については，ユークリッド空間上のガウス分布を用いた変分オート
エンコーダについては θ = (µ ∈ RdimVm,k , σ ∈ RdimVm,k) とする．また，Stiefel
空間上の巻き込み型正規分布を用いた変分オートエンコーダについては，θ =(
M ∈ Vm,k, σ ∈ RdimVm,k
) とする．ここで M ∈ Vm,k は，特異値分解を用いて，
エンコーダの出力 output ∈ Rm×k を Vm,k 上の最近傍点に射影することによって次の
ようにして得る．
UΣV T = output, (6.4)
M = UV T . (6.5)
また，変分オートエンコーダの学習に用いた各種パラメタを表 3に示す．
6.2.2 結果
変分オートエンコーダの学習結果を表 4，表 5 に示す．表 4 は m = 5 として，
k ∈ {1, 2, 3, 4}として k の値を様々に取った結果である．表 5は，1000エポックを計
算し終わった後，目的関数である ELBOが最大になるとき点における対数尤度 (LL)，
ELBO，再構成誤差 (Recon. Loss)，KLダイバージェンスによる正則化項 (KL Loss)
を示す．一番重要な指標は対数尤度であり，大きければ大きいほど良い．表 4を見る
と，m = 5，k = 1, 2の場合については Stiefel空間上の巻き込み型正規分布を用いた
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表 4 m = 5とし，k の値を変動させた場合の変分オートエンコーダの実験結果
k = 1 k = 2 k = 3 k = 4
SWN N SWN N SWN N SWN N
LL -17.2-56.7 -55.5−2.56 · 102 −4.06 · 102−2.03 · 102 −8.35 · 102−6.81 · 102
ELBO -18.5-58.5 -62.2−2.64 · 102 −4.29 · 102−2.18 · 102 −8.84 · 102−7.07 · 102
Recon. Loss 3.81 50.5 30.1 2.47 · 102 3.84 · 102 1.82 · 102 8.03 · 102 6.64 · 102
KL Loss 14.7 7.99 32.1 17.8 45.1 35.9 80.5 43.0
表 5 k = 4とし，mの値を変動させた場合の変分オートエンコーダの実験結果
m = 10 m = 20
SWN N SWN N
LL −3.47 · 103 −4.47 · 103 −3.65 · 104 −6.61 · 104
ELBO −3.82 · 103 −4.59 · 103 −3.66 · 104 −6.67 · 104
Recon. Loss 3.34 · 103 4.49 · 103 3.58 · 104 6.65 · 104
KL Loss 4.78 · 102 95.8 7.92 · 102 2.57 · 102
変分オートエンコーダがユークリッド空間上のガウス分布を用いたものよりも高い性
能を示している．一方で，m = 5，k = 3, 4を見ると，性能差は逆転し，ユークリッド
空間上の変分オートエンコーダの方が性能が高くなる．次元が上がるにつれてユーク
リッド空間上のガウス分布の変分オートエンコーダが優勢になるのかを調べるために，
今度は k = 4を固定し，mの方を変えて性能を調べてみる．その結果が表 5である．
これを見ると，m = 10, 20となると再び Stiefel空間上の変分オートエンコーダが優勢
になっていることが分かる．これにより，次元の多寡よりも k ≪ mであるかどうかが
性能に対して重要である，と予想される．
6.2.3 考察
Stiefel空間上の巻き込み型正規分布を用いた変分オートエンコーダが，ガウス分布
のものと比べて，k ≪ mであるときに性能が高く，k ≈ mのときに性能が低くなる理
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由はまだ解明できていない．憶測の域を出ないが，Vm,k の k が大きくなるにつれ，各
変数間の制約が多くなり，それが最適化問題を難しくしているのではないか，と考えて
いる．
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本研究では，Stiefel空間を潜在状態の空間として持つようなデータに対して，そう
した構造を保ちながら変分推論及び VAE の学習を行う手法の開発について取り組ん
だ．matrix Langevin分布と Stiefel空間上の巻き込み型正規分布を用いた変分推論手
法を提案した．簡単な設定の下で人工データに対して変分推論を行い，巻き込み型正
規分布を用いた変分推論手法は，matrix Langevin分布を用いた手法と比べて，安定性
と速度の両面で優れていることを実験的に確認した．また，人工データに対して VAE
を学習することにより，ガウス分布を用いた通常の VAEと比べて，データが k ≪ m
となるような Stiefel空間 Vm,k に潜在的に分布する場合に優れた性能を発揮すること
を確認した．
未解決の課題としては，第一に実世界データでの実験が挙げられる．本研究では，シ
ンプルな設定で人工データの学習を行うにとどまった．実世界のデータへの応用先と
して，言語横断写像の学習 [39, 40] など，直交性を課されるようなタスクが考えられ
る．本手法をそれらのタスクに適用することで，不確かさや情報量といったものを考慮
した学習ができるようになると考えられる．第二の課題として，本研究で行った VAE
の実験結果について，Stiefel空間 Vm,k 上の巻き込み型正規分布を用いた VAEは，な
ぜ k ≈ mとなる場合に通常の VAEよりも性能が悪くなってしまうのかの解明が挙げ
られる．その要因を理論的に解析し，原因を明確化することで，変分推論手法のさらな
る改善が期待される．また，本手法を適用するにはデータが潜在的に Stiefel空間上に
分布していることを知っている必要がある．しかし，実際の状況では何らかのデータ
が与えられた際に，そのデータがどのような構造を本質的に持っているのかは明らか
でない．このような状況で，データやタスクに応じて適切な空間や分布を選択する規
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準を開発することが重要だと考えられる．
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