Let G be a finite abelian group. The Erdős-Ginzburg-Ziv constant s(G) of G is defined as the smallest integer l ∈ N such that every sequence S over G of length |S| ≥ l has a zero-sum subsequence T of length |T | = exp(G). The value of this classical invariant for groups with rank at most two is known. But the precise value of s(G) for the groups of rank larger than two is difficult to determine. In this paper we pay our attentions to the groups of the form C r−1 2 ⊕ C2n, where r ≥ 3 and n ≥ 2. We give a new upper bound of s(C r−1 2 ⊕ C2n) for odd integer n. For r ∈ [3, 4], we obtain that s(C 2 2 ⊕ C2n) = 4n + 3 for n ≥ 2 and s(C 3 2 ⊕ C2n) = 4n + 5 for n ≥ 36.
Introduction
Let G be a finite abelian group. We define some central invariants in zero-sum theory which have been studied since the 1960s. Let
• D(G) denote the smallest integer l ∈ N such that every sequence S over G of length |S| ≥ l has a nonempty zero-sum subsequence.
• s(G) denote the smallest integer l ∈ N such that every sequence S over G of length |S| ≥ l has a zero-sum subsequence T of length |T | = exp(G).
• η(G) denote the smallest integer l ∈ N such that every sequence S over G of length |S| ≥ l has a nonempty zero-sum subsequence T of length |T | ∈ [1, exp(G)].
D(G) is called the Davenport constant of G and s(G)
the Erdős-Ginzburg-Ziv (EGZ) constant of G. For the historical development of the field and the contributions of many authors we refer to the surveys [8, 11] . Here we can only provide a brief summary. There is the following chain of inequalities ( [12, 5. Clearly, equality holds throughout for cyclic groups which implies the classical Theorem of Erdős-GinzburgZiv dating back to 1961 and stating that s(G) = 2|G| − 1 ( [4] ). Since about ten years the precise value of all three invariants is known for groups having rank at most two. We have ( [12, Theorem 5.8 
.3])
Theorem A. Let G = C n1 ⊕ C n2 with 1 ≤ n 1 | n 2 . Then s(G) = 2n 1 + 2n 2 − 3 , η(G) = 2n 1 + n 2 − 2 , and D(G) = n 1 + n 2 − 1 .
In groups of higher rank precise values for any of the three invariants are known only in very special cases. We briefly sketch the state of knowledge with a focus on groups of the form C r 2 ⊕ C n , where r, n ∈ N, which have found special attention in all these investigations.
To begin with the Davenport constant, suppose that G ∼ = C n1 ⊕ . . . ⊕ C nr , where 1 < n 1 | . . . . . . | n r , and set D * (G) = 1 + r i=1 (n i − 1). An example shows that D * (G) ≤ D(G), and equality holds for p-groups. It is open whether or not equality holds for groups of rank three (for recent progress see [1] ). Not even the special case where G = C A simple example shows that η(G) ≤ s(G) − exp(G) + 1, and the standing conjecture (due to Weidong Gao [7] ) states that equality holds for all groups G. This has been confirmed for a variety of groups (see [6] without knowing the precise value of η(G) or s(G)). If G is an elementary 2-group, then it can be seen right from the definitions that η(G) = |G| and that s(G) = |G| + 1. If G = C r 3 , then (s(G) − 1)/2 is the maximal size of a cap in the r-dimensional affine space over F 3 ([3, Lemma 5.2] ). This invariant has been studied in finite geometry since decades, but precise values are known only for r ≤ 6 ( [14] ). For arbitrary primes p, the precise values of η(C 3 p ) and s(C 3 p ) are unknown. However, there are standing conjectures which have been verified in very special cases (see [10] ), and also the structure of sequences of length D(G) − 1 (resp. η(G) − 1 or s(G) − 1) that do not have a zero-sum subsequence (of the required length) has been studied for groups of the form C r n ([9, Theorem 3.2]). For recent precise results for η(G) and s(G) we refer the reader to [16] and to [5] .
In the present paper we focus on the EGZ constant s(G) and on η(G) for groups of the form C r−1 2 ⊕C 2n , where n ≥ 2 is an integer. Our first result provides the best upper bound on s(C r 2 ⊕ C n ) for n ≥ 3 odd, which is known so far. Theorem 1.1. s(C r−1 2 ⊕ C 2n ) ≤ 4n + 2 r − 5 where r ≥ 3 is a positive integer and n ≥ 3 is an odd integer.
If G = C r−1 2 ⊕ C 2n and r ∈ [3, 4] , then we can provide precise results. Theorem 1.2. Let n ≥ 2. 
η(C

Notations and Terminology
Our notations and terminology are consistent with [8] and [11] . Let N denote the set of positive integers, P ⊆ N the set of prime numbers and N 0 = N ∪ {0}. For real numbers a, b ∈ R, we set [a, b] = {x ∈ Z | a ≤ x ≤ b}. Throughout this paper, all abelian groups will be written additively, and for n ∈ N, we denote by C n a cyclic group with n elements.
Let G be a finite abelian group. We know that |G| = 1 or G ∼ = C n1 ⊕· · ·⊕C nr with 1 < n 1 | · · · | n r ∈ N, where r = r(G) ∈ N is the rank of G and n r = exp(G) is the exponent of G. We denote |G| the cardinality of G, and ord(g) the order of elements g ∈ G. For convenience, denote C r n = C n1 ⊕ · · · ⊕ C nr if n 1 = · · · = n r = n ∈ N.
Let F (G) be the free abelian monoid, multiplicatively written, with basis G. The elements of F (G) are called sequences over G. A sequence S ∈ F (G) will be written in the form
with v g (S) ∈ N 0 for all g ∈ G. We call v g (S) the multiplicity of g in S, and if v g (S) > 0 we say that S contains g. If for all g ∈ G we have v g (S) = 0, then we call S the empty sequence and denote S = 1 ∈ F (G). A sequence S is called squarefree if v g (S) ≤ 1 for all g ∈ G. Apparently, a squarefree sequence over G can be considered as a subset of G. Let g 0 ∈ G, we denote
for all g ∈ G, and denoted by
If S 1 is not a subsequence of S, we write S 1 ∤ S. Let S 1 , S 2 ∈ F (G), we set
we list the following definitions
The sequence S is called
• a zero-sum sequence if σ(S) = 0,
• a short zero-sum sequence if σ(S) = 0 and |S| ∈ [1, exp(G)].
Every map of abelian groups φ : G → H extends to a map from the sequences over G to the sequences over H by setting φ(S) = φ(g 1 ) · . . . · φ(g l ). If φ is a homomorphism, then φ(S) is a zero-sum sequence if and only if σ(S) ∈ ker(φ).
Let G = H ⊕ K be a finite abelian group. Let φ denote the projection from G to H and ψ denote the projection from G to K. If S ∈ F (G) such that σ(φ(S)) = 0, then σ(S) = σ(ψ(S)) ∈ ker(φ) = K.
Lemma 2.1. Let G be a cyclic group of order n ≥ 2.
1. A sequence S ∈ F (G) is zero-sum free of length |S| = n − 1 if and only if S = g n−1 for some g ∈ G with ord(g) = n.
2. Let S be a zero-sum free sequence over G with length greater than n/2. Then there exists an element g ∈ G of order n such that
and Σ(S) = {g, 2g, . . . , kg}.
3. Let S ∈ F (G) a sequence of length |S| = s(G) − 1. Then the following statements are equivalent:
(a) S has no zero-sum subsequence of length n. 
Lemma 2.3. Let G = H ⊕C n be a finite abelian group where H ⊆ G is a subgroup with
In particular, we have for all r, n ∈ N, Proof. For any element w | W , we can always find a set A = {a 1 , . . . ,
3 The proof of Theorem 1.1 and Theorem 1.2.1 Lemma 3.1. Let G = H ⊕ K be a finite abelian group, where H ∼ = C r 2 with r ≥ 3 a positive integer and K ∼ = C n with n ≥ 3 an odd integer. Denote φ r to be the projection from G to H and ψ r to be the projection from G to K.
Let S r be a sequence over C r 2 ⊕C n such that φ r (S r ) is a squarefree sequence with supp(φ r (S r )) = H \{0}. If the following property P1 holds, P1. For any two distinct subsequences T 1 , T 2 of S r with |T 1 | = |T 2 | = 4 and φ r (σ(T 1 )) = φ r (σ(T 2 )) = 0, we have that σ(T 1 ) = σ(T 2 ).
then |supp(ψ r (S r ))| = 1.
Proof.
We proceed by induction on r.
Suppose that r = 3. Let (e 1 , e 2 , e 3 ) be a basis of H, and e be a basis of K.
Since φ 3 (S 3 ) is a squarefree sequence with supp(φ 3 (S 3 )) = H \{0}, we can assume
, where g 1 = e 1 + a 1 e, g 2 = e 2 + e 3 + a 2 e, g 3 = e 2 + a 3 e, g 4 = e 1 + e 3 + a 4 e, g 5 = e 3 + a 5 e, g 6 = e 1 + e 2 + a 6 e, g 7 = e 1 + e 2 + e 3 + a 7 e, and a 1 , . . . , a 7 ∈ [0, n − 1].
By the property P1 and
we have that
By easily calculation, we obtain that a 1 = a 2 = a 3 = a 4 = a 5 = a 6 = a 7 , which implies that |supp(ψ 3 (S 3 ))| = 1.
Suppose that the conclusion is correct for r = d ≥ 3. We want to prove the conclusion is also correct for r = d + 1.
Let (e 1 , . . . , e d+1 ) be a basis of H and e be a basis of K. Denote by A i = e 1 , . . . , e i \ {0}, where
Let
Therefore we can assume that c u = x for all u ∈ A d and c u = y for all u ∈ e d+1 + A d where x, y ∈ [0, n − 1].
Let B = {0, e 1 , e 2 , e 1 +e 2 } and T 1 = u∈e3+B u+c u e, T 2 = u∈e d+1 +e3+B u+c u e, T 3 = u∈e d+1 +B u+ c u e. Then T 1 T 2 T 3 | S d+1 and φ d+1 (σ(T 1 )) = φ d+1 (σ(T 2 )) = φ d+1 (σ(T 3 )) = 0. By the property P1 and
) and hence 4x ≡ 4y ≡ 3y + c e d+1 (mod n).
It follows that x = y = c e d+1 which implies that | supp(ψ(S d+1 ))| = 1.
Proof of Theorem 1.1. Let G = H ⊕ K be a finite abelian group, where H ∼ = C r 2 with r ≥ 3 a positive integer and K ∼ = C n with n ≥ 3 an odd integer. Denote φ to be the projection from G to H and ψ to be the projection from G to K.
Let S be a sequence over G with |S| = 4n + 2 r − 5. Assume to the contrary that S contains no zero-sum subsequence of length 2n.
Suppose that φ(G) = H = {h 0 , h 1 , . . . , h 2 r −1 }. We can assume that
where n 0 , . . . , n 2 r −1 ∈ N 0 , and φ(
) has no subsequence of length n. Therefore by Lemma 2.1.3, we have that
where g, g 1 ∈ ker(φ) and ord(g − g 1 ) = n.
) and
Therefore S ′ has no zero-sum subsequence of length 2n and 0
Then without loss of generality, we can assume that 0 / ∈ supp(φ(S 0 )) and
Case 1. There exists T | S 0 such that |T | = 4, σ(φ(T )) = 0 and σ(ψ(T )) = g. Then ψ(σ(T )) = tg where t ∈ [2, n]. By calculation we get
Case 2. For any subsequence T | S 0 satisfying |T | = 4 and φ(σ(T )) = 0, we have ψ(σ(T )) = g. By supp(φ(S 0 )) = φ(G) \ {0} and Lemma 3.1, we have supp(ψ(S 0 )) = {a} for some a ∈ ψ(G). Let T be a subsequence of S 0 satisfying |T | = 4 and φ(σ(T )) = 0, then ψ(σ(T )) = 4a = g which implies that
Without loss of generality, we can assume h 0 = 0 / ∈ supp(φ(S 0 )) and
. We can distinguish the following two cases.
Without loss of generality, we can assume that a 1 a 2 a 0 | W 1 and
Then σ(ψ(S i )) = ψ(a 1 ) + ψ(a 2 ) ∈ {0, g} and hence ψ(a 1 ) = ψ(a 0 ) or ψ(a 2 ) = ψ(a 0 ) by Equation (3.1). Without loss of generality, we can assume that ψ(
) has no subsequence of length n, by Lemma 2.1.3 we obtain that σ(φ(S
Since W 0 is a sequence over ker(φ) ∼ = C n , there are two disjoint zero-sum subsequences V 1 , V 2 of length n by s(C n ) = 2n − 1(see Theorem A). Therefore V 1 V 2 is a zero-sum subsequence of length 2n, a contradiction.
Proof of Theorem 1.2.1. By Lemma 2.3 and Inequality 1.1, we only need to prove that s(G) ≤ 4n + 3.
If n is odd, it follows immediately by Theorem 1.1. Thus we can always assume that n is even.
Let (e 1 , e 2 , e) be a basis of G = C 2 2 ⊕ C 2n with ord(e 1 ) = ord(e 2 ) = 2 and ord(e) = 2n and S be any sequence over G with |S| = 4n + 3. Assume to the contrary that S contains no zero-sum subsequence of length 2n.
Let θ : G → G be the homomorphism defined by θ(e 1 ) = e 1 , θ(e 2 ) = e 2 and θ(e) = ne. Then
where n 0 , . . . , n 7 ∈ N 0 , and θ(
Since 4n+3 = |S| = 2k+|S 0 | ≤ 2k+8, we obtain that k ≥ 2n−2. By our assumption, σ(S 1 )·. . .·σ(S k ) ∈ F (ker(θ)) has no subsequence of length n. Therefore by Lemma 2.1.3, we have that k = 2n − 2, |S 0 | = 7 and
Since n is even, without loss of generality, we can assume that k 1 is even.
Then without loss of generality, we can assume that 0 / ∈ supp(θ(S 0 )) and
Case 1. There exists T | S 0 such that |T | = 4, θ(σ(T )) = 0 and σ(T ) = 2e.
Then σ(T ) = 2te where t ∈ [2, n]. By calculation we get
Case 2. For any subsequence T | S 0 satisfying |T | = 4 and θ(σ(T )) = 0, we have σ(T ) = 2e.
, where g 1 = e 1 + 2a 1 e, g 2 = e 2 + e + 2a 2 e, g 3 = e 2 + 2a 3 e, g 4 = e 1 + e + 2a 4 e, g 5 = e + 2a 5 e, g 6 = e 1 + e 2 + 2a 6 e, g 7 = e 1 + e 2 + e + 2a 7 e, and a 1 , . . . , a 7 ∈ [0, n − 1].
, we obtain the following equations
which implies that
Therefore
Thus 2(a 1 +a 3 )+a 2 +a 4 +a 5 +a 7 ≡ 0 (mod n), which implies that 2(a 1 +a 3 ) ≡ 1 (mod n), a contradiction to n is even.
Preparatory results about
In the whole section, we consider the group G = C 3 2 ⊕ C 2n , where n ≥ 3 is an odd integer. Thus
2 and K ∼ = C n . Denote φ to be the projection from G to H and ψ to be the projection from G to K.
Lemma 4.1. Let G, H, K and φ, ψ be as above. If S is a sequence of length 10 over G such that φ(S) is a squarefree sequence over H \ {0}, then S has two distinct subsequences T 1 and T 2 of length
Proof. By Lemma 2.4, S has at least two distinct subsequences
Assume to the contrary that for any zero-sum subsequence φ(T ) of φ(S) with length 3 or 4, we have σ(ψ(T )) = e, where e ∈ K \ {0}.
By Lemma 2.4, there exists a subsequence T of S such that |T | = 3 and σ(φ(T )) = 0. Then σ(ψ(T )) = e and hence there exists an element u | T such that ψ(u) = n+1 2 e. By Lemma 2.4 again, there exist disjoint subsequences R 1 , R 2 of Su −1 such that σ(φ(R 1 )) = σ(φ(R 2 )) = φ(u) and |R 1 | = |R 2 | = 2. Thus φ(R 1 R 2 ), φ(R 1 u), and φ(R 2 u) are zero-sum sequences which implies that σ(ψ(R 1 R 2 )) = σ(ψ(R 1 u)) = σ(ψ(R 2 u)) = e. It follows that ψ(u) = n+1 2 e, a contradiction to the choice of u.
Lemma 4.2. Let G, H, K and φ, ψ be as above. If n = 3 and S is a sequence of length 12 over G such that φ(S) is a squarefree sequence, then S contains a short zero-sum subsequence.
Proof. Assume to the contrary that S contains no short zero-sum subsequence. Thus 0 ∈ supp(S).
If 0 ∈ supp(φ(S)), then there exists g | S such that φ(g) = 0 and hence ψ(g) = 0. By |Sg −1 | = 11 and Lemma 4.1, Sg −1 have a subsequence T of length |T | ∈ {3, 4} such that σ(φ(T )) = 0 and σ(ψ(T )) = ψ(g). Since σ(ψ(T )) = 0, we obtain σ(ψ(T )) = 2ψ(g) which implies that T g is a short zero-sum subsequence of S, a contradiction.
We distinguish the following four cases to finish the proof.
Without loss of generality, we can assume that
2 ) = 5, there exists a subsequence X | g 1 · . . . · g 5 such that σ(φ(X)) = 0 which implies that X is a short zero-sum subsequence of S, a contradiction.
Without loss of generality, we can assume that ψ(g 1 g 2 g 3 g 4 ) = 0 4 and ψ(g 5 g 6 g 7 g 8 ) = e 4 for some
has a zero-sum subsequence of length ≤ 4 which implies that S contains a short zero-sum subsequence, a contradiction.
Without loss of generality, we can assume that ψ(S) = 0
for some e ∈ ψ(G) ∼ = C 3 . Suppose that v = 0. We assume that ψ(g 4 · . . . · g 12 ) = e 9 . Then by Lemma 2.4, φ(g 4 · . . . · g 12 ) contains a zero-sum subsequence of length 3 which implies that S contains a short zero-sum subsequence of length 3, a contradiction.
Suppose that v = 1. We assume that ψ(g 4 · . . . · g 11 ) = e 8 and ψ(g 12 ) = 2e. Then g 1 , g 2 , g 3 , g 11 + g 12 , g 4 + g 5 + g j ∈ φ(G) ∼ = C 4 2 for any j ∈ [6, 10] . If σ(g 1 g 2 g 3 g 11 g 12 ) = 0, then g 1 g 2 g 3 g 11 g 12 is a short zero-sum subsequence of S, a contradiction. Thus σ(g 1 g 2 g 3 g 11 g 12 ) = 0. Since |[6, 10]| = 5, there exists an i ∈ [6, 10] such that
Therefore g 1 g 2 g 3 σ(g 11 g 12 )σ(g 4 g 5 g i ) contains a zero-sum subsequence of length ≤ 3 which implies that S contains a short zero-sum subsequence, a contradiction.
contains a zero-sum subsequence of length ≤ 4 which implies that S contains a short zero-sum subsequence, a contradiction.
Without loss of generality, we can assume that ψ(S) = 0 t · e u · (2e) v , t ∈ N 0 , u + v ≥ 10, and u ≥ v for some e ∈ ψ(G) ∼ = C 3 .
Suppose that u ≥ 9. We assume that ψ(g 1 · . . . · g 9 ) = e 9 . Then by Lemma 2.4, φ(g 1 · . . . · g 9 ) contains a zero-sum subsequence of length 3 which implies that S contains a short zero-sum subsequence of length 3, a contradiction.
is a short zero-sum subsequence of S, a contradiction. Therefore
It follows that there exist an i ∈ [1, u] and a j ∈ [u + 1, u + v] such that φ(g i ) = φ(g j ), a contradiction to φ(S) is squarefree. Lemma 4.3. Let G, H, K and φ, ψ be as above. Let K = e and S = h 1 · . . . · h 8 be a sequence over
is a squarefree sequence with 0 ∈ supp(φ(S)) and satisfies the following property ( * ):
For any subsequence V of S with σ(φ(V )) = 0, we have that
With the same reason, we can prove that ψ(h 7 ) + ψ(h 8 ) = n+1 2 e. Let ψ(h i ) = k i e where 1 ≤ i ≤ 8 and 0 ≤ k i ≤ n − 1. Without loss of generality, we can assume that 
2 ) = 5, there exists a subsequence V | W such that σ(φ(V )) = 0 and |V | ∈ {3, 4, 5}. We distinguish three cases depending on |V |.
Since 0 ∈ supp(φ(S)), we obtain that h 1 h 2 ∤ V . By symmetry, we only need to consider
2 e and ψ(h 1 ) = n+1 2 e by σ(ψ(h 3 h 4 h 5 h 6 )) = e. Therefore ψ(h 2 ) = 0, a contradiction to k 1 ≤ k 2 .
Suppose that V = h 2 h 3 h 5 . Then σ(φ(h 2 h 3 h 5 )) = 0 and hence σ(φ(h 1 h 4 h 5 )) = 0. Thus Since φ(S) is squarefree, we obtain that h 1 h 2 ∤ V . Thus there are only two cases:
With the same reason, we can prove that
which implies that σ(ψ(h 5 +h 7 )) = σ(ψ(h 6 +h 8 )). By ψ(h 5 +h 6 ) = ψ(h 7 +h 8 ) = n+1 2 e and k 5 ≤ k 6 , k 7 ≤ k 8 , we obtain that
It follows that σ(φ(h 4 h 6 h 8 )) = 0 and hence σ(φ(h 4 h 5 h 7 )) = σ(φ(h 3 h 6 h 7 )) = 0. Thus by Property (*), we obtain σ(ψ(h 4 h 5 h 7 )) = σ(ψ(h 3 h 6 h 7 )) = e which implies that σ(ψ(h 4 h 5 )) = σ(ψ(h 3 h 6 )) = Proof. Assume to the contrary that the property ( * ) holds.
Let ψ(h i ) = k i e where 1 ≤ i ≤ 8 and 0 ≤ k i ≤ n − 1. Without loss of generality, we can assume that
We consider the sequence W = h 1 h 2 h 4 h 6 h 8 (see Figure 4 .2). 2 ) = 5, there exists a subsequence V | W such that σ(φ(V )) = 0 and |V | ∈ {3, 4, 5}. We distinguish three cases depending on |V |.
Case 1. |V | = 3.
Obviously h 1 ∤ v. Then by symmetry, we only need to consider V = h 2 h 4 h 6 or h = h 2 h 4 h 8 . Suppose that V = h 2 h 4 h 6 . Then σ(φ(h 2 h 4 h 6 )) = σ(φ(h 3 h 5 h 6 )) = 0 and hence σ(ψ(h 2 h 4 h 6 )) = σ(ψ(h 3 h 5 h 6 )) = e. Therefore σ(ψ(h 2 h 4 )) = σ(ψ(h 3 h 5 )) = n+1 2 e by σ(ψ(h 2 h 3 h 4 h 5 )) = e. It follows by that ψ(h 6 ) = n+1 2 e, a contradiction to k 6 ≤ k 7 and ψ(h 6 By symmetry, we only need to consider
Thus we obtain that σ(ψ(h 3 h 4 h 6 )) = σ(ψ(h 2 h 4 h 7 )) = e which implies that σ(ψ(h 3 h 6 )) = σ(ψ(h 2 h 7 )) = n+1 2 e by σ(ψ(h 2 h 3 h 6 h 7 )) = e. Therefore ψ(h 4 ) = n+1 2 e, a contradiction to k 4 ≤ k 5 and ψ(h 4 
2 e, we obtain that ψ(h 8 ) = 0. It follows that σ(φ(h 3 h 4 h 8 )) = σ(φ(h 1 h 2 h 4 h 8 )) = 0 and σ(ψ(h 3 h 4 h 8 )) = n+1 2 e + 0 = e, a contradiction.
∈ {e, 2e}, a contradiction.
Lemma 4.5. Let G, H, K and φ, ψ be as above. Let K = e and S = h 1 · . . . · h 8 be a sequence over Proof. Assume to the contrary that the property ( * ) holds.
We distinguish the following two cases to get contradictions to our assumption. ∈ {e, 2e} which implies that n = 5. Since σ(φ(h 3 h 5 h 6 h 7 h 8 )) = 0, we obtain that σ(ψ(h 3 h 5 h 6 h 7 h 8 )) = 3e + 3e + 4e + 4e + 4e = 3e / ∈ {e, 2e}, a contradiction. If |V | = 4, then σ(ψ(V )) = e ∈ {2 Consider the sequence W = h 1 h 2 h 4 h 6 h 7 (see Figure 4 .4).
Suppose that |V | = 5. Then σ(ψ(V )) = n+1 2 e + 0 + 0 + n+1 2 e = e which implies that σ(ψ(V )) = 2e. Thus σ(ψ(h 6 h 7 )) = n+3 2 e. It follows that σ(ψ(h 1 h 3 h 5 h 6 h 7 )) = 3e / ∈ {e, 2e}, a contradiction to
, a contradiction. Thus h 2 h 4 ∤ V . By symmetry, we only need to consider V = h 1 h 2 h 6 h 7 . But σ(ψ(V )) = n+1 2 e + 0 + n+1 2 e = e, a contradiction. Suppose that |V | = 3. By symmetry, we only need to consider Proof. Assume to the contrary that the property ( * ) holds.
By symmetry, we only need to consider
2 e = e, a contradiction. Suppose that V = h 2 h 4 h 6 . Then σ(φ(h 3 h 5 h 6 )) = σ(φ(V )) = 0 and hence σ(ψ(h 3 h 5 h 6 )) = σ(ψ(V )) = e. Thus σ(ψ(h 3 h 5 )) = σ(ψ(h 2 h 4 )) = n+1 2 e which implies that ψ( By symmetry, we only need to consider
Suppose that V = h 1 h 4 h 6 h 7 . Then σ(φ(h 5 h 6 h 7 )) = σ(φ(V )) = 0 and hence σ(ψ(h 5 h 6 h 7 )) = e. Thus ψ(h 5 ) = 0, a contradiction to
Proposition 4.7. Let G, H, K and φ, ψ be as above. Let K = e and S be a sequence over G \ {0}. If φ(S) is a squarefree sequence of length |φ(S)| = 8 with 0 ∈ supp(φ(S)) and satisfies the following property ( * ):
We distinguish the following four cases. 
. By Lemma 4.3, we obtain that n+1 2 e ∈ supp(ψ(S)). Case 2. There exists v ∈ H \ {0} such that N v (φ(S)) = 4 and δ v = 1.
Without loss of generality, we can assume that v = φ(h 1 ) = φ(h 2 + h 3 ) = φ(h 4 + h 5 ) = φ(h 6 + h 7 ) where S = h 1 · . . . · h 8 . By Lemma 4.4, we obtain that n+1 2 e ∈ supp(ψ(S)). Now, we can assume that, for each v ∈ H \{0}, N v (φ(S)) ≤ 3. Since v∈H\{0} N v (φ(S)) = 8×7 2 +8 = 36 and |H \ {0}| = 15, by simple calculation, we obtain that |{v ∈ H \ {0} | N v (φ(S)) = 3}| ≥ 6. We continue with further case distinctions. , 3] . By symmetry, we can distinguish the following two cases. Then we can assume that
For i = 1, we can assume that v 2 ∈ A 1 . Then v 1 ∈ A 2 . For i = 3, we obtain that v 1 ∈ A 3 or v 2 ∈ A 3 which implies that v 3 ∈ A 1 or v 3 ∈ A 2 . By symmetry, we can assume that v 3 ∈ A 1 and hence v 2 , v 3 ∈ A 1 .
, and
2 e, a contradiction to Lemma 4.5.
and hence |A i ∩ A j | ≥ 6 + 6 − 8 = 4 for distinct i, j where 1 ≤ i, j ≤ 3. We proceed by the following two claims
(Proof of Claim A)
Proof of Claim B. Without loss of generality, we can assume that j = 2. Let R 11 = g 1 g 2 , R 12 = g 3 g 4 , and R 13 = g 5 g 6 .
Since |A 1 ∩ A 2 | ≥ 4, by symmetry, we only need to consider two cases:
By symmetry, there are only three cases:
(Proof of Claim B)
Without loss of generality, we can assume that Then we have
if n ≡ 1 (mod 4) .
Assume to the contrary that Proof. Assume to the contrary that |S| ≥ 9. Without loss of generality, we can assume that |S| = 9. If supp(ψ(S)) = {0}, then S ∈ F (ker(ψ)). By D(ker(ψ)) = D(C 4 2 ) = 5, S has a subsequence V of length |V | ∈ [3, 5] such that σ(φ(V )) = 0 and σ(ψ(V )) = 0, a contradiction.
Thus we can choose w | S such that ψ(w) = 0. By Lemma 2.4, there exist distinct g 1 , g 2 ∈ supp(Sw −1 ) such that φ(w) = φ(g 1 ) + φ(g 2 ). If there exist another g 3 , g 4 ∈ supp(S(wg 1 g 2 )
−1 ) such that φ(w) = φ(g 3 ) + φ(g 4 ), then σ(φ(wg 1 g 2 )) = σ(φ(wg 3 g 4 )) = σ(φ(g 1 g 2 g 3 g 4 )) = 0 which implies that σ(ψ(wg 1 g 2 )) = σ(ψ(wg 3 g 4 )) = σ(ψ(g 1 g 2 g 3 g 4 )) = e. Therefore ψ(w) = n+1 2 e, a contradiction to Proposition 4.7. Otherwise, choose g 3 ∈ supp(S (wg 1 g 2 ) −1 ). Then φ(S(w + g 3 )w −1 ) is a squarefree sequence of length 9. By Lemma 2.4, there exist distinct g i , g j ∈ supp(Sw −1 ) such that φ(w + g 3 ) = φ(g i ) + φ(g j ). Clearly, g i g j | S (wg 1 g 2 g 3 ) −1 or |{g 1 , g 2 } ∩ {g i , g j }| = 1. Suppose that g i g j | S (wg 1 g 2 g 3 ) −1 . Then σ(φ(wg 1 g 2 )) = σ(φ(wg 3 g i g j )) = σ(φ(g 1 g 2 g 3 g i g j )) = 0 which implies that σ(ψ(wg 1 g 2 )) = σ(ψ(wg 3 g i g j )) = e and σ(ψ (g 1 g 2 g 3 g i g j ) ) ∈ {e, 2e}. Therefore ψ(w) ∈ { n+1 2 e, 0}. It follows by the choice of w that ψ(w) = n+1 2 e, a contradiction to Proposition 4.7. Supppose that |{g 1 , g 2 } ∩ {g i , g j }| = 1. By symmetry, we can assume that g i = g 1 and g j ∈ supp(S (wg 1 g 2 g 3 ) Proof. Let G = H ⊕ K be a finite abelian group, where H ∼ = C 4 2 and K ∼ = C n with n ≥ 3 an odd integer. Denote φ to be the projection from G to H and ψ to be the projection from G to K.
In order to prove that η(G) = 2n + 6, by Lemma 2.3 we only need to prove that η(G) ≤ 2n + 6. Assume to the contrary that there exists a sequence S of length 2n + 6 over G containing no short zero-sum subsequence.
Since |φ(S)| = |S| = 2n + 6 = 2(n − 5) + 16, η(C 2 ) = 16, and D(C n ) = n, we obtain that S allows a product decomposition as
where S 1 , . . . , S r , S 0 are sequences over G and, for every i ∈ [1, r], φ(S i ) has sum zero and length |S i | ≤ 2. Therefore φ(S 0 ) is squarefree over H \ {0} and n − 4 ≤ r ≤ n − 1. We distinguish the following four cases depending on r to get contradictions.
We proceed by the following assertion first Assertion A. There exists an element e ∈ ker(φ) = K such that σ(S 1 ) · . . . · σ(S n−1 ) = e n−1 . Furthermore, for any element h | SS Proof of Assertion A. By our assumption and Lemma 2.1.1, σ(S 1 ) · . . . · σ(S n−1 ) is zero-sum free over K. Then there exists an element e ∈ K \ {0} such that σ(
Without loss of generality, we can assume that h | S n−1 . If σ(ψ(V )) = 0, then V is a short zero-sum subsequence of S, a contradiction. Thus σ(ψ(V )) = 0.
If σ(ψ(V )) = ke with k ∈ [2, n − 1] and |V | ∈ {3, 4}, then S 1 · . . . · S n−k · V is a short zero-sum subsequence of S , a contradiction. S 0 ) ). Without loss of generality, we can assume that S n−1 = h 1 h 2 , h 3 | S 0 and φ(h 1 ) = φ(h 2 ) = φ(h 3 ). If there exist distinct 1 ≤ i, j ≤ 3 such that ψ(h i + h j ) = e, then S 1 · . . . · S n−2 · h i h j has a short zero-sum subsequence, a contradiction. Therefore ψ(h 1 + h 2 ) = ψ(h 1 + h 3 ) = ψ(h 2 + h 3 ) = e which implies that ψ(h 1 ) = ψ(h 2 ) = ψ(h 3 ) = n+1 2 e and hence n+1 2 e ∈ supp(φ(S 0 )), a contradiction to Proposition 4.7. Case 2. r = n − 2. Then |S 0 | ≥ 10.
By Lemma 4.1, S 0 has a subsequence T of length |T | ∈ {3, 4} such that σ(φ(T )) = 0 and σ(ψ(T )) = σ(ψ(S 1 )). By our assumption, the sequences σ(S 1 ) · . . . · σ(S n−2 )σ(T ) is zero-sum free over ker(φ) = K. By Lemma 2.1.1, we obtain that
Case 3. r = n − 3. Then |S 0 | ≥ 12. If n = 3, then by Lemma 4.2, S contains a short zero-sum subsequence, a contradiction. We can assume that n ≥ 5.
By Lemma 2.4, there exist disjoint
contains no zero-sum subsequence over ker(φ) = K ∼ = C n , therefore by Lemma 2.1.1,
for some e ∈ ker(φ) = K of order n. such that σ(φ(V 1 )) = 0 and |V 1 | = 3. By our assumption, the sequence σ(S 1 )·. . .·σ(S n−3 )·σ(V )·σ(V 1 ) contains no zero-sum subsequence over K. Therefore by Lemma 2.1.1,
If |V | = 4 or 5, by our assumption,
Suppose that supp(ψ(S 0 )) \ {0,
2 e}. By Lemma 2.4, there exists a set {u 1 , u 2 , u 3 , u 4 } ⊆ supp(S 0 u −1 ) such that σ(φ(uu 1 u 2 )) = σ(φ(uu 3 u 4 )) = σ(φ(u 1 u 2 u 3 u 4 )) = 0. Then by Assertion B, we deduce that σ(ψ(uu 1 u 2 )) = σ(ψ(uu 3 u 4 )) = e and σ(ψ(u 1 u 2 u 3 u 4 )) ∈ {e, 2e}. Therefore ψ(u 1 + u 2 ) = ψ(u 3 + u 4 ) ∈ {e, 
Since supp(ψ(S 0 )) ⊆ {0, 1 such that σ(φ(T 2 )) = 0, |T 2 | ∈ {3, 4}, and σ(ψ(T 2 )) = σ(ψ(T 1 )) by Lemma 4.1. By our assumption, the sequence σ(S 1 ) · . . . · σ(S n−4 )σ(T 1 )σ(T 2 ) contains no zerosum subsequence. Therefore by Lemma 2.1.2, there exists an element e ∈ K such that
which implies that σ(S 1 ) = . . . = σ(S n−4 ) = e. Again by Lemma 4.1, there exists a subsequence T 3 of S 0 such that σ(φ(T 3 )) = 0, |T 3 | ∈ {3, 4}, and σ(ψ(T 3 )) = e. Therefore σ(ψ(T 3 )) = 2e or 3e.
Suppose that σ(ψ(T 3 )) = 2e. Since |S 0 T such that σ(φ(T 4 )) = 0, |T 4 | ∈ {3, 4}, and σ(ψ(T 4 )) = te with t ∈ [2, n]. If t ≥ 4, then S 1 · . . . · S n−t · T 4 is a short zero-sum subsequence of S, a contradiction. Otherwise 2 ≤ t ≤ 3. Then S 1 · . . . · S n−t−2 · T 3 · T 4 is a short zero-sum subsequence of S, a contradiction.
Suppose that σ(ψ(T 3 )) = 3e. Since |S 0 T such that σ(φ(T 4 )) = 0, |T 4 | ∈ {3, 4}, and σ(ψ(T 4 )) = te with t ∈ [1, n] \ {3}. If t ≥ 4, then S 1 · . . . · S n−t · T 4 is a short zero-sum subsequence of S, a contradiction. Otherwise 1 ≤ t ≤ 2. Then S 1 · . . . · S n−3−t · T 3 · T 4 is a short zero-sum subsequence of S, a contradiction.
Lemma 5.2. Let (e 1 , e 2 , e 3 , e) be a basis of G = C 3 2 ⊕ C 2n with ord(e 1 ) = ord(e 2 ) = ord(e 3 ) = 2 and ord(e) = 2n, where n ≥ 2 is an even integer. Suppose that θ : G → G is the homomorphism defined by θ(e 1 ) = e 1 , θ(e 2 ) = e 2 , θ(e 3 ) = e 3 , θ(e) = ne and ζ : G → G is the homomorphism defined by ζ(e 1 ) = ζ(e 2 ) = ζ(e 3 ) = 0, ζ(e) = e.
If S is a sequence of length |S| = 8 over G such that θ(S) is a squarefree sequence with 0 / ∈ supp(θ(S)), then for any k ∈ [1, n − 1] and gcd(k, n) = 1, there exists a subsequence T of S with length |T | ∈ [3, 4] such that σ(T ) ∈ ker(θ) and σ(T ) = 2ke.
Proof. Without loss of generality, we can assume that k = 1. Otherwise choose (e 1 , e 2 , e 3 , ke) to be a basis of G.
Assume to the contrary that for all subsequences T of S with |T | ∈ [3, 4] and σ(T ) ∈ ker(θ), we have that σ(T ) = 2e.
For any v ∈ θ(G) \ {0}, we define Without loss of generality, we can assume that σ(θ(h 1 )) = σ(θ(h 2 h 3 )) = σ(θ(h 4 h 5 )). Then we have σ(θ(h 1 h 2 h 3 )) = σ(θ(h 2 h 3 h 4 h 5 )) = σ(θ(h 4 h 5 h 1 )) = 0 which implies that σ(ζ(h 1 h 2 h 3 )) = σ(ζ(h 2 h 3 h 4 h 5 )) = σ(ζ(h 4 h 5 h 1 )) = 2e. Therefore ζ(h 1 ) = ζ(h 2 + h 3 ) = ζ(h 4 + h 5 ) = e or (n + 1)e.
Let ζ(h i ) = k i e, where k i ∈ [0, 2n − 1] for each i ∈ [1, 8] . Then k 2 + k 3 , k 4 + k 5 are odd and there exist distinct i, j ∈ [6, 8] such that k i ≡ k j (mod 2). Without loss of generality, we can assume that k 2 , k 4 , k 6 + k 7 are even and hence k 1 , k 3 , k 5 are odd. Consider the sequence W = h 1 h 2 h 4 h 6 h 7 (see Figure  5 .7). −1 h 3 h 5 )) = σ(ζ(h 2 h 3 h 4 h 5 )) = 2e. Therefore ζ(h 2 + h 4 ) = e or (n + 1)e, a contradiction to k 2 , k 4 are even. Thus, without loss of generality, we only need to consider V = h 1 h 2 h 6 h 7 . Then σ(ζ(V )) = (2k + 1)e for some k ∈ [0, n − 1], a contradiction to σ(θ(V )) = 0.
Suppose that |V | = 3. By symmetry, we only need to consider V = h 1 h 6 h 7 , V = h 2 h 6 h 7 , V = h 2 h 4 h 6 or V = h 1 h 2 h 4 . If V = h 1 h 6 h 7 , then σ(ζ(V )) = (2k + 1)e for some k ∈ [0, n − 1], a contradiction to σ(θ(V )) = 0. If V = h 2 h 6 h 7 , then σ(θ(h 1 h 3 h 6 h 7 )) = σ(θ(V )) = σ(θ(h 1 h 2 h 3 )) = 0 and hence σ(ζ(h 1 h 3 h 6 h 7 )) = σ(ζ(V )) = σ(ζ(h 1 h 2 h 3 )) = 2e. It follows that ζ(h 2 ) = ζ(h 1 + h 3 ) = ζ(h 6 + h 7 ) = e or (n + 1)e, a contradiction. If V = h 2 h 4 h 6 , then σ(ζ(V )) = σ(ζ(h 3 h 5 h 6 )) = σ(ζ(h 2 h 3 h 4 h 5 )) = 2e which implies that ζ(h 2 + h 4 ) = e or (n + 1)e, a contradiction to k 2 , k 4 are even. If V = h 1 h 2 h 4 , then θ(h 3 ) = θ(h 4 ), a contradiction. σ(ζ(V )) = σ(ζ(V (h 1 h 3 ) −1 h 2 h 4 )) = σ(ζ(h 1 h 2 h 3 h 4 )) = 2e which implies that ζ(h 1 + h 3 ) = e or (n + 1)e, a contradiction to k 1 , k 3 are odd.
Subcase 2.2. k 7 or k 8 is even. Say, k 7 is even.
Consider the sequence W = h 1 h 2 h 4 h 6 h 7 (see Figure 5 .9). Since θ(W ) ∈ F (θ(G)) and D(θ(G)) = D(C
