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Abstract. Thousands of individuals need surgical removal of their lar-
ynx due to critical diseases every year and therefore, require an alterna-
tive form of communication to articulate speech sounds after the loss of
their voice box. This work addresses the articulatory-to-acoustic mapping
problem based on ultrasound (US) tongue images for the development of
a silent-speech interface (SSI) that can provide them with an assistance
in their daily interactions. Our approach targets automatically extract-
ing tongue movement information by selecting an optimal feature set
from US images and mapping these features to the acoustic space. We
use a novel deep learning architecture to map US tongue images from
the US probe placed beneath a subject’s chin to formants that we call,
Ultrasound2Formant (U2F) Net. It uses hybrid spatio-temporal 3D con-
volutions followed by feature shuffling, for the estimation and tracking
of vowel formants from US images. The formant values are then utilized
to synthesize continuous time-varying vowel trajectories, via Klatt Syn-
thesizer. Our best model achieves R-squared (R2) measure of 99.96%
for the regression task. Our network lays the foundation for an SSI as
it successfully tracks the tongue contour automatically as an internal
representation without any explicit annotation.
Keywords: Silent speech interface, Ultrasound tongue contour, formant,
spatio-temporal feature, deep neural network, articulatory-to-acoustics.
1 Introduction
Human speech is a spontaneous yet powerful mode of communication. But mil-
lions of people fail to communicate through vocalization, due to severe diseases
and speech disorders. One of the key components of speech production is the
vocal fold, housed within larynx, which is responsible for providing the major
source excitation for speech through its vibrations. Many people need to un-
dergo laryngectomy or surgical removal of larynx for treating laryngeal cancer,
critical neck injuries and radio-necrosis of the larynx. Though laryngeal can-
cer accounts for only 1% of all cancers, it has around 70% 5-year survival rate
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[7]. Those undergoing laryngectomy are limited to speak sub-vocally by moving
their vocal tract articulators including their tongue, without engaging their vo-
cal fold. However, the loss of voice and failure to effectively communicate owing
to the lack of a voice-box, can have a devastating impact in the quality of life of
post-laryngectomy patients. The commercially available technologies for voice re-
habilitation, including trachea-esophageal speech and electrolarynx speech, have
significant limitations as discussed in [7]. Therefore, there is a need for an al-
ternative form of personalized communication device for such patients, that do
not rely on the acoustic signals to produce speech. The ability to communicate
in the absence of acoustic signals can be facilitated by sensing the movement of
the remaining speech articulators and converting those to speech. Such devices,
also known as silent speech interfaces” (SSI) [5], involve the extraction of speech
information via electro-encephalography, surface electromyography, ultrasound
imaging, electromagnetic articulography, etc. There are two distinct approaches
of providing speech outputs from these interfaces, viz. ‘recognition’ and ‘direct
synthesis’. Despite the rapid progress in speech token ‘recognition’ led by the
adoption of deep learning based classification [16], attempts in speech ‘synthesis’
has been less frequent due to the lack of efficient speech generation techniques.
In this paper, we introduce a novel ultrasound (US) based sound synthe-
sis approach via a 3D convolutional neural network and formant based speech
synthesis engine. The proposed Ultra2Formant Net (U2F) presents a hybrid
3D convolutional block which involves the parallel decomposition of a chunk
of standard 3D convolution into individual 2D spatial and 1D temporal con-
volutional filters. This constrained approach takes advantage of the orthogo-
nal nature of spatial and temporal kernels to decrease the parameter set as
well as increase the strength of net spatio-temporal feature encodings. These
encodings are then combined with parallel 3D convolutional output, followed
by rigorous feature shuffling. The network outputs the formant frequencies,
which are then fed to the Klatt speech synthesis engine for generating desired
continuous speech sounds. Our codes and other details are made available at
https://pramitsaha.github.io/.
2 Background and related works
2.1 Previous works
The research in this field was initiated with an attempt [6] to synthesize speech
based on 12 GSM vocoder parameters from tongue contour points using Multilayer-
perceptrons (MLP). The input was later modified and combined with lip coor-
dinates and mapped to 12 line spectral frequencies (LSF) using similar MLP
networks [4]. The input space was further altered in [9] to additionally include
Eigentongue features as well. Another related work [2] utilized different combi-
nations of feature representation including eigen-tongue and correlation-based
features to map to 13 MGC-LSP features using 5 layered DNN. In a follow-
up work [8], the authors replaced the hand-engineered features by an autoen-
coder, whose bottleneck features were then fed to the DNN layers for mapping
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to the MGC-LSP. In order to take advantage of a shared representation, a multi-
task DNN was further employed in [18] to simultaneously classify phone states
and synthesize spectral parameters. The latest work in this direction has been
the application of CNN-LSTMs on US images denoised via convolutional au-
toencoders, intended to predict 24 order MGC-LSP coefficients for synthesizing
speech in Hungarian language [11]. However, the vowel transitions in the syn-
thesized speech differ considerably from the desired speech, leading to the poor
performance of the synthesized version. A promising way of achieving closer
vowel trajectories is to explore the formant frequency space. The connection of
articulatory space with the 2D formant space is particularly important to ex-
plore because the formant representation is a very powerful acoustic encoding
that efficiently describes the essential aspects of speech using limited parame-
ters. It also provides a lot of insight on continuous vowel trajectories, the most
dynamic part of speech production, that can be utilized for better control of
speech in SSI. To the best of our knowledge, this is the first investigation on
deep learning based ultrasound-to-formant mapping for speech synthesis.
2.2 Formant estimation and tracking
Estimation and tracking of formant frequency is one of the fundamental prob-
lems in speech processing [15]. This involves determining the formant frequen-
cies corresponding to stationary speech segment and tracking these throughout
the signal. Since these formant frequencies are the direct results of resonances
brought about by the tongue movement, the problem somewhat boils down to
identifying and tracking the tongue contour. This is, to some extent, analogous to
the applications like video object tracking, action recognition, etc. which utilize
different spatio-temporal feature encoding schemes [19,1,14,13]. However, there
are numerous other challenges encountered in ultrasound based tongue localiz-
ing and tracking. For example, we cannot use pre-trained networks popular in
video processing as backbones for our application. Besides, the ultrasound im-
ages are grayscale, contain less information, possess low spatial resolution and
are infested with noises and artifacts.
2.3 Challenges in tongue tracking
Tongue is a muscular hydrostat having no conventional skeletal support, which
results in its remarkably diverse and complex movements [17]. Having multi-
ple degrees of freedom, different parts of the tongue can move simultaneously
towards different directions. As such, each tiny movement or shape change of
the tongue results in corresponding changes of the vocal tract resonances, which
in turn, changes the formant values at that time instant. However, there is a
dearth of tongue contour annotations and lack of fully-automated, generalizable
contour extraction methods that makes the U2S task much more challenging.
As a result, it is crucial for a successful U2S mapping algorithm to be able to
automatically track the tongue contour as a hidden representation, in order to
understand the variation of formants from ultrasound.
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Fig. 1. Overview of proposed Ultra2Speech. The arrows indicate the data flow.
3 Proposed Ultra2Speech (U2S) model
We face three fundamental challenges in US-based formant estimation and track-
ing: (1) extracting relevant spatial information for accurate tongue contour de-
tection; (2) encoding temporal information for understanding the dynamics of
tongue movement; and (3) reaching the desired mapping between the extracted
spatio-temporal features and the formant trajectories. In this section, we first
introduce our Ultra2Formant (U2F) Net, aimed at tackling these challenges
using different kernels of 3D CNNs, as illustrated in Fig 2.
3.1 First hidden layer
The input video is first convolved with a set of pointwise convolutional filters
with kernel of size 1× 1× 1. Such filters are known to reduce the computational
complexity before expensive 3 × 3 × 3 operations. Besides, they also extract
efficient low dimensional embedding and apply extra non-linear activations that
help the network to model complex functions.
3.2 Hybrid convolutional layer
The output channels of pointwise convolutions are split into three groups, one for
intra-frame spatial feature extraction, another for cross-frame temporal modeling
and the other for joint spatio-temporal encoding. The spatial branch is composed
of 2D CNN kernels 1×3×3; the temporal branch is composed of 1D CNN time-
kernels 3× 1× 1; and the joint spatio-temporal branch is composed of 3D CNN
kernels 3× 3× 3. In this way, we constrain some particular feature channels to
focus more on static spatial features, while few others to focus on dynamic motion
representation and remaining on encoding joint information. Factorizing part
of the standard 3D convolution kernel[13] into orthogonal parallel components
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Fig. 2. Architecture of the proposed Ultra2Formant (U2F) Net
reduces the number of parameters thereby making it easier to train. Besides, the
separation of orthogonal features also contributes towards better optimization of
loss function, as reflected in the performance later. This partial decoupling of the
spatial and temporal kernels of 3D CNN makes it both effective in performance
and efficient in computation.
3.3 Feature shuffling, grouped convolution and fully connected layer
The output from three branches are concatenated together and shuffled in three
groups. Consider the concatenated features with 3 groups, each having N chan-
nels. For shuffling, the output channel dimension is first reshaped into (3, N),
followed by transposing and then flattening it back to its previous shape for
feeding it to the next layer. This shuffling facilitates cross-group information
exchange and strengthens the spatio-temporal encoding within a computational
budget as shown in a different context in [20]. The feature representation is
further compressed by passing it through a grouped convolutional layer of ker-
nel size 1 × 1 × 1. The output features are finally flattened and connected to
two parallel sets of 30 output nodes through task-specific fully-connected layers.
This joint learning paradigm aimed at estimating two sets of formant frequencies
using the same network creates a shared representation beneficial for the model.
3.4 Formant2speech block
We utilize Klatt synthesis software that accepts the U2F outputs (formants)
as its input parameters and generates speech output as shown in Fig 1. Due
to space constraints, we refer the readers to [12] for further study on the joint
parallel-cascaded formant-to-speech synthesis methodology.
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4 Experiment and results
4.1 Data acquisition and preprocessing
Ultrasound and audio data collection: Since our target was to develop a
personalized SSI, we collected mid-sagittal US videos of a single male participant
over a number of sessions. Throughout the data collection procedure, the par-
ticipant was seated with his head stabilized against a headset and was asked to
make continuous open vocal tract sounds with intervals in between. For imaging
the tongue, the ultrasound transducer was placed beneath the chin. The imaging
was done using ALOKA SSD-5000 ultrasound system at 30 fps, with 180 degree
9mm radius UST-9118 3.5 MHz convex ultrasound probe. Mono-channel au-
dio recording was done simultaneously using Praat software, a Sennheiser MKH
416 P48 shotgun microphone and a Focusrite Scalet 2i2 preamplifier. In order
to align the audio soundtrack and the video recording, participants were asked
to produce sounds that involves a sudden salient acoustic change and a quick
noticeable tongue movement, such as /ga/.
Audio-visual alignment, image extraction and pre-processing: Since
the audio recording started prior to video recording, there was a time lag be-
tween audio and video recordings which ought to be calculated. For this, the
frame of production of the release of /ga/ in ultrasound imaging data and the
timestamp of the same event in the audio recording were identified and used for
synchronization. Vowel sequences were identified and segmented from the audio
recordings, and acoustic landmarks were prepared. Further, ultrasound video
recording were converted to image sequences at 30 fps using QuickTime 7 Pro
and the frames corresponding to each vowel sequence were extracted considering
the time of acoustic landmarks and the lag between audio and video recordings.
The frames of spatial resolution 480 × 640 were cropped using a bounding box
of 200 × 330 that contained the tongue for the entire image sequence and were
further downsampled into 50 × 82. We also converted the images to grayscale
and normalized the pixel intensities within [0, 1]. We chose a time window of
30 frames, resulting in a total of 13,082 videos of duration 1 second each. This
time window was chosen as a trade-off between the dynamic information to be
imparted to the network and the computational time required for training.
Formant extraction from recorded speech: We applied a Hamming window
on frame-blocked acoustic signal of 1470 samples each. Following the traditional
approach, next, we employed a 1D filter with transfer function of 1/(1+0.63z−1)
and computed the linear predictive coefficients for the filtered signal using auto-
correlation method. Furthermore, we computed the roots of the predictor poly-
nomial in order to locate the peaks in spectra of LPC filters. Only positive
frequencies up to half of the sampling frequency were considered for calcula-
tions and were sorted in ascending order. In this study, we explored the first two
formant frequencies - the most dominating parameters for speech trajectories.
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Fig. 3. (a) Time-varying formants (Red indicates target and blue indicates predicted
trajectories), (b) Original speech signal, (c) synthesized speech signal
Fig. 4. Saliency maps from U2F showing internal tongue contour localization
4.2 Implementation details and performance analysis
Network architecture: The final model consists of 4 hidden layers, 3 being
convolutional, with respectively 48, 96 and 32 filters and the last one being a
fully-connected layer of 5760 nodes, connected parallely to the output nodes as
illustrated in Fig 2. Each 3D convolutional layer has a stride=1 and is followed
by 3D Batch Normalization[10], ReLU activation[3] and 3D max-pooling with a
stride=2. We perform a respective padding of (0,1,1), (1,0,0) and (1,1,1) for the
spatial, temporal and spatio-temporal convolution of the hybrid layer.
Training and evaluation: Our U2S model was implemented in PyTorch. We
randomly shuffled and partitioned the data (13,082 videos) into train (80%), de-
velopment (10%) and test sets (10%). The network was trained with a batch size
of 10 on NVIDIA GeForce GTX 1080 Ti GPU. Mean absolute error (MAE) loss
function was optimized using Adam with a learning rate of .001 for a total of 100
epochs. All the parameters were randomly initialized. In order to mitigate the
problem of overfitting, we used Batch Normalization after every convolutional
layer and before applying non-linearity. The architectural parameters and hy-
perparameters shown in Fig 2 were selected through an exhaustive grid-search.
Since the results were computed as a sequence of f1 and f2 values (30 each) as
shown in Fig 3 (a), we used Mean Absolute Error (MAE) and Mean R-squared
(R2) as metrics for quantifying the regression performance.
Results: We showcase our results on a randomly chosen sample in Fig 3, which
demonstrates that there is almost no visible distinction between the target and
predicted acoustic signal. We also show the visual explanation behind the esti-
mations made by U2F in Fig 4 in the form of saliency maps corresponding to
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last CNN layer. This surprisingly reveals its striking ability to accurately repre-
sent the tongue contour internally. Table 1 presents the quantitative results and
comparisons, corresponding to a joint f1-f2 prediction task Vs individual formant
prediction task. The joint configuration consistently achieves better performance
taking advantage of a shared representation, despite having fewer parameters.
Our baseline method is the Conv-BiLSTM that has been presented as the state-
of-the-art approach in [11]. The network in the fourth row of the Table 1 has
exactly same architecture as U2F except that the hybrid CNN-block is replaced
by regular CNN-block. The results show that the proposed U2F model outper-
forms the CNN-RNN baselines as well as the standard 3D CNN models even
with lesser number of parameters.
Table 1. Performance comparison with baseline methods
Method f1 f2 f1− f2
MAE Mean R2 MAE Mean R2 MAE Mean R2
CLSTM(2-layers)+2-FCN .0419 86.36 .0423 85.34 .0444 86.45
CBiLSTM(2-layers)+2-FCN .0352 89.40 .0380 89.12 .0293 90.01
3D CNN(2-layers)+1-FCN .0233 96.79 .0242 96.22 .0069 98.87
3D CNN(4-layers)+1-FCN .0204 98.40 .0174 98.13 .0118 98.78
Our U2F (with Hybrid Conv) .0097 99.80 .0092 99.76 .0052 99.96
Ablation study We conduct several ablation experiments on our dataset to
analyze the contribution of different modules of U2F Net. Here, we particularly
report (in Table 2) three primary variants of our model obtained by dropping the
spatial layer, the temporal layer, and the channel shuffling. We can see that the
network performance decreases by 1.88% and 1.44% in absence of the individual
spatial and temporal encoding respectively. This shows that the hybrid block
is a significant part of U2F which captures contrasting features to jointly learn
the localization and tracking of tongue contour better. Similarly, the removal of
shuffling block leads to an approximate decrease of the Mean R2 by .84%. This
is because channel shuffling mixes the independent as well as shared encodings
and thereby enriches the input feature space for the last grouped CNN layer. All
the ablation studies provide evidence in favour of our original model design.
Table 2. Ablation experiments - Removal of spatial, temporal and shuffling blocks
Method f1 f2 f1− f2
MAE Mean R2 MAE Mean R2 MAE Mean R2
U2F w/o spatial kernels .0178 97.78 .0267 97.69 .0113 98.08
U2F w/o temporal kernels .0188 98.01 .0180 98.30 .0161 98.52
U2F w/o shuffling block .0103 98.84 .0097 99.09 .0087 99.12
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5 Discussion and Conclusion
The main contributions of our paper are four-fold:
1. We developed a novel spatio-temporal feature extraction strategy for map-
ping ultrasound tongue movement to formant trajectories. This involves re-
placing a chunk of the 3D convolutional layer by individual 2D spatial and
1D temporal convolutions for better feature encoding. A shuffling block is in-
troduced to enable cross-feature information flow between spatial, temporal
and spatio-temporal representations.
2. For the first time, we established a successful end-to-end mapping between
the ultrasound tongue images and formant frequencies, that bridges the gap
in SSI and opens a new dimension for articulatory speech research.
3. We provide evidences that our network has the ability to model an internal
representation of tongue by optimizing a non-image based loss function. This
demonstrates that the network has the potential to replace the manual selec-
tion of points for semi-automatic tongue contour extraction. This also shows
the promise of using acoustic labels for tongue contour detection, thereby,
replacing the need for tedious manual annotation for tongue tracing.
4. Our approach shows a striking improvement in performance over the base-
line methods. We present an ablation study to explain the contribution of
individual components towards better performance. Our network has the po-
tential to encode robust spatio-temporal information in other related tasks.
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