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Abstract
In the context of gene regulatory networks, a negative feedback loop is modeled by N -coupled ordinary differential equations.
The resulting system is highly non-linear due to the use of smooth Hill functions. This classical dynamical system properly
captures the two main biological behaviors arising from this type of recurrent network motif: homeostasis under global stability
of the unique fixed point, and biochemical oscillations otherwise. When homeostatic conditions are disrupted, undesired
sustained oscillations can appear. In this context, a biologically relevant control strategy is designed in order to suppress
these undesirable oscillations. As biological measurement techniques do not provide a quantitative knowledge of the system,
the control law is chosen piecewise constant and dependent on specific regions of the state space. Moreover, due to biological
devices inaccuracies, the measurements are considered uncertain leading to regions in which the control law is undefined.
Under appropriate conditions on the control inputs, successive repelling regions of the state space are determined in order to
prove the global convergence of the system towards an adjustable zone around the fixed point. These results are illustrated
with the well-known p53-Mdm2 genetic feedback loop.
Key words: Qualitative control; Discrete measurements; Nonlinear systems; Bio control; Feedback loops.
1 Introduction
Gene regulatory networks govern biological functions
as a whole. A better understanding of their underlying
mechanisms as well as new strategies for the control of
their dynamics would lead to an improvement regard-
ing diseases insights and pharmacological treatments
[38]. A close observation of their structure shows that
these complex networks display recurrent motifs of in-
terconnections composed of a small number of genes,
that often play central roles in biological functions [34].
Negative feedback loops are a good illustration of such
vital building blocks. They are identified as essential
for homeostasis [25] (a vital function that maintains
relatively constant the biological internal operating con-
ditions) and oscillatory behaviours [10].
An homeostasis disruption, called a dyshomeostasis,
may result in the emergence of undesirable sustained os-
cillations. As an example, the well-known gene p53 [24],
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involved in apoptosis, has been shown to be tightly reg-
ulated in healthy organisms in order to prevent extreme
expression levels, likely responsible for various neurode-
generative diseases [39] and early embryonic lethality
[4]. At the neuron scale, periodic firing patterns with
under- and overstimulations, probably caused by an un-
derlying genetic dyshomeostasis [17], are known to be
involved in various cerebral damages [22,16]. Finding an
appropriate way to tightly control and redesign these
disrupted genetic systems is of really high interest.
To that end, synthetic biology has made significant
progress in the recent years and has provided more and
more control tools. In addition to classical approaches,
such as inducer molecules introduction [32,14,15] and
environmental disruptions [43], a more recent technique
based on light pulses, called optogenetics, has been
emerging [41,33]. However, it is important to keep in
mind that all these synthetic techniques often lead to
tedious and expensive experiments, partly due to the
high precision and quality devices required, as well as
the huge number of biological trials needed before de-
veloping the appropriate control. For all these reasons,
the use of mathematical modeling and the theory of dy-
namical systems and control may provide a good insight
in order to help designing the first draft of a control
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strategy.
In order to stay as close as possible from the real bi-
ological context, the genetic dynamical model must be
kept as exhaustive and general as possible, leading to
the analysis of highly non-linear differential equations
in which genes interactions are modeled by sigmoid
Hill functions. These classes of systems are extensively
used to model gene regulatory networks and properly
describe transcriptional and translational genetic steps
[20]. They are a generalization of Boolean genetic net-
works [40] and PWA systems [11]: even though they are
more difficult to analyze, they keep exhaustive informa-
tion and present less restrictive dynamics (see [8] for a
review).
Regarding control, three main biological constraints
must be considered. First, the nature of the inputs:
biological control techniques, such as the one reviewed
previously, often lead to constant inputs. Moreover, it
often happens that the sign of the control law must be
kept positive [21]. Second, the nature of the measure-
ments: in biotechnology, quantitative measurements are
mostly inaccessible. Indeed, measurement techniques
such as fluorescence microscopy lead to a partial es-
timation of the temporal and spatial gene expression
level within the cell. This biological reality prevents the
implementation of classical control strategies that de-
pend on precise and continuous knowledge of the state,
and naturally encourages qualitative control depending
on regions of the state space only. This class of control
strategy has been already applied for different biological
systems such as PWA gene regulatory networks. In [7]
for example, the authors designed a qualitative control
in order to globally stabilize the different fixed points
of a two-dimensional PWA genetic positive feedback
loop. This system was also controlled in [26] in order
to stabilize its unstable fixed point, and real biological
implementations were performed in order to support
the analytical results. A similar idea is presented in [9],
where the production rate of a two-dimensional PWA
genetic feedback loop is controlled in order to create a
periodic orbit. More theoretically, a general framework
has been developed in [12] in order to control PWA
gene regulatory networks. Third, uncertainties in the
measurements: besides qualitative nature of measure-
ments, inherent cells specificities and heterogeneities as
well as limited sensitivity of measurement devices often
induce noisy information. Uncertain control laws have
been already applied for biochemical processes control
strategies. In [28] for example, this type of control law
has been designed in order to stabilize a working set
point of a bioreactor and prevent washout.
These biological realities lead to the analysis of hybrid
systems for which classical results about dynamics and
control do not apply. For this purpose, new theory and
new methods have been developed [27]. For hybrid sys-
tems with discontinuous right-hand sides in particular,
the solutions can be defined with the theory of Filip-
pov and differential inclusions [13], leading to specific
dynamics such as sliding modes. The same limits occur
when treating stability problems [36]. For example, the
construction of smooth Lyapunov functions is a hard
task for these types of systems [2]. Yet, few methods
have been developed to answer stability questions for
particular cases [5].
In this context, this paper presents a piecewise con-
stant control strategy which considers the new synthetic
control approaches as well as the three main biological
constraints just presented, in order to recover the stable
biological conditions of a disrupted negative feedback
loop that exhibits undesired sustained oscillations.
The model of the negative feedback loop is presented
in any dimension N with smooth non-linear Hill func-
tions, and the piecewise constant control strategy leads
to the analysis of a hybrid system with autonomous
switch of its dynamics (Section 2). The construction
of successive repelling regions allows to determine the
qualitative dynamics of this system. It is shown that,
under appropriate conditions on the control inputs, the
sustained oscillations can be removed and the trajecto-
ries globally converge towards a small homeostatic zone
(Section 3). Finally, this control strategy is illustrated
with the well-known p53-Mdm2 negative feedback loop
(Section 4).
2 Controlled negative feedback loop model
With N components, whether genes or proteins, the
controlled negative feedback loop is described with the
following system:
ẋ1(x1, xN ) = κ01 + u(x)κ1h
−(xN , θN , nN )− γ1x1
ẋi(xi, xi−1) = κ0i + κih
+(xi−1, θi−1, ni−1)− γixi
(1)
∀i ∈ {2, .., N}, where
u(x) = umin ∀x1 ≥ x̄1 + δ1,
u(x) = umax ∀x1 ≤ x̄1 − δ1,
u(x) ∈ {umin, umax} ∀x1 ∈ ]x̄1 − δ1, x̄1 + δ1[.
(2)
In a more compact form, this dynamical system can
be noted ẋ = F (u(x), x). The functions h+(x, θ, n) =
xn/(θn +xn) ∈ [0, 1[ and h−(x, θ, n) = 1−h+(x, θ, n) ∈
]0, 1] are sigmoid functions (called Hill functions) and re-
spectively model activation and repression between vari-
ables with threshold θ and steepness n. These sigmoidal
shape responses have been widely observed biologically
and are a generalization of Michaelis-Menten kinetics for
cooperative bindings: the parameter n is an integer that
represents the number of transcription factors that need
to bind to the promoter of the gene [20]. In addition, bi-
ological components are produced with a basal rate κ0i,
degraded with a rate γi and experience interaction with
intensity κi. For biological consistency, all these param-
eters are considered strictly positive.
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Fig. 1. The control takes the value umin when x1 ≥ x̄1 + δ1,
umax when x1 ≤ x̄1 − δ1, and is undetermined when
x̄1 − δ1 < x1 < x̄1 + δ1.
In order to keep the biological experiments as simple
as possible, the control law u(x) is arbitrarily dependent
on the measurement of the first gene x1 and acts on its
own expression only. Moreover, the two constants umin
and umax are adapted to the input types generated by
biological control means. Finally, the measurements of
x1 are considered qualitative and uncertain, leading to
partial knowledge of the system. The gene can either be
detected highly expressed (x1 ≥ x̄1) or weakly expressed
(x1 ≤ x̄1) and for a given measured x1, the real system
may be anywhere in the range [x1 − δ1, x1 + δ1] where
2δ1 ≥ 0 models fluctuations, precision and sensibility of
the measurement device [28]. As soon as x1 in inside the
uncertain domain ]x̄1 − δ1, x̄1 + δ1[ (also called switch-
ing domain), the control law is undetermined and may
either take the value umin or umax (see Fig. 1 for an il-
lustration). Therefore, system (1) under unpredictable
control law (2) is a differential system with discontinu-
ous right-hand side and its solutions are appropriately
defined in the sense of Filippov as the solutions of the
following differential inclusion [13]:
ẋ ∈ H(x)
such thatH(x) = F (umin, x) when x1 ≥ x̄1+δ1,H(x) =
F (umax, x) when x1 ≤ x̄1 − δ1 and
H(x) = c̄o{F (umin, x), F (umax, x)}
on the switching domain, where c̄o is the closed convex
hull of the set of vector field. These types of solutions
often lead to the emergence of sliding modes along the
switching domains.
When u(x) = 1, the usual negative feedback loop
model is recovered and system (1) falls into the cate-
gory of monotone cyclic feedback systems with a unique
fixed point, called x̄ = (x̄1, ..., x̄N ). In dimension 2, the
fixed point is globally asymptotically stable and appro-
priate conditions on the parameters can be determined
for the emergence of damped oscillations. In dimension
greater than 2 the dynamics is more complex, but a
couple of results exist [29]. Depending on the parame-
ters, two principal behaviours arise: global stability of x̄
under sufficient conditions [1,37,44], and emergence of
periodic solutions [23,19,31]. These two main dynamics
properly capture the observed biological behaviours of
negative feedback loops. It has been shown in the equiv-
alent piecewise affine (PWA) systems that the emerging
periodic orbit is unique and stable [11]. In this smooth
non-linear version, the periodic orbit seems unique and
globally attractive as well, but no rigorous proof of this
observation exists.
Remark 1 By studying the vector field, it is straight-
forward to show that system (1) with u(x) = 1 is a
priori bounded: x1 ∈ ]κ01/γ1, (κ01 + κ1)/γ1] and xi ∈
[κ0i/γi, (κ0i + κi)/γi[ ∀ i ∈ {2, .., N}.
Hereafter, in the context of a disrupted homeostasis as
presented in the introduction, the loop is supposed to be
composed of at least three elements and the parameters
of system (1) with u(x) = 1 are assumed to generate sus-
tained oscillations: this dynamics is typically found with
the fixed point x̄ locally unstable. In order to remove
the undesirable sustained oscillations, the control strat-
egy (2) must lead to a global convergence of system (1)
in a small region around the homeostatic state x̄.
3 Global convergence
In this section it will be shown that, under appropriate
conditions on the two constant inputs umin and umax,
the homeostatic conditions are recovered. This will be
proved by identifying specific dynamical transitions be-
tween zones of the state space. For this purpose, the
space is partitioned as follows:
Definition 2 The N-dimensional space is partitioned in
3N zones. Each zone is called (a1a2...aN−1aN ) such that
∀i ∈ {1, .., N}:
• ai = 0 if xi < x̄i − νi,
• ai = 1 if x̄i − νi ≤ xi ≤ x̄i + δi,
• ai = 2 if xi > x̄i + δi,
where ∀i ∈ {2, .., N}:




+(x̄i−1 + δi−1, θi−1, ni−1)
)
/γi − x̄i,
• νi = x̄i −
(
κ0i + κih
+(x̄i−1 − νi−1, θi−1, ni−1)
)
/γi.
An illustration of the partitioning in dimension 3 is
presented in Fig. 2.
Remark 3 The term region will further refer to a union
of zones. For example the region a1 = 2 is the union of
3N−1 zones: (2a2...aN−1aN ) where ai ∈ {0, 1, 2} ∀i ∈
{2, .., N}.
Definition 4 A region of the state space is repellent if:
• for each trajectory starting in this region, there is a
time T > 0 after which the trajectory leaves the region,
• no trajectory enters this region.
Practically, if the vector field ẋi in a region (a1...aN )
keeps a non-zero constant sign in the whole region, in-
cluding at the borders, the region is repelling in direction
3
Fig. 2. Partitioning of the state space in dimension 3 ac-
cording to Definition 2, and graph of transitions. The space
is split in different zones of dimension 3 all represented as
nodes in this figure. The arrows represent transitions be-
tween zones. Some transitions represented here by the plain
black arrows do not play any role in the construction of the
proof of Theorem 10. Moreover, because of the condition on
umax, some transitions (represented by dashed black lines)
are undetermined. The successive repelling regions stated in
Theorem 10 are represented with different colors. In the end,
the trajectories converge towards the red zone (111).
i. When the region is upper (resp. lower) bounded in di-
rection i, if ẋi > 0 (resp. ẋi < 0), the trajectories will
leave the region through the upper (resp. lower) bound
defining ai.
The following conditions on umin and umax allow the
statement of four Lemmas that successively define re-
pelling regions of the state space:
Assumption 5 With δ1 ≤ x̄1 − κ01/γ1:
umin ≤




γ1(x̄1 − δ1)− κ01
κ1h
−(x̄N + δN , θN , nN )
.
Lemma 6 Under Assumption 5, the region defined by
a1 = 2 is repellent.
PROOF. It is shown that the region a1 = 2 is repellent
in direction 1, namely ẋ1 < 0 in the whole region.
For x1 > x̄1 + δ1 the x1-vector field is defined
as: ẋ1(x1, xN ) = κ01 + uminκ1h
−(xN , θN , nN ) −
γ1x1. By evaluating this expression at the bound-
ary x1 = x̄1 + δ1 and using Assumption 5 on umin,
the following inequality comes up: ẋ1(x̄1 + δ1, xN ) ≤
[κ01 − γ1(x̄1 + δ1)]
(
1− h−(xN , θN , nN )
)
. The bounded
properties of system (1) with u(x) = 1 explained in Re-
mark 1 give x̄1 ∈ ]κ01/γ1, κ01 + κ1/γ1] and by definition
h−(xN , θN , nN ) ∈ ]0, 1]. This implies ẋ1(x̄1 + δ1, xN ) ≤
0. Moreover, for xN fixed and x1 > x̄1 + δ1, the linear
degradation term −γ1x1 in the x1-vector field expres-
sion gives: ẋ1(x1, xN ) < ẋ1(x̄1 + δ1, xN ) ≤ 0. Hence,
ẋ1(x1, xN ) < 0 ∀ xN ≥ 0 and ∀ x1 > x̄1 + δ1. Finally,
as a1 = 2 is lower-bounded by x1 = x̄1 + δ1, the region
is repellent in direction 1. 2
This first Lemma is illustrated in the left plot of Fig. 3
by the three blue arrows.
Lemma 7 For any i ∈ {1, .., N − 1}, the region defined
by ai ∈ {0, 1} ∪ ai+1 = 2 is repellent.
PROOF. It is shown that for any i ∈ {1, .., N − 1},
the region ai ∈ {0, 1} ∪ ai+1 = 2 is repellent in direction
i+ 1, namely ẋi+1 < 0 in the whole region.
By evaluating the xi+1-vector field at the boundary
xi+1 = x̄i+1 + δi+1 and using the definition of δi+1, the
following inequality comes up: ẋi+1(x̄i+1 + δi+1, xi) =
κi+1
(
h+(xi, θi, ni)− h+(x̄i + δi, θi, ni)
)
. Moreover,
in the relevant region, xi ≤ x̄i + δi leading to
ẋi+1(x̄i+1 + δi+1, xi) ≤ 0 ∀xi ≤ x̄i + δi. For any
xi+1 > x̄i+1 + δi+1 and xi fixed, the linear degrada-
tion term −γi+1xi+1 in the xi+1-vector field expres-
sion gives: ẋi+1(xi+1, xi) < ẋi+1(x̄i+1 + δi+1, xi) ≤ 0.
Hence, ẋi+1(xi+1, xi) < 0 ∀ xi ≤ x̄i + δi and ∀
xi+1 > x̄i+1 + δi+1. Finally, as ai ∈ {0, 1} ∪ ai+1 = 2
is lower-bounded by xi+1 = x̄i+1 + δi+1, the region is
repellent in direction i+ 1. 2
The two blue arrows in the right plot of Fig. 3 illustrate
this second Lemma.
Lemma 8 Under Assumption 5, the region defined by
aN ∈ {0, 1} ∪ a1 = 0 is repellent.
PROOF. It is shown that the region aN ∈ {0, 1}∪a1 =
0 is repellent in direction 1, namely ẋ1 > 0 in the whole
region.
For x1 < x̄1 − δ1 the x1-vector field is defined as:
ẋ1(x1, xN ) = κ01 + umaxκ1h
−(xN , θN , nN ) − γ1x1. By
evaluating this expression at the boundary x1 = x̄1− δ1
and using Assumption 5 on umax, the following inequal-
ity comes up: ẋ1(x̄1 − δ1, xN ) ≥
(γ1(x̄1 − δ1)− κ01)
[
h−(xN , θN , nN )




Moreover, in the relevant region, xN ≤ x̄N + δN , and
Assumption 5 gives γ1(x̄1−δ1) ≥ κ01, leading to ẋ1(x̄1−
δ1, xN ) ≥ 0 ∀ xN ≤ x̄N + δN . For any x1 < x̄1 − δ1
and xN fixed, the linear degradation term −γ1x1 in the
x1-vector field expression gives: ẋ1(x1, xN ) > ẋ1(x̄1 −
δ1, xN ) ≥ 0. Hence, ẋ1(x1, xN ) > 0 ∀ xN ≤ x̄N + δN
and ∀ x1 < x̄1− δ1. Finally, as a1 = 0 is upper-bounded
by x1 = x̄1− δ1, the region is repellent in direction 1. 2
The two red arrows in the left plot of Fig. 3 illustrate
this third Lemma.
Lemma 9 For any i ∈ {1, .., N − 1}, the region defined
by ai ∈ {1, 2} ∪ ai+1 = 0 is repellent.
PROOF. It is shown that for any i ∈ {1, .., N − 1}, the
region ai ∈ {1, 2} ∪ ai+1 = 0 is repellent in direction
i+ 1, namely ẋi+1 > 0 in the whole region.
4
Fig. 3. Left: Transitions properties in the (x1, xN ) plane. The dashed blue line is the x1-nullcline for the region a1 = 2. The
half-plain half-dashed red line is the x1-nullcline for the region a1 = 0. The dashed style corresponds to nullclines situated in
another region, and the plain style for nullclines situated in their proper region. There are no nullclines in the region a1 = 1
as the control is undetermined. The arrows represent vector field in x1-direction. Lemma 6 is illustrated by blue arrows, and
Lemma 8 by red arrows. Right: Transitions properties in the (xi, xi+1) plane. The black line is the xi+1-nullcline. The arrows
represent vector field in xi+1-direction. Lemma 7 is illustrated by blue arrows, and Lemma 9 by red arrows.
The argumentation follows the same structure as the
proof of Lemma 7 by reversing all the inequalities and
replacing all +δ by −ν, giving: ẋi+1(xi+1, xi) > 0 ∀
xi ≥ x̄i−νi and ∀ xi+1 < x̄i+1−νi+1. Finally, as ai+1 = 0
is upper-bounded by xi+1 = x̄i+1 − νi+1, the region is
repellent in direction i+ 1. 2
This final Lemma is illustrated by the two red arrows
in the right plot of Fig. 3. These four Lemmas finally
allow the statement of the main result of this paper:
Theorem 10 If Assumption 5 holds, system (1) un-
der control law (2) converges globally towards the zone
(a1...aN ) = (1...1) where ai = 1 ∀i ∈ {1, .., N}.
PROOF. As a base case, Lemma 6 states that any tra-
jectory ends up in the region a1 ∈ {0, 1} (illustrated
by the orange arrows in Fig. 2). Through an immedi-
ate mathematical induction, Lemma 7 states that any
trajectory is further contained in the region ai ∈ {0, 1}
∀i ∈ {1, .., N} (illustrated by the blue arrows, followed
by the brown arrows in Fig. 2). As a new base case
Lemma 8 states that any trajectory stands in the region
ai ∈ {0, 1} ∪ a1 = 1 ∀i ∈ {2, .., N} (illustrated by the
pink arrows in Fig. 2). Finally, by a second immediate
mathematical induction, Lemma 9 states that any tra-
jectory ends up in the zone ai = 1 ∀i ∈ {1, .., N} (illus-
trated by the green arrows, followed by the purple arrow
in Fig. 2). In other words, the system is trapped in the
zone ai = 1 ∀i ∈ {1, .., N}, ending the proof of global
convergence. 2
This type of demonstration has been already exploited
for similar systems [42,35,3,11]. In this paper however,
the analysis intentionally considers a restricted number
of transitions (colored arrows in Fig. 2) in comparison
with classical proofs that analyze all potential transi-
tions (supplementary black arrows in Fig. 2). While the
traditional method gives more material about trajecto-
ries, this reduced approach greatly facilitates the under-
standing of the global dynamics in any dimension N .
Due to the unpredictable control law in the switching
domain and the borders of the defined zones, some tran-
sitions are not unidirectional: in this case, the border of
the two adjacent zones may be crossed in both direc-
tions (dashed black arrows in Fig. 2). This means that
some cycles may emerge between zones (see for example
the cycle 102 → 112 → 012 → 002 → 102 in Fig. 2).
However, these cycles are not periodic trajectories (for
the latter example, the variable x3 decreases until the
trajectory leaves the brown region).
Remark 11 With the condition δ1 > x̄1 − κ01/γ1, the
result is the same and the proof is straightforward. In
this case, the value given to umax has no influence on
the invariant zone. Indeed, the region a1 = 0 is natu-
rally repellent as explained in Remark 1. In other words,
umax = 1 is enough to guarantee convergence towards
(1...1). This control strategy simplifies the biological set-
up as umax = 1 is equivalent to no control, inducing
that the system must only be controlled in the half space
x1 ≥ x̄1.
This theoretical control strategy has a few convenient
biological properties.
First, the switch between the two positive constants
umin and umax may be biologically applicable with op-
togenetics or with the introduction of doses of inducer
molecules for example, as long as the following method
is applied: when the first gene x1 is detected highly
(resp. weakly) expressed compared to its normal home-
ostatic conditions, its inhibition by the last gene xN
must be reduced (resp. amplified).
Second, as long as umin and umax meet Assumption
5, the global convergence towards the attractive zone is
5
Fig. 4. The three components of the p53-Mdm2 negative
feedback loop
still guaranteed, even if they fluctuate over time. This
allows uncertainties and variations in the biological con-
trol input.
Third, this control approach guarantees convergence
towards a region around x̄. This small domain is sat-
isfactory as strict convergence is not likely to occur
in biology due to inherent and devices uncertainties.
Theoretically, the boundaries of this convergence area
may be tuned as close as desired from x̄ by restricting
the zone of fluctuation 2δ1: indeed as δ1 converges to-
wards zero, the region shrinks around x̄. In the case of
perfect measurements, namely δ1 = 0, it is possible to
show that x̄ becomes a globally asymptotically stable
fixed point of this ideal system. This result does not
seem straightforward as x̄ is neither a fixed point of the
system controlled by umax nor of the system controlled
by umin. One must keep in mind that these types of
switching systems are not classic continuous dynamical
systems and that more complex dynamical behaviors
may happen. The theory of Filippov enables to show
that the convergence arises through an “artificial” slid-
ing mode along the hyperplane x1 = x̄1, due to the
opposite sign of the x1 vector-field on both sides of the
switching domain [13,5].
Importantly, this control strategy applies to a more
general structure of negative circuits. Indeed, system (1)
with u(x) = 1 can be seen as the canonical form of ge-
netic negative loops: it is possible to show that any loop
composed of an odd number of inhibitions (modeled by
the decreasing Hill functions h−(.)) is equivalent to sys-
tem (1) after a change of variable (for example a loop
composed of three genes that repress each other in di-
mension 3). Consequently, all these similar systems have
exactly the same dynamics and the same properties, and
it follows that control law (2) perfectly applies to them.
Next section illustrates this control strategy with
the well-known p53-Mdm2 biological negative feedback
loop.
4 A biological example: the p53-Mdm2 negative
loop
The protein p53 plays an essential role in living or-
ganisms (see for example [24] for a complete review). In
healthy and unstressed conditions, this protein is kept
at low levels thanks to tight homeostatic control mech-
anisms [4]. In various stressed conditions however, such












Fig. 5. The black star-plain line represents the p53-Mdm2
data from [18]. The green plain line is a simulation of sys-
tem (1) with u(x) = 1, where the parameters are determined
thanks to a least square routine in Scilab with symmetrical
hypothesis: κ0i = 0.001, κi = 0.95, γi = 0.65, θi = 0.49 and
ni = 10 for i ∈ {1, 2, 3}.
as the presence of malignant cells or in case of DNA
damages, it has been observed that the concentration
of p53 starts to oscillate [30].
These two main dynamical behaviors have been partly
explained through a negative regulation of p53 by an-
other protein called Mdm2. Several models have been
built in order to recover these different observations (see
for example [18] for a review). Among these possible
models, one is similar to model (1) presented in section
2 with x1 representing the concentration of p53, x2 the
concentration of a precursor of Mdm2, such as Mdm2
mRNA (messenger RNA), and x3 the concentration of
the protein Mdm2. The protein p53 is known to en-
hance the production of Mdm2 mRNA, itself enhancing
the production of the protein Mdm2, and this latter
inhibits the production of p53 as explained previously
(see Fig. 4).
Importantly, it has also been recently observed that,
due to its important role in apoptosis, inappropriate ac-
tivity of p53 with too high or too low concentrations can
lead to various diseases, such as neurodegenerative dis-
orders characterized by a neuronal loss like Alzheimer
[39], or early embryonic lethality [4]. In this context, the
control strategy presented in this paper may be a useful
tool in order to force a disrupted p53-Mdm2 loop that
exhibits extreme undesirable values of p53 to recover
healthy homeostatic conditions.
The oscillating p53 data points provided by [18] are
fitted thanks to a least square method 1 with the clas-
sical cost function: J(p) =
m∑
i=1
(x1(ti, p)− yi)2, where m
1 performed with Scilab: https://www.scilab.org/fr. Codes
available upon request.
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Fig. 6. For all plots, the parameters are the same as in Fig. 5. The trajectory for each variable is depicted with different
colors (x1: green, x2: blue, x3: red) and the black color is dedicated to the control law u(x). The four left plots represent a
simulation of the uncontrolled system (1) with initial conditions x0 = (0.5, 0.4, 0.47): the three variables oscillate around the
fixed point x̄ = (0.45, 0.46, 0.53) and the control is fixed to 1. The four right plots represent a simulation of system (1) with
same initial conditions x0, under control law (2) with δ1 = 0.001, umin = 0.2 and umax = 2.1. As predicted, the trajectories
converge towards the globally attractive zone defined with δ2 ≈ ν2 ≈ 0.007 and δ3 ≈ ν3 ≈ 0.05 represented by colored bands.
As x1 ≥ x̄1 + δ1 initially, the control stays constant to umin for a very short period of time. As soon as x1 arrives in the
unpredictable zone, the control starts switching stochastically between umin and umax with the same probability.
is the number of time points, yi is the fluorescence mea-
surement at time ti provided by the data, and x1(ti, p)
is the evaluation of the first variable of the uncontrolled
model (1) with the vector of parameters p. For sake
of simplicity, the model is supposed to be symmetric:
the parameters κ0i, κi, θi, ni and γi are supposed to
be equal for any i ∈ {1, 2, 3}. In the end, the vector of
parameters p contains 5 unknowns: p = (κ0, κ, θ, n, γ).
A last constraint consists in imposing n as an integer as
explained in section 2. The result of this calibration is
shown in Fig. 5.
The four left plots of Fig. 6 present a simulation of
this uncontrolled fitted model with sustained oscilla-
tions. With a measurement error arbitrarily fixed to
δ1 = 0.001, it is possible to observe in the four right
plots of Fig. 6 that the control strategy presented in
this paper induces a global convergence towards the an-
alytic attractive zone (111) around the unstable fixed
point, preventing unsafe extreme concentrations of p53.
The convergence of the attractive zone towards x̄ when
δ1 → 0, as discussed in the previous section, is illustrated
in Fig. 7. This graph can be used in order to estimate
the measurement precision needed for a desired conver-
gence result.
It is possible to observe that the time step needed for
the numerical resolution of the ODE produces a thicker
convergence band than the one predicted for the first
variable (see the top third plot of Fig. 6). This illustrates
the fact that if the controller is limited in speed or if the
measurements are slow compared to the time evolution
of the system, the convergence result is no longer ac-
curate. In this case, the boundaries of the convergence
region would be fuzzier and a detailed study of this sit-
uation might be an interesting extension of the work.
As a remark, simulations need a probability distri-
bution for the control in the region a1 = 1 as it may
take any of the two values umin and umax. As no a pri-
ori probability is evident about fluctuations in the mea-
sures, the numerical results are presented here with a
classical discrete uniform distribution: the probability
p(.) that the control takes the value umin is the same as
the probability that the control takes the value umax:
p(umin) = p(umax) = 0.5. Another choice would have
been to consider a spatially dependent control law where
the probability depends on the distances to the bound-
aries x̄1− δ1 and x̄1 + δ1. For a fixed x1 in the uncertain
zone, the probability p(.|x1) that the control takes the
value umin becomes p(umin|x1) = 12δ1 (x1− x̄1) +
1
2 , and
the probability that the control takes the value umax is
defined as p(umax|x1) = 1− p(umin|x1). Another really
easy choice would have been to fix the control either to
umin or umax in the whole switching domain. This hy-
pothesis would have led to the convergence of each vari-
able towards one of the two boundaries of the conver-
gence region. However, this error measurement model is
not really likely to happen. Obviously, this probability
distribution choice is only needed for a simulation pur-
pose and does not affect the zone of convergence deter-
mined analytically.
5 Conclusion
This paper dealt with the problem of removing unde-
















Fig. 7. Convergence of the attractive zone when δ1 decreases from x̄1−κ01/γ1 to 0. The parameters are the same as in Fig. 5. For
each variable (x1: green, x2: blue, x3: red), the upper bound x̄i + δi (resp. lower bound x̄i− νi) is depicted with inverted (resp.
upright) triangles. As explained, the convergence region shrinks around x̄ (represented by dashed lines) as δ1 tends to zero.
feedback loop in the context of homeostasis disruption
within a gene regulatory network. The control strategy
was designed in order to take into account three main
biotechnological constraints. First, the qualitative na-
ture of the measurements: in contrast with classical con-
trol theory, measures in biology are incomplete. Second,
the qualitative nature of the inputs: whether optogenet-
ics or classical introduction of chemicals often lead to dis-
crete inputs. Third, uncertainties that often arise from
measurements due to inherent stochastic properties of
biological systems. From these three constraints, a qual-
itative control strategy was shown to lead to a global
convergence towards a small zone around the unique un-
stable fixed point of the system, by determining a se-
quence of successive repelling regions.
This type of study can also be applied for the reverse
problem: recover sustained oscillations in a disrupted
negative feedback loop that shows either homeostatic
conditions or perturbed oscillations. The control param-
eters can be tuned in order to fix the amplitude and the
period of the clock. Our current work focuses on this
idea and its application is interesting in the context of
circadian rhythm disorders for example.
These types of control strategies can also be designed
for other important genetic building blocks such as the
toggle switch for example [26]. This motif is known to be
essential for cell differentiation and cell decision making.
Contrary to what may be believed, cell differentiation
is a reversible process of really high interest nowadays
due to the promising medical applications of stem cells.
A qualitative control strategy can lead to a stabilization
of the unstable fixed point, modeling a cell dedifferenti-
ation process [6].
A more general framework may be developed in or-
der to apply qualitative strategies to a large variety of
gene regulatory networks [12]. From a defined qualita-
tive measurement constraint, this framework may deter-
mine how and where to control the system in order to
fulfill a convergence objective.
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