Abstract-We propose a synchronization control scheme which achieves both speech/video Intra-Stream synchronizations and Inter-Stream synchronization for videoconferencing services over IP networks. The driving principle of our scheme is to guarantee the Intra-Sync speech timing relationships (hence the speech quality) and to adjust the video Intra-Sync and the Inter-Sync accordingly. Towards this aim we use a preventive control for the speech stream and a reactive control for the video stream. More precisely, we use an adaptive playout algorithm that keeps the IntraSync constraints within the talkspurts, while the network jitters are compensated by modifying only the silence period lengths on the basis of both speech and video packet delays. We implemented our scheme in a prototype, which allowed us to test the effectiveness of our solution. Actually, we could appreciate both perfect speech intelligibility and very satisfactory user perceived lip-sync. The latter is because the Inter-Sync error is concentrated only at the beginning of the talkspurts, where known experimental tests have shown that it is not detectable.
I. INTRODUCTION
In video conferencing applications speech and video Media Data Units (MDUs) must keep the following temporal relationships at the recipient's side: 1) A temporal relationship within each stream called "Intra-Stream synchronization" (for example a video stream captured at 10 fps implies that each video MDU has to be displayed for 100ms); 2) A temporal relationship between speech and video streams called "Inter-Stream synchronization" or "lip-sync" (speech and video MDUs captured at the same time have to be played out together). These are hard tasks to be accomplished in the Internet. First of all the connectionless nature of the Internet introduces variable delays on each stream, so altering the Intra-Stream synchronization of both speech and video streams. Besides, speech and video MDUs are periodically captured and sent through the network by using two different sessions. As a result also the InterStream synchronization may be altered at the endpoint, degrading the user perceived quality: a classical effect is the utterance of the speaker without the corresponding movements of the lips. Although there are different solutions proposed in literature, the current videoconferencing products (both commercial and freeware) do not implement any synchronization control scheme. The main reason is that generally in an IP videoconference the skew between speech and video hardly exceeds 80 ms, which is the minimum skew detectable by a human subject [1] . However in the last few years, with the growth of IP networks, the scenario has changed and the lip-sync problem is getting more and more crucial: for instance, a videoconferencing session between two users, each one connected to a different network, requires signal processing on the media stream. That processing could introduce different delays between the two streams (for example a video transcoding process requires more computational time than speech transcoding). So a synchronization control scheme is needed to check and recover the lost synchronization. It must be designed by taking into account:
• Trade-off between Inter-Stream and Intra-Stream synchronization. Generally, the recovery of the InterStream synchronization may cause a change in the Intra-Stream synchronization and viceversa.
• Trade-off between end-to-end delay and packet loss. The synchronization schemes require the use of buffering technique adding a certain amount of delay in the communication. Since in IP videoconferencing scenarios the maximum communication delay recommended by ITU is 400 ms [2] , a synchronization scheme has to meet this constraint and keep the buffer size as small as possible. On the other hand, if the buffer size is too small, the MDU loss rate is likely to increase; as a consequence, the quality experienced by the user is degraded. For these reasons all synchronization policies have to find a good compromise in order to provide an acceptable user perceived quality.
user perception is less affected by the video IntraStream synchronization than by the speech Intra-Stream synchronization, where even errors of few milliseconds are detected and considered annoying. The different impact of the speech and of the video Intra-Stream synchronization on user perception calls for the adoption of the master/slave strategy. The latter was proposed for the first time in [3] : the speech stream is the "master" and determines the MDUs playout time by keeping its Intra-Stream synchronization error as low as possible; the video stream acts as a "slave" and passively adjusts its MDU playout time to achieve the lip-sync and, when it is possible, the video IntraStream synchronization. Different algorithms implement the above-mentioned master/slave strategy. The two most relevant solutions are described in [4] and [5] . The solution proposed in [4] adopts the master/slave switching strategy: each stream computes its MDUs buffering times according to the Intra-Stream constraints.
For each speech/video couple of MDUs to be played out simultaneously, the stream with lower buffering time becomes the slave and increases the delay in order to achieve the lip-sync. The master/slave strategy proposed in [5] is an improvement of the implementation proposed in [6] , and it has been further refined in [7] and applied to Wi-Fi technology in [8] . Briefly, [5] defines a set of thresholds related to the loss ratio and to the Intra-Sync error for both speech and video streams. Their synchronization control scheme tries to keep these two metrics under the thresholds by accordingly increasing (and for the speech also decreasing) the end-to-end delay. Even if these techniques allow to perfectly track the ever changing network conditions, their drawback is that such a continuous reaction may result in annoying artifacts when listening to the speech content. Actually, short "gaps" within the talkspurt could be very annoying. Based on this observation we propose a synchronization control scheme based on both preventive and reactive 1 techniques. The preventive part is based on the well-known adaptive playout algorithm [9] that adapts to network jitter by modifying only the length of the silence periods. This guarantees a very low speech Intra-Sync error during the talkspurt, while obtaining at the same a good trade-off between end-to-end delay and loss ratio. In our scheme we modified the algorithm [9] by inserting a reactive feature which is in charge of taking into account as much as possible the Inter-Stream constraints.
In particular we compute the speech playout times also on the basis of the delays experienced by the video stream, provided that the playout times do not violate the speech Intra-Stream synchronization. As a result the Inter-Sync error happens to be concentrated at the beginning of each talkspurt, where users hardly perceive it [10] . We implemented our integrated solution in a videoconferencing test-bed, with a suitable delay emulator placed between the two videoconferencing end-points. We tested our scheme under a variety of different delay patterns for both the speech and the video streams. We could observe live the effectiveness of our scheme since the speech is perfectly intelligible and at the same time a certain lip-sync level is guaranteed. However, since we set up an accurate test environment, we focused also on objective measurements, by comparing the performance of our scheme with those obtained by Liu's scheme 2 described in [5] . The comparisons were made by looking at the usual Intra and Inter Stream metrics, as well by using the E-model framework for the speech quality evaluation. Objective metric results suggest that our scheme improves the speech quality, while the Inter-Sync is almost the same. The video Intra-Sync is the less accurate, but it is balanced by a reduced loss ratio; besides it is at the same time the less relevant from a user perspective's viewpoint.
The paper is organized as follows: in Section II we detail our synchronization control scheme; in Section III we describe the testing methodology for our proposed scheme; we discuss the obtained results in Section IV. Section V concludes the paper.
II. LIP SYNCHRONIZATION CONTROL SCHEME

A. Basic ideas
The flowchart in Figure 1 shows the top-level behaviour of our solution. At the beginning of each talkspurt (i.e. when the first speech MDU is received after a silence period), the adaptive playout algorithm computes the "playout delay" for the talkspurt, i.e. the amount of time from when the MDU is generated by the source until it is played out at the destination. Afterwards, this playout delay can be increased on the basis of a number of video Inter-Sync measurements collected up to the last received video MDU. The aim of this adjustment is to take into account an extra amount of delay so as to fulfill the Inter-Sync constraints. We remark that this behaviour doesn't mean that a master/slave switching occurs, since the adjustment is carried out only if the speech intra sync constraints are still met. Then, speech and video playout times are accordingly computed. As a further remark, we stress that the output duration of every speech MDU is left unchanged. A common source reference clock for speech and video is required. In our implementation we rely on the RTP/RTCP protocols and therefore we are able to compute the timing relationship between speech and video by means of the RTP timestamps and the RTCP Sender Report (RTCP-SR) informations (see Section III-A).
"playout delay" for talkspurt j t 
B. Proposed solution details
In this subsection we describe our scheme. For the sake of clarity, speech stream handling and video stream handling are described separately by referring to Figure  2 and by using the notations in Table I .
1) Speech stream handling:
The speech stream is handled at the receiver side according to the pseudocode shown in Figure 3 . The scheme performs one of the following tasks after having checked the content of the MDU, since the latter can be either or not the first unit of the j th talkspurt 3 :
• MDU i is the first unit of the j th talkspurt. The following three steps are carried out, one after the other:
-Playout delay. The adaptive playout algorithm (implemented in the RAT tool and described in [9] ) computes the "playout delay" B p (j) for talkspurt j, which takes into account a suitable buffering time based on the network delay estimated up to the last received MDU of the previous talkspurt 4 . -Inter sync recovery. At this step, the current video Inter-Sync measurement T err (see subsection II-B.2) is taken into account by adjusting the playout delay B p (j) as follows:
In our implementation the beginning of a talkspurt is explicitly marked in the RTP header 4 Bp(j) =d + βσ, where β = 3,d is the estimated average delay andσ the estimated delay standard deviation.
-Initial talkspurt playout. The value t p talk (j) is computed according to the playout delay B p (j):
The playout time t p talk (j) and the corresponding generation time t g talk (j) represent the time reference couple which is also used by the Video stream to compute its playout times during the talkspurt j.
• MDU i is not the first unit of the j th talkspurt. Then MDU playout time t p s (i) is computed in order to keep the intra synchronization within the talkspurt j, i.e. the same playout delay B p (j) is used to compute playout times of all the MDUs belonging to the talkspurt:
2) Video stream handling: The two blocks in the lower part of Figure 2 are here explained. -MDU playout. In this step, we compute the "target playout" for the MDU i. It is the playout time that meets the Inter-Sync constraints. 
. Three possible situations could occur:
In such a situation the target playout times of all MDUs inside the scheduler will be adjusted using Equation (4) and the new reference couple.
. In such a situation only the MDUs with generation times greater than t g talk (j) will be adjusted.
. The playout time of MDUs inside the scheduler are unchanged. It's easy to demonstrate that Equation (4) satisfies the Intra-Sync relationship between two consecutive video MDUs i and i + 1, when the target playout times and are computed using the same reference couple (t p talk (j) , t g talk (j)). Otherwise an Intra-Sync error is introduced in order to meet the Inter-Sync constraints by shortening/extending the output duration of video MDUs. Every time a reference is changed by the speech stream a transient period is required to reach the Inter-Synchronization. Since this changes happens at the beginning of the talkspurts, the lip-sync error is concentrated in such points. This behaviour is desired because in [10] it is shown that a short period of lip asynchrony at the beginning of an utterance followed by a complete lip sync for the rest of the talkspurt is not perceived by a user (at least up to a speech/video skew of 300 ms).
• Inter-Sync Monitoring. Due to the network conditions, video MDUs could be received out-oftime in order to be played out at target playout time. Then, for each MDU i the assigned target playout time t tp v (i) is matched with the effective measured playout time t p v (i) and a value S err (i) is computed as:
We use a fixed window that continuously collects the S err of the last W received MDU. If there are less than l positive S err they are removed since they are considered outliers. Then, T err is computed as: If T err is greater than zero, an Inter-Sync error is detected and sent to the speech stream, otherwise the video stream allows for an overall playback delay reduction.
III. TESTING METHODOLOGY
A. Test Environment
In order to evaluate the performance of the solution, we designed and implemented a test-bed. It is described in sections III-A (Test Environment), III-B (Network Delay) and III-C (Objective performance evaluation).
We tested our synchronization scheme in the test environment depicted in Figure 5 , which consists of two Linux-based terminals connected through a network delay emulator 5 . Both terminals are equipped with open-source videoconferencing tools VIC [12] and RAT [13] , wherein we implemented our scheme. Since these tools rely on the RTP/RTCP protocols, the timing relationships between speech and video MDUs can be reconstructed at the receiver side using the "timestamp" field in the RTP packet header of both speech and video streams, which gives the generation time of the MDU in RTP units. Besides, we used the "RTP timestamp" and "NTP timestamp" fields in the RTCP-SR packets, i.e. the generation time of the Sender Report in RTP and NTP units respectively. These two fields are used to identify a common source reference clock for the two streams as explained in the following. Let us consider a speech MDU with RTP timestamp T where Φ s RT P →N T P and Φ v RT P →N T P are the conversion factors from RTP units to NTP for speech and video respectively, while Φ N T P →ms is the conversion factor from NTP units to milliseconds. The communication between RAT and VIC is carried out by means of the Local Message Bus (MBUS) protocol [14] . Last but not least, we removed the clock skew between the two sound cards [15] , since it affects the network delay estimates of a generic adaptive playout. That removal is done by using an algorithm based on the minimum delay method which works as follows. For each K delay measures (we set K = 100) the minimum value is collected: this is the measurement which is affected the least by the skew. Afterwards the so collected minimum values are fitted using the least-square method in order to obtain the slope of the skew, enabling us to correct accordingly the measured values.
B. Network Delay
Whenever possible we compared the performance of our scheme with the one proposed in [5] , therefore using the same network delay model and parameter values. Specifically, we emulated three network behaviors, which will be called "Moderate", "Bad" and "Severe" in the rest of the paper. For the first two behaviours we generated series of pseudo-network delay values using a two-state Markov model. For each state i (i = 0, 1) the series {d i } are generated according to the Left-Truncated Gaussian Distribution, defined as:
where µ i , σ i and m i are the mean, the standard deviation and the truncation value respectively. The parameters used to generate the Moderate and the Bad behaviors are shown in Table II , where p 0→1 and p 1→0 are the transition probabilities for the Markov model. The "Severe" behaviour, i.e. the situation of abrupt changes in network condition, is obtained by switching between Moderate and Bad behaviours.
C. Objective performance evaluation
Since the test-bed described in III-A is able to provide a live real-time service, we appreciated the effectiveness of our solution just by looking at the media received at the Destination Terminal. However, in order to provide also a set of objective measure results, we used a test sequence captured off-line to achieve a reasonable statistics reliability target. In fact, by doing so we could run the test several times on the same test sequence but with different realizations of the same delay distribution. Unfortunately, the sequence used in [5] is not available. Then, we resorted to a sequence of a speaker in head view in a TV news environment and we adopted, whenever possible, the same coding parameters (see Table III ). The sequence lasts 10 minutes and the speech and the video streams of this sequence are the source of the videoconferencing session.
As far as the performance evaluation are concerned, we used the following set of metrics, where N s (N v ) is the number of MDUs of the speech (video) stream:
• Inter-Sync RMSE 6 (δ inter ).
where m represent the speech MDU corresponding to the video MDU n.
• Intra-Sync RMSE (δ intra i
).
Ni−1
• Loss ratio (l i ).
• End-to-end Delay (D tot i ). It is the time interval between the MDU generation and its playout time. In order to perform a simple measure of this metric, the system clocks are synchronized via the Network Time Protocol (NTP).
IV. EXPERIMENTAL RESULTS
Since our test-bed works on-line, the overall scheme performance are affected by the latencies introduced by the operating system of the Destination Terminal. They are:
1) "Cushion size". In order to counteract the delay introduced by the operating system of the Destination Terminal, the RAT tool [16] estimates a "cushion 6 Root Mean Square Error size", i.e. a lower bound for the playout delay so as to prevent sound card buffer from emptying. 2) "Operating system losses". RAT may not process timely incoming packets even if they arrived on time to be played out according to the current scheduling. Therefore, such packets will be discarded. Since we want to evaluate the performance of our synchronization scheme by itself, in the results presented in this section we removed the delay introduced by the "cushion size" and the losses due to the "operating system losses". We generated two sets of different delay series. Each set corresponds to a different network delay scenario described in the following:
• In the first set of tests (Section IV-A), we directly applied to the RTP packets the delay values obtained by the model described in Section III-B.
• In the second set of tests (Section IV-B), we checked the performance of our scheme when the video stream experiences a fixed extra delay with respect to the speech stream (this might correspond to the case of a videoconference where a transcoder is introduced in the communication for bit-rate adaptation). With reference to the definitions given in section II-B.2, for the monitoring window size W we chose the value of 5, while the threshold l was set to 2. Actually, according to our experience, this choice is a good trade-off between a reliable estimate and the need of a fast adaptation to the changing network condition. Each test is performed by sending the test sequence for each network behaviour (Moderate, Bad, Severe) 100 times from the Source Terminal to the Destination Terminal, each time using a different realization of the delay series. The test results reflect the 95% confidence intervals.
A. Basic network delays
Here results are compared with those in [5] . Their master/slave strategy defines a set of thresholds for speech and video performance (maximum loss ratio and maximum Intra-Stream synchronization RMSE speech/video MDU, these metrics are monitored and if one of them exceeds the threshold the end-to-end delay is increased. On the other hand if the speech metrics don't exceed the thresholds for a fixed monitoring window, the end-to-end delay is decreased. Table IV compares the performance concerning the speech stream 7 : the adaptive playout strategy results in very low (< 0.3ms) Inter-Sync RMSE, regardless of the network behaviours. Such good performance can be achieved without a serious impact on the speech quality in terms of loss ratio and end-to-end delay. Moreover, we evaluated the speech Mean Opinion Score (MOS) according to the E-model [2] for both Liu's scheme and our proposed scheme; loss and delay impairment factors have been computed using the equations derived by [17] For the Moderate behaviour both schemes have approximately the same performance. For the Bad behaviour, our scheme has a lower end-to-end delay and a higher loss ratio. The MOS is strictly dependent on the type of codec. Then if the codec is more sensitive to the loss impairments than to the delays, the MOS is lower (AMRHigh and G.729); otherwise, higher MOS values can be achieved (AMR-Low and iLBC). As far as the InterSync RMSE, the lack of sync is essentially concentrated in short time periods at the beginning of each talkspurt ( Figure 6 ) where it is hardly perceived by a user (see the thorough subjective evaluation carried out in [10] ). Therefore we removed the errors at the beginning of the 7 The average delay in the Severe behaviour is not meaningful due to the non-stationary behaviour Figure 6 . "out-of-sync" (shaded regions) at the beginning of a talkspurt talkspurts, resulting in a filtered measure shown in Table  VI The same Table VI also shows the average "out-ofsync" duration of the filtered errors (∆ ǫ t ). The latters are clearly almost negligeable: they do not exceed 50 ms, i.e. less than a video frame duration for a video displayed at 15 fps.
As expected, the video Intra-Sync error has the most degraded performance of our scheme: see Table VII , especially when the speech playout delay is quite variable for each talkspurt (Bad and Severe behaviors). However this numerical results must be considered with care. Actually, there are not suitable models to evaluate the video quality degradation due to Intra-Sync alteration. At any rate, since the time duration of a single frame is 67 ms (see table III), in the worst case (Bad network behaviour) the error never exceeds 20%. Besides, [18] shows that the instantaneous video frame rate may affect the speech perceived quality only if it is below 5 fps, which is not our case, and which is in general very unlikely to occur.
B. Shifted network delays
The synchronization control scheme has been inserted in a videoconference session where it is present a video/speech transcoder that adapts the bit-rate between the two terminals. In this scenario the video stream experiences an higher delay than the speech, due to the larger processing time of video transcoding operations. Specifically, we experimentally evaluated that the video delays are shifted by a length of time approximately constant and equal to 40ms. In each network behaviour (Moderate, Bad, Severe) we added this value to the video delay series.
In Table VIII we observe that the Intra-Synchronization of speech is kept, preserving a good compromise between loss ratio and end-to-end delay. Table IX shows the Inter-Sync performance. The IntraSync RMSE is higher than that in the previous tests and it can be explained as follows. Most of the time the video MDUs experience larger delays than the speech and therefore often arrive out-of-sync. The speech stream reacts to the video communications only at the beginning of the talkspurt resulting in an error, which however is kept quite low. Actually it never exceeds 80ms, which is the threshold recommended by the observations in [1] .
At the same time the performances of the video stream are preserved and are about the same as in the previous tests. (see Table X ). In this paper we presented a lip synchronization control scheme able to take advantage from both reactive and preventive techniques. The speech Intra-Sync error is kept low by taking advantage of the adaptive playout algorithm. At the same time it is able to guarantee a certain level of lip-sync since we let the video measurements to play a role in the playout time computations. The unavoidable Inter-Sync errors are concentrated almost only at the beginning of the talkspurts, so to have a negligible impact on the user's perception. Finally, the introduced error in the video Intra-Sync doesn't impact the overall perceived quality. We implemented the lip sync control scheme in a real time test bed which allowed us to perform a wide range of objective measures which gave evidence on the above findings.
