Abstract
Introduction
Performance optimization has long been the goal of different architectural and systems software studies, driving technological innovations to the limits for getting the most out of every cycle [1] . However, high energy consumption of high performance computer system has become an important and urgent problem. Nowadays, performance and energy efficiency are two key criterions of modern clusters. Designing energy efficient and environmental friendly clusters is highly desirable. Increasing evidences show that interconnection fabric consumes considerable amounts of energy in clusters. For example, interconnect consumes 33 percent of the total energy in the Avici switch [2] . Therefore, studies on energy conservation technology for cluster interconnects are essential, especially for communication-intensive parallel applications.
There have been many studies investigating power-aware techniques to reduce energy consumption. Dynamic power management is a design methodology aiming to achieve specified performance with minimum number of active components [3] . Dynamic voltage scaling (DVS) is a CPU-level technique. DVS allows a processor to dynamically change speed and voltage at run time, thereby saving energy by spreading run cycles into idle time. Many DVS-based scheduling strategies were proposed [4] [5] [6] [7] [8] . They are generally used in the real-time systems, which need provide the required level of service in a limited amount of response time [9] .
Some energy aware task scheduling strategies based on heuristics were presented in recent years [10, 11] . Parallel applications can be represented as a directed acyclic graph (DAG), called a task graph, where nodes denote the tasks and the edges denote the communications between tasks. Since many parallel applications running in clusters require intensive data processing and data communication, scheduling strategies have a great influence on overall system performance. Parallel scheduling strategies can be divided into three categories: priority-based scheduling, duplication-based scheduling, and cluster-based scheduling. Priority-based scheduling assigns the priorities to tasks and maps the tasks to processors based on assigned priorities [12] . Duplication-based scheduling is to duplicate as many as predecessor tasks in the critical paths as long as the schedule length can be shorted. The aim is to reduce communication overhead through replicating predecessor of a task during the idle processor time. Zong et al. [13] proposed two energy-aware duplication scheduling algorithms named EAD and PEBD, which judiciously replicate predecessors of a task according to its impact on performance and energy efficiency. In [14] , a contention-aware scheduling strategy with task duplication was presented. The author investigated the task duplication in the contention model. Cluster-based scheduling algorithms cluster as many intercommunicating tasks as possible in a group and allocate them to the same processor, thereby eliminating communication overheads [15] . Cluster-based scheduling strategies can reduce the communication energy through clustering. It has lower time complexity than duplication-based scheduling strategy.
Most tasks in task graphs are dynamic in nature due to the fact that they consists of either conditional tasks which are evaluated at runtime or tasks whose exact execution time are hard to estimate in advance. However, most existing studies about energy scheduling are based on static scheduling. Static scheduling strategies may use worst execution time which can delay the execution of some tasks at runtime.
In this paper, we investigate the possibility of saving energy through dynamic clustering-based scheduling and propose dynamic clustering-based scheduling algorithm in homogeneous clusters. Our idea of conserving energy is to reduce communication energy by clustering the dependent tasks and allocate them to the same processor. Because it is difficult to make precise decision of task allocation beforehand, the proposed algorithm dynamically re-allocated tasks according to the energy overhead and the impact on schedule length.
The rest of the paper is organized as follows: Section 2 introduces computational models including a task model, and an energy consumption model. In Section 3, we present the energy-aware dynamic scheduling strategy. Simulation results are demonstrated in Section 4. Finally, Section 5 provides the concluding remarks and future research directions.
Computational model

Task model
Parallel application with precedence-constrained can be represented as DAG with weight. In this paper, a parallel application G is modeled as a vector  
, where
represents a set of parallel tasks, and v is assigned to processor j p and "0", otherwise.
Energy model
A cluster is represented as a set
Energy consumption model is represented as the sum of processors energy and interconnections energy. However, the dynamic voltage scaling is not adopted, the model is simpler than [14] . Let EP be the energy consumption caused by processors. The energy consumption caused by interconnections is denoted as EC . So the total energy consumption of task set can be represented as (1) EC EP E    
Then the energy consumption can be represented as (5) . 
Energy-aware dynamic scheduling method
In this section, we present an Energy-Aware Dynamic Clustering-based algorithm for scheduling parallel applications with precedence constraints. The objective of the scheduling is to reduce the overall energy consumption through dynamically clustering the dependent tasks into groups according to the critical path of task graph. Scheduling should consist of grouping and allocating. Grouping is to divide the tasks of a DAG into several groups. Allocating refers to a mapping the groups on the processor. The tasks of the same group will execute on the same processor. We assume that clustering in this paper includes grouping and allocating. Our scheduling strategy includes two steps: preliminary clustering and dynamic re-clustering, which delineated in section 3.1 and 3.2 respectively. Figure 1 shows the block diagram of task execution.
Preliminary clustering
Preliminary clustering is to cluster the tasks of DAG into groups before the execution of parallel application. The critical path of DAG is the longest path including both nonzero communication edge cost and task weights. The execution time of parallel application is determined by the critical path of the scheduled DAG. Therefore, the linear clustering is adopted, in which critical path is the basis and only the dependent tasks can be clustered into the same group.
To determine the critical path, let 
. The earliest of initial vertex is defined as zero. The earliest start time EST , the earliest complete time ECT , the latest start time LST and the latest complete time LCT are defined respectively as follows: 
//tag the critical task 
Dynamic re-clustering
The tasks of the same group are sorted by its level T  value and allocated to the same processor. Due to the uncertainty of execution time, preliminary clustering may be not exact. Dynamic reclustering can adjust the clustering groups according to real execution situation. Therefore, it can help optimize the allocation. Re-clustering only focuses on the tasks that have not started running.
When a task has finished or is blocked because of waiting messages, the process will check the execution time. If its execution time does not equal to i t in DAG, re-clustering will be triggered. To avoid the overhead due to frequent re-clustering process, two thresholds are defined. p is the execution time threshold of task. h is the threshold of increased energy consumption. 
Energy-performance evaluation
In this section, we evaluate and compare the energy consumption and performance of our algorithm and static clustering algorithm.
The metrics used for comparison are the schedule length (makespan) and the energy efficiency. The makespan is the finish time of the last task, which is the most important metric of performance that most task scheduling strategies tried to minimize it. Another important metric is the energy efficiency. Our algorithm aims at reducing communication energy through dynamic clustering method. Therefore, the energy consumption is calculated and compared based on the energy model in section 2.
The clusters used in the simulations are generated with 10, 20, 30, 40, 50 processors with a 100Mb/s switched network. We assume that the speed of processor is 200Mflop/s. The DAGs were generated with the program in [16] . We use ten tasks about linear algebra kernels, whose size is randomly generated in the interval [100,800]. p and h are empirical values, which are set according to former measurement results. ) shows the average energy consumption. We can see that dynamic clustering algorithm consumed less energy than static clustering. The conserved energy increases as the number of processors grows. The dynamic clustering strategy has achieved less makespan to some extent. Main reason is that static scheduling has to wait other task due to inaccurate estimation of task runtime.
Conclusion
In this paper, we have proposed an energy-aware dynamic clustering scheduling strategy for parallel tasks running on homogeneous clusters with an objective of reducing communication energy. To improve the allocation accuracy, this strategy can re-cluster the tasks according to its communication overhead. Experimental results show that dynamic clustering based scheduling algorithm can effectively reduce the energy consumption compared with static scheduling.
Future research will extend the scheduling method to handle parallel applications on heterogeneous clusters where computational nodes have different processing capabilities and network interconnection may have various performances.
