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Resumen
L
a motivacio´n principal de esta tesis consiste en investigar los aspectos
fundamentales del transporte electro´nico en diversos tipos de unio-
nes tu´nel magne´ticas, a trave´s del estudio de la conductancia y las
fluctuaciones de voltaje (tambie´n conocidas como ruido) tanto a temperatura
ambiente como a temperaturas crioge´nicas.
Desde que se invento´ la primera unidad de disco duro en 1956, los materiales
magne´ticos y las pel´ıculas magne´ticas han constituido la base de las tecnolog´ıas
de almacenamiento de datos. Los primeros trabajos sobre pel´ıculas delgadas se
enfocaron en el estudio de las propiedades de materiales magne´ticos, y durante
las u´ltimas dos de´cadas, la investigacio´n se ha centrado en el transporte a trave´s
de multicapas (o heteroestructuras). Esta tendencia ha dado origen al campo
de la espintro´nica que, a diferencia de la electro´nica convencional, intenta apro-
vechar tanto la carga como el momento magne´tico (o esp´ın) de los electrones.
Los u´ltimos an˜os han revelado una gran variedad de feno´menos de transferencia
de esp´ın que son interesantes tanto desde el punto de vista fundamental como
tecnolo´gico.
El descubrimiento del acoplamiento magne´tico entre capas ferromagne´ticas
(interlayer exchange coupling o IEC ) y la magnetorresistencia gigante (Premio
Nobel de Fert y Gru¨nberg en 2007) allanaron el camino para el estudio del
transporte de espines a trave´s de multicapas de materiales ferromagne´ticos y
no ferromagne´ticos (meta´licos o aislantes). Este descubrimiento dio´ paso a la
fabricacio´n de las va´lvulas de esp´ın o las uniones tu´nel magne´ticas, que pre-
sentan una resistencia ele´ctrica que depende del campo magne´tico que se les
aplique, propiedad denominada magnetorresitencia. Estos pequen˜os dispositi-
vos espintro´nicos son los responsables del inmenso aumento en la capacidad de
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almacenamiento de datos que experimentaron los discos duros magne´ticos en
torno al an˜o 2000. La sensibilidad de las va´lvulas de esp´ın a los campo magne´ti-
cos ha hecho posible leer bits grabados cada vez ma´s pequen˜os, y hacerlo cada
vez a velocidades ma´s altas.
Aunque indudablemente el e´xito ma´s notable de la espintro´nica ha sido su
aplicacio´n al almacenamiento de datos, se ha comenzado a aplicar en otras
a´reas. Las uniones tu´nel magne´ticas se utilizan, por ejemplo, como sensores de
campo magne´tico, como emisores de microondas, detectores de campo lejano
usando la espincaloritro´nica o incluso como sensores en el a´mbito de la bio-
log´ıa. El l´ımite principal para el uso pra´ctico de estos dispositivos es la relacio´n
sen˜al/ruido (signal to noise ratio o SNR). En el caso de los sensores de campo
magne´tico, aunque la sustitucio´n de la tecnolog´ıa actual por va´lvulas de esp´ın o
uniones tu´nel magne´ticas ser´ıa sencilla y bastante ventajosa (bajo consumo de
energ´ıa, taman˜o, lectura de datos fa´cil, etc) su relacio´n sen˜al/ruido es todav´ıa
demasiado alta para aplicaciones generales. En el caso de los osciladores es-
pintro´nicos, a pesar de su reducido taman˜o, el ruido de fase y su baja potencia
de salida impide su uso general en dispositivos ma´s complejos.
Debido a estas limitaciones, el estudio de las fuentes de ruido en dispositi-
vos espintro´nicos tiene una importancia crucial. Su comprensio´n es fundamental
para su manipulacio´n, con el fin de lograr un mejor rendimiento en los dispo-
sitivos.
Estudiaremos las fluctuaciones del voltaje en dos rangos diferentes de fre-
cuencia: (i) ruido de baja frecuencia hasta 100 kHz, que puede presentar ruido
blanco (incluyendo ruido te´rmico y de disparo), ruido 1/f y ruido tele´grafico
y (ii) ruido de alta frecuencia hasta 18 GHz, que nos puede dar informacio´n
sobre la dina´mica de la imanacio´n de los componentes ferromagne´ticos de las
uniones tu´nel magne´ticas. Las uniones tu´nel estudiadas en esta tesis incluyen
diferentes materiales y distintas configuraciones. Tanto los materiales como las
configuraciones estudiadas son actualmente el foco de una intensa investigacio´n
en el a´rea de la espintro´nica. Algunos ejemplos son las uniones tu´nel magne´ti-
cas (con taman˜os desde los 100 nano´metros hasta varias micras) con barrera
sencilla o doble de MgO, barreras orga´nicas cristalinas o uniones tu´nel con un
electrodo de aislante topolo´gico.
El manuscrito esta´ organizado en los siguientes cap´ıtulos:
2
El Cap´ıtulo 1 incluye una breve introduccio´n sobre la espintro´nica, la
motivacio´n para realizar las medidas de ruido y los conceptos ba´sicos
sobre los dispositivos de tu´nel magne´tico.
El Cap´ıtulo 2 enumera las diferentes contribuciones que influyen en
las fluctuaciones de voltaje y presenta un seccio´n bibliogra´fica sobre los
principales temas que se tratan en la Tesis.
El Cap´ıtulo 3 presenta las diferentes te´cnicas experimentales utilizadas
y se describen los me´todos de ana´lisis de datos.
El Cap´ıtulo 4 trata sobre el estudio del ruido de alta y baja frecuencia
en uniones tu´nel con barrera de MgO, con taman˜os inferiores a 100nm,
que exhiben efectos de transferencia de esp´ın.
El Cap´ıtulo 5 muestra co´mo el ruido de disparo puede ser controlado
por el estado magne´tico de uniones tu´nel magne´ticas epitaxiales con doble
barrera.
El Cap´ıtulo 6 introduce el concepto de band edge noise spectroscopy,
donde se observan las energ´ıas de los bordes de las bandas electro´nicas
de los electrodos en una unio´n tu´nel magne´tica.
El Cap´ıtulo 7 estudia por primera vez el ruido de disparo en uniones
tu´nel magne´ticas con barreras orga´nicas de PTCDA, donde se observa
ruido superpoissoniano.
El Cap´ıtulo 8 presenta uniones tu´nel magne´ticas con un electrodo infe-
rior de aislante topolo´gico Las medidas preliminares de ruido presentan
caracter´ısticas relacionadas con la estructura de bandas del aislante to-
polo´gico.
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Chapter 1
Introduction
1.1. Manuscript overview and motivation
T
he main motivation of this Thesis is to investigate different fun-
damental aspects of electron transport in diverse types of mag-
netic tunnel junctions (MTJs) with inorganic and organic bar-
riers at both room and cryogenic temperatures through the study of their
electron conductance and voltage fluctuations (referred to as noise).
The fluctuations of dc biased junctions will be studied in two different
ranges of frequencies: (i) low frequency noise up to 100 kHz, which can
present white noise (including shot and thermal noise), 1/f or random
telegraph noise; (ii) high frequency noise up to 18 GHz which gives in-
formation about the dynamics of the magnetization of the ferromagnetic
components of magnetic tunnel junctions. The MTJs studied in this The-
sis include different materials or configurations all of which are currently
the focus of intense investigation in the area of spintronics, such as mag-
netic tunnel junctions with single (both micron or nano sized) or double
MgO barriers, organic crystalline barriers or junctions with a topological
insulator electrode.
The manuscript is organized in the following chapters:
Chapter 1 includes a brief introduction of spintronics, the motivation
5
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behind noise measurements in spintronic devices and basic concepts about
magnetic tunneling devices.
Chapter 2 enumerates the different contributions found in voltage fluc-
tuations and presents a bibliographical section regarding the main topics
discussed in the Thesis.
Chapter 3 presents the different experimental and data analysis methods
used.
Chapter 4 studies high and low frequency noise in sub-100nm sized,
MgO based MTJs exhibiting spin-transfer torque effects.
Chapter 5 demonstrates how the shot noise could be controlled by the
magnetic state of epitaxial double-barrier magnetic tunnel junctions.
Chapter 6 introduces the concept of band edge noise spectroscopy where
the energies of the electrode’s band edges are observed in noise.
Chapter 7 studies for the first time shot noise measurements through
organic barriers, in PTCDA based magnetic tunnel junctions, yielding
superpoissonian statistics.
Chapter 8 presents magnetic tunnel junctions with a topological insula-
tor bottom electrode, and preliminary noise measurements which present
band related features.
Since the first hard disk drive was invented back in 1956, magnetic materials
and magnetic films have been at the heart of data storage technology. The first
studies on thin films were focused on the properties of the magnetic materials
used, but during the last two decades research has focused on the transport of
spin through heterostructures. This has given rise to the field of spintronics,
which takes advantage of both the spin and charge of electrons. A number of
spin transfer processes have been discovered which are interesting from both a
fundamental and a technological point of view. In this section we will briefly go
over the recent history of spintronics which will serve as context and motivation
for the results presented in this thesis.
The discovery of interlayer exchange coupling (IEC) and giant magnetore-
sistance (Fert & Grunberg’s Nobel Prize in 2007) paved the road for the study
of spin transport in ferromagnets and non-ferromagnetic (metallic or insulat-
ing) layers, i.e. spintronics, yielding devices such as giant magnetoresistive and
6
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spin valves or magnetic tunnel junctions.
These devices are responsible for the immense increase in data storage of
magnetic hard disk drives of the early 2000’s. The sensitivity of spin valves to
a magnetic field has made it possible to read from smaller and smaller recorded
bits, and do it at higher data rates.
The most remarkable success of spintronic devices is probably in data stor-
age, however spintronics has started being applied to other areas. For instance,
spintronic devices may be used in magnetic field sensing or in microwave de-
vices as oscillators (STNO), and even as biosensors1,2 or far field meters using
spincaloritronics3. One the main limits for these applications is the noise fig-
ure. In the case of magnetic field sensors, although the substitution of the
current technology with GMR or TMR based devices would be straightforward
and rather advantageous (low power consumption, size, easy data reading, etc)
their signal to noise ratio (SNR) is still insufficiently high for general applica-
tions. In the case of spintronic oscillators the phase noise and the low power
delivered, despite their reduced size, impedes their general use in more com-
plex devices. Because of these limitations, the understanding (and control when
possible) of the noise sources in spintronic devices (besides its manipulation to
achieve a better performance) is a crucial aspect that is often overlooked.
1.2. A formal description of noise
Noise is defined as the random fluctuations of a physical quantity. In elec-
tronic devices, this quantity is the voltage and/or the current at any port of
the device. In general, the random nature of this inherent noise comes from the
thermal motion and intrinsic properties of the building blocks of solids, such as
the generation and recombination of carriers, the discreteness of the current,
the existence of deep traps or the influence of magnetic fluctuations on electron
transport. Measuring noise gives information on the properties of the system
that are not accessible by other techniques. Besides noise is in general a figure
of merit of a device, as it determines the noise floor and thus the SNR of a
system.
7
1. Introduction
1.2.1. Stochastic processes
Let us define the fluctuations of a variable x(t) as the expected value of
the squared deviation from the mean 〈δx2〉, that is, the variance. Fluctuations
appear naturally in all physical systems in contact with a thermal bath or where
quantum effects (like tunneling) become important. The first of these processes
ever studied was the random motion of microscopic particles submerged in a
fluid, discovered by Brown and later known as brownian motion4.
The particles that Brown observed move because of the random collisions
of the liquid’s molecules with the microscopic particles. This random force
presents a variance that is directly proportional to the damping of the liquid.
Relations of this kind between the energy dissipated by a system and the fluc-
tuations of a generalized force are known as fluctuation-dissipation relations 5.
Thermal noise in a resistor is a manifestation of this theorem, where the voltage
is the generalized force and the role of dissipation is played by the electrical
resistance and the temperature6. Another example of the fluctuation dissipa-
tion theorem is the magnetic noise observed in soft ferromagnets, which comes
from a frequency independent imaginary permeability at low temperature7.
Let us consider a random or stochastic variable X(t), characterized by a
distribution function FX(x) which is defined as the probability P of the variable
X being equal or smaller than a certain value x:
FX(x) = P (X ≤ x)
The derivative of the distribution function with respect to x is referred to
as the probability density:
fX(x) =
dFX(x)
dx
The different statistic moments mn associated to the random variable may
be defined by using the probability density by:
mn =
∫ +∞
−∞
xnfX(x)dx
The first moment corresponds to the mean value of our random variable.
The central moments µn of the variable are given by:
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µn =
∫ +∞
−∞
(x−m1)nfX(x)dx
Clearly, (x−m1) corresponds to the fluctuation δx of x with respect to the
mean value, so µ1 corresponds to the average value of δx, which for a random
process is zero. The second central moment µ2 corresponds to the average value
of δx2, i.e. the variance σ2. The meaning of the first four moments is shown in
Figure 1.1.
First moment:
Mean - measure 
of location
Second moment:
Standard deviation - 
measure of spread
Third moment:
Skewness - measure 
of symmetry
Fourth moment:
Kurtosis - measure
of peakedness
+σ-σ
x
Figure 1.1: Diagram representing the meaning of the first four statistic mo-
ments.
If the process under study can be modeled as a sum of N random variables,
then independently of the distribution of each variable, the distribution of the
sum will approach a gaussian distribution if N is large enough (Central Limit
Theorem). Only the first two moments, mean and variance, are non-zero for
the gaussian distribution. Therefore, if we can guarantee that our process has
a gaussian probability density, determined by a mean m1 and a variance µ2,
determining these two quantities experimentally will be enough to characterize
the random process. In the context of electronic transport through spintronic
devices, the first and second moments may be obtained by measuring the volt-
age (mean) and its variance, which we extract from the Fourier transform of
the voltage fluctuations (see below).
1.2.2. Time series analysis
The noise of an electronic device may be understood within the framework
of the fluctuation-dissipation theorem, if, for example, the voltage is taken as
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the generalized force. Then, if we design an experiment which measures the
variance of our generalized force, (〈∆V 2〉), at thermal equilibrium and at some
fixed range of frequency ∆f , the spectral density function SV may be defined
as the variance of the voltage per unit frequency:
SV =
〈∆V 2〉
∆f (1.1)
The frequency-dependent spectral density is obtained by differentiating the
variance with respect to the frequency:
SV (f) =
d〈∆V 2〉
df
(1.2)
Thus, the spectral density tells us how a signal or a time series is distributed
with frequency.
Let us now discuss an alternative way of defining the spectral density of a
process through the correlation function.
The correlation function is a measure of similarity between two signals X(t),
Y (t), when one of them is delayed by a lag τ . The definition slides the Y (t)
function along the x-axis, and calculates the integral of their product at each
position. When the functions match, the correlation is maximized. It is given
by:
RXY (τ) = lim
T→∞
1
2T
∫ T
−T
X(t)Y (t+ τ)dt (1.3)
The autocorrelation function of a variable X(t) is defined as the correlation
of the signal with itself:
RXX(τ) = lim
T→∞
1
2T
∫ T
−T
X(t)X(t+ τ)dt (1.4)
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Finally, the Wiener-Khinchin theorem relates the autocorrelation function
to the power spectral density via the Fourier transform:
S(f) =
∫ ∞
−∞
RXX(τ)e−i2pifτdτ (1.5)
RXX(τ) =
∫ ∞
−∞
S(f)(τ)ei2pifτdf (1.6)
From now on we will refer the fluctuations as a spectral density instead of
a variance.
With these tools in hand, the problem of studying noise in electronic devices
becomes only a matter of constructing an appropriate experimental design. The
signals we are mainly interested in measuring have a very small amplitude, and
they need to be treated (amplified, filtered, etc) appropriately through some
electronic system, say an amplifier. One could think of the amplifier as a “black
box” with an input signal Vin(t) and an output signal Vout(t). Both are related
through their power spectral densities SinV (f), SoutV (f) and the transfer function
H(f) of the amplifier through the relation:
SoutV (f) = SinV (f)|H(f)|2 (1.7)
valid only if the setup does not add any noise, which is never the case. How
the noise of the amplifiers is modeled, and how we can get rid of it is explained
further on, in Chapter 3.
The level of noise inherent to the system is called the noise floor. Therefore,
the noise of the signal of interest should be significantly higher than the noise
floor. The signal to noise ratio is defined as the ratio between the signal power
and the noise floor power. Ideally, the SNR should be as high as possible.
There exist two main techniques of obtaining the spectral density of a signal:
by the use of the fast Fourier transform (FFT) or a filtering technique.
The FFT method is used for low frequency experiments, where a resolution
from a fraction of Hz up to tens of kHz is needed. In order to obtain the
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spectrum, the signal of interest is sampled by 2N points during a time T with
a resolution in time of ∆t. The FFT of this discrete time trace is calculated,
giving a spectrum with N data points (or bins) up to a maximum frequency
fmax = 1/2∆t and a frequency step of ∆f = 1/T .
In the filtering technique, the spectral density for a range of frequencies (or
span) is obtained by sweeping the central frequency of the filter. Since the
band-width is inversely proportional to the time of taking one measurement,
having a high resolution in frequency (a small frequency step) would take a
very long time. So this technique is used for the detection of high frequency
dynamics (in the range of GHz), where having a resolution of kHz is quite
sufficient.
Let us suppose we have an AC voltage power detector which is fed our noise
signal which has been transmitted through a band-pass filter. The band-pass
filter has a central frequency f0 and a width ∆f . If we consider the transfer
function of the filter to be 1 for f0 −∆f/2 < f < f0 + ∆f/2, and 0 otherwise,
the spectral density at f0 may be estimated by the measured AC power divided
by the bandwidth of the filter (equation 1.1) yielding units of V 2/Hz:
SV (f0) ∼ P
AC
out
∆f
1.3. Magnetoresistance
Magnetoresistance is referred to as the change of the electrical resistance
of a material or device when an external magnetic field is applied to it. There
exist several magnetoresistance effects, including anisotropic magnetoresistance
(AMR), giant magnetoresistance (GMR) and tunneling magnetoresistance (TMR).
In this thesis, we will focus on TMR which is the most relevant to our interests.
Anisotropic magnetoresistance (AMR) was discovered by William Thom-
son in 1857 (Lord Kelvin)8 in iron and nickel, which presented a dependence
on the angle between the electric current and the magnetization direction. The
magnetic anisotropy in magnetic conductors is characterized by the resistivity
of the material and depends on the angle between the external applied mag-
netic field and current running through the material. The physical origin of the
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AMR effect lies in spin orbit coupling. The electron cloud about each nucleus
deforms slightly as the direction of the magnetization rotates, and this deforma-
tion changes the amount of scattering undergone by the conduction electrons
when traversing the lattice. A simplified picture of the effect is shown in Fig.
1.2
M
R
(Ω
)
π/2 3π/2
M
Iθ
(a) (b) (c)
θ(rad)
e-
M
e-
Figure 1.2: AMR effect. The distorted electron clouds of each atom scatter
more electrons when the field is applied parallel (a) to the direction of the
current, while the scattering is minimal when they are perpendicular (b). (c)
Variation of resistance with the angle between current and magnetization.
The discovery of giant magnetoresistance (GMR) was done in thin-
film structures composed of alternating ferromagnetic (FM) and non-magnetic
(NM) conductive layers which show antiferromagnetic coupling9–11. This dis-
covery earned Albert Fert and Peter Gru¨nberg the Nobel prize in Physics in
2007.
The simplest multilayer structure is called a spin valve, which is composed
of two ferromagnetic layers separated by a non-magnetic, metallic spacer, which
provide a technologically more robust GMR. The application of GMR by the
use of spin valves in 1997 by IBM (Stuart Parkin) changed the landscape of
magnetic data storage by dramatically increasing storage capacity. This helped
pave the way for some of todayŠs most popular devices, and it was the first
application of spintronic devices to everyday technology.
The origin of the GMR effect is the spin dependent scattering of electrons
in the magnetic layers which constitute the structure. Fig.1.3 presents the
simplest model, referred to as the two-current model, where the current running
through the device is presented as composed of two parallel currents, one due
to spin-up and the other due to spin-down electrons. If the magnetization
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directions of the FM layers are parallel (P state), the majority of electrons
will have a spin parallel to this direction and they will encounter a minimum
scattering (low resistance). If, on the other hand, the magnetization vectors of
the layers are aligned in an antiparallel orientation (AP state), the majority of
electrons coming from the the first FM layer will scatter with high probability
in the second FM layer (high resistance). These two resistance states may be
used to read data bits in magnetic hard disk drives.
(a) (b) (c)
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Figure 1.3: GMR effect. (a) Multilayers with alternating magnetization (an-
tiferromagnetic system) present high scattering probabilities. (b) Minimal scat-
tering when the magnetization of the layers are parallel. (c) Dependence of the
resistance with the applied field for two exchange coupled ferromagnetic layers12.
1.3.1. Tunnel magnetoresistance
(a) (b) (c)
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Figure 1.4: Simplified picture of the TMR effect for 100 % polarized ferro-
magnets. (a) In the P state the spin majority electrons from the top electrode
easily find available majority states in the bottom layer to tunnel into. (b) In
the AP state the spin majority electrons from the top layer may only tunnel into
the scarcely available minority states of the bottom layer. (c) TMR vs external
magnetic field.
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If the non-magnetic metallic spacer layer of the spin valve is replaced by a
sufficiently thin non-magnetic insulating layer, the electrons can tunnel from
one ferromagnetic layer to the other. If tunneling conserves the spin, the device
is called a magnetic tunnel junction or MTJ (see Figure 1.4).
Classically, these structures usually have FM electrodes with different coer-
cive fields H1c < H2c . If an external magnetic field is applied so Hext > H1c > H2c ,
the magnetization of both layers is oriented along the same direction and this
is referred to as the P state. In the range H2c > Hext > H1c there is an an-
tiparallel alignment of the layers’ magnetization, the AP state. The difference
of coercive field is realized either by choosing a hard and a soft FM material
for each layer or by exchange-coupling one of the layers to an antiferromagnet
(exchange biased).
Similarly as to what happens in spin valves, the parallel or antiparallel
alignment of the layers’ magnetization presents a low or high resistance state.
This effect is called the tunneling magnetoresistance (TMR) effect. TMR is
usually given as a percentage, corresponding to the difference in resistance be-
tween the P and AP states normalized by the P state resistance (referred to as
the “opt imistic” TMR):
TMR = RAP −RP
RP
(1.8)
The following section will describe the details of tunneling between magnetic
materials that are needed tu understand the TMR effect.
1.4. Tunneling involving magnetic materials
The main ingredient needed to understand the TMR effect is spin depen-
dent quantum tunneling. After discussing the phenomenon in general, specific
details of tunneling between magnetic materials will be introduced.
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Ψ(x)
V0
x0        a
Figure 1.5: Transmitted wave through a rectangular potential barrier, known
as quantum tunneling.
1.4.1. The rectangular potential barrier
In classical physics, a particle cannot penetrate into or across a potential
barrier if its energy is smaller than the potential of the barrier. In quantum me-
chanics, a particle may tunnel through a barrier it could not overcome clasically
with a probability that decays exponentially with the barrier width (Fig.1.5).
This is the well known problem of the rectangular potential barrier of width a
and height V0. Considering an incoming wave from the left, the solutions to
the wavefunction in each region are:
ψ1(x) =eik1x + re−ik1x x ≤ 0
ψ2(x) =Aeik2x +Be−ik2x 0 ≤ x ≤ a
ψ3(x) =teik1x a ≤ x
where κ2 =
√
2m(E−V0)
~2 , r denotes the reflected amplitude and t the transmit-
ted. Applying the continuity conditions on the wavefunction and its derivative
at x = 0 and x = a, one obtains the value of the coefficients. The case which
we are interested in is when 0 < E < V0, which in the case of weak tunneling
(T  1) yields a transmission probability:
T ∝ e−2κ2a (1.9)
One may consider the three dimensional problem where a wave traveling
mainly in the Z direction encounters a rectangular potential barrier. The
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Levels from
which tunneling 
can occur {
EF
EF
Applied voltage eV
Figure 1.6: Energy diagram for tunneling between two metals separated by
vacuum with an applied potential difference V 13.
problem is solved by separation of variables, yielding a plane wave in the X
and Y directions and the solution obtained above (let us call it Φ(z)) for the Z
direction, i.e.:
Ψ (x, y, z) = Φ (z) ei(kxx+kyy)
In Φ(z), k is replaced by kz and, κ and kz present the following dependence
with k‖ = (kx, ky):
kz =
√
2mE
~2
− k2‖ and κ =
√
2m(V0 − E)
~2
− k2‖
This effect has numerous physical applications: the inversion of the am-
monia molecule, the tunnel diode, the Josephson effect, the α-decay of certain
nuclei, etc.
Now consider the tunneling occurs between two metals. Observing Fig.
1.6, without a potential difference V and at zero temperature, the tunneling
is not possible because the levels on both sides of the barrier are filled. The
electric field changes the shape of the barrier, bringing some empty levels in
correspondence with the filled ones on the other side of the barrier. Now the
tunneling can occur, with the transmission probability calculated above.
The current through a tunnel junction with an applied voltage V may be
expressed as:
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I(V ) =
∫ +∞
−∞
ρL(E)ρR(E + eV )|M |2f(E)(1− f(E + eV ))dE (1.10)
where ρ is the density of states of the left (ρL) or right (ρR) electrode, |M |2
is the transmission probability, f(E) the occupied states of the left electrode
and (1− f(E)) the unoccupied states of the right electrode.
The Simmons’ model14 gives a very useful and simple approximation to the
tunneling current by using a rectangular barrier. The barrier’s thickness a and
mean energy heigth V0 of a junction may be obtained by fitting the following
equation of the current density to an I-V curve:
J(V ) = J0
(V0 − eV2
)
e−A(V0−
eV
2 )
1
2
−
(
V0 +
eV
2
)
e−A(V0+
eV
2 )
1
2
 (1.11)
where J0 = e(2pi)2~a2 and A =
2a
~
√
2m.
1.4.2. Jullie`re’s model
Non-magnetic metal Ferromagnetic metal
DOS DOS
EF EF
M
Figure 1.7: Sketch of the exchange split electronic bands of a ferromagnet
The model15 that Jullie`re proposed in 1975 (based on the free-electron
model) has been extensively used to explain the TMR effect in magnetic tun-
nel junctions with amorphous barriers. It attributes the difference in resistance
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between the magnetic states to the spin polarization of the bands of the fer-
romagnets and consequently, to spin-dependent electron tunneling. The band
structure E(k) of a ferromagnet can be decomposed into two sets of bands,
one for majority spin (↑ or “spin up”), with spins are parallel to the external
magnetic field, and the other for minority spin (↓ or “spin down”) where the
spins are antiparallel. These bands are separated in energy by the magnetic
exchange splitting. As can be seen in Fig. 1.7, for a non-magnetic metal, there
is the same number of spin up and spin down conduction electrons at the Fermi
level. For a ferromagnetic material, due to the magnetic exchange, there is a
higher number of conduction electrons with a spin up than a spin down. Then,
an electronic extracted from such a material would be partially spin polarized.
The spin polarization P of a ferromagnetic material is defined by:
(a)
(b)
DOS DOS
EF
DOS
EF
DOS
Figure 1.8: Jullie`re model15. The majority electrons easily find available states
in the P state (a) while much fewer states are available in the AP state (b).
P = n
↑
i − n↓i
n↑i + n
↓
i
(1.12)
where niσ is obtained from the spin dependent density of states. A non-
magnetic material yields P = 0 while a fully spin-polarized at EF gives P = 1.
If Pi denotes the polarization of the ith electrode (i = 1, 2), then the TMR may
expressed as a function of the polarization:
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TMR = GP −GAP
GAP
=
(
n↑1n
↑
2 + n↓1n↓2
)
−
(
n↑1n
↓
2 + n↓1n↑2
)
n↑1n
↓
2 + n↓1n↑2
=
= 2P1P21− P1P2 (1.13)
In order for this model to be valid, the tunnel barrier should be thick enough
so the wavefunctions experience only a very small overlap. The Jullie`re model
implies that the TMR depends exclusively on the density of states at the Fermi
level of the electrodes, and thus is only valid when a small voltage is applied.
It also does not take into account the filtering properties of the barrier or the
influence of interface states16.
All these arguments make the Jullie`re model mainly valid for MTJs with
amorphous barriers such as AlOx, where the various symmetries of the elec-
tron wavefunction can couple with evanescent states in AlOx and have finite
tunneling probabilities17. The assumption that the tunneling probabilities are
equal for all Block states corresponds symmetry independent or incoherent
tunneling, for which the tunneling electrons do not have a preferred symmetry
in momentum space (discussed in detail in the next paragraph).
1.4.3. Coherent magnetic tunneling
Fe, Ni and Co (and some of their alloys) owe their magnetic properties to
unfilled 3d orbitals, and Bloch states with different symmetries of wave func-
tions exist in these materials. Bloch states with ∆1 symmetry (spd hybridized
states) usually have a large positive spin polarization at the Fermi energy.
Bloch states with ∆5 and ∆2 symmetry (d states) usually have a much smaller
(or even negative) spin polarization at EF .
Coherent tunneling17 in this context indicates that a state of a given
symmetry tunnels into a state of the same symmetry, that is, ∆1 → ∆1, etc.
If only ∆1 states (which are highly spin-polarized) were to tunnel coherently
through a barrier, a highly spin-polarized tunneling current would be obtained.
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Figure 1.9: Epitaxial growth of Fe on MgO with an almost perfect match. The
Fe lattice is rotated by 45◦ with respect to the MgO lattice17.
Incidentally, since this spin-polarized state would be forbidden in the AP state,
this would result in a high TMR ratio. For this effect to occur, the filtering of
the other Bloch states (∆2,∆5) by the barrier is essential. A schematic view of
coherent tunneling is shown in Fig. 1.10.
Figure 1.10: Diagram of electron tunneling through (a) amorphous Al-O bar-
rier and (b) crystalline MgO(001) barrier17.
Crystalline MgO(001) barriers can be epitaxially grown over bcc Fe(001) with
a 3% lattice mismatch (see the matching lattices in Fig. 1.9), which is compen-
sated by lattice distortions in the layers and/or by dislocations formed at the
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(a)                        (b)                           (c)
Figure 1.11: (a) Reciprocal space of the bcc Fe lattice, where the ∆ direction
corresponds to the tunneling direction in real space. Bulk band structure for
the (b) majority and (c) minority spin of bcc Fe17.
interface. Such a high quality interface allows coherent tunneling to take place.
Coherent tunneling transport was theoretically predicted for epitaxial Fe(001)/
MgO(001)/ Fe(001) tunnel junctions with crystalline MgO barriers18,19, and
later confirmed experimentally20,21. The tunneling probability is highest for
k ‖= 0, for which three kinds of tunneling (or evanescent) states exist in the
band gap of MgO(001), ∆1, ∆2, and ∆5. These states have specific orbital sym-
metries, and when the symmetry of the tunneling wave function is conserved,
so each Fe ∆i Bloch state couples with its corresponding MgO ∆i evanescent
state (as illustrated in Fig. 1.10). Due to its symmetry, the MgO ∆1 evanescent
states have the longest decay length, so in the parallel state, the tunneling is
dominated by the Fe ∆1 ⇔ ∆1 MgO ⇔ ∆1 Fe electron channel.
The ∆1 Fe band is fully spin-polarized at the Fermi energy (Fig. 1.11),
which makes the conductance in the P state much larger than in the AP state.
Therefore, a very large TMR effect is expected, as well as for other FM metals
and alloys based on Fe and Co (bcc FeŰCo, bcc CoFeB, and some Heusler
alloys)22.
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Noise in spintronic systems
T
his chapter describes the main contributions to noise that are
observed in spintronic devices, focusing on how noise could be
used as a diagnostic tool to obtain information that is inac-
cessible from dc electron transport studies, in magnetic tunnel junctions
specifically. In order to understand better the main mechanisms which
could contribute to the generation of voltage fluctuations in magnetic tun-
nel junctions, the physics behind different types of magnetoresistance are
briefly mentioned, leading to quantum tunneling through insulating bar-
riers and coherent tunneling through crystalline barriers. Fluctuations up
to hundreds of kHz are referred to as“low frequency noise” and include
thermal, shot, 1/f and random telegraph noise. Noise in the range of GHz
is referred to as “high frequency noise”, and deals with effects such as
the thermal ferromagnetic resonance, spin-transfer torque effects or phase
noise.
A number of different types of noise may be detected in spintronic devices,
and we will now describe the most relevant ones. A schematic representation
of the typical features of each contribution to the power spectra is shown in
Fig. 2.1.
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Figure 2.1: Diagram of the main noise contributions in spintronic devices.
2.1. White noise
White noise is a random signal (acoustical, electrical, etc.) with a constant
power spectral density. It receives its name from an analogy of white light,
which contains light of all visible frequencies. There are two components of
white noise in spintronic systems: thermal and shot noise.
2.1.1. Thermal noise
Thermal or Johnson-Nyquist noise was discovered in 1928 by John B. John-
son at Bell Labs23, who described his results to his co-worker Harry Nyquist
who produced a theory explaining the observation6. The thermal noise of a
conductor depends on its resistance and temperature. It is one of the contribu-
tions to “white noise” (independent of frequency), and it is due to the random
motion of electrical charge carriers caused by thermal agitation. This noise is
the manifestation of the fluctuation-dissipation theorem5 which relates ther-
modynamically the dissipation in a dynamic system (resistance), determined
through a non-equilibrium property, with the fluctuations in that system. The
spectral density SV of the voltage due to thermal noise is given by:
SV = 4kBTR (2.1)
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where kB is Boltzmann’s constant, T is the temperature and R is the elec-
trical resistance of the device under study. Measuring thermal noise can be
used to calibrate our experimental setups quite straightforwardly (see Chapter
3).
2.1.2. Shot noise
In statistics, the Poisson distribution expresses the probability of a num-
ber of events occurring in a fixed intervale of time (or space) if the events
occur with a known average rate (or mean), and are independent of the time
elapsed since the last event. This distribution was first introduced by Sime´on
Denis Poisson (1781Ű1840) and its first practical application was carried out
by Ladislaus Bortkiewicz in 1898 when he investigated the number of Prussian
soldiers accidentally killed by horse kicks. A varied number of processes obey
Poisson statistics, from the emission of electrons in a vacuum tube to the pho-
tons gathered per pixel in a CCD camera, or the number of molecules found in
a small volume at some time.
A discrete random variable X is said to have a Poisson distribution with a
mean λ > 0, if the probability of having k events in a given interval P (X = k)
for k = 0, 1, 2, . . . is given by:
f(k;λ) = P (X = k) = λ
ke−λ
k! (2.2)
When the average number of events ocurring in the fixed interval of time or
space becomes very large, i.e. , λ → ∞, the Poisson distribution is equivalent
to the Gaussian distribution, as seen in Fig. 2.2.
In electronic devices, shot noise is due to the discreteness of the electrical
current. It was first detected by Schottky in 1918 in a vacuum tube, where
electrons are emitted by the cathode following a Poisson probability distribu-
tion, and received by the anode after a time of flight. In this kind of random
process, the mean squared fluctuation of the number of emission events equals
the average count of emission events. Thus, the spectral density of the current
fluctuations in a vacuum tube is given by Schottky’s formula S = 2eI, where
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Figure 2.2: Poisson distribution for different values of λ.
e is the charge of the electron and I the average current. The value 2eI is
referred to as Poissonian of full shot noise. Shot noise presents a frequency
independent spectrum (white noise) up to a certain cut-off frequency, typically
in the GHz range. This cut-off frequency is related to the time taken for an
electron to travel through the conductor24.
In mesoscopic devices like point contacts or tunnel junctions, the shot noise
comes from the fact that the transmission probability T of an electron tunneling
from one lead to another is very small (T << 1), which yields an expression
for the shot noise such as25:
SI =
e3|V |
pi~
∑
n
Tn(1− Tn)
where V is the bias voltage, Tn is the transmission probability in the n
channel and h is PlanckŠs constant. This equation yields the Poissonian value
only in the limit of a low transparency system as, for example, a tunnel junction.
Variations in the transparency of the system may lead to sub-Poissonian or,
even, super-Poissonian shot noise25.
The equation corresponding to Poissonian voltage shot noise is:
26
2.1 White noise
SV = 2eIR2d (2.3)
where Rd is the differential resistance of the device. This equation describes
white noise only at T = 0K, since for T > 0 and V = 0 the system would
exhibit zero fluctuations at zero bias, which violates the fluctuation-dissipation
theorem. The problem is solved by adding thermal noise.
Shot noise and thermal noise are often, and incorrectly, viewed as additive
and independent noise sources. This independence has been questioned for a
long time and it can be shown that both types of noise have the same expla-
nation if the the electrical conductance is treated as a quantum-mechanical
transmission phenomenon26.
The joint expression for voltage white noise26 (shot and thermal) for a tun-
nel junction is:
SV = 2eIR2d coth
(
eV
2kBT
)
(2.4)
We will derive this equation in the following subsection in an intuitive way.
2.1.3. Unified equation for tunnel junctions
A unified expression for the thermal and shot noise can be informally (for
a more mathematical derivation see Ref.25) derived from the same physical
model by using several assumptions from various branches of physics and signal
analysis27.
Consider an ideal tunnel junction J with an insulating gap g (vacuum or
dielectric) separating two metal contacts A and B. The junction is connected
to an ideal voltage source G which applies a constant bias voltage V .
Let us denote I(t) as the current flowing through the circuit, which is kept
at a constant temperature T (isothermal). The current is made up of discrete
carriers which have an elementary charge q, referred to as electrons from now
on.
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Considering the electrons as quantum-mechanical particles, there is a finite
probability per unit time PAB (PBA respectively) that an electron (instanta-
neously) tunnels from A to B (B to A respectively). Quantum mechanics gives
us the values of PAB and PBA knowing the nature of the junction.
Suppose the detector of our thought experiment allows us to watch indi-
vidual electrons tunneling through the barrier, because its sampling time τ is
small enough. The bandwidth of the measurements would be:
∆f = 12τ (2.5)
Then, we can observe three different events:
1. An electron crosses A→ B. Then I(1) = +q/τ , occurring with probabil-
ity PI(1) = PABτ .
2. No electrons tunnel, so I(0) = 0, occurring with probability PI(0) =
1− (PAB + PBA)τ .
3. An electron crosses B → A. Then I(−1) = −q/τ , occurring with proba-
bility PI(−1) = PBAτ .
Since these are all the possible outcomes, the average and mean square
values of the current are:
〈I〉 =
1∑
i=−1
I(i)pI(i) = q(PAB − PBA) (2.6)
〈I2〉 =
1∑
i=−1
I(i)2pI(i) =
q2
τ
(PAB + PBA) (2.7)
Let us think of the tunneling event as a transition between two states,
having the electron in A or B. So nA, nB represent the occupation of the
states A and B. If the system is in a steady state, nA and nB are constant and
the following is true:
PABnA = PBAnB (2.8)
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(a)                                    (b) 
I(A)
0
e/τ
-e/τ
t(s)
Figure 2.3: (a) The tunnel junction J has contacts A and B separated by a
gap g, connected to a source G that supplies a constant voltage V . The current
I(t) flows through the junction at temperature T . (b) Three realizations of I
are observed.
This comes from the detailed balance principle28, which informally states
that for kinetic systems which are decomposed into elementary processes, then
“At equilibrium, each elementary process should be equilibrated by its reverse
process”.
The states A and B have energies EA and EB, so EA−EB = qV . Since the
occupation numbers satisfy the Boltzmann distribution29:
nA
nB
= e−
qV
kBT (2.9)
Combining equations 2.8 and 2.9, we arrive at:
PBA
PAB
= e−
qV
kBT
so
〈I〉 = qPAB(1− e−
qV
kBT )
〈I2〉 = q
2
τ
PAB(1 + e−
qV
kBT )
which combined, along with equation 2.5, yields:
〈I2〉 = 2q〈I〉1 + e
− qV
kBT
1− e− qVkBT
∆f = 2q〈I〉 coth
(
qV
2kBT
)
∆f
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Finally, denoting the resistance of the junction by R, the voltage spectral
density is:
SV = SIR2 =
〈I2〉
∆f = 2q〈I〉R
2 coth
(
qV
2kBT
)
If the resistance of the sample presents a non-linear IV, the differential
conductance Rd must be used in place of R, as stated by Gupta’s theorem30,31.
The previous equation reduces to the expression for shot noise (Eq. 2.3) or
thermal noise (Eq. 2.1), in the limits T → 0 or V → 0.
2.2. 1/f noise
The low-frequency 1/f noise, also referred to as pink noise or flicker noise is
a ubiquitous type of noise found in many physical, biological and even economic
systems: fluctuations of the sea level, intensity in a music recording, human
heart rates or electrical currents in semiconductor devices.
1/f noise was discovered in 1925 by Johnson, in an experiment designed to
test Schottky’s theory of shot noise in vacuum tubes. After almost a century
of research, the origin of 1/f noise in solid state remains unclear and only
phenomenological models are used to characterize it.
The noise spectra in spintronic devices (as well as in electronic devices
in general or other systems in nature) present a dependence, in some range
of frequency, of the form 1/fβ, where the exponent β is usually close to 1.
This type of noise is referred to as 1/f noise, flicker or pink noise. These
fluctuations are present in a wide range of different electronic devices, and
they are attributed to fluctuations in the conductance. For example, in Si
MOSFETs, the resistance of the channel fluctuates due to electron capture
into and emission from traps that lie in the oxide layer. In a MOSFET with
a large area (above 1µm2), the 1/f noise appears from a superposition of the
effects of a large number of traps with various activation energies and relaxation
times32,33.
A fluctuation which is characterized by a single relaxation time τ is defined
by a spectral density which is a Lorentzian function of frequency:
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SX(f) = 〈∆X2〉 4τ1 + ω2τ 2
Let us now consider that the kinetics of the fluctuating quantity X(t) may
be described as a superposition of several relaxation processes with different re-
laxation times (or even a continuous distribution of relaxation times), schemat-
ically represented in Fig. 2.4. Then the spectral density of of such a process is
given by averaging the Lorentzian spectral density of a this distribution with a
weight function pX(τ) which contains the number of subsystems with relaxation
time τ and the corresponding variance of fluctuations. The spectral density is
then given by:
SX(f) =
∫ ∞
0
dτpX(τ)
4τ
1 + ω2τ 2 (2.10)
The spectral density has the form SX(f) ∝ 1/f at some interval of frequency
if pX(τ) ∝ 1/τ . Du Pre´34 and Van der Ziel35 proposed that the fluctuations
are a result of the superposition of activation processes with different relax-
ation times, with τ = τ0e−(E/kBT ), where E is the activation energy. Then,
if the distribution in activation energies FX(E) is chosen to be constant, the
distribution of relaxation times pX(τ) has the required form, since:
pX(τ)dτ = FX(E)dE ⇒ pX(τ) = FX(E)/(dτ/dE) = kBTFX(E)/τ
and if FX(E) = const., pX(τ) ∝ 1/τ .
The most widely used phenomenological description of 1/f noise is the one
proposed by Hooge36. This model describes the 1/f noise in terms of the varia-
tion of the density of charge carriers, which is proportional to the dimensionless
Hooge parameter α. The Hooge parameter allows comparing the 1/f noise
power in different devices, and is given by:
SV =
αV 2
Ωfβ (2.11)
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Figure 2.4: Sketch of 1/f noise as a sum of defects with different relaxation
times.
where V is the applied DC voltage and Ω the volume or lateral size of the
conductive region. In the case of tunnel junctions, the noise power is normalized
by the cross-sectional area A of the junction, so the Hooge parameter typically
has dimensions of µm2.
SV =
αV 2
Afβ
(2.12)
The exponent β varies between 0.9 and 1.4, and variations from this range
are usually due to additional noise contributions, such as random telegraph
noise37 or generation-recombination processes33.
1/f fluctuations appear in practically all electronic devices and are asso-
ciated with low frequency fluctuations in resistance. Spintronic devices, like
GMR or TMR systems are influenced by defects in their structure which give
rise to 1/f type fluctuations. Besides, due to the link between magnetic order
and conductivity in spintronic devices, these may exhibit an additional 1/f
noise source. This term is directly related to the magnetization noise that can
be described using the fluctuation-dissipation theorem.
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2.2.1. Thermal magnetic fluctuations
As was described in the introduction, there exist a relation between energy
dissipated by a system and the fluctuations of a certain generalized force.
In ferromagnetic systems, the energy losses can be described by the complex
susceptibility χ(ω) = χ′(ω) + iχ′′(ω). This quantity is dependent on frequency
and its real and imaginary parts are described as the in-phase and out-phase,
respectively, response of the magnetization to a small AC magnetic field. By
using this quantity the thermal fluctuations of the magnetization (SM(ω)) can
be expressed38 as:
SM(ω) = Ω
4kBT
ω
χ′′(ω) (2.13)
where Ω is the volume of the ferromagnetic body. The observation of this
noise in a ferromagnet was reported at low frequencies in Refs.38,39. The ob-
tained power spectrum is consistent with ferromagnetic losses independent of
frequency, thus the fluctuations exhibit 1/f noise.
2.2.2. Magnetic noise in spintronics
We have already mentioned that in magnetoresistive devices, due to the link
between magnetization and resistivity, a magnetic noise from the electrodes can
be detected in resistance fluctuations. This relationship was first reported in
a multilayer structures which exhibited GMR, in Ref.40. In this work, the de-
tected 1/f noise is accurately predicted from a fluctuation-dissipation relation
using the imaginary (or out-of phase) susceptibility of the system, and it was
found that the fluctuations in resistance where proportional to the magnetiza-
tion noise and the derivative dR(H)/dH, see Fig 2.5. It can also be seen in
Fig. 2.5 that at H=0 Oe the 1/f noise predicted by the fluctuation-dissipation
theorem underestimates the resistance noise actually observed. This failure of
the fluctuation-dissipation theorem is, in fact, expected as in this field region
the main noise contribution is the domain wall dynamics, as long as domain
walls are out of thermodynamic equilibrium. This out of equilibrium noise
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Figure 2.5: Hooge parameter obtained from the resistance noise measurements
and the AC susceptibility. Adapted from Ref.40.
is called Barkhausen noise and has been observed in other spintronic devices
as magnetic tunnel junctions in Ref.41. Indeed this kind of noise is not 1/f
noise but rather 1/f 2 noise, that is consistent with random walk dynamics and
avalanches, as is expected in domain wall dynamics which may contribute to
noise in the small field range.
The equilibrium noise is exhibited by every spintronic system, e.g. mag-
netic tunnel junctions, limits the use of GMR or TMR systems in magnetic
field sensing and high frequency applications. In general, the design of sen-
sors using crossed anisotropy42 or easy axis biasing43 drives the Barkhausen
noise negligible. However the presence of this kind of noise and its proportion-
ality to the sensitivity (dR/dH) is a big drawback for using them in general
applications.
2.3. Random telegraph noise
Random telegraph noise (RTN) is a type of electronic noise characterized
by a time-dependent signal where step-like transitions between two or more
discrete voltage (or current) levels take place at random times, as shown in
Fig. 2.6(a). RTN can be originated by different mechanisms depending on the
structure being studied, like random trapping and releasing of charge carriers at
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defect sites in bulk semiconductor crystals or local changes in the magnetization
of a FM electrode.
The characteristic times of the levels can be obtained from the histogram
of the time trace, or by a theoretical fit of the noise spectrum, shown in Fig.
2.6(b). For a two-level RTN, the spectral density is given by the Lorentzian44:
SRTNV =
4∆V 2
(τup + τdown)
T 2
(1 + (2piTf)2) (2.14)
with T = (1/τup + 1/τdown)−1, where τup and τdown are the characteristic
dwell times of each level. This equation can be generalized for multilevel RTN.
Analyzing this type of noise may be quite useful for determining different
properties, depending on the nature of the fluctuations. If the RTN is due
to charge trapping/detrapping, for example in oxide traps in MOSFETS45,
then properties like the trap depth may be extracted from the dependence of
ln(τup/τdown) with the voltage. An Arrhenius-type dependence is supposed for
each characteristic time, and so one obtains:
ln(τup/τdown) = K − q
kBT
(
xT
t
V + . . .
)
where K is a constant, xT the traph depth, t the oxide thickness and V the
applied voltage. Other terms which depend on the temperature may be added
to estimate surface potentials, etc.
The resistance fluctuations may also have a magnetic origin, for example,
due to the occurrence of magnetization fluctuations in the electrodes of a mag-
netic tunnel junction. In this case, the fluctuating magnetic moment may be
calculated from the dependence of ln(τup/τdown) with the applied magnetic field.
Again using an Arrhenius law for each characteristic time, one arrives at44:
ln(τup/τdown) = K +
2∆m
kBT
H (2.15)
where K is a constant, ∆m is the fluctuating magnetic moment and H the
applied magnetic field.
35
2. Noise in spintronic systems
Figure 2.6: Typical RTN (a) time trace with step-like fluctuations and (b) a
Lorentzian noise spectrum, fit with equation 2.14 calculated from the up and
down lifetimes. Adapted from Ref.44.
2.4. High frequency noise in spintronics
The introduction chapter deals mainly with low frequency noise, since most
MTJs studied in this thesis have a lateral size larger than a micron.
If the lateral size of MTJs is reduced below 1 µm (as the MTJs in Chapter
4) several new effects may be observed. First of all, due to the “inverse magne-
toresistance” effect, large currents can be used to change the magnetic state of
these small MTJs. Moreover, the influence of the magnetization dynamics on
high frequency noise becomes an important factor46. Therefore it is worth ded-
icating a few lines to high frequency noise in spintronic devices. In equilibrium,
the magnetization of a ferromagnet aligns with an effective field Heff . The ef-
fective field corresponds to the combination of the externally applied magnetic
field and the demagnetizing field of the ferromagnetic material under study.
When a magnetic configuration is away from equilibrium, the magnetization
precesses around the instantaneous local effective field. The Landau-Lifshitz-
Gilbert (LLG) equation (equation 2.16) describes the time evolution of the
magnetization as due to: the precession around Heff (first term), dissipation
(second term) and the influence of spin torque (third term), which opposes
the dissipation. The spin torque term in the LLG equation was proposed by
Slonzewski in Ref.47, which describes the torque exerted on the magnetization
by a spin-polarized current.
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M˙ = −γM×Heff + α
Ms
M× M˙ + γ aj(θ)
Ms
M× (M×P) (2.16)
where γ is the gyromagnetic ratio, α the Gilbert damping parameter, Ms
the saturation magnetization, P a unit vector in the direction of the current
polarization and aj(θ) is proportional to the current density J 48. The different
terms are schematically shown in Fig. 2.7.
Spin-transfer
torque
Field-like
torque
Precession
MxHef
Hef Damping
M
Figure 2.7: Sketch of the different contributions to the LLG equation. Adapted
from Ref.49.
Then, we see that we can alter the magnetization of a ferromagnetic com-
ponent of a spintronic device of small size either by applying an external field
or by running a spin-polarized current through it. With a high enough spin
polarized current density, it is even possible to invert the magnetization of the
material. So if we carry out noise measurements at high frequency (in the range
of several GHz), thermal ferromagnetic resonances and spin torque effects could
be observed.
2.4.1. Thermal ferromagnetic resonance (T-FMR)
A ferromagnetic resonance (FMR) is the precession of the magnetic moment
of a ferromagnetic material about an externally applied magnetic field50. The
precession of the magnetization may be excited by applying a transverse rf field.
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The microwave energy is strongly absorbed from the source when its frequency
is equal to the magnetization’s precessional frequency. FMR techniques are
extensively used to extract the magnetic properties of materials such as the
effective magnetization Meff , the damping coefficient α, the gyromagnetic ratio
γ in the metal, etc.
Thermal excitation may cause the spins in a ferromagnetic layer to deviate
from equilibrium, and initiate a damped gyromagnetic motion51. As a result,
a ferromagnetic resonance in the material is excited. It is worth noting that
this random thermal field only performs the role of exciting the material’s
resonating spin waves. If a nanoscale magnetic device, such as a magnetic
tunnel junction, is biased by a small dc current (under the value for spin-
torque-induced dynamics), the resulting high frequency, voltage noise spectrum
presents an FMR peak due to the thermal excitation52.
Determining the dependence of the thermally excited FMR (T-FMR) with
field and bias may give information on such mechanisms as spin-torque driven
magnetic switching in nanoscale magnetic tunnel junctions. Also, the noise
contribution originating from T-FMR is referred to as mag-noise, and it could
present the ultimate limitation on the signal-to-noise ratio in hard drive read
heads. This threatens the miniaturization of read heads for ultrahigh area
recording density applications.53
2.4.2. Spin-transfer torque
As mentioned earlier, a high density, spin-polarized current can exert a
torque on the magnetization of a magnetic layer. Typically, the critical current
density in magnetic tunnel junctions is around 107 A/cm2 48, although values
as low as 106 A/cm2 have been achieved54. This technique could be used as an
efficient, fast and reliable way of writing data bits in magnetic random access
memories (MRAM)55. It would also make the devices simpler (there would be
no moving parts), smaller and more energy efficient.
These effects have been extensively studied in magnetic tunnel junctions48.
A transition from T-FMR to a spin-torque induced steady state, or even a
reversal of the magnetization of the free layer may occur for some critical value
of current Ic, which can be inferred from the bias dependence of the resonance
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frequency, obtained from high-frequency noise measurements56. It is typically
observed that the frequency and width of the resonance peaks changes little
at small currents, but decreases dramatically when |I| ≥ |Ic|. The decrease
is accompanied by a sudden increase in output power, which makes the spin
torque effect in MTJs interesting for creating a new generation of microwave
oscillators, as seen in Fig. 2.8.
Figure 2.8: MTJs used as high-frequency oscillators (adapted from Ref.57). (a)
The fixed layer, which acts as a spin polarizer (PL) and excites a steady state
precession of the magnetization in the free layer (FL) (b) Voltage oscillations
produced by the oscillations of the free layer in the nanopillar sample, in response
to the spin transfer torque from a 0.8 mA current. (c) Microwave emission
spectra measured in a STNO magnetic tunnel junction.
2.4.3. Phase noise
Phase noise is also another important factor limiting the applications of
nanosized devices as microwave oscillators. As we have argued above, a sinu-
soidal voltage (microwave emission) may be obtained from spin-torque oscil-
lators57. In this signal, both the amplitude and the total phase have small
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fluctuating contributions. The high-frequency spectrum of the voltage signal
presents a peak with some linewidth. The phase fluctuations (which indicate
how well the oscillator maintains the oscillations without phase-breaking) and
the non-linear coupling between the phase and amplitude both contribute to
the linewidth. Both these contributions are of great importance to understand
the linewidth broadening and to optimize the quality of the devices. A useful
alternative to measuring the spectra of the voltage fluctuations is to obtain the
time trace of the oscillations (e.g. using a one shot oscilloscope). With this
time trace, the Hilbert transform of the signal can be calculated, separating the
contributions of amplitude and phase noise58. The fluctuations of each contri-
bution may now be studied using the Fourier transform. The work in Ref.59
applies this method to characterize the phase and amplitude noise of MgO
based magnetic tunnel junctions which are used as high frequency oscillators.
2.5. Noise in single barrier magnetic tunnel
junctions
2.5.1. Shot noise in single barrier magnetic tunnel junc-
tions
In this section, we will present a summary of some of the most relevant
studies which have been carried out in magnetic tunnel junctions with a single
tunnel barrier. We will first deal with Al2O3 barriers (historically the first type
of barriers used for MTJs) and then move on to the revolutionary implemen-
tation MgO barriers.
2.5.1.1. AlOx barriers
Single barrier MTJs with AlOx barriers were the first of these devices in
which a large tunneling magnetoresistance was observed at room tempera-
ture60–62. Since AlOx usually grows amorphously, the electrode/barrier in-
terfaces are far from ideal and have structural defects.
The work of Nowak et al.63 was one of the earliest studies of SN in magneto-
electronic devices. The authors observe “full” SN (F = 1) in CoFe/Al2O3/CoFe
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MTJs in both the parallel (P) and antiparallel (AP) magnetic states.
One of the earliest studies regarding SN was presented by Jiang et al.64,
where the observation of full shot noise(F ≈ 1) in MTJs in the AP state was
reported. Later, the same group65 measured a strong suppression (down to
F ≈ 0.45) of the SN in magnetic tunnel junctions, which was not understood.
The junctions with the smallest resistance present a supressed Fano factor
(below 0.5 for some MTJs), which along with the reduced resistance and the
appearance of random telegraph noise, point to an inhomogeneous current flow
and thus a defective barrier. Still, the suppression of shot noise under the
Poissonian value was not well understood.
An interesting work regarding sub-Poissonian shot noise was presented in
Ref.66. Measurements made on low-resistance (less than 100 Ω) MTJs (possibly
designed to be used in read heads) showed results which were not consistent
with the resistance of the samples examined. The measurements yielded shot
noise that was lower than expected, and which pointed to the existence of paral-
lel paths of conduction, pinholes. An electrical model of the sample is proposed
where the tunnel junction has an ideal resistance RT which produces thermal
noise when unbiased and shot noise when biased and each pinhole is described
as a parallel resistance RP which exhibits thermal noise only. Through this
simple model, the authors are able to account for the decrease of the shot
noise as well as the tunneling magnetoresistance, correlating it with the low
resistance-area products of the junctions. The model suggests that there exists
a relation between the existence (or not) of pinholes and the TMR and shot
noise values. Also, shot noise clearly comes up as an outstanding quality test
for junction barriers.
Guerrero et al.67 reported the first detailed study (experiment and model)
of shot noise in single barrier magnetic tunnel junctions, which varied with the
barrier conditions and the magnetic state. This study contains an investiga-
tion of shot noise in Co(80A˚)/Al2O3(14A˚)/Py(100A˚) MTJs. The experimental
results showed that Cr impurities seem to be localised near one of electrodes.
Therefefore, a shot noise reduction down to F = 0.66 occurs for non-doped
junction, as shown in Fig. 2.9, indicating homogeneously distributed defects
(according to theoretical predictions68). Also, they found that the Fano factor
depended on the magnetic configuration, being enhanced in the AP state. A
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model was proposed where sequential tunneling takes place through nonmag-
netic and paramagnetic impurity levels in the barrier.
Figure 2.9: (a) Dependence of the TMR and F (for the P state) on the resis-
tance area product (R × A). Solid horizontal line marks F = 1. Vertical dashed
line separates the Cr-free and Cr-doped regions. (b) Dependence of the relative
variation of F with alignment ∆F/FP (%) = 100(FAP − FP )/FP on the relative
strength of the ZBA. Solid symbols point to the undoped samples. The lines are
guides for the eye.
The authors from Ref.69 report the observation of enhanced spin-dependent
shot noise in magnetic tunnel barriers, suggesting transport through localized
states within the barrier. The article discusses enhanced shot noise in non-
magnetic tunnel barriers due to two interacting localized states70 and explains
a classical model that can be used to calculate the Fano factor for arbitrary
tunnel barriers.
To summarize, amorphous AlOx present localized states due to impurities,
which allows the electrons to tunnel sequentially. This yields a shot noise which
is at or below the Poissonian level.
2.5.1.2. MgO barriers
The TMR record at room temperature in Al2O3 71 was set at 70% (Fig.2.10(a)).
A TEM image of the cross-section of a tunnel junction with an AlOx 72 is shown
in 2.10(b), presenting considerable interface roughness. Having the highest
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possible, room temperature, TMR is quite desirable for technological purposes.
The scientific community was very excited when crystalline MgO barriers were
suggested as an effective spin filter18,19. Soon after, the ambient TMR record
was improved up to 220%20,21, finally reaching an impressive 604%73 (Fig.
2.11(a)).
Figure 2.10: (a) TMR record at room temperature for AlOx barriers (b) TEM
image of the cross-section of a Fe/AlOx/Fe junction. Adapted from Ref.71.
As can be seen in Fig. 2.11(b), epitaxially grown Fe/MgO/Fe tunnel junc-
tions present a very good interface between the different layers74. The first
study of shot noise in tunnel junctions with MgO barriers was presented by
Guerrero et al.75. The junctions showed 185% TMR at room temperature, quite
interesting for applications, and 300% at 4 K (see Fig. 2.12). The layer struc-
ture of the epitaxial junctions was Fe(100)/FeŰC/MgO(100)/Fe(100). Shot
noise as a function of the magnetic state was measured at 10K and up to 1
V, and it presented a Poissonian character (direct tunneling) in both P and
AP states. This demonstrated that a pure spin-dependent direct tunneling
mechanism was governing the transport, giving the final evidence of the high
structural quality of MgO barriers.
Full shot noise in CoFeB/MgO/CoFeB tunnel junctions, with 1.5nm thick
barriers was also corroborated down to very low bias (±5mV )76. Shot noise in
the Schottky limit was obtained for both magnetic states (P and AP states), a
sign of the absence of electron correlations in the low bias regime. The authors
present an interesting work, since they are able to fit the equation of white noise
(thermal plus shot noise) to the data at several low temperatures (between 3
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Figure 2.11: (a) TMR record at room temperature for MgO barriers. (b) TEM
image of the cross-section of a Fe/MgO/Fe junction. Adapted from Ref.73.
and 20 K).
Figure 2.12: (a) Dynamic conductivities at 10 K (top panel) and the related
TMR (V) (bottom panel). (b) Shot noise measurements in P and AP states
measured at 10 K in bias when the electrons are injected from the top toward
the bottom MTJ electrode (negative voltage)75.
Contrary to what happens in amorphous in Al2O3 barriers, crystalline MgO-
based MTJs present interfaces which are presumed to be almost free from
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defects, giving rise to localized states. The authors from the previous work
fabricated junctions with a much thinner barrier (1.05 nm), with high TMR
ratios (over 200% at 3K) and an almost Poissonian shot noise77, as can be seen
in Fig. 2.13. The Fano factor in the antiparallel state is found to be quite close
to 1, but the parallel state presents F = 0.91 ± 0.01. These values are found
not to depend on either temperature or magnetic field. Since the junctions
present a hight TMR ratio and F = 1 in the AP state, then the barrier does
not seem to have interfacial defects, even though it is quite thin. The authors
argue that the sub-Poissonian statistics detected in the P configuration are due
to a coherent transport of a ∆1 state in the low bias regime, since this state is
filtered out in the AP configuration.
A theoretical first-principles work describing this slight supression of the
Fano factor for very thin barriers was presented in Ref.78, which reproduces
the experimental results from the work discussed above77. The authors com-
pute the shot noise in ballistic and Fe/MgO/Fe tunnel junctions with different
barrier thicknesses, and account for the decrease in shot noise by adding dis-
order at the Fe/MgO interface. The addition of oxygen vacancies as interface
defects is the most favourable energetically. Their inclusion in the calculation
of a tunnel junction with a barrier thickness of 5 atomic layers (1.05 nm, as
in77) brings the calculated TMR ratio from 3580% (concordant with theoret-
ical predictions) to around 250%, which agrees quite well with experimental
results. The calculations for this barrier thickness yield a suppression of the
Fano factor which depends on the magnetic state, FP = 0.87 and FAP = 0.98
which is quite close to the experimental values FP = 0.91 and FAP = 0.98.
The authors78 also predict an onset of resonant tunneling in the antiparallel
configuration at some threshold bias.
2.5.2. 1/f noise in single barrier magnetic tunnel junc-
tions
The first studies of the dependence of 1/f with the applied magnetic field
in magnetic tunnel junctions were carried out in systems with AlOx barri-
ers63,79–81. 1/f noise experiences a very strong magnetic contribution at the
transition between the P and AP states, due to fluctuations arising from the re-
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Figure 2.13: (a) Measured spectra in the P state for voltages of 0, 3, and 6 mV
at 3 K. The inset shows the histograms of each spectrum between 140 and 180
kHz. (b) Estimated current shot noise (open dots) for the P state. The solid
line is the fitted curve, while the dashed line shows the curve corresponding to
F=1. (c) Same graph for the AP state. Adapted from Ref.77.
orentation of the free layer’s magnetization64. In these conditions, the spectral
density of the fluctuations in resistance SR(f) are expressed as a function of
fluctuations in magnetization SM(f) by the fluctuation-dissipation relation40:
SR(f) =
(
∂R
∂m
)2
SM(f) (2.17)
where m is the magnetic moment and R is the resistance. The expression
for SM(f) corresponds to equation 2.13.
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Then, suppposing that χ′′ is a constant in a FM system40, and supposing
a that SR(f) depends on f as shown in equation 2.11 (Hooge model), we can
integrate equation 2.17 between fmin and fmax:
∂R
∂H
= 2mµ0
kBT∆R
R2
A
ln
(
fmax
fmin
)
α (2.18)
so close to the P-AP transition, the 1/f noise is mainly due to magnetic
fluctuations and α is proportional to ∂R/∂H.
The use of crystalline barriers, like MgO, improves the structural quality of
the junctions, and in general they present much lower normalized noise than for
amorphous barriers82. MgO barriers also offer an increase (around threefold)
in TMR without additional low frequency noise83. Crystalline barriers also
influence the tunneling transport due to spin filtering, as was seen in subsection
1.4.3. Indeed, the first studies of low frequency noise in MTJs with MgO(111)
barriers showed that the noise depends quite strongly with the magnetic state.
In Ref.84,85, our group found an increase in the normalized low frequency noise
(Hooge parameter) in the AP state for such junctions. This effect could be due
to the difference in stress acting on the barrier depending on the magnetic field,
referred to as magnetostriction. This difference in normalized noise between
the magnetic states was further confirmed to exist in MTJs with MgO(100)
barriers82, where record low normalized 1/f noise values were obtained.
As mentioned in subsection 1.4.3 (and shown in Fig. 1.9), there exists a 3%
lattice mismatch between Fe and MgO. Alloying Fe with V changes its lattice
parameter, so the interface mismatch between the Fe electrode and the MgO
barrier can be reduced. This improvement was found to increase the TMR ratio
and suppress the nonmagnetic (P state) and magnetic (AP state) 1/f noise, in
juctions with FeV bottom electrodes86.
The work done in our group in Ref.87 suggests that doping MTJs with light
elements could be advantageous. Carbon doping of epitaxial MTJs decreases
the 1/f noise, but also improves the robustness of MTJs, since it seems that
Carbon suppresses Fe-O interdiffusion and relaxes the MgO barrier.
Annealing can also have a big influence on the transport of magnetic tunnel
junctions. The study in Ref.88 presents double-barrier MgO magnetic tunnel
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junctions with CoFeB electrodes. These type of junctions are described in detail
in section 2.6. The junctions show TMR ratios of more than 100% at room
temperature, but the TMR presents a highly asymmetric dependence with the
voltage. The authors decrease this asymmetry by increasing the annealing
temperature, finding that T= 300 ◦C is the optimal value. The temperature is
determined by looking for the maximal TMR ratios in the junctions, as well as
a minimal asymmetry with the voltage.
The same authors presented a later work, where the influence of annealing
in CoFeB/MgO/CoFeB magnetic tunnel junctions was investigated89. The
junctions present an impressive TMR up to 235% and the noise is measured for
different degrees of crystallization and CoFeB/MgO interface quality depending
on the annealing temperature. An extremely low 1/ f noise, compared to Al2O3
junctions, is found although it seems to be independent with the annealing
temperature. The authors argue that the origin of the low frequency noise is
attributed to localized charge traps within the MgO barriers.
The authors from Refs.90–92 present several studies with the growth charecter-
ization of CoFeB/MgO/CoFeB MTJs and the dependence of 1/f noise with the
annealing temperature. The global conclusions extracted from them are: (a)
the annealing time required for the TMR and noise to reach its maximum and
minimum value respectively, depends on the annealing temperature, shorter
at higher annealing temperatures, and (b) the noise is attributed to oxygen
vacancy defects in the MgO tunnel barrier, and thermal annealing reduces this
disorder and the number of defects with levels near the Fermi energy of the
electrodes.
2.5.3. Low frequency noise in submicron MTJs
Reducing the area of magnetic tunnel junctions may be a good approach
for obtaining spin-torque based devices, since the current needed to obtain
the necessary current density for STT effects can be notably decreased. The
main problem is that decreasing the area of the devices also increases their
resistance since R ∝ 1/A. So the decrease in area must be compensated with
thinner tunnel barriers, since the resistance escales exponentially with the bar-
rier thickness. When the lateral size of the junction falls below the µm, matters
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turn technologically difficult, since the barriers must be made thinner than 1nm
to keep the resistance in the hundreds of Ω. The majority of noise studies in
junctions of such size deal with high frequency dynamics, with their application
as microwave oscillators in mind.
Our group presented electron transport and RTN measurements in submi-
cron MTJs, in particular, with dimensions close to the transition to the single
domain regime93. These junctions revealed the presence of single magnetic in-
homogeneities in the soft and hard layers, appearing as a two-state RTN. It
was found that the RTN fluctuations and the related resistance steps of the AP
state were due to domain wall motion and magnetic inhomogeneities. These
are asymmetrically influenced by the current, which can be used to displace
the domain walls in the soft layer by the spin torque effect using relatively low
current densities.
2.6. Noise in double-barrier magnetic tunnel
junctions
2.6.1. TMR and shot noise in double-barrier magnetic
tunnel junctions
A double-barrier magnetic tunnel junction (DMTJ) is a spintronic device
composed of three ferromagnetic layers separated between each other by tun-
neling barriers. One would think that such devices could have enormous TMR
ratios, since two tunnel barriers come into play and contribute to the resistance
of the antiparallel (↑↓↑) state. What is found instead is that the TMR values
obtained at low temperatures barely reach 200%94, quite far from the 604%73
record in single barrier junctions mentioned above. This could be due to spin-
relaxation in the central electrode, so the current loses some spin polarization
and the TMR values observed are not as high as initially expected.
It has been shown that these structures may find application in electronic
and spintronic devices as, for example, memory cells in MRAMs95 or as spin-
current diode96. One may also go further and think about these junctions as
data bits who could store twice as much information as a normal MTJ since
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they can show 4 distinct magnetic states97.
The growth and characterization of sputter-grown DMTJs with MgO bar-
riers and Co40Fe40B20 ferromagnetic electrodes is presented in Ref.98. The
conductance at each magnetic state, and thus the TMR are observed to have
an asymmetric bias voltage dependence withouth after growth and annealing at
low temperature. The authors show that the TMR asymmetry decreases when
the junctions are annealed at higher and higher temperatures. The structural
improvement is shown in Fig. 2.14. The bias dependence becomes almost sym-
metric after annealing at 350 ◦C. A maximum TMR ratio of 120% is obtained
for the DMTJs, and its somewhat low value is attributed to an amorphous
middle CoFeB layer, which does not crystallize after annealing.
Figure 2.14: Electron micrographs from the barrier region of DMTJs (a) as
deposited and (b) after annealing at 350 ◦C98.
A theory of shot noise in double-barrier magnetic tunnel junctions, with a
normal metal central electrode (FM-NM-FM), was developed in Ref.99. The
authors study the case of elastic and inelastic regimes, in the case of diffusive
(high electron scattering) and ballistic (negligible electron scattering) junctions.
The Fano factor is calculated as a function of the angle between the magne-
tization of the electrodes (i.e. the magnetic state), at different values of spin
polarization. Spin-flip processes are disregarded, which is justified if the cen-
tral electrode is thinner than the spin-flip scattering length. Spin-flip scattering
in the normal metal electrode is expected to make the angular dependence of
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the Fano factor quantitatively weaker, since the effective polarization and mix-
ing conductance are reduced. In the case of ballistic junctions with a large
polarization, the Fano factor sharply drops from 1 to 0 when the junction ap-
proaches the antiparallel state. Diffusive junctions, on the other hand, present
much lower Fano factors (F = 1/3 for a diffusive, single barrier junction) which
depends non-monotonically with the angle.
The work in Ref.100 considers the dependence of the TMR as a function of
the central electrode’s thickness in FM-NM-FM DMTJs. At certain thicknesses
of the middle electrode, periodic oscillations of the TMR may be observed which
are related to quantum-well states formed in this electrode101 and to resonant
tunneling through the whole structure. The authors present a theoretical study
of coherent tunneling in a FM-NM-FM system within the free-electron approx-
imation. The TMR, which depends on the relative orientation of the magnetic
moments of the ferromagnetic electrodes, shows an oscillatory behavior with
pronounced peaks as a function of the central electrode’s thickness. These
oscillations are related to the resonant tunneling through the whole system.
Evidence of tunneling through quantum well states in the middle free elec-
trode was found by our group102. Oscillations in resistance were observed at
room temperature in both magnetic configurations and for both bias polarities.
The quantum well states were observed due to a specific feature of junctions:
they experienced a soft breakdown due to a nitrogen doping of the barriers.
Quantum well states are also observed in nitrogen-free DMTJs in Chapter 5.
A model describing the spin-dependent current and TMR in an all ferro-
magnetic DMTJ (FM-NM-FM-NM-FM) is presented in Ref.103. The theory is
based on the two-band model and quasiclassical equations in order to describe
the transport phenomena in the ferromagnetic metals. The TMR is studied
for the resonance (through quantum well states) and nonresonance tunneling
regimes. In the case of non-resonant tunneling, the DMTJs are modeled in two
different ways: as a single system presenting coherent (ballistic transport with
no scattering) or as two single barrier MTJs connected in series, presenting
a consecutive tunneling system. By the use of both these models, including
a barrier asymmetry the authors are able to reproduce the asymmetric TMR
curves with the voltage which are observed in experiments98.
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2.6.2. 1/f noise in double-barrier magnetic tunnel junc-
tions
Although there have been several reports on the fabrication and character-
ization of DMTJs only, few of these deal with low frequency noise in this type
of junctions.
Figure 2.15: The bias dependence of (a) TMR, (b) the noise magnitude
parameter in the antiparallel state and (a) the α1/2/TMR value during free
layer switching for an SMTJ and a DMTJ with symmetric MgO layers. Figure
from104.
Ref.104 presents a comparison of low frequency noise between sputtered
CoFeB/MgO DMTJs and single MTJs with high TMR ratios. From a practical
point of view, DMTJs could be expected to show a reduced 1/f noise if the tun-
neling is not coherent. The junctions were annealed at temperatures between
250-375 ◦C and have sizes of 20×20Ű50×150 µm2. The authors find that while
the normalized noise is slightly lower for DMTJs in the P state (α ∼ 10−10µm2),
α in the AP state for DMTJs decays slowly with the voltage compared to that
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single MTJs, as is shown in Fig. 2.15 (a), (b). The authors argue that the
bias dependence of the TMR and α points to the DMTJs behaving like two
single MTJs in series, since there is also no sign of coherent/resonant tunneling.
Fig. 2.15(c) presents α1/2/TMR (which is proportional to the field detection
capability of MTJs) as a function of the voltage for a DMTJ and a simple
MTJ. The results indicate that for a low bias operation, the DMTJs could be
used as more sensitive detectors than single barrier MTJs. In summary, double
barrier tunnel junctions have been sucessfully fabricated on numerous reports,
but although there exist several theoretical descriptions of the tunnel through
this type of devices, there is yet no systematic investigation of the transport
mechanisms in them, and particularly of shot noise.
2.7. Charge and spin transport in organic ma-
terials
Organic materials present some advantages over inorganic ones, like the
ability to chemically adjust the electronic functionality, mechanical flexibility,
the capacity to form self-assembled layers, etc. These properties are used daily
to produce cheap electronic devices which have large areas where the organic
components are involved. The day when scaled-down electronics are made from
single molecules still lays in the future, since significant technical problems still
need to be figured out.
We will briefly go over the history of organic electronics, and then we will
introduce the young field of organic spintronics, in which the advantages of
organic materials have started being applied to build spintronic devices. We
note that this thesis mainly concentrates on the tunneling and hopping regimes
and therefore quantum transport through molecules in the high transmittance
regime105 is outside of our scope.
2.7.1. Organic electronics
The world of electronics is currently dominated by Si/SiO2 metal-oxide,
semiconductor field-effect transistors or MOSFETs. The main mechanism be-
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hind MOSFETs is the inversion layer that is formed between the drain and
source of the transistor by using gate voltages. The ability to change the car-
rier density in semiconductors by doping and electrical gating is a crucial tool
in electronics. General interest in organic semiconductors emerged because
of their promising characteristics, and materials such as polymers or small
molecules are used in everyday technology as OLEDs, OFETs, photovoltaic
cells, etc. Historically, the first studies on organic semiconductors were aimed
at improving the conductance of organic polymers. The discovery of high con-
ductivity in oxidized, iodine-doped polyacetylene in 1977 earned Heeger, Mac-
Diarmid and Shirakawa the Nobel Prize in Chemistry in 2000. Films grown
with organic polymers are considerably rough, presenting strands reminiscent of
spaghetti, which limits their carrier mobility typically to around 0.1cm2(V s)−1.
Films with a smoother interface may be obtained by using small molecules,
which increases the carrier mobility. Pentacene, for example, is the most widely
used molecule for the fabrication of organic thin film transistors (OTFTs),
setting the mobility record at 6cm2(V s)−1. Control of the carrier density by
doping organic semiconductors is not straightforward, due to their low purity.
Therefore, the thin-film-transistor geometry is preferred for organic transistors
(Fig. 2.16(a)) rather than that of the MOSFET. In an OTFT, a conducting
channel is capacitively induced at the interface between the dielectric and the
organic material. Thus the carriers are injected into the organic channel from
metallic electrodes, as opposed to the case of MOSFETs, where the charge
carriers come from the dopants.
The interface between the inorganic and organic layers is also quite crucial
for organic electronics and spintronics. The microfabrication processes used for
establishing an electrical contact with the organic components usually damage
them considerably. Since the injection and detection of spins takes place at the
interfaces between the ferromagnetic electrodes and spacer layers, obtaining
high-quality interfaces between organic and inorganic components is of funda-
mental and practical interest.
Since the interface between the semiconductor and the dielectric (which
separates the semiconductor from the gating contact) is of major concern for
the efficiency of the transistors, they have been greatly improved by the use of
self-assembled monolayers (or SAMs) of small organic molecules such as Alq3
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or the oligomer all-thiophene (T6), shown in Fig. 2.16(b) and (c).
Figure 2.16: (a) Sketch of an organic thin-film transistor. The gate (G) elec-
trode induces a conducting channel and it is separated from the organic film by
an insulator. The current through the organic material is injected and collected
by source (S) and drain (D) contacts. Structure of the (b) Alq3 molecule and
(c) the T6 oligomer106.
As in the case of inorganic electronics, high purity, single crystal organic
semiconductors may be grown from molecules such as rubrene and pentacene
with reproducible electronic properties. They can be obtained by physical
vapour transport (PVT) or despositing them from a solution. Organic single
crystals (OSCs) do not present grain boundaries, so they have a minimal num-
ber of charge traps. These properties make them ideal materials to test the
fundamental electronic properties of organic materials as well as the limitations
of OFETs. Recent studies report an increase of the room-temperature mobility
in rubrene and pentacene107.
2.7.2. Electron transport in organic materials
The injection of charge and electronic transport in organic materials is cur-
rently not well understood. Two major mechanisms for electronic transport are
found in bulk organic materials: band transport and hopping.
Band-like transport may only occur at low temperatures in organic sys-
tems with a high structural order, such as the organic single crystals mentioned
earlier. In order for the band transport to take place, the carrier mean free path
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must be higher than the separation between molecules. The conduction and
valence bands emerge from the overlap of the HOMO and LUMO levels respec-
tively108.
The hopping mechanism is typically found in disordered structures (like
the polymer films described earlier), which present a much smaller mobility
than for band-like transport. The name hopping comes from the fact that
the transport results from the charge carriers “hopping” between the localized
states of the molecules. It strongly depends on the temperature, electric field,
charge traps and the carrier concentration109.
In organic materials, the definition of n or p-type materials differs from
that in the inorganic case. In the organic context, a material is considered
n-type if it is easier to inject electrons than holes, or p-type if the opposite is
true110. Although p-type organic conductors are the most common, there have
been reports of n-type organic semiconductors, as well as of ambipolar organic
materials, which show p-type and n-type conduction depending on the gate
voltage applied. Then, hole transport seems to be the preferred the type of
conduction in organic materials, which is explained by the fact that electrons
are more easily trapped at the organic/dielectric interfaces than holes.
The transport through a single molecule is quite different from the the trans-
port though a bulk organic material, since it may be affected by Coulomb or
quantum confinement effects at low temperatures similarly to quantum dots111.
The simplest model considers the transport through only one molecular level.
In the model, the current flows when the voltage applied between the metal-
lic leads causes the molecular level to be between the Fermi levels of the two
leads112.
Many other models have been developed for the estimation the transport
through organic molecules, although the most used is the non-equilibrium
Green’s function method113. Molecular spin valves (an organic molecule sand-
whiched between two FM contacts) may be described by some of these mod-
els, which consider spin-polarized tranport and predict highly spin-dependent
signals114. As we present in Chapter 7, a model describing experimentally
observed superpoissonian shot noise implies inroducing at least two or more
interface levels near and below the Fermi energy.
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2.7.3. Organic spintronics
Organic spintronics arises from the combination of organic electronics and
spintronics, and is an emerging area of research where spin-polarized currents
are mediated by organic materials. Organic materials offer inexpensive, light,
flexible, chemically active, and bottom-up fabricated electronics.
As inorganic electronics have shown, taking advantage of the charge and
spin of the electron (as opposed to only its charge), allows the construction
of spintronic devices which are non-volatile electronics for logic, data storage
(MRAM) or communications (for example, STNOs). These devices should
also be faster and more power-efficient, due to the fact that the energies of spin
dynamics are appreciably lower than for handling charges.
Organic materials are specially attractive for spintronic applications because
they present quite long spin relaxation times τs, which have been found to be
in the range of 10−7/10−5 s, i.e. orders of magnitude longer than ∼ 10−10 s
found in metals. The spin relaxation time determines the time scale during
which the electron does not lose its spin polarization.
The spin relaxation time is given by 1
τs
= 1
t↑↓
+ 1
t↓↑
, where t↑↓ and t↓↑ corre-
spond to the average spin flip time from up-spin to down-spin, and vice versa.
The length over which the electron maintains its spin polarization is known as
the spin relaxation length ls. In the case of a non-magnetic metal, ls is related
to the spin relaxation time by ls =
√
τs
4e2N(EF )ρ where N(EF ) is the density of
states at the Fermi level and ρ the resistivity of the metal. Then, if a material
is intended to be used as a spacer in a spin valve, the thickness L of the spacer
layer should be considerably smaller than the spin relaxation lenghth L  ls,
for the spin to retain its memory when tunneling between FM electrodes. So
longer spin relataxion times could translate into larger MR ratios in hybrid
structures.
The longer spin relaxation times found in organic materials may come from
the fact that both the spin-orbit coupling and hyperfine interactions are weak in
these materials. The previous interactions are the main cause of spin relaxation
in inorganic spintronics, and they are absent in organic systems because they
are mainly composed of light elements.
Spin-polarized carriers have been injected into organic semiconductors, from
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ferromagnetic elements such as gadolinium. The investigation of such a system
has been carried out in organic LEDs (OLEDs) with the intention of generating
a luminescence dependent on the magnetic field115,116. Research on magnetic
field effects in OLED devices started in 2003 when Kalinowski et al. discovered
that the resistance and the light output of OLEDs could be modified by ap-
plying external magnetic fields115. This phenomenon was named by “organic
magnetoresistance” or OMR effect, particularly interesting since the OLED
devices studied did not contain any ferromagnetic materials.
2.7.3.1. Organic spin valves
Organic materials have also been succesfully used in the fabrication of spin
valves. The first succesful experimental work regarding the injection of spins
into an organic semiconductor was presented by Dediu et al117. Lateral spin
valves, composed of two LSMO electrodes were used to inject a spin-polarized
current in a T6 channel of width ranging from 70 to 500 nm. Since the coercive
field of both electrodes is the same (and there is no AP state), a negative MR
of 30% is achieved when the electrodes’ magnetization changes from parallel
(high field) to a random orientation (low field). The spin relaxation length is
estimated to be roughly 200 nm, which leads to a spin relaxation time τs ∼ 1µs
(using 10−4cm2(V s)−1 as the mobility of T6).
Perpendicular spin valves (Fig. 2.17(a)) with a structure LSMO/Alq3/Co
presenting P and AP states were fabricated by Xiong et al118. Depositing Co
as the top electrode creates pinholes and the Co penetrates up to 100 nm into
the organic layer (Fig. 2.17(b)). Even though the Co/Alq3 interface is not well
defined, the authors find an MR of -40% at 11 K (Fig. 2.17(d)). The negative
sign of the MR is attributed to the negative spin-polarization of the d-band in
Co. The authors estimate the spin relaxation length to be ls = 45 nm, using
an adjusted Jullie´re model118.
Organic spin valves showing GMR have been fabricated using varied organic
spacers, based on small molecules, like pentacene, rubrene, or the C60 fullerene,
pi-conjugated polymers like P3HT (poly(3-hexyl thiophene)) or P3OT (poly(3-
octylthiophene)), etc. In fact, GMR at room temperature was obtained for spin
valve devices consisting of LSMO/P3HT/Co119 and LSMO/P3OT/LSMO120.
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Figure 2.17: (a) Schematic representation of a spin valve device consisting
on two FM electrodes and an organic semiconductor spacer. (b) GMR loop of
a LSMO (100 nm)/Alq3 (130 nm)/Co (3.5 nm) spin-valve device measured at
11 K. (c) GMR value of a series of LSMO/Alq3/Co devices with different Alq3
thickness. Adapted from118.
The interface between the FM electrodes and the organic spacer was found
to improve if a thin buffer barrier is grown between the electrode and the
spacer121. In this work, an AlOx seed layer is included between the Co electrode
and an Alq3 layer in a vertical LSMO/Alq3/Co device. The authors also prove
that optmizing the LSMO interface, a room temperature GMR of -0.15% can
be obtained. The GMR vanishes at 325 K, which corresponds to the loss of
magnetization of the LSMO layer.
Positive GMR ratios have also been obtained in Alq3 spin valves122. The
authors report GMR values of 9% at 80 K and of 1% at 290 K, in Fe/Alq3/Co
devices with an organic layer of 46 nm. The GMR value decreases when the
thickness of the Alq3 is increased. A spin relaxation length of 43 nm at 80
K is estimated. The larger GMR values are found to correlate to sharper
Co/Alq3 interface and a magnetically dead layer at the Fe/Alq3 interface, which
seemingly acts as a tunnel barrier.
The organic−based magnet V[TCNE]x (where TCNE: tetracyanoethylene),
which has a Curie temperature of 400 K, has been used to fabricate an all-
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Figure 2.18: Magnetoresistance curve measured at 120 K of an all-organic spin
valve123.
organic spin valve with a structure V[TCNE]x/Rubrene/V[TCNE]x 123. The
organic FM was grown by chemical vapor deposition at 40 K in order to sup-
press the diffusion of the FM into the organic spacer. A maximum MR of 0.04%
at low temperature was obtained (see Fig. 2.18), probably due to the low spin
polarization of the organic ferromagnet.
2.7.3.2. Organic magnetic tunnel junctions
If the organic semiconductors are grown thin enough, they can act as tunnel-
ing barriers. Spin-dependent tunneling at room temperature was demonstrated
in a Co/Alq3/Py structure124 with Alq3 thicknesses from 1 to 4 nm, as shown
in Fig. 2.19. The authors measure a maximal TMR of 6% at room tempera-
ture. The influence of interfacial states on the spin relaxation was decreased
by including an AlOx buffer layer between the Co and Alq3 layers.
Xu et al.125 also obtained organic MTJs with LSMO and Co electrodes
and Alq3 or tetraphenyl porphyrin (TPP) as the tunneling barrier. Relatively
thick (around 20 nm) but apparently non-uniform tunnel barriers were grown,
and the tunneling seemed to take place through areas a few nm thick. A
TMR of -15% was found for both types of barriers at 80 K, vanishing at room
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Figure 2.19: Adapted from124. TMR at 10 mV bias for an 8 nm Co(0.6
nm)/Al2O3(1.6 nm)/ Alq3(10 nm)/Py junction. The inset shows the tempera-
ture dependence of the junction resistance.
temperature.
Room temperature TMR values of around 12% were observed by Szul-
czewski et al.126 in CoFeB/MgO/Alq3/Co devices with values around 12% at
room temperature for Alq3 thicknesses between 2-8 nm. Granular systems of
Co nanoparticles in a P3HT matrix have also shown MR values of of 3% for
17 vol % Co at 10 K127 Finally, TMR values of the order of 300% have been
obtained in nanosized LSMO/Alq3/Co tunnel junctions, where the top contact
is created by an AFM tip128.
2.7.3.3. Single-molecule devices and self-assembled monolayers
Molecular monolayers have already started being used for the miniatur-
ization of electronic devices, a process which is leading to the use of single
molecules. The properties of single-molecule devices are still mainly unex-
plored, but there exist a few important studies.
The concept of molecular electronics dates back to 1974, when the idea of
a molecular rectifier was first introduced129, but the first experimental result
measuring the conductance of a single molecule was not obtained until 1997130.
The main problem in single-molecule electronics is establishing an electrical
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Figure 2.20: (a) Atomic force microscopy image of a Au wire where a nanogap
is broken by electromigration. (b) A schematic of a final device incorporating a
1,8-octanedithiol molecule into the nanogap.131
contact between the metal and the electrodes, which should only separated by
about 1 nm if single molecules are to be contacted at both ends. Some of the
techniques used to contact single molecules are: mechanical break junctions,
nanopores, electromigration, conducting probe atomic force microscopy, etc105.
An organic molecule imaged by AFM is shown in Fig. 2.20.
The Kondo effect was observed by Pasupathy et al. in single C60 molecules
contacted by Ni electrodes132,133. Features of the Kondo effect could be seen in
the dependence of the conductance with the magnetic field and temperature,
and TMR values of -38% and -80% were obtained. Tunnel junctions in which
barrier consists on a self assembled molecular layer were reported by Petta et
al.134. The device, with a SAM of octanedithiol (100-400 molecules) sandwiched
between Ni electrodes, was fabricated in the nanometer-scale in the nanopore
geometry135,136. Negative and positive MR up to 16% were obtained at 4.2 K
and for low bias. The junctions presented telegraph noise, which could be due
to defects in the molecular barrier and could explain the low TMR values.
To conclude, understanding the mecanisms of electron (hole) transport
through molecular barriers in the tunneling or hopping regimes remains one
of the key challenges for the young and growing field of molecular spintronics.
We expect that the shot noise results from Chapter 7 will shed some light on
this problem.
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Experimental methods
I
n this chapter we will describe the different experimental tech-
niques that have been used to carry out the measurements.
We will also enumerate the main contributions that have been
added to the set-ups and describe the brand new methods implemented
during the course of this thesis. A discussion on how the analysis of data
has been improved is also presented.
3.1. Introduction to the experimental techniques
The techniques presented here, as mentioned in the introduction, have been
built with the aim of measuring and analyzing voltage fluctuations in magnetic
tunnel junctions, either at room temperature or in cryogenic conditions. The
existing set-ups were described in detail in the PhD theses of the previous
students of the group137,138.
During the realization of this thesis, these experimental set-ups have been
improved, modified and/or extended to accomodate for the wide variety of sam-
ples studied. Also, a high-frequency noise measurement setup has been built.
The importance of automatizing as much as possible the measurements has also
been stressed, in order to maximize the use of both time and resources. The
following sections will illustrate each of these experimental designs in detail,
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pointing out their improvements or modifications.
A great deal of effort has gone into data analysis as well, with the intent
of extracting more precise estimations of the parameter of interest for each
particular measurement (Hooge factor, RTN constants, Fano factor, etc.). A
brief overview of the development of the tools for the analysis of data will be
shown.
3.2. Modeling the low frequency set-up
In the first chapter we formally described random signals from a mathe-
matical point of view, and we presented the main concepts needed from time
series analysis. We will now describe the circuit used to measure noise voltage
in magnetic tunnel junctions, which we employ both for room temperature and
cryogenic conditions.
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Figure 3.1: Diagram of the low frequency measurement circuit.
The main idea of the experiment is to place the sample in the midst of a
controllable external magnetic field and contact the tunnel junction (ideally 4
terminal) so a current runs through it and the voltage is read. The set-up for
low frequency should register both the voltage drop on the sample as well as the
spectral density of the voltage fluctuations as a function of the external field and
the current (or bias). In the room temperature set-up, the DC bias is supplied
by a Keithley 6221, low noise current source, and the voltage is measured with a
Keithley 2182 nanovoltmeter. In the cryogenic system, the DC bias is provided
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by batteries in series with a variable resistor (for noise measurements) or by
a Keithley 220 current source (for I-V curves). The voltage is measured by a
Data Translation DT330 data acquisition board (or DAC).
A diagram of the experimental circuit is shown in 3.1. The signal (DC +
fluctuations) is first duplicated and amplified by two nearly identical homemade
preamplifiers. The voltage is registered by a a data acquisition card (DAC) from
one of the channels. Each channel, denoted by X and Y , is then amplified a
second time by Stanford Research SR560 commercial amplifiers, which filter
out the DC part of the signal. These amplifiers also include a band-pass filter
which can be varied between f=0 Hz and f=1 MHz. Both channels containing a
preamplified and filtered signal are sent to a Stanford Research SR780 spectrum
analyzer which has a bandwidth up to 102.6 kHz.
Since both channels of the signal are amplified nearly identically but inde-
pendently of one another, both channels contain the sample noise signal δVRS
amplified by the same gain, plus a random noise δVpreamp due to the detection
circuit. The noise due to the electronics of the system is of the same magnitude
for both channels, but the noise of one channel is uncorrelated (independent)
from the noise in the other channel.
+
_VB Zin
G
RB
Rs
Current source Amplifier
Vout
eN
2
iN
2
Figure 3.2: Model of the noise sources from the amplifying circuit.
Let us model the noise contribution of the amplifying circuit. We consider
the voltage and current noise of the preamplifying stage only, since the signal
reaches the second amplifying stage with enough amplitude so that the noise
from the second amplifiers may be disregarded. The preamplifier is considered
to have a voltage e2N and current noise i2N source, so δVpreamp = e2N + i2NR2S,
where RS is the sample resistance. We will also neglect the noise contribution
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from the current source, since for noise measurements we have used batteries.
Thus, the circuit is modeled as shown in Fig. 3.2, where (from left to right): the
current source is shown as a battery in series with a variable resistor, in series
with the sample under study (RS), and the preamplifier, which has voltage and
current noise sources and an input impedance Zin and finally G represents an
ideal and noiseless amplifier, containing both the preamplier and commercial
amplifiers gain.
If we consider the preamplifiers from both X and Y channels to have the
same i2N , the total fluctuations reaching the spectrum analyzer will be:
SV = e2NX + e
2
NY
+ δVRS + 2i2NR2S (3.1)
The details of how this result is derived may be found in Ref.137. By using
a cross-correlation technique (explained in the next subsection) we may neglect
the voltage noise contributions from the preamplifiers. Then, we can see that
the only unwanted fluctuations correspond to the current noise of the preampli-
fiers. So we should choose a preamplifier with the lowest current noise possible.
Our homemade preamplifiers employ the INA111 chip, which presents the fol-
lowing characteristics: eN = 10nV/
√
Hz and iN = 0.8 × 10−3pA/
√
Hz. The
current noise of this operational amplifier is 3 orders of magnitude lower than
for other widely used chips, such as the INA217 and the INA114.
3.2.1. Cross-correlation
As was mentioned above, the voltage noise from the preamplifiers may be
eliminated by the cross-correlation tecnique. The spectrum analyzer calculates
the cross-spectrum (or cross-correlation spectrum) of the two signals X(t),
Y (t).
If we are dealing with complex-valued functions, the correlation function
changes to:
RXY (τ) = lim
T→∞
1
2T
∫ T
−T
X∗(t)Y (t+ τ)dt (3.2)
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This is known as the cross-correlation function of two complex-valued, time-
dependent variables. Taking the conjugate of X(t) ensures that aligned peaks
(or aligned troughs) with imaginary components will contribute positively to
the integral.
Each of the two channels mentioned above contains the signal of interest
VR(t) and the voltage noise of its preamplifier, i.e. X(t) = VR(t) + Xpreamp(t)
and Y (t) = VR(t)+Ypreamp(t). Xpreamp(t) is independent (or uncorrelated) from
Ypreamp(t), so using 3.2:
RXY (τ) = lim
T→∞
1
2T
∫ T
−T
(VR(t) +XPreamp(t))∗(VR(t+ τ) + YPreamp(t+ τ))dt =
lim
T→∞
1
2T (
∫ T
−T
V ∗R(t)VR(t+ τ) +




:0∫ T
−T
V ∗R(t)Xpreamp(t+ τ)+




:0∫ T
−T
X∗preamp(t)VR(t+ τ) +




:
0∫ T
−T
X∗preamp(t)Ypreamp(t+ τ))
we see that the only term that survives is the term involving V ∗R(t)VR(t +
τ). We now have all the tools needed to obtain the voltage fluctuations of a
magnetic tunnel junction without any influence from electronic circuits.
The spectrum analyzer used in the experiments obtains the cross-spectrum,
which is given by:
F{RXY } = F{X(t)}∗ · F{Y (t)} (3.3)
Good spectra are obtained after averaging many cross-correlation spectra
at each voltage. This procedure reduces the variance of our measurement by
1/N (the deviation as 1/
√
N), with N the number of averages. The number
of averages is chosen so obtaining one averaged spectrum does not take “too
long”, as the time T for taking one average is given by the ∆f and fmax settings
of the spectrum analyzer (see subsection 1.2.2).
A nice and simple way to check the correct calibration of the setup is by
measuring the thermal noise of a resistor. We typically use this measurement
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to obtain the gain values of our homemade pre-amplifiers, although it can
also be used as a lab activity by undergraduate or graduate Physics students
to estimate the value of Boltzmann’s constant. Fig. 3.3 shows how a good
estimate of kB can be obtained from the slope of SV vs. RT for just a few
resistors.
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Figure 3.3: Estimation of kB from the thermal noise of several resistors at
room temperature.
3.3. Cryogenic low frequency noise measure-
ments
Our cryogenic set-up consists on a Janis cryostat, which has an outer liquid
nitrogen jacket, and an inner liquid 4He reservoir. A 3He (closed-circuit) insert
which allows us to cool samples in a vacuum down to T = 0.3K.
The basic principle of the 3He cryostat is to condense 3He gas by bringing it
in thermal contact with a pumped 4He reservoir, referred to as a 1 K pot. Once
the 3He has condensed, temperatures below 0.3 K are achieved by reducing the
vapor pressure on top of the liquid 3He reservoir, in our case, by an active
carbon cryopump. The cryostat and all its components are shown in Fig. 3.4.
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Figure 3.4: (a) Cryogenic system for low frequency noise measurements. (b)
3He insert, where the active carbon cryopump, 1K pot, liquid 3He pot and
sample mount can be seen. (c) Mounted samples. The colored pins connect the
junctions to the measurement circuit.
An external magnetic field may be applied to the samples in any direction
of space by a 3D superconducting magnet, composed of a single coil for the
Z-axis and two Helmholtz coils for the X and Y axes. The coils have been
calibrated at T = 4.2K (submerged in liquid 4He). The X, Y and Z axes can
produce magnetic fields up to B =1 T, 1 T and 3.5 T, respectively. The 3D
magnet and the calibration of each axis is shown in Fig. 3.5 (a) and (b).
The sample is mounted on a sample holder, and contacted to lateral gold
pins by gold wires and indium. Each tunnel junction has four contacts, two
for voltage and two for current. The sample holder is fixed onto our 3He insert
(Fig. 3.4(c)), and each pin is contacted by manganin wires which connect the
junction to the preamplifier, located atop the cryostat. The voltage connec-
tions are doubled (two manganin wires) because the signal is duplicated, as we
mentioned above. Manganin is used because of its bad thermal conductivity.
Our preamplifier allows us to switch between three different junctions, so for
every cool-down of the cryostat, three junctions are contacted. The measuring
circuit is the one described in the previous section.
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Figure 3.5: Photo of the 3D magnet and the H vs I calibration of each of the
superconducting coils.
Our homemade current source is composed by a battery (or batteries in se-
ries, depending on the voltage needed), connected in series to variable resistors
RV . By reducing or increasing the total resistance in series with the batteries,
the current through the circuit may be modified. Part of the variable resistance
may be changed by a step-motor, RMotor, which is controlled by Labview, so for
every experiment we can vary the voltage between a maximum and minimum
voltage. The spectrum analyzer, voltage reading, magnetic field and the cur-
rent (between a maximum and minimum value) are all controlled by Labview,
so long runs of measurements are automatically recorded.
3.3.1. Superconducting shunt and programmable triple
current source
An important modification to the system, carried out during the course
of this thesis, is is the addition of a superconducting shunt to the coil (or
coils) of each axis of the magnet. The superconducting shunt consists on a
superconducting wire which is surrounded by a heater. The function of the
heater is to maintain the shunt in a normal conducting state when desired.
The shunt is connected to each magnet coil as shown in Fig. 3.6. If one
wishes to vary the current in the magnet by the use of the current source, the
shunt is kept in the normal state so the current goes through the coil, since it
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is the electrical path of lowest resistance.
Superconducting currents in a superconducting loop may practically last
indefinetely, depending on the dissipation of the circuit (bad contacts, solder
points between different materials, etc). This is what occurs when the heater
of the shunt is turned off. Whichever current the source was outputting at the
moment the shunt becomes superconducting is trapped inside the supercon-
ducting loop. Thus, we are able to maintain a magnetic field while having the
current source turned off. This is very useful for noise measurements, because
the current source of the magnet introduces undesired effects in our signal of
interest when the magnetic field used is higher than 0.1 T.
Heater 
Superconducting
wire 10.5
99.5
Heater ON
Heater 
OFF
(a)                             (b)
+ -
Figure 3.6: (a) Photo of one of the superconducting shunts used. (b) Diagram
of the use of a superconducting shunt. When the heater is ON, the shunt is in
the normal state and the current source provides the current for the coil. When
the heater is OFF, the shunt is superconducting and a superconducting current
is trapped.
To install each of the shunts, the superconducting coils had to be de-soldered
from the copper wires which transmit the current from the source, and enough
superconducting wire from the coil had to be carefully sanded down to remove
the insulating varnish on it. The shunt was then coiled around the exposed coil
wire, and the soldering joints re-done.
In order to control the heater of each shunt, and to have a better and uni-
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fied control of the set of coils which compose the magnet, the technical support
service (SegainvexUAM) of our university built a triple, programmable cur-
rent source, shown in Fig. 3.7. The magnetic field desired may be expressed
in spherical coordinates, and the progam will calculate how much current is
needed from each source.
(a)                               (b)
Figure 3.7: (a) Photo of the programmable current source (b) Labview window
of the program controlling the current source.
3.4. Room temperature low frequency noise
measurements
The room temperature set-up consists on an identical amplifying circuit as
the one described above, although the way of contacting the junctions had to
be modified with respect to the low temperature setup. In order for the system
to serve for high and low frequency measurements, the contacts of the tunnel
junctions are connected to our measurement circuit by microwave probes made
by Picoprobe which serve as appropriate waveguides for the propagation of
GHz signals. The sample is placed in the spacing between the iron core of an
electromagnet. The contacted sample and the electromagnet can be seen in
3.8.
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Figure 3.8: Room temperature low frequency set-up.
3.5. Room temperature high frequency noise
measurements
A new experimental system has been created to carry out high frequency
noise measurements with the use of an Agilent Technologies EXA signal ana-
lyzer. This high-frequency analyzer has a bandwidth from 9 kHz to 26.5 GHz,
so thermally excited FMR and STT effects (see section 2.4) can be detected
since they occur in the GHz range. In practice, we set the span of the analyzer
to 18 GHz. The external magnetic field is varied using the electromagnet from
the previous room temperature set-up, and the samples are contacted by the
use of a Picoprobe waveguide.
An important part of the setup is the bias tee (Fig. 3.9), a three-port
network which can either be used to separate the DC and AC parts of an
incoming signal, or to join a DC and an AC signal into a single output. The
three ports are: a low frequency port (LFP), a high frequency port (HFP), and
a mixed signal port (MSP).
A diagram of the measurement circuit can be seen in Fig. 3.9. The measure-
ment consists of the following steps: a DC current I, provided by a Keithley
6221 current source, is sent through the LFP, out the MSP, into the tunnel
junction under study. The reflected signal, containing both the DC voltage
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Figure 3.9: Room temperature high frequency set-up.
falling on the MTJ plus the AC voltage fluctuations (T-FMR, STT, etc), goes
back into the MSP. The DC voltage out the LFP is measured with a Keithley
2182 nanovoltmeter. The high frequency AC signal coming out of the HFP
is amplified by a Miteq AVG6 amplifier, and then input into the spectrum
analyzer.
3.6. Calibration of the high frequency set-up
We will now proceed to explain the calibration method used to extract the
effect of the circuit (its transfer function) on our signal of interest.
This calibration is based on the very detailed work presented in Ref.139. The
calibration has been done in several steps, modeling each component or group
of components of the circuit in an appropriate way. The circuit is modeled as
shown in Fig. 3.10.
3.6.1. Bias tee, amplifier and spectrum analyzer
We will group the bias tee, amplifier and spectrum analyzer (SA) together
in our calibration. Let us consider that this group may be described as a two-
port network (or quadripole), with input impedance Zin, gain G and output
impedance Zout.
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Figure 3.10: Model of the room temperature high frequency set-up.
If there are no noise sources in the circuit and vs is the voltage falling on the
sample, we have a voltage divider followed by the amplification of the signal.
So if we connect a sample Zs, the measured voltage vm is given by:
vm = G
Zin
Zs + Zin
vs
We will consider that the analyzer produces two independent, voltage and
current noise sources vn and in), so adding them:
vm = G
Zin
Zs + Zin
(vs + vn + Zsin)
The spectrum analyzer obtains |vm|2 over the bandwidth ∆f (section 1.2.2).
Since our signal is complex in principle, we have:
|vm|2 = G2| Zin
Zs + Zin
|2(|vs|2 + |vn|2 + |Zsin|2 + Z∗s i∗nvn + Zsinv∗n)
Since Zin = 50Ω, we can obtain the gain G, as a function of frequency ω,
which can be done by measuring two different vs and keeping Zs constant.
A vector network analyzer (VNA) is used for this purpose. The VNA keeps
Zs at 50Ω, while outputting different voltages. Since in the VNA we can only
select the output power, we have to measure the output power directly from
the VNA to the SA, where we obtain vsi with i = 1, 2.
We then connect our bias tee and the amplifier between the VNA and the
SA and measure the voltage for the same two output values of power, i.e. vmi .
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We then have two equations with G, so subtracting one from the other, we can
get (as a function of ω):
G2 = |Zs + Zin
Zin
|2 |vm2 |
2 − |vm1|2
|vs1 |2 − |vs1|2
3.6.2. Picoprobe
The probe circuit can also be treated as a quadripole. A quadripole is
an electrical circuit or device with two pairs of terminals connected together
internally by an electrical network. Two terminals constitute a port if they
satisfy the port condition: the same current must enter and leave a port.
There is more than one way of describing a quadripole (through its impedance
matrix, scattering matrix, etc). We use the transmission matrix, much more
convenient for our case.
Figure 3.11: Sketch of a two-port network or quadripole.
The transmission matrix T relates the input voltage and current V1, I1 to
the output current and voltage V2, I2 (shown in Fig. 3.11) as follows:(
V1
I1
)
=
(
A B
C D
)(
V2
I2
)
This matrix is unitary, that is:
AD −BC = 1
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We need to determine these coefficients as a function of ω. This description
is equivalent to the previous one, so:
Zin = V1/I1, G = V2/V1, Zl = V2/I2
which can be expressed in terms of the matrix coefficients
Zin =
ZlA+B
ZlC +D
G = Zl
ZlA+B
So, we can measure Zin of the quadripole, which corresponds to measuring
the impedance of the system in reflection, Zr(ω).
Zr(ω) =
Zl(ω)A+B
Zl(ω)C +D
If we do it for three different Zl, we will have a system of four equations
(three from the different ZL’s and the unitary condition for T) with four un-
knowns, so all the coefficients can be obtained.
We use a capacity (OPEN), an inductance (SHORT) and a 50 Ω load as
our three different impedances. The different impedances are contacted with
the probe, and found on a calibration substrate specially intended for this
purpose. In the OPEN case, capacitive effects are the most relevant, while in
the remaining two, inductive effects are the ones that dominate. The values for
the capacity or inductance of the impedances are given by the manufacturer.
Then, our system of equations is:
ZO(ω) =
A+ jC0ωB
C + jC0ωD
ZS(ω) =
jLsωA+B
jLsωC +D
ZL(ω) =
jL50ωA+B
jL50ωC +D
AD −BC = 1
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These coefficients give the transmission matrix in the direction of propaga-
tion opposite of the one we need. Our final result is the inverse matrix of T,
T−1, with coefficients a, b, c and d, where:
a = D, b = −B, c = −C, d = A
3.6.3. Calibration of the samples
Since magnetic tunnel junctions are essentially a capacitor in the shape of a
nanopillar, capacitive and inductive effects appear in the signal from the sam-
ple itself. Removing the filtering effect of the sample from the measurements is
referred to as de− embedding, and the magnetic tunnel junctions can be mod-
eled by the circuit shown in Fig. 3.12 (a) (see Ref.139). The tunnel junction
used in this graph is one of the nanopillars of sizes under 100 nm discussed in
Chapter 4. Using the VNA, we can obtain the real (resistive) and imaginary
(capacitive and inductive) parts of the impedance Zs of the junctions as a func-
tion of frequency. From these graphs, we can extract the R, L, C and r values
of each junction.
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Figure 3.12: (a) Modeling of the samples139. (b) Extraction of the sample
parameters from the impedance vs frequency graph.
3.6.4. Complete transfer function
Considering the sample as a voltage noise source vs in series with the sample
impedance Zs, we can connect the different parts of our model (Fig. 3.10) and
obtain the global transfer function.
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vs = ZsI1 + V1
V2 = I2Zin
vm = GV2
Using the transmission matrix, we can relate:
V1 = aV2 + bI2
I1 = cV2 + dI2
and knowing that:
vs = (1 + jωRC)V1 + [R + (1 + jωRC)(r + jωL)]I2
we obtain the relation between the measured spectral density Svm(ω) and
the spectral density of the sample’s fluctuations Svs(ω) by:
Svm(ω) = G2
|Zin|2
|θ(ω)|2Svs(ω) (3.4)
where
θ(ω) = (1 + jωRC)(aZin + b) + [R + (1 + jωRC)(r + jωL)](cZin + d)
Thus, the transfer function relates Svm(ω) = |H(ω)|2Svs(ω). The modulus
squared of the transfer function for the junction from Fig. 3.12 (b) is plotted
in Fig. 3.13.
The periodic modulation of the curves (or ripple) seen in the high frequency
measurements is caused by standing waves generated from the reflection of
the GHz signals in bends of the circuit wires, or when a connection between
two components is not impedance-matched. The period of the modulation
corresponds to the length of the wire where the standing wave appears. The
ripple may be removed from the graphs with a simple Fourier transform filter.
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Figure 3.13: Modulus squared of the transfer function for the sample in Fig.
3.12.
3.7. Data analysis
In relation to low frequency noise, we have carried out an extensive work
regarding the analysis of the data. The main goal was to improve the relative
error of the estimated parameters extracted from the spectra or time series, as
well as converting the analysis of the data to a semi−automatic and reliable
process.
We have written MATLAB programs which incorporate fixed criteria, and
only require a minimum input by the researcher. Regardless of the good func-
tioning of the programs, the analysis, curve fittings, etc, are always supervised
should strange results arise. The improvements in data analysis have focused
on estimating the parameters of 1/f noise, shot noise and random telegraph
noise.
3.7.1. 1/f noise analysis
For spectra presenting 1/f noise (equation 2.11), we have
SV (f) =
αV 2
Afβ
⇒ log (SV (f)) = log
(
αV 2
A
)
− βlog(f)
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so if we perform the linear fit y(x) = mx+n to the logarithm of the spectrum
(with x = f), α = Aen/V 2 and β = −m. Each parameter is obtained with its
standard deviation.
The range of frequencies [fmin, fmax] for which the fit is carried out is de-
termined before running the program. Also, the band-pass filter of the SR560
amplifiers is undone by dividing the spectra by the filter’s transfer function.
For this, the high-pass and low-pass cutoff frequencies must be indicated as
well. Unwanted peaks sometimes appear in the spectra which come from the
power grid (50Hz and its multiples), and they are also automatically removed.
An example of a successful fitting is shown in Fig. 3.14. The analyzed spectra
usually contain a dominant 1/f contribution from the sample for a bias above
10 mV, while the measurement lines and current source contribute negligibly.
Figure 3.14: Fit of equation 2.11 to a spectrum presenting 1/f noise.
3.7.2. Shot noise analysis
For spectra presenting a frequency independent region (i.e. flat), we have
two different options for extracting the value of shot noise.
If the spectrum is 1/f-like at first, and is frequency independent at higher
frequencies, we can consider describing it by:
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SV (f) =
αV 2
Afβ
+ SwhiteV (f) (3.5)
where SwhiteV corresponds to the white noise (shot noise, thermal noise and
noise from the amplifiers). If we fix β = 1, a fit of the type y(x) = a/x + b
yields α = aA/V 2 and b is equal to the white noise value. The minimum and
maximum frequency between which the fit is carried out is defined at the start.
The result of such a fitting is shown in Fig. 3.15 (a).
Another alternative is to calculate the histogram of the spectrum. Since
the flat part of the spectrum oscillates around the value corresponding to the
white noise amplitude, the result of the histogram is a Gaussian curve centered
at SwhiteV . By fitting the histogram with y(x) = Ae
− (x−x0)2
σ2 , the white noise
amplitude is given by x0 and its standard deviation by σ. A typical fit of this
sort is presented in Fig. 3.15 (b).
When the temperature is low enough (T=0.3 K) so eV  kBT , then the
white noise obtained corresponds to the shot noise from the sample, plus some
electronic noise from the experimental setup. Supposing this noise remains
constant with the applied bias, we extrapolate the value of noise from the
electronics from shot noise measurements. The shot noise must scale linearly
with the voltage (eq. 2.3), and must be zero at zero bias. So the noise from
the electronics is estimated as the offset which must be subtracted from the
mesurements so the shot noise is zero at zero bias. For higher temperatures,
also the thermal noise is subtracted from the measurements to extract the shot
noise using equations 2.3 and 2.4.
3.7.3. Random telegraph noise analysis
Two different methods of analyzing random telegraph noise have been de-
veloped.
3.7.3.1. Using the time series and spectrum.
This is the most usual method found in the literature to obtain the time
constants of the process. Our program saves two files, for the time series and
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Figure 3.15: Fit of (a) equation 3.5 to a spectrum presenting 1/f and shot
noise or (b) a Gaussian to the histogram of a spectrum presenting shot noise.
the spectrum, at each value of the parameter that is being varied (current,
voltage or magnetic field).
If we are studying 2-state RTN, the histogram of a time series will have
two gaussians, centered around the voltage values of each state. We calculate
the value of each timeseries, and fit two Gaussian peaks to it. The difference
in voltage ∆V between the levels is estimated from the difference between the
center of the peaks ∆V = xup0 −xdown0 . Then, using equation 2.14, we can fit the
spectrum by y(x) = AT 21+(2piTx)2 where A =
4∆V 2
(τup+τdown) and T
−1 = 1/τup+1/τdown.
Thus, we have two equations, and since we know ∆V from the time series, only
two unknowns, τup and τdown. The program discards bad fits by checking the
χ2 value of the fit. An example of a good fit is shown in Fig. 3.16.
3.7.3.2. Using only the time series.
The time constants of the RTN process may be obtained only using the
time series if a sufficiently large number of up-down, and down-up transitions
are recorded. This way, fitting the spectrum with the theoretical curve is not
necessary. The time constant τup may be estimated by the total time the time
trace is in the up state, divided by the number of up terraces in the trace, which
is equivalent to calculating the average of the duration of the up terraces. The
same applies for τdown. We have:
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and (b) the theoretical RTN equation to its respective equation.
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Our program first calculates the histogram of the time series, makes sure
there are two Gaussian peaks (2 state RTN), calculates the number of transi-
tions, and finally gives an estimate for τup and τdown.
84
Chapter 4
Spin-torque effects and noise in
MTJs of sizes under 100nm
4.1. Introduction and motivation
I
n this Chapter, we present a comparative room temperature
study of spin-torque and low frequency noise in MTJs of lateral
size under 100 nm. We show that two types of spin torque re-
lated effects are detected: (i) current-induced switching is observed from
TMR measurements and (ii) the influence of spin torque transfer effects on
the magnetization dynamics. Although this thesis deals mainly with low
temperature, low frequency noise measurements in MTJs of lateral size
above a micron, this Chapter presents a combination of room tempera-
ture low (LF) and high frequency (HF) noise measurements in sub-100nm
MTJs. Through low frequency noise measurements, the fluctuating mag-
netic moment involved in the current switching process is estimated for
MTJs with external fields applied along the hard axis direction. These
results are supported by micromagnetic simulations. Furthemore, the ob-
tained 1/f noise presents features which indicate that traces of the magne-
tization dynamics are detected at low frequencies. The study of noise and
the dynamics of the magnetization in sub-100 nm MTJs at low tempera-
tures presents an important experimental challenge.
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4.1.1. Spin transfer torque effects in nanoscale MTJs
To help readers, we begin with a bibliographical introduction on spin-torque
effects observed in MTJs to serve as context. As we mentioned in Section 2.4,
oscillations known as a ferromagnetic resonance arise from the precessional mo-
tion of the magnetization of a ferromagnetic material when an external mag-
netic field is applied in the presence of microwave pump field perpendicular to
it. Since magnetic tunnel junctions are composed of ferromagnetic electrodes,
it is possible to detect such resonance peaks if the spectra up to a few tens of
GHz of their voltage fluctuations are measured.
Oscillations of the magnetization in magnetic tunnel junctions, specially of
very small lateral size, could be driven in a different way. The fact that a spin-
polarized electrical current flowing non-collinearly to the local magnetization,
can apply a large torque to a ferromagnet, through the direct transfer of spin
angular momentum47, offers the possibility of manipulating magnetic elements
in devices without the use of magnetic fields. Certain oscillatory magnetic
modes, unreachable with magnetic fields alone, may be achieved by driving
nanomagnets by spin polarized currents. As we have already mentioned (Sec-
tion 2.4), the difference in the spin direction of a spin-polarized current and
the magnetization of a ferromagnetic layer may change the spin direction of
outgoing electrons with respect to incident electrons, and the difference in spin
polarization can apply a torque on the ferromagnet. This is schematically
shown in Fig. 4.1, and is referred to as the spin-transfer torque effect.
The spin transfer torque effect was independently predicted in 1996 by Slon-
czewski47 and Berger140. They argued that a current flowing perpendicular to
the plane in a magnetic multilayer structure could generate a strong enough spin
transfer torque to reorient the magnetization of one of the FM layers. These
studies sparked interest in the ST effect, and in 1998 the first measurements
of current-induced resistance changes in magnetic multilayer devices were re-
ported141,142. Spin torque induced magnetization reversal in lithographically
patterned devices were observed shortly after143,144.
In the regime where the current density applied to the MTJ is low, the
resulting damped oscillatory modes are due to the external applied magnetic
field and thermal fluctuations, referred to as thermal FMR (T-FMR). This
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Figure 4.1: Illustration of the current-induced torque of a spin-polarized cur-
rent on a ferromagnet. Adapted from Ref.49
effect is typically observed for applied current densities below J ' 107A/cm2 48.
The effective damping can be cancelled altogether by the spin torque from a
d.c. current at some critical value of the current density JC . This results in
an auto-oscillation of the magnetization which is often referred to as a steady
state precession.
The study of spin torque effects in magnetic tunnel junctions is not only
of fundamental interest but has a huge technological importance as well. The
ability to switch the magnetization of a FM layer with only current could pave
the way for new, smaller and faster data storage devices. Using MTJs as data
bits could be quite useful since their magnetic state may be switched only by
current. Making the MTJs smaller would not only increase the storage den-
sity of the devices, it would reduce the amount of current needed to “write”
each data bit, since the current density is inversely proportional to the area
of the junction. When electrons flow from the free to the pinned electrode,
the AP state is favored (and the P state is destabilized) for in-plane MTJs .
Conversely, the flow of electrons from the pinned to the free electrode stabilizes
the P state. Also, simple magnetic, multilayer structures may act as nanoscale
oscillators, converting electrical d.c. energy into high-frequency magnetic os-
cillations which could be used as microwave sources and resonators. Although
several studies show that a more effective ST effect could be reached with
perpendicular magnetization145,146, in this Chapter (as in the rest of the the-
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sis) we will focus our discussion on magnetic tunnel junctions with in-plane
magnetization.
(a)                                            (b)
Figure 4.2: Switching phase diagram constructed from (a) experimental mea-
surements of room-temperature current switching in a Co/Cu/Co spin valve147
and (b) from the numerical integration of the LLG equation with the Slonczewski
term, including thermal fluctuations at T=300 K148.
A phase diagram of the magnetic state (P or AP) of MTJs as a function of
the applied current (or voltage) and external magnetic field may be constructed
from experimental magnetoresistance curves, which gives information about the
critical switching currents and switching fields. Several authors have reported
both experimental147 and theoretical148 studies of such diagrams, which show
promise for the application of spin transfer based devices. One of the first ex-
perimental results of such phase diagrams, by Kiselev et al.147, confirmed the
spin transfer torque mechanism as an effective way to switch FM layers with
currents in spin valves. Spin valves present a few disadvantages with respect
to MTJs, as they present lower resistance and MR ratios. Fig. 4.2(a) presents
a experimental current switching phase diagram obtained at room tempera-
ture by Kiselev et al.147, for Co/Cu/Co spin valves of elliptical cross-sections
(130x70nm2). In this graph, positive current I denotes the flow of electrons
from the free to the fixed layer. As is shown, the state diagram is constructed
from the resistance vs. field curves, which indicate at which currents or fields a
change in the magnetic configuration occurs. The authors extract the depen-
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dence of the modes of the multilayer structure as a function of the current and
external field. At low current, the field dependence of the observed oscillations
correspond to small-angle precession and can be described by the Kittel formu-
las50. The zones in Fig. 4.2(a) labelled with S and L indicate small and large
angle precession, respectively. Macrospin simulations reproducing the previous
experiment can be found in Ref.148. The model captures the essential features
of the experiment when thermal fluctuations are included, as can be seen in
Fig. 4.2(b).
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Figure 4.3: ST-FMR spectra at room temperature for: (a) I =0 for in plane
magnetic fields spaced by 0.2 kOe. IRF ranges from 12 µA at low field (high
resistance) to 25 µA at high field. (b) Primary ST-FMR peaks at H = 1000 Oe
and IRF ∼ 12µA for different d.c. biases. Symbols are data; lines are lorentzian
fits. Adapted from Ref.149
The first quantitative measurements of the direction and magnitude of the
spin-transfer torque effect in magnetic tunnel junctions were carried out by
Sankey et al.149 and Kubota et al.150. In the work by Sankey et al.149, the
authors measure the bias and angular dependence of the spin-transfer torque
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in CoFeB/MgO/CoFeB MTJs by using spin-transfer-driven ferromagnetic res-
onance (ST-FMR) technique151. The ST-FMR technique consists on biasing
the sample with both a direct current IDC and a microwave-frequency current
IRF through a bias-tee, and then sweeping the RF frequency. The spin-transfer
torque from IRF may excite resonant magnetic dynamics, which causes the re-
sistance to oscillate at the driving frequency, and the resonant voltage response
is measured by a lock-in. The fitting of the main ST-FMR peak by an equa-
tion derived from a macrospin model gives information on the magnitude and
direction of the torque. The authors find that the torque lies in plane at low
currents, while an out of plane component is found for higher bias. Fig. 4.3
shows (a) how the frequency of the resonance peak varies with the magnetic
field and (b) how the line-shape resonance peak at a fixed field changes with
the bias.
The work by Kubota et. al150 used the spin-torque diode effect152 to esti-
mate the charactersitics of the spin-transfer torque in MgO-based MTJs. The
spin-torque diode effect in an MTJ consists on the application of a small radio-
frequency alternating current to a nanoscale MTJ, which can generate a mea-
surable d.c. voltage across the device when the frequency is resonant with
the spin oscillations that arise from the spin-torque effect. The authors study
the spin-transfer torque for biases beyond the critical switching current. They
estimate a considerable perpendicular torque at high biases, although the val-
ues found for the in-plane torques differ from Ref.149. This could point to the
importance of the perpendicular component of the torque for inverting magne-
tization by current.
A rather complete study of the oscillation modes present in nanoscale MTJs
was carried out by Helmer et al.153. In this article, the authors study the field
dependence of the mode frequency of thermally excited spin waves (T-FMR)
in MgO-based, rectangular nanopillar MTJs of lateral sizes between 60x100nm
and 105x190nm. The experimental results are backed by calculations based
on the diagonalization of the dynamical matrix of a system of three coupled,
spatially confined magnetic layers. The result is presented in Fig. 4.4, where the
calculated dependence of the oscillation modes with the external field is shown
for fields applied along the (a) easy and (b) hard axis of magnetization. Modes
originating from the free layer or the synthetic antiferromagnet are identified,
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as each category presents a characteristic shape. This result is important and
we will use it to identify the oscillation modes observed in our samples further
on.
Figure 4.4: Calculated mode frequencies versus magnetic field along (a) easy
axis and (c) hard axis for a rectangular nanopillar. (b) and (d) show the corre-
sponding calculated hysteresis loops. Adapted from Ref.153
4.1.2. Transition from T-FMR to a steady state preces-
sion
The next step towards making a practical use STT effects was presented in
parallel theoretical154,155 and experimental studies156. The transition from the
T-FMR regime to an in-plane, steady state precession (SSP) state is studied
in CoFe/Cu/CoFe/NiFe spin valves of nanoscale size (50x100nm2)156. The
transition is identified from the sudden decrease in the frequency and linewidth
∆f accompanied by an increase output power P of the emitted microwaves on
the applied current (Fig. 4.5(a)). Petit et al.157 found the influence of spin-
torque on HF fluctuations in nanoscale CoFe/ Al2O3/ CoFe/ NiFe magnetic
tunnel junctions. The authors study the dependence of the frequency, linewidth
and oscillation amplitude for current densities below the critical value for spin
torque. They find that the magnetic fluctuations are either reduced or enhanced
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by the d.c. current bias depending on its polarity.
Further work on this effect was presented by Houssameddine et al.56 on
the same type of samples as we deal with in this Chapter, which are described
in the following Section. The authors study the transition from T-FMR to a
steady-state precession in nanoscale MgO tunnel junctions. They find that the
devices presenting the clearest transition to the steady state (steep decrease
in frequency, narrower linewidths, high increase in output power) exhibit low
resistance and TMR ratios of around 30%. The transition for high (HTMR)
and low (LTMR) resistance junctions is shown in Fig. 4.5(d) and (e). The
authors consider the LTMR samples to have nonuniform tunnel barriers (when
the MgO thickness is reduced below 1 nm), so localized high-current densities
could potentially create nonhomogeneous excitation modes.
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Figure 4.5: (a) Frequency, (b) power, and (c) linewidth of the fundamental
mode as a function of applied current in sputtered CoFe/Cu/CoFe/NiFe spin
valves. Adapted from Ref.156. Frequency, linewidth, and integrated power vs
current I for (d) the high resistance and (e) low resistance nanoscale MgO MTJs.
Adapted from Ref.56
In a later publication, Houssamedine et al. investigated the details of the
transition from T-FMR to a SSP by time-domain measurements of the mag-
netization oscillations in LTMR samples158,159. This study presents an impor-
tant result: the steady state regime identified in Ref.56 from the analysis of
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frequency-domain results is actually divided into two regimes. These regimes
occur in HTMR and LTMR devices alike, as discussed in Ref.159, but the tran-
sition to the SSP presents a higher and sharper change as the samples tend
to the LTMR type. Fig. 4.6 presents (a) f and (b) ∆f as a function of the
current for a LTMR device with a TMR of 50%159. The first corresponds
to currents |I| > |Ic|, where Ic is the current which onsets the decrease in
frequency, linewidth and increase in microwave power. This regime presents
intermittent steady state oscillations which decay every few ns (“turn” off and
on) (Fig. 4.6(c),(e)) and which present slightly different oscillation frequen-
cies each time. These changes in frequency are responsible for the magnitude
of the linewidth of the resonance peak. The second regime corresponds to
|I| > |I∗c | > |Ic|, where I∗c is a second critical current above which the SSP
does not decay (Fig. 4.6(d),(f)). In this regime, the frequency fluctuations
(phase noise) yield a linewidth of the order of 25 MHz. The linewidth of a time
segment during which the frequency remains constant is of 1.4 MHz.
Returning to pseudo pinholes (or “hotspots”) and barrier inhomogeneities,
these defects are naturally present in magnetic tunnel junctions with ultrathin
barriers160, but they can also be created artificially by a soft breakdown102. The
presence of pseudo pinholes was suggested to qualitatively modify the magne-
toresistance161 and the magnetization reversal mechanisms in MTJs, even in the
absence of ST effects162,163. Although shot noise could be used to characterize
ultrathin barriers in sub-100nm MTJs, it has not been extensively studied, as
they present higher 1/f noise amplitudes. The study by Zhong et al.164 of shot
noise in MgO based MTJs with areas 10−2µcm2 reveals Poissonian statistics
with barriers 0.95 nm thick.
There has also been some controversy with respect to ST in MTJs with pin-
holes. While numerical calculations for a single165 or for multiple hotspots166,
point to a decrease of the threshold ST current in comparison with nonbroken
MTJs, Finocchio et al.167 predict an increase of the minimum current to ex-
cite microwave dynamics in junctions with pinholes. Thus, the realization that
nonhomogeneous barriers create local, high current densities could constitute
an important step forward in the application of these devices as components of
data storage technology.
In this Chapter, we will present a comparative study of high and low fre-
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Figure 4.6: Current dependence of the emission frequency in a LTMR (50%)
devices presenting a decrease in (a) frequency and (b) linewidth with the current
at Ic, which become constant at I∗c . Adapted from Ref.159. 200 ns segment of
the full time trace (gain corrected) for (c) |Ic| < |I| < |I∗c | and (d) |I| > |I∗c |. 4
ns zoom revealing the high frequency oscillations for (e) |Ic| < |I| < |I∗c | and (f)
|I| > |I∗c |. Adapted from Ref.158.
quency noise in elliptical MTJs of lateral dimensions under 100 nm, which
exhibit spin transfer torque effects which could be enhanced due to reduced bar-
riers. The experimental setups for HF and LF noise measurements were de-
scribed in Chapter 3. An external magnetic field is applied in both the hard
and easy axis (HA or EA) of magnetization. The high frequency spectra in the
GHz range present peaks corresponding to the FMR modes of the multilayered
structures, so the effect of the spin-polarized current on the oscillation modes
can be estimated. We will show that we can indirectly obtain information about
the current-switching phenomena and the changes in the oscillation modes with
the current by the combined study of TMR and LF noise measurements. The
analysis of these HF results will be compared with data obtained from LF
measurements, ideally in the same sample and under the same conditions, in
order to determine whether the spin-torque driven effects discussed above can
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be detected (or not) in LF noise measurements. 1/f noise around the transition
of a damped oscillation to a steady state precession has been observed168 and
calculated169 in previous studies, but to our best knowledge it has not been an-
alyzed systematically. Possibly, the most complete study of 1/f noise and spin
torque effects is the work done by Eklund et al.170, in which the the 1/f noise
up to 150 MHz and the white noise up to 25 GHz is measured in nano-contact
spin valves. The dependence of the 1/f and white noise is found to be related
to the linewidth of the oscillation. The oscillation linewidth in such devices
has been found to be due to the phase noise originated from the nonlinear-
ity of the oscillation frequency (i.e. the frequency depends on the oscillation
amplitude)171.
In this context, our LF measurements should constitute a better quantifica-
tion of the stochastic hopping and the role of the thermal noise at the transition
between the T-FMR to SSP transition in the kHz range. This realization could
be immensely useful, as the experimental setup for noise measurements in the
kHz range is technically simpler than for high frequency signals (MHz-GHz), as
it requires standard BNC connections, cheaper electronics, etc. Obtaining both
low and high frequency data in one single MTJ was often difficult, as switch-
ing from one setup to another involves electrically disconnecting the MTJs,
which frequently resulted in a partial or full degradation of the sample. We
will present the more significant and illustrative results.
Both easy and hard axis measurements present current magnetization re-
versal effects. The hard axis data present current switching effects from the P
to the AP state (negative currents) while the measurements with field along
the easy axis promote the P state (positive currents) by shifting the coercive
field to lower values. The current-switching effects observed in our nanoscale
MTJs are reproduced by micromagnetic simulations of an MTJ with a reduced
barrier (or pseudo-pinhole).
4.2. Sample characteristics
The fabrication of the junctions was carried out by Dr. Jordan Katine at
Hitachi Global Storage Technologies, and were supplied to our group through
a collaboration project with the group of Dr. Ursula Ebels at SPINTEC, in
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CEA Grenoble (France).
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Figure 4.7: Diagram of the elliptical nanopillar layer structure, presenting a
non-homogeneous 0.9 nm thick MgO barrier.
As is shown in Fig. 4.7, the multilayer nanopillars have the following struc-
ture:
IrMn(6.1)/CoFeB(1.8)/Ru/ CoFe(2)/MgO(0.9nm)/CoFe(0.5)/CoFeB(3.4)
where the numbers indicate the thickness of the layer in nm. The pinned
layer consists of two ferromagnetic layers which are antiferromagnetically (AF)
coupled through a thin ruthenium layer. This structure is referred to as a
synthetic antiferromagnet or SAF. An antiferromagnetic IrMn layer, exchange-
coupled to the lower ferromagnetic layer, is added to rigidify the synthetic AF.
The MgO barrier is deposited by sputtering and the free layer consists of a
bi-layer of CoFe/CoFeB. The measured nanopillar devices have elliptical cross-
sections of different sizes, with the minor and major axes ranging from 40×80 to
65×130 (in nm), and a nominal RA product of 1.5 Ωµm2. The easy axis (EA)
direction is parallel to the pinned layer’s magnetization and it coincides with
the major axis of the ellipse, while the in-plane hard axis (HA) is perpendicular,
but still in-plane, to the easy axis. The devices are embedded in impedance
matched RF coplanar waveguides for electrical contacting using special RF
probes. In our measurements, positive voltage means that electrons flow from
the pinned to the free electrode, promoting the P state. Negative voltage favors
the AP state.
The wafer contains MTJs contacted with waveguides in two different config-
urations: reflection and transmission. For the reflection configuration, only one
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probe is needed to contact the MTJs, while two are needed in the transmission
mode. The wafer also includes other types of waveguides for the calibration of
the measurements: a short with 50 Ω of impedance, a transmission line and a
capacitance (or open waveguide). Figure 4.8 shows a photograph of the wafer,
where we identify reflection and transmission MTJs and the line and short
waveguides.
Figure 4.8: (a) Image of the substrate, containing short and line type waveg-
uides, as well as transmission and reflection MTJs. (b) View through the mi-
croscope of a reflection MTJ contacted with our RF probe.
Previous measurements on devices of this kind56,158,159 have shown that
the devices fall into two different groups: samples with high resistance and
TMR ratios around 90% (labeled HTMR) and samples with low resistance
and TMR ratios around 30-60% (labeled LTMR), as shown in Fig. 4.9. The
authors report that repetead high-current measurements on HTMR devices
may gradually turn them into LTMR devices. These LTMR devices seem to
be stable against high-current measurements, and the authors speculate that
the difference between sample types could be due to localized reductions in the
tunneling barrier56.
Let us now discuss the characteristics of the samples measured in our ex-
periments. Indeed, the statistics of our MTJs reveal a mean TMR value of
around 60% and an average RA product of 1.8 Ωµm2 (in agreement with the
nominal value of 1.5 Ωµm2). Fig. 4.10 presents a histogram with the ob-
tained TMR values, clearly showing two (or three) distinct groups of low and
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Figure 4.9: Field-dependent transfer curves for (a) HTMR and (b) LTMR
elliptical devices at 4.2 and 300 K. The inset in (b) shows the evolution of
the AP-state dV/dI with temperature for both types of devices56. (c) TMR
distribution of the measured samples, presenting two different types of junctions
(LTMR and HTMR)159.
high TMR junctions, which corresponds quite well to what was reported in
Ref.159 (Fig. 4.9(c)). A considerable amount of MTJs were only measured
with field applied along the hard axis. We have estimated the easy axis TMR
value of these samples from their hard axis TMR ratio and the expression
TMR(HA) = TMR(EA)(1− cosθ)/(2 + χ(1 + cosθ))172, with χ = 2.
MTJs with ultra-low RA are interesting for practical devices (STT-MRAM,
STO, read head in hard disk drives). For junctions with low MgO thicknesses
(and low RA products, correspondingly), there exists a correlation between the
TMR ratio and the MgO thickness20. A decrease in TMR is experienced when
the thickness of the MgO barrier is reduced, due to local inhomogeneities (or
pseudo-pinholes) in the MgO barrier. Obtaining MTJs with low RA products
and high TMR ratios, for which homogeneous barriers are needed, is a real
engineering challenge. The STT effect requires high current densities, and since
MgO barriers only withstand a certain amount of voltage, having a low RA
allows high currents to flow through the MTJ without causing the breakdown
of the barrier173. Therefore, we will focus on LTMR MTJ devices with reduced
MgO barriers as they are perfect candidates to study magnetization dynamics
and spin torque effects in their magnetic layers.
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Figure 4.10: Histogram of the TMR values of the measured samples. The
graph shows the samples are distributed into groups of high and low TMR
samples.
4.3. External field along the easy axis of mag-
netization
When the external field is directed along the easy axis of magnetization
(long axis of the ellipse), we can observe a step-like transition in resistance,
from the AP (positive fields) to the P state (negative fields). As an example,
we show high and low frequency noise measurements carried out in the same
40x80nm2 sample.
The first effect that was noticed in these samples was a shift in the coercive
field with the current, shown in the TMR graphs in Fig. 4.11(a). The TMR
curves were obtained by sweeping the field positive to negative values . Only
half a hysteresis cycle is shown to observe the change in coercive field. A full
TMR cycle taken at low bias (2 mV) is shown in the inset of Fig. 4.11(a).
As can be seen in Fig. 4.11(b), the coercive field HC is stable for negative
currents, for which electrons flow from the free to the pinned layer, favoring
the AP state. For positive currents (electrons flow from the pinned to the
free layer), the coercive field shifts to lower values (favoring the P state) with
a somewhat linear dependence. Results from both high and low frequency
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measurements are plotted in the graph.
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Figure 4.11: 40x80nm2 MTJ biased along the easy axis direction. (a) TMR
curves at different applied currents. The coercive field of the MTJ changes with
increasing positive current. The inset shows a full TMR cycle at (b) Change in
the coercive field with the applied current from HF and LF noise measurements.
The dependence of HC on the current points to spin-torque related effects,
as the self-field induced by the current is considerably lower than the shift of the
coercive field. The self field generated by the current is estimated by Hself = Jr2 .
This expression is obtained from Ampere’s law, where J is the current density
and r the radius of the disk. Since we are dealing with elliptical disks, we use
r =
√
a2b2 with a = 40 nm and b = 80 nm the ellipse’s semi-axes. The self field
obtained for the highest current is Hself ' 17Oe, while the change in HC is
∆H = HC(I = 300µA)−HC(I = 0) ' 320Oe, much too high to be explained
by the self field.
A typical high frequency noise spectrum presents resonance peaks centered
around a frequency fres, with linewidths ∆f . An example of such a spectrum
is shown in Fig. 4.12. We have studied the evolution of these resonance modes
with both an external magnetic field and a d.c. current I. The resonance peaks
may be characterized by their fres, ∆f and output power P of the microwave
emission. We calculate the power from V 2output/50Ω, where Voutput is the sum of
the areas under each resonance peak and 50Ω is the load on the input of the
spectrum analyzer.
We have constructed surface plots at constant current, with the high fre-
quency spectra taken at different applied external fields, so the evolution of the
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Figure 4.12: High frequency spectrum in the P state (H=-250 Oe) for J =
−1.2 · 107A/cm2 of a 40x80nm elliptical MTJ. The spectrum reveals 3 different
oscillation modes.
modes with the current can be detected. Some charactersitic plots are shown
in Fig. 4.13. For positive currents, the P state is stabilized and the AP state
is stabilized, and vice versa for negative currents. This fact is reflected in Fig.
4.13, as the modes observed have higher amplitudes in the AP state for positive
currents, and in the P state for negative currents.
Six clear modes are detected, which come from oscillations of the free layer
(labeled F0, F1, ...) and the SAF structure (A0, A1 and A3). The free layer
modes are V-shaped, while the modes not showing a minimum at low fields
correspond to SAF modes153 (see Fig. 4.4(a)). The SAF modes should present
a minimum at the high field required for the spin-flop of the SAF, but our
applied fields are not high enough. The F0 mode typically corresponds to
excitations localized near the edges of the layer153. The F2 mode only appears
in the state which is excited (P or AP), depending on the polarity of the
current. A possible fourth free layer mode, F3, is labeled, although it appears
very tenuous and is only present in one graph (J = +1.2 · 107A/cm2). Several
other samples revealed similar oscillation modes.
We have carried out an analysis of the F0 and F1 modes (as they have the
highest amplitudes) as was discussed in Ref.56. The analysis of these results
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Figure 4.13: 3D plots at J = ±0.8 ·107,±1.2 ·107 A/cm2 constructed with the
high frequency spectra, presenting several oscillation modes of the FM layers.
reveals that for negative currrents, a decrease in frequency is observed for the
first and second modes in the P state, starting at J ∼ −107A/cm2. Under
the same conditions, the AP state data presents the same dependence as the P
state, but the features are not as clear. The change of the oscillation frequency,
linewidth and output voltage of the F0 and F1 modes for H=-350 Oe (P state)
is shown in Fig. 4.15(a)-(c). The microwave power contains the contributions of
both F0 and F1 modes. As can be seen, the decrease in frequency and linewidth
and the increase of output power corresponds to the behavior reported in Ref.56
(shown in Fig. 4.5(b)). In fact, the decrease of the frequency with the current
in our sample with a zero bias TMR around 45% closely matches the transition
shown in Fig. 4.6(a) of a LTMR device with TMR=50%. The minimum
linewidth ∆f obtained for the F0 mode is 500 MHz, much higher than what is
observed in the steady state in Ref.158(∼25 MHz). Therefore, although there
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are not many current points, we conclude that our highest negative current takes
our sample to the intermittent SSP regime158 discussed above. For positive
currents such a transition is not found, although the emitted microwave power
does increase with the current (the amplitude of the modes increases).
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Figure 4.14: (a) 1/f spectra of the 40x80nm MTJ in the P state (H=-250
Oe) for J = −1.2 · 107A/cm2. (b) Dependence of the Hooge parameter on the
external field for several current density values.
As was mentioned, low frequency noise measurements were also carried out
in the same sample, using the same current and magnetic field values. A typical
1/f spectrum is shown in Fig. 4.14(a). Fig. 4.14(b) plots the dependence
of the Hooge parameter α on the magnetic field, for several currents. The
Hooge parameter remains somewhat constant for each magnetic state. The
analysis of the 1/f noise data as a function of the current density reveals the
signature of effects observed in the HF results. As is shown in Fig. 4.15(a), the
Hooge parameter α in the P state (averaged between -500 and -1700 Oe, 〈αP 〉)
monotonically increases with the applied current for current densities below
±107A/cm2. Then, only for negative currents, the normalized noise reaches
a maximum and starts decreasing for around J = −107A/cm2. Comparing
with the high frequency results on the same graph, it seems that the fact that
GHz modes exhibit increasingly higher amplitudes for |J | < 107A/cm2 also
increases the 1/f fluctuations170 down to the kHz range. Further, the onset of
the transition from T-FMR to SSP is also detected at low frequencies as the
1/f fluctuations diminish at the start of the transition.
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Figure 4.15: High and low frequency noise measurements in the P state of a
40x80nm2 MTJ. Dependence of the modes’ (a) frequency, (b) linewidth and (c)
microwave power (of F0+F1) on the current density. Fig. (a) also includes the
average Hooge parameter in the P state as a function of the current density in
the field range between -500 and -1700 Oe.
Therefore, we explain the features in 〈αP 〉 shown in Fig. 4.15(a) as follows:
(i) the angle between Mpinned and Mfree is small but non-zero, so both positive
currents (exciting the AP and stabilizing the P state) and negative currents
(vice versa) increase the amplitude of the oscillations in the magnetic state
which is excited for each polarity; (ii) the onset of a transition from T-FMR to
a steady-state precession regime is detected from HF frequency measurements
of the free layer modes in the P state for negative currents; (iii) we can detect
the transition from 1/f noise measurements in the kHz range, which seem to
be sensible to the regime of HF oscillations.
So by comparing our low frequency results with the high frequency data,
we can ascertain that we are detecting signs of spin-torque related phenomena
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Figure 4.16: Dependence of the Hooge factor with the current density in a
HTMR, 45x125 ellipse, with TMR = 81% and R = 2.29Ωµm2.
in low frequency 1/f measurements. Further, our low frequency results are
sensible to ST-driven effects for even smaller currents than our high frequency
measurements. We remark that qualitatively different low frequency noise was
observed in HTMR junctions. These MTJs, expected to have a more uniform,
pinhole free barrier, revealed a decrease in the Hooge factor with an increasing
applied bias (shown in Fig. 4.16), similarly to what was previously observed
for Fe/MgO/Fe MTJs with 2-3 nm thick MgO barriers82,174,175.
4.4. External field along the hard axis: current-
induced magnetization reversal
Next we consider the case of magnetic fields applied along the hard axis
of magnetization. The main difference with the easy axis measurements is the
fact that the free layer’s magnetization does not suddenly switch from an AP
to a P alignment with respect to the pinned layer. Instead, the free layer’s
magnetization rotates from the hard axis (at high fields) until it is parallel to
the pinned layer’s magnetization (the P state). In this case, current-switching
effects due to spin-torque transfer could be observed at low fields.
We will show that we indeed observe STT switching in our low RA junctions,
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and that the analysis of low frequency random telegraph noise effectively eval-
uates the non-homogeneity of the ultra-thin barrier 176. High frequency noise
measurements in this configuration are used to conclude that indeed the in-
crease in resistance at low fields corresponds to a change from the P to the AP
state.
As was mentioned above, MTJs of sizes under 100nm with low TMR (around
30-40%) and low RA products have been suggested to have localized reductions
in the tunneling barrier56. We show that the fraction of area where the barrier
is reduced may be estimated by analyzing the random telegraph noise (RTN)
present in the samples. We find that due to inhomogeneous spin currents, these
low TMR MTJs can be switched between the AP and P states using rather
low current densities when an external magnetic field is directed along the hard
axis. Micromagnetic simulations, with an effective pseudo-pinhole area close to
what is estimated from the RTN, support the main experimental observations.
As we have seen, when no external field is applied, the free electrode’s
magnetization Mf and the pinned electrode’s magnetization Mp are aligned
parallel (P state). When the field is applied along the hard axis, the highest
resistance is reached for fields around 1.5kOe (Fig. 4.17(a)) and Mf is fully
aligned with H. Since Mp remains fixed, the angle between Mf and Mp is
around 90◦. We will refer to this state by APHA, the hard axis anti-parallel
state. Then we have that R(P)<R(APHA)<R(AP).
The TMR curves shown in Fig. 4.17(a) were obtained when the field applied
along the HA was swept from a high positive to a high negative value. For
positive currents, the sample behaves as expected, and reaches the P state
when the field approaches 0. However, for negative currents, when the field
is lower than the switching field, i.e. |H| < Hswitch, ST effects overcome the
external H and switch the sample to a high resistance state. The resistance of
the sample in this state is higher than in the APHA state, hence we argue that
the sample switches to the AP state. Figure 4.17(b) shows a phase diagram
of the magnetic state of the sample, dependent on H and the applied current,
constructed from TMR curves at different currents. It can be seen that a region
appears at some negative critical current density where the sample is switched
to the AP state. The same behavior was observed in a considerable amount
of devices (of similar or different size). Indeed, Fig. 4.18 shows a similar
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Figure 4.18: 50x100nm2 sample measured in the HF setup. The (a) TMR
curves and (b) phase diagram show a similar switching with the current as
those shown in Fig. 4.17, although at a higher current density (J = −1 · 107
A/cm2).
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dependence of the resistance on the current in a 50x100nm2 MTJ, measured in
the high frequency setup.
Fig. 4.19(a) presents contour plots constructed from the HF spectra at a
fixed value of the current of the 50x100nm elliptical MTJ. Four different oscil-
lation modes could be seen, which due to their shape (comparing with results
in Fig. 4.4(b)153), seem to be two free layer and two SAF modes. A noteworthy
feature is that, for fields close to ±300Oe, the mode’s frequency dependence
with the field changes from a “red shift” to a “blue shift”. Numerical simula-
tions carried out by Finocchio et al.177 reported that for MTJs biased along the
hard axis, there exists a critical field at which the current dependence of the
oscillation frequency changes, passing from a Şred shiftŤ (typical of in-plane
magnetization) to a Şblue shiftŤ (typical of out-of-plane magnetization). At
this critical field, the non-linear phase noise is fully compensated, the mini-
mum of the generation linewidth is observed, and the oscillation frequency is
independent of the current. Indeed, it can be seen in 4.19 that the feature, e.g.
for positive fields, remains fixed at around 3 GHz for all the current values.
Similar features have been observed in several other samples. For example,
Fig. 4.19(b) presents a surface plot showing up to 7 different oscillation modes
in a 65x130nm elliptical MTJ (this sample did not present a magnetization
reversal).
The dependence of the F0 mode with the field is analyzed for both samples
and shown in Fig. 4.19(c),(d). The analysis reveals that for hard axis measure-
ments, the samples do not present a transition to steady-state regime as in the
easy axis case. A decrease in frequency is observed for positive currents, but
the mode’s linewidth remains more or less constant with the current density.
The microwave power steadily increases with the applied current. Applying an
external magnetic field along the hard axis has been reported to exhibit lower
resonance frequencies and smaller linewidths compared to the easy axis178, but
we do not find so in our measurements.
Another notable difference between easy and hard axis measurements is the
following: (i) the current switching occurs for positive currents between the
AP/P states in the easy axis case, while (ii) the switching takes place between
the P/AP states for negative currents in the hard axis. Therefore, it seems
that current switching and steady state precession occur for opposite signs of
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Figure 4.19: Surface plots of high frequency oscillations in MTJs with the field
directed along the hard axis. (a) The 50x100nm MTJ from Fig. 4.18 with J =
−2.5 · 107 shows two free layer and two SAF modes. (b) A 65x130nm MTJ with
J = −1.2 · 107 presents up to seven oscillation modes. Study of the frequency,
linewidth and microwave power with the current density of the F0 mode in the
(c) 50x100nm (for H = −1kOe) and (d) 65x130nm (for H = ±1kOe) samples.
the current, and the sign depends on the direction of the applied field.
Now let us discuss the magnetization reversal effects shown in the TMR
graphs. We imagine the switching process as a double well potential, where
for |H| > Hswitch, the minimum of energy corresponds to the typical HA TMR
configuration and for |H| < Hswitch, the minimum of energy corresponds to the
AP state due to ST. In the vicinity of Hswitch we get a bi-stable situation and
thermally activated RTN is detected. The conditions for such a bi-stability
should primarily exist in the areas of the soft magnetic electrode which are
located close to the pseudo-pinholes, i.e. where the current density is the
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highest.
We have used the LFN measurements as a tool to quantify the barrier
and current inhomogenities in these MTJs with ultra thin barriers. Special
attention has been paid to random telegraph noise as a potential source of
useful information for estimating the size of the “hot spot” region of the barrier.
The spectra in these samples usually present 1/f noise, save for the fields where
RTN is present. The field dependence of the Hooge factor α revealed a clear
maximum in noise centered around the field value where the resistance switch
takes place (Fig. 4.20(a)). Also, the exponent β (see the 1/f noise equation
2.11) approaches 0 for these same field values (Fig. 4.20(b)), i.e. the curve
becomes flat and Lorentzian-like. These features clearly identify the range of
H which presents RTN.
The characterization of the RTN was then carried out by analyzing the
spectra and time-series at these fields, following the method explained in Sec-
tion 3.7. Figure 4.21 shows typical RTN features in the LTMR samples, where
the field is directed along the HA. Fig. 4.21(a) shows typical time series of the
voltage fluctuations for magnetic fields in and outside the field range where a
strong RTN is detected. The graph corresponding to H=+190 Oe shows well
defined step-like jumps between two voltage levels. The amplitude of these
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RTN fluctuations is a factor of 102 larger than RTN for higher fields. Fig.
4.21(b) shows that for the field values in the range where the magnetization
reversal takes place (H=+190 Oe) one observes a Lorentzian-like spectrum, typ-
ical of RTN. On the other hand, outside the range (H=+1700 Oe and H=+600
Oe), the spectrum is nearly 1/f. The graphs shown in figures 4.21(a) and (b)
correspond to J = −1.2 · 107 A/cm2.
For each current, the fluctuating magnetic moment ∆m involved in the RTN
is estimated in the following way. The fluctuating voltage ∆V is obtained from
histogram of the time-series and the spectra are fitted by Equation 2.14, as
explained in Section 3.7. Then we calculate ln(τup/τdown) with respect to H
for each current, and we fit this by the Arrhenius law ln(τup/τdown) = C +
2∆mH/kBT (where C is a constant) as shown in Fig. 4.21(c). Figure 4.21(d)
shows the estimation of ∆m for different currents, which is found to be around
(2− 4) · 105 µB, for both resistance switches (AP-P and P-AP) present in each
curve. Similar effects were observed in several other the junctions. Considering
the moment per atom in CoFeB to be of 1 µB179, its lattice parameter a =
0.284 nm, an fcc structure (hence there are 4 µB in a volume of a3) and if
we suppose that the fluctuating moment is only present in the free layer, then
we estimate that the volume which corresponds to ∆m = 4 · 105 µB is 23% of
the volume of the free electrode, which fluctuates and generates the RTN176.
This percentage is obtained from the ratio of the volumes VRTN/Velectrode where
VRTN = ∆ma3/4µB and Velectrode = x · y · z, where x = 20 nm, y = 40 nm and
z = 3.9 nm.
4.4.1. Micromagnetic simulations
We have carried out numerical simulations, with OOMMF180, of junctions
with and without pinholes described by a simple qualitative model in order
to account for the observed phenomena176. The reduction of the barrier or
the presence of a pseudo-pinhole are modeled as a region of area a in the
insulating barrier which concentrates the current going through the structure,
as schematically shown in Fig. 4.22(b). If J is the current density flowing
through the electrodes of area A, then the current density in the pin-hole is J ·
A/a. For negative currents, electrons flow from the free to the pinned layer and
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Figure 4.21: (a) Voltage fluctuations for three different applied magnetic
fields for J = −1.2 · 107 A/cm2. The time-trace of the magnetization rever-
sal (H=+190 Oe) presents RTN fluctuations which are two orders of magnitude
higher in amplitude than other values of the field (H=+1700 Oe, H=+600 Oe).
(b) Lorentzian-like spectrum typical of RTN at H=+190 Oe and a typical 1/f
spectrum for H=+1700 Oe and H=+600 Oe. (c) Linear fit to an Arrhenius-type
law of the τup/τdown ratio. (d) Estimation of the fluctuating moment ∆m with
respect to the applied current.
this favors an AP alignment of the electrodes’ magnetizations. The constants
for CoFeB used in the simulations are: spin polarization P = 0.5 and saturation
magnetization Ms=1150 kA/m. The TMR curves (Fig. 4.22(a),(b)) have been
calculated by obtaining the average angle between the free and pinned layer’s
magnetizations, and using the expression R(θ) = R(0) + ∆R(1 − cosθ)/(2 +
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χ(1 + cosθ))172. Since H was only applied along the HA in this sample, we
have to estimate ∆R. From our data, TMR(pi/2) = 23% and R(0) = 945 Ω,
so with χ = 0.5 we obtain that ∆R = 0.6R(0), i.e. a reasonable TMR = 60%.
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Figure 4.22: (a) Simulated TMR curves for different current values in a junc-
tion with a perfect barrier. (b) Simulated TMR curves for different currents
with a pin-hole in the barrier. (c) Phase diagram constructed from the TMR
curves in (a), where the switching current is found to be J = −2·107 A/cm2. (d)
Phase diagram constructed from the TMR curves in (b), which presents a much
lower switching current density, J = −4 · 106 A/cm2for A/a = 5.3. Adapted
from Cascales et al.176.
The results of the simulation (Figure 4.22) closely resemble the experimental
results (Fig. 4.17(b)) with the exception of the AP/P switch for negative fields.
Our simulations show that a smaller current is necessary to switch the free
layer’s magnetization if the current through some region of the barrier, where
there is a higher effective current density, compared to a perfect junction176.
Fig. 4.22(a) shows that a perfect barrier needs a much higher current density
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to obtain a resistance switch (J = −2 · 107 A/cm2) than junctions with local
barrier reductions, as seen in Fig. 4.22(b). Figures 4.22(c) and 4.22(d) show
a phase diagram constructed from all the TMR curves for an MTJ with (d)
and without (c) a pinhole. Indeed, for the ratio A/a = 5.3 (for which close
to 20% of the insulating surface concentrates current), we obtain a switch to
the AP state for low H at precisely J = −4 · 106 A/cm2, as can be seen in
Figs. 4.17(b) and 4.17(d). If the fluctuating moments are located in the free
layer, and strictly above the area a of the pinhole, this corresponds to 20% of
the volume of the free layer, which is remarkably close to the 23% mentioned
above.
Some disagreement between simulations and experiment could be related
to the fact that the simulations are done at zero temperature while the experi-
ments were carried out at 300 K, since it has been demonstrated by simulations
that temperature fluctuations facilitate reversal processes181.
4.5. Discussion and conclusions
We have found that low TMR nanopillar MTJs of sizes under 100nm exhibit
spin torque related magnetization dynamics and current-induced magnetization
switching. The analysis of the measured high frequency oscillation modes with
respect to the current reveals the onset of a steady-state precession regime for
negative currents, when the field is applied along the easy axis of magneti-
zation. A comparison of this analysis with 1/f noise results as a function of
the current reveals that the changes in magnetization dynamics in the GHz
range are reflected in the low frequency noise. The beginning of the transition
to the steady state regime appears as a maximum in the normalized 1/f noise
(Hooge parameter). Although 1/f noise has been observed for such a transtion
in previous studies168,178, a systematic study has not been carried out before.
Regarding the current switching effects, if the MTJs are biased along the
easy axis, an AP/P switch is favored for positive currents, while a P/AP tran-
sition occurs for negative currents for fields along the hard axis. The analysis
of random telegraph noise in samples biased along the hard axis presenting
current switching effects allow us to quantify the fluctuating magnetic moment
in the free layer. These measurements are supported by micromagnetic simula-
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tions, which show that local reductions of the MgO barrier could be responsible
for the substantial decrease in critical current needed for spin torque induced
magnetization switching. The obtained results should help to define the “cur-
rent window range” for the potential application of nm sized magnetic tunnel
junctions as ultra small field sensors.
The scenarios which could describe the barrier reduction in our MTJs are
(a) a reduction of the effective barrier (pseudo-pinhole) which involves direct
tunneling or (b) centered or off-center defect states in the barrier which induce
sequential tunneling, appearing as electric RTN. The following arguments dis-
prove electric RTN as the main source of the random telegraph noise: RTN
of a purely electric origin observed in sub 100 nm MTJs with ultrathin (< 1
nm) MgO tunnel barriers, showed to be field independent182, and it appears for
field values outside the magnetization reversal range as in our experiment (Figs.
4.21(a) and 4.21(b)). Field dependent RTN appears for a range of fields around
the magnetization reversal and is two orders of magnitude higher in amplitude
than the electric RTN which is detected at higher fields. Moreover, RTN due to
domain walls or magnetic inhomogenieties172 should also be excluded since the
lateral dimensions of the MTJs under study are smaller than 100 nm, which
is below the typical DW width. In order to evaluate more precisely what the
contribution of electric RTN is, shot noise measurements should be carried
out. Direct (indirect) tunneling should give Poissonian (sub-Poissonian) shot
noise75,183.
To summarize, HF and LF noise measurements were carried out in MgO
based, nanoscale MTJs with reduced barriers exhibiting low TMR ratios. These
devices are good candidates for ST switching, as they seem to present lower cur-
rent threshold barriers. The external magnetic field was applied along the easy
and hard axis of magnetization, and different spin-torque driven related effects
have been observed. The comparison between HF and LF data reveals that ST
related effects can be detected by TMR and low frequency noise measurements.
This proves to be a powerful and simple technique to study current-switching
phenomena and spin-torque based magnetization dynamics in MTJs.
115
4. Spin-torque effects and noise in MTJs of
sizes under 100nm
116
Chapter 5
Conductance and shot noise in
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5.1. Introduction
I
n this Chapter we present shot noise measurements in double-
barrier magnetic tunnel junctions (DMTJs). We find that the
shot noise can be controlled by the magnetic state of DMTJs
and also differences in thickness, spin between two MgO barriers183. The
measurements at biases where the influence of QWSs is small are found
to be in good agreement with a theoretical model, developed by our col-
laborators, which takes into account spin relaxation in the central elec-
trode183–185. Our findings reveal new perspectives for the magnetic con-
trol of SN and also present a novel method to quantify the electron spin
relaxation in spintronic devices.
Double-barrier magnetic tunnel junctions are spintronic elements which
could, in the future, replace single-barrier junctions as components in hard-
disk drives or as magnetic sensors. First of all, single-barrier MTJs are more
susceptible to dielectrical breakdown than DMTJs.
DMTJ devices also present a high versatility for controlling their electrical
resistance (or TMR). They can present lower shot noise values than single
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MTJs, and consequently have better signal-to-noise ratios. As we will show in
this chapter, engineering DMTJs with certain barrier and electrode thicknesses
gives control over the shot noise value of the device, which can be switched
with the different magnetic states.
As it was mentioned in the introductory chapter, MgO-based junctions be-
came important elements of spintronic devices after spin dependent transport
was observed in Fe/MgO/Fe magnetic tunnel junctions20,21. The use of MgO
for an effective spin injection in MTJs has allowed reducing spin relaxation
effects which occur because of conductivity mismatch186,187. Previous studies
regarding spin coherency and shot noise in MTJs revealed that junctions with
Al2O3 barriers present supressed shot noise values (0.7 < F < 1) due to se-
quential tunneling67. Serial arrays of magnetic tunnel junctions also present a
supressed SN188.
On the other hand, MTJs with MgO barriers present full shot noise values
(F = 1), which is independent of the magnetic state. This was observed in
Fe/MgO/Fe MTJs75. The study of junctions with ultrathin MgO barriers (less
than 1 nm thick), yielded a Fano factor of F ' 0.92 in the parallel state77,78.
Double-barrier magnetic tunnel junctions have been fabricated using nanopar-
ticles189,190 or a continuous magnetic layer as the central electrode191. DMTJs
present some advantages in comparison with single barrier MTJs, like higher
TMR ratios191,192. Also, DMTJs present a smaller decrease of the TMR with
the applied voltage in comparison with single MTJs. For example, epitaxial
DMTJs with room temperature TMR ratios of 140% only show a decrease
down to 75% for voltages around 1 V74. Having high values of TMR at high
voltages is essential for applications.
Incidentally, the dependence of the TMR with the applied bias reveals os-
cillations induced by quantum well states (QWSs)102,190. Another advantage is
that spin accumulation in the central layer is expected to notably enhance spin
torque193–196. Resonant tunneling in DMTJs may have advantages in compar-
ison with standard MTJs due to resonant spin-torque effects161,195,197. Also, a
current driven magnetization reversal may occur at lower current densities in
DMTJs197.
The control of shot noise has been extensively studied in the area of pho-
tonics, and is currently exploited to improve detection methods198. The precise
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FM1
R1 
FM2 
R2 
FM3
Figure 5.1: Sketch of a DMTJ. The thickness of the barriers determines the
resistances R1, R2, and the thickness of the FM layers the coercive field of each
magnetic electrode.
control of shot noise in spintronics still remains an important and unexplored
issue.
Thus, being able to control the spin diffusion and coherency in spin polarized
tunneling could be important for the further development and technological
application of hybrid magnetic nanostructures [10]. In this thesis we report
on the investigation of shot noise in seminal, epitaxial Fe/MgO/Fe/MgO/Fe
DMTJs.
5.2. Growth method and junction types
As can be seen in Fig. 5.1, a double barrier tunnel junction consists of three
ferromagnetic electrodes, separated by tunnel barriers. The resistance of the
DMTJ corresponds to the sum of the resistance of each tunnel barrier, which
depends on the thickness of the barrier. If the coercive fields of the FM elec-
trodes are different, then up to four different magnetic states can be obtained in
a DMTJ. The different coercive fields are achieved by either growing FM layers
of different thickness, or by coupling an FM electrode to an antiferromagnetic
layer.
The growth of the junctions was carried out by the group of professors
Michel Hehn and Coriolan Tiusan within a collaboration project between the
Magnetrans-UAM group and the Institute Jean Lamour, Nancy Universite`
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(France). The growth method is described in detail in Ref.191.
Three different types of DMTJs, with different combinations of electrode
and barrier thicknesses, were grown at room temperature by Molecular Beam
Epitaxy (MBE)183. The junctions were grown on MgO(100) substrates under
ultra high vacuum conditions (UHV) at a base pressure of around 10−11 mbar.
In MBE, the source materials used in the growth are heated in evaporation cells.
The sublimation of the source materials creates a gaseous beam of the required
substance, which then condenses on a wafer or substrate. The substrate may be
heated if necessary, as well as kept continually rotating to obtain a homogeneous
growth. The slow deposition rate of the MBE technique allows the films to be
grown epitaxially. UHV conditions are necessary for the epitaxial growth to
take place in a clean environment with a minimal contamination.
The MgO(100) substrates were annealed at 600 ◦C for 20 min before the
growth in order to remove carbon impurities. The diffusion of the remaining
C impurities to the Fe bottom electrode is prevented by growing a 10-15 nm
thick MgO buffer layer at 450 ◦C on the substrate191. A control of the growth
down to the monolayer level was achieved by monitoring in-situ the intensity
oscillations in the reflection high-energy electron diffraction (RHEED) pattern
along the [100] direction during the layer-by-layer growth of the MgO barriers.
Fig. 5.2 shows such a RHEED pattern of the bottom Fe layer where the MgO
buffer layer is (a) absent or (b) present. The sample with an MgO buffer layer
does not show the c(2x2) surface reconstruction related to carbon, which is
seen in the sample with no buffer layer.
DMTJs with lateral sizes from 10 to 30 µm were patterned by a combination
of UV lithography and Ar ion etching, controlled by Auger spectroscopy191.
The square-shaped pillar is fabricated in the following way. After the deposition
of the different layers, the surface of the wafer is cleaned and covered with a
photosensitive resin (or resist) (Fig. 5.3(b)). The resist is then exposed to
ultraviolet light through a mask with opaque and transparent regions with
the desired square-shaped pattern. The chemical properties of the exposed
resist change, and such regions are removed with the appropriate solvent. The
remaining resin protects the surface underneath from the Ar ions, so only the
resin-free surfaces are etched, leaving a square-shaped pillar MTJ. Once the
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Figure 5.2: RHEED patterns along the [110] crystallographic direction of the
Fe bottom layer of samples (a) without or (b) with an MgO seed layer between
the substrate and the Fe layer. The buffer layer prevents the diffusion of carbon
to the Fe electrode, so evidence of the c(2x2) reconstruction, related to C, is
seen in (a) but not in (b). Adapted from Ref.191.
Fe
Fe
MgO Substrate
Photoresist
V+ V-
Etching
(a) (b)
(c) (d)
Figure 5.3: Diagram of the photolithography process. (a) Unpatterned sample.
(b) Deposition of the resin. (c) Etching of the top electrode and MgO barrier.
(d) MTJ pillar with the deposited contact pads. Figure from Ref.138.
etching reaches the bottom electrode (Fig. 5.3(c)), the bottom electrode is
patterned down to the substrate using a different mask following the process
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we just described.
Figure 5.4: Diagram of the contact pads in DMTJs. Figure from Ref.138.
A silica layer is sputtered over the whole wafer, isolating the top and bottom
electrodes to avoid short-circuits. Then, “windows” are opened in the silica onto
the top and bottom electrodes by lithography (Fig. 5.3(d)). Finally, aluminum
contacts of the type shown in Fig. 5.4 are deposited.
The first type of junctions (DMTJ1) have the structure:
MgO//MgO(15)/Fe1(45)/MgO(11ML)/Fe2(10)/MgO(3ML)/Fe3(20)/Au(20)
where numbers in parenthesis are thicknesses in nm, while ML stands for mono-
layer. These junctions have a strong asymmetry between barriers, as one is
considerably thinner than the other. The TMR as a function of the magnetic
field is shown in Fig. 5.5(b). In agreement with previous findings191,192, the an-
tiferromagnetic coupling between two ferromagnetic layers across the thinnest
MgO barrier in DMTJ1 results in the presence of two different AP1 (↑ ↓↑) and
AP1r (↓ ↑↓) states for which the central layer is aligned opposite to the neigh-
boring ones. The difference in resistance between the AP1 and AP1r states
is attributed to the possible influence of domain walls formed in the synthetic
antiferromagnet in the latter state. This option is supported by the fact that
the normalized 1/f noise observed in the AP1r, as is shown in Fig. 5.6. The
TMR dip in-between corresponds to the AP2 (↓ ↓↑) state.
The second and third type of DMTJs, DMTJ2 and DMTJ3, have the fol-
lowing layered structure:
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Figure 5.5: TMR curves at T=0.3 K with a field sweep from positive to
negative, from Ref.183. (a) Single barrier MTJ with an area of 100 µm2. (b)
DMTJ1 with a very thin barrier, resulting in coupled top and central layers. (c)
DMTJ2 junctions with a thick barrier 2. The resistance difference between AP1
and AP21 is higher than between AP21 and P. (d) TMR in DMTJ3 with a thick
barrier 1. This results in a bigger resistance jump from AP21 to P, than from
AP1 to AP21. The circle in (c) and (d) indicates when the field sweep changes
direction in order to obtain the AP22 state.
MgO//MgO(10)/Cr(42)/Co(10)/Fe1(5)/MgO(10 or 8ML)/
Fe2(5)/MgO(9ML)/Fe3(10)/Co(30)/Au(10)
The wafers for DMTJ2s and DMTJ3s were grown simultaneously. The 2ML
difference in thickness of the bottom barrier is controlled by a shutter. The
asymmetry between the tunnel barriers in these junctions is much lower than
for DMTJ1s because both barriers in these junctions differ only slightly. The
barrier asymmetry of DMTJ2 (R2 >R1) samples is opposite to that of DMTJ3
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Figure 5.6: Normalized 1/f noise at T=4 K in a DMTJ1 sample in four different
magnetic configurations.
(R1 >R2), where the topmost barrier is labelled as number R1 and the bottom
barrier as R2.
The dependence of the TMR on the magnetic field for DMTJ2 and DMTJ3
samples is shown in Fig. 5.5(c),(d). Both TMR graphs present the features
expected from the barrier thicknesses. DMTJ3s show a larger resistance jump
between the AP1 (↑↓↑) and AP21 (↑↓↓) states than between the AP21 (↑↓↓)
and P (↓↓↓) states. DMTJ2 samples show the opposite behavior.
The AP22 state (↑↑↓) is present in both DMTJ2 and DMTJ3 samples,
although reliable shot noise measurements in this state were only obtained for
DMTJ3s. Indeed, one can observe in Fig. 5.5(c) and (d), that if the magnetic
field sweep is stopped when the sample is in the AP21 state (↑↓↓), and then
the field sweep goes back to positive values, then the central layer is inverted
and we obtain the AP22 state (↑↑↓).
As can be seen, the central Fe layer in DMTJ1 samples has a thickness of 10
nm, while for DMTJs 2 and 3 the thickness is 5 nm. The thinnest continuous
Fe layer which could be grown by molecular epitaxy (system at the University
Henri Poincare` of Nancy) is of 5 nm. By making the central layer as thick as
10 nm, the Fe layer is guaranteed to be epitaxially flat, which is necessary for
the growth of the thin 3 ML MgO top barrier in DMTJ1s. On the other hand,
for DMTJ2 and DMTJ3 samples, the central layer is grown as thin as possible
so the spin flip processes are minimized.
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5.3. Experimental results
Shot noise and transport measurements at low temperatures were carried
out in the cryogenic system described in Section 3.3. The main experimental
findings show that the shot noise in weakly asymmetric samples (DMTJ2s and
DMTJ3s) is supressed below the classic value (F = 1). The Fano factor was
obtained as explained in Section 3.7. This approximation is justified above
100mV, where eV/kBT > 100. Even though the noise and electron transport
measurements were done at 0.3 K and 4 K, the real temperature for the less
resistive samples was somewhere below 10 K at the highest biases (around 1 V).
This was estimated by comparing the I−V curves measured at 0.3 K, 4 K and
10 K. Measurements at 60 K were also carried out, for which the contribution
of thermal noise to the frequency independent part of the noise spectrum was
estimated and subtracted.
5.3.1. Control MTJs
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Figure 5.7: (a) Conductance in the P and AP states of a single barrier control
MTJ at T=4 K. (b) Experimental (circles) and full (lines) shot noise in the P
and AP states on a single barrier MTJ with an area of 100 µm2. These control
measurements yield F ' 1, suggesting a good structural quality of the junctions.
Samples from the study shown in Ref.75.
The shot noise measurements are compared with control measurements car-
ried out in single-barrier MTJs with the following layer structure: MgO//
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MgO(10nm)/Fe(45)/MgO(2.5)/Fe(10)/Co(20)/Pd(10)/Au(10) with the num-
bers indicating thickness in nm. These junctions were studied in a previous
work by our group75. The TMR of a 10x10µm2 MTJ is shown in Fig. 5.5(a).
Shot noise measurements carried out at T=4 K in epitaxial MTJs with a single,
2.5nm MgO barrier, present nearly Poissonian statistics (F ' 1), in agreement
with previous results75. Fig. 5.7 shows that shot noise measurements in the P
and AP states yield the Poissonian value. These single barrier junctions serve
as control for the shot noise measurements in the DMTJs. The fact that F ' 1
in the control MTJs indicates that the epitaxially grown samples are of good
structural quality.
5.3.2. Shot noise in DMTJs with high barrier asymme-
try
These type of junctions present a signature of QWSs in the central layer in
the dependence of the conductance with the applied bias. The oscillations are
clearly observed for two of the magnetic states (P and AP2), as shown in Fig.
5.8(a).
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Figure 5.8: (a) Oscillations in conductance for two magnetic states. Each
conductance curve is normalized by its value at zero bias. (b) Bias dependence
of the normalized shot noise for a DMTJ1 sample. The Fano factor is found to
depend weakly on the magnetic state.
The shot noise measurements carried out in DMTJ1 samples revealed that
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shot noise in these structures is only weakly suppressed (F ∼ 0.9) and is nearly
independent of the magnetic state. The thicker barrier dominates the trans-
port statistics because of the large difference between barriers. This is evident
in the TMR curve (Fig. 5.5(b)), which only deviates from the P state resis-
tance when the central layer’s magnetization is opposed to the bottom layer’s
magnetization.
5.3.3. DMTJs with low barrier asymmetry
In DMTJ2 and DMTJ3 samples, which have a low barrier asymmetry, the
slight difference between barriers becomes important and the shot noise mea-
sured depends quite strongly on the magnetic state of the DMTJ. Depend-
ing on the magnetic state and bias, the Fano factor varies in the range of
F ∈ (0.5 − 0.9). Fig. 5.9 shows shot noise measurements at T=0.3 K in a
DMTJ3 sample in all four magnetic states.
The solid curves represent the estimated full SN from the I−V curves while
the dots indicate the experimental shot noise obtained from the spectra. As
can be seen, the shot noise is sub-poissonian in all four magnetic states. The
dependence of the shot noise with the magnetic state can be better appreciated
when the normalized shot noise is plotted. Fig. 5.10 presents the Fano factor
for (a) a DMTJ2 sample (three magnetic states shown) and (b) the DMTJ3
sample from Fig. 5.9. As can be seen, the asymmetry of the barrier determines
the value of the shot noise for each magnetic state. For the DMTJ3 sample
(R1 > R2) we have that FP > FAP22 > FAP1 > FAP21 while the order is
reversed in DMTJ2s (R2 > R1). Also, an enhacement of the shot noise occurs
at voltages higher than 500 mV for certain values of the energy, as can be
seen in Fig. 5.10(b). The relative magnitude of these quasi-periodic anomalies
increases with the applied bias and is weakly dependent on the magnetic state,
and they seem to originate from resonant tunneling through quantum well
states.
The shot noise was also measured at a fixed current, while sweeping the mag-
netic field in order to achieve all four magnetic states of a DMTJ3 sample185.
As can be seen in Fig. 5.11, the Fano values match the results carried out at
fixed fields while varying the bias. The main disadvantage of this method is
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measured in four different magnetic configurations at T=0.3K. The experimental
data (points) is compared to full shot noise (lines)183.
having control over the applied bias, since the resistance of the junction changes
with each magnetic configuration under constant current.
5.3.4. Tunneling through quantum well states in DMTJs
As was discussed in Section 2.6, quantum well states may form in the central
electrode of a DMTJ. Evidence of the presence of such states has been detected
as oscillations in the conductance of all three types of DMTJs shown here.
The differential conductance, after subtracting the parabolic background
G0, for DMTJ3s is compared with the Fano factor at different temperatures183
in Fig. 5.12(a),(b). The well defined oscillations of the differential conductance
indicate the presence of resonant transmission through QWSs formed in the
central Fe2 layer.
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Fig. 5.12(c) compares the conductance oscillations for each type of DMTJ.
As can be seen, DMTJ1 samples present more oscillations in the range of
energy shown than DMTJ2 or DMTJ3 samples. The appearance of QWSs in
the central electrode of a DMTJ can be compared to the finite potential well
problem in quantum mechanics. In this simplified situation, the number of
bound states increases with the width d of the well as N ∝ d2, while the states
become more closely spaced in energy. Indeed, the samples with a 10 nm central
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Figure 5.12: (a) Oscillations in the conductance of a DMTJ3, which are not af-
fected by temperature185. (b) Shot noise in the P state at 0.3 K, 4K and 60K185.
The effect of quantum well states is gradually suppressed with increasing tem-
perature. (c) Oscillations in the P state conductance due to QWSs (indicated by
arrows)183. The oscillations are more pronounced for V > 0 in DMTJs 1 and 3,
and for V < 1 for DMTJ2s. The curves have been offset for better observation.
Fe electrode (DMTJ1s) present a larger number of conductance oscillations
than those with a 5 nm thick central layer (DMTJ2s or DMTJ3s) for the
same bias range (Fig. 5.12(c)) . Moreover, the QWSs calculated in Ref.190 for
Fe/MgO/Fe/MgO/Fe DMTJs qualitatively agree with the oscillations obtained
for our DMTJ3s with 5 nm Fe central layers. QWSs are more pronounced for
positive biases (when electrons tunnel from the bottom to the upper electrodes)
for DMTJs1,3, and, as could be expected from the barrier asymmetry, are more
pronounced for negative bias for DMTJ2s as can be seen in Fig. 5.12(c). Indeed,
the voltage distribution across an asymmetric DMTJ shows that QWSs affect
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the conductance mainly when electrons tunnel from the contact’s Fermi level
to the central layer through the thicker barrier199,200. A diagram representing
this effect is shown in Fig. 5.13. Also, the oscillations in conductance due to
QWSs are more significant, in general, in DMTJ1 and DMTJ3 samples. This
is explained by the fact that the barrier through which the tunnel to QWSs
occurs has a better structural quality for DMTJ1 and DMTJ3 samples (bottom
barrier, R1) than for DMTJ2s (top barrier, R2).
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Figure 5.13: Diagram of resonant tunneling through QWSs in a DMTJ struc-
ture. DMTJs 1 and 3 correspond to (a),(b),(c) and DMTJ2s to (d),(e) and (f).
Adapted from Ref.200.
Depending on the degree of coherency involved in the transmission through
QWSs, SN is expected to show a shallow dip in the Fano factor due to coher-
ent resonant transmission followed by a resonant enhancement in the negative
differential conductance regime due to Coulomb interactions25,201,202. These
anomalies in Fano are more pronounced for DMTJ3s and for positive bias,
where QWSs in the conductance are more clearly observed (Fig. 5.10(b)). We
also remark that the observed periodic anomalies in the conductance and Fano
factor cannot be attributed to Coulomb blockade effects, where the Fano factor
has periodic minima decreasing in amplitude with the applied bias203.
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5.4. Theoretical model
The following theoretical model was developed by the groups of Prof. Jo´zef
Barnas´ (Adam Mickiewicz University) and Prof. Vitalii Dugaev (Rzeszo´w Uni-
versity of Technology) both in Poland, with the aim of understanding the vari-
ation of the Fano factor with the barrier asymmetry and magnetic state of
the system. The model is included in Refs.183,185 along with the results shown
above, and explained in detail in Ref.184.
FM1
R1 
FM2 
R2 
FM3
α=R2↑/R1↓ 
 β1=R1↓/R1↑
 β2=R2↓/R2↑
}R1↑              R1↓
R2↑              R2↓
Figure 5.14: Diagram of a DMTJ illustrating the two-current model and the
parameters α, β1 and β2.
The shot noise through a double barrier junction with ferromagnetic elec-
trodes is calculated using a model of sequential tunneling. In the model, DMTJs
are described by the parameters α, β1 and β2, as well as the spin relaxation
parameter g. These correspond to the asymmetry (α), which takes into account
the difference between the barriers, as well as the two spin filtering parameters
(β1 and β2, one for each barrier). The influence of resonant tunneling is not
taken into consideration. The parameters have been evaluated by fitting the
experimental Fano factor for all magnetic configurations as well as the TMR
ratio, showing a good agreement the experimental observations in the case of
strong spin relaxation.
132
5.4 Theoretical model
5.4.1. Calculation of shot noise in the absence of spin
relaxation
If spin-flip transitions can be disgarded (or are absent), the two spin chan-
nels σ = [↑, ↓] can be considered as fully separated (see Fig. 5.14). The shot
noise of each spin channel, Sσ, can be then calculated from the expression for
spinless particles204:
Sσ =
R21σS1σ +R22σS2σ
R2σ
, (5.1)
where Riσ is the resistance of the i-th junction in the spin-σ channel, Rσ
is the total resistance of the spin-σ channel, Rσ = R1σ + R2σ, and Siσ ' 2eVRσ
(valid if the transmission probability is small for each barrier). V is the external
voltage applied to the system, and the index i = 1, 2 refers to the two tunnel
barriers of the DMTJs: i = 1 for the left and i = 2 for the right barrier.
Including both spin channels when calculating the shot noise S of the double-
junction structure one obtains S = S↑ + S↓.
The average value of charge current driven by the voltage V is
I = V R↑ +R↓
R↑R↓
. (5.2)
From Eqs. 5.1 and 5.2, the Fano factor in the absence of spin relaxation is
given by:
F ≡ S2eI =
(R21↑ +R22↑)R3↓ + (R21↓ +R22↓)R3↑
R2↑R
2
↓ (R↑ +R↓)
. (5.3)
In the case of a symmetric structure, R1σ = R2σ = Rσ/2, from Eq.(4) one
finds F = 1/2. In order to describe the numerical results, we introduce the
following parameters (see Fig. 5.14):
α = R2↑/R1↑, βi = Ri↓/Ri↑. (5.4)
Let us now consider the case of a DMTJ with three ferromagnetic electrodes.
The Fano factor in each magnetic configuration can be obtained as a function
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of α, β1 and β2 by using eqs. 5.3 and 5.4. Using as a reference the resistance
of each barrier in the P state, R0σ↑, the coefficients take the following values for
each state:
P RP1σ = R01σ RP2σ = R02σ
AP1 RAP1σ =
√
R01↑R
0
1↓ R
AP
2σ =
√
R02↑R
0
1↓
AP21 RAP211σ = R01σ RAP212σ =
√
R02↑R
0
1↓
AP21 RAP221σ =
√
R01↑R
0
1↓ R
AP22
2σ = R02σ
As an example, let us consider the AP1 state, for which the resistance of
each junction is highest. The corresponding resistance RAP1iσ (for i = 1, 2) can
be expressed by the resistances in the P configuration as
√
R0i↑R
0
i↓.
5.4.2. Calculation of shot noise in the presence of spin
relaxation
The previous model proves to be unsufficient to describe the experimental
data, since for example, the Fano in the P state is symmetric with the pa-
rameter α while in the experiment that is not the case. Thus, spin relaxation
in the central electrode is included in the theory in order to obtain a better
comparison.
Therefore, taking the spin relaxation into account, one writes the relevant
equation for spin density fluctuations δSz 184:
∆J (2)z −∆J (1)z = −
δSz
τs
, (5.5)
where J (i)z is the z-component of spin current in the i-th barrier and τs is
the spin relaxation time in the central electrode. In the limit of strong spin
relaxation, instead of Eq. 5.3 one finds184:
F = R2↑R2↓(R1↑ +R1↓)
2 +R1↑R1↓(R2↑ +R2↓)2
[R1↑R1↓(R2↑ +R2↓) +R2↑R2↓(R1↑ +R1↓)]2
. (5.6)
The Fano factors in all four magnetic configurations can be calculated in the
same fashion as the case without spin relaxation. In a general case, the authors
take into account the spin fluctuations via Eq.5.5. However, the corresponding
134
5.4 Theoretical model
formulas are cumbersome and will not be presented here and may be found in
Ref.184. The key element of the theory is the dependence of the SN on the spin
density fluctuations. These fluctuations are described by Eq. 5.5 and depend
on the spin relaxation. The spin relaxation is conveniently described by the
parameter g = d/vF τs, with d being the thickness of the central layer, and vF
the Fermi velocity.
Since the resistance of each state can be calculated as a function of the
parameters, the TMR for one of the AP states (AP1, AP21 or AP22) may be
defined by:
TMR =
(
RAP
RP
− 1
)
(5.7)
The maximum TMR occurs in the AP1 configuration, which is given by:
TMRAP1 =
(
√
β1 + α
√
β2)(1 + α + β1 + αβ2)
2(1 + α)(β1 + αβ2)
− 1 . (5.8)
By using the experimental Fano values for the magnetic states and the
TMR in the AP1 state, we have been able to carry out a comparison between
experiment and theory.
5.4.3. Comparison between experiment and theory
As can be seen in Fig. 5.15, the experimental data can be accounted for
rather well by tuning the parameters α, β1, β2 and the spin relaxation parameter
g 183–185. To compare the theoretical results with the experimental data we have
used average Fano values in the range between 0.2 and 0.5 V in order to avoid
the possible influence of defect states in the barrier below 200 mV205 or of QWSs
observed above 0.5V. Figures 5.15(a) to (c) show the comparison, at T=0.3 K,
of the calculated Fano factors as a function of the asymmetry parameter α
with the Fano in the measured magnetic states in a DMTJ1,2 and 3 sample
respectively. Fig. 5.15(d) presents the same comparison at T=60 K of the
DMTJ3 sample of graph (c). There is a good qualitative and quantitative
agreement with the experimental results. The combined TMR and SN provide
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Figure 5.15: Comparison of theory (solid lines) and experiment (points) of
the Fano factor measured for three different DMTJs. (a) DMTJ1 at T=0.3 K
(α = 0.035, g = 4.9, β1 = 42, β2 = 2)183. (b) DMTJ2 at T=0.3 K (α = 1.3,
g = 0.3, β1 = 75, β2 = 11)183. DMTJ3 (c) at T=0.3K (g=100, α = 0.07,
β1 = 5.7, β2 = 27.8, and (d) T=60K, with g = 100, α = 0.08, β1 = 3.5,
β2 = 28.3185.
an evaluation of the three independent parameters α, β1 and β2 as well as the
spin relaxation g.
Figure 5.16 shows the estimated parameter g and the barrier asymmetry
α for our DMTJs at T=0.3 K. It is interesting to note that the best fits to
the theory for two measured DMTJ3s (see Fig. 5.15(c)) appear with relatively
low g (i.e. large τs, estimated to be around 10−12s for vF = 104m/s). On the
other hand, SN in both measured DMTJ2s is best described with g ∼ 100183
(i.e. short τs) as seen from Fig. 5.16(a). We relate shorter τs in DMTJ2s with
an increased density of oblique defects as the epitaxial MgO is grown above
136
5.4 Theoretical model
the critical thickness for the plastic relaxation of MgO on Fe191. These defects
could be “imprinted” on the central electrode, increasing its defectiveness and,
in agreement with the Overhauser-Elliott-Yafet model206, strongly reducing τs.
The spin relaxation time data estimated from the theoretical fit is plotted along
with the results for other materials207 in Fig. 5.16(b).
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Figure 5.16: (a) Minimum values of the spin relaxation parameter g vs α
which yield the experimental shot noise and TMR values for all three types of
DMTJs. (b) Spin diffusion length lS as a function of the spin diffusion time
τS for various spintronics materials, which includes our rough estimation for
DMTJ2 and DMTJ3 samples. Adapted from Ref.207.
We note that the model neglects other possible sources of noise, like 1/f
and thermal noise. Also, the SN is calculated neglecting spin coherent resonant
tunneling. Moreover, the model does not include any deviation of the angle
between magnetizations from 0 or pi, which may influence the Fano factor99 or
the influence of QWSs, disorder and interfacial states, which may reduce the
Fano factor78. All these contributions can be responsible for the deviation of
the theoretical curves from the experimental points in Fig. 5.15. The strongest
deviation in the case of DMTJ1 (Fig. 5.15(a)) could be attributed to the
presence of exchange coupling through the thin (3ML) MgO barrier191,192 and
the possible formation of domain walls in the central Fe electrode.
137
5. Conductance and shot noise in
Double-Barrier MTJs
5.5. Conclusions
In conclusion, we have demonstrated that shot noise in Fe/MgO/Fe/MgO/Fe
double-barrier magnetic tunnel junctions with a high barrier asymmetry is only
weakly suppressed below the Poissonian value (F ∼ 0.9) and is independent of
the magnetic state183,185. On the other hand, shot noise in DMTJs with low
barrier asymmetry can be effectively reduced below the full shot noise value.
Furthermore, the SN value is determined by the relative magnetic configuration
of a DMTJ. The corrected Fano factor in these structures is independent of the
bias for voltages below 0.5 V. A weak enhancement of shot noise observed at
voltages above 0.5 V, supported by oscillations in conductance, indicates the
formation of quantum well states in the middle magnetic layer.
The proposed theoretical model184, based on sequential tunneling through
the system and including spin relaxation, successfully accounts for the experi-
mental observations for bias voltages below 0.5 V, where the influence of quan-
tum well states is negligible. The comparison of the model with our experimen-
tal data allows obtaining an estimate of the spin relaxation time in the central
electrode in the DMTJ.
The work presented in this Chapter could spark several fundamental studies
in the area of spintronics. For example, having control over the shot noise
in DMTJ devices could be used for the controlled injection of spins between
ferromagnets, as well as between FM and other materials. Furthermore, if
other materials are used as a central electrode, our work could prove to be a
novel method to study the spin relaxation time in different materials using SN
measurements.
From a technical point of view, we present a novel method of engineering
spintronic devices with the most fundamental noise source in electronics can
be controlled and reduced. This scheme could be useful for vertical (e.g. spin
current injection in semiconductors through double MgO barriers) or lateral
(e.g. quantum dots) electronic structures. DMTJs also seem the preferred
option for reducing the intrinsic noise of magnetic field sensors104, in detriment
of serial arrays of MTJs208 which may experience a higher chance of failure.
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Chapter 6
Band edge noise spectroscopy of
magnetic tunnel junctions
T
his Chapter proposes a conceptually new way to
gather information on the electron bands of buried
metal(semiconductor)/insulator interfaces through the study
of the bias dependence of 1/f noise in tunnel junctions with fully epitaxial
barriers. In this case, the tunneling probability could be influenced by
the relaxation of defect states which determine band edge tails. We
demonstrate the validity of this concept by carrying out low frequency
noise measurements on Fe1−xVx/MgO/Fe (0 < x < 0.25) magnetic tunnel
junctions with an improved interface mismatch, thus presenting defect
free MgO barriers.
The 1/f noise exhibits clear peaks at specific applied voltages, which are
related to the position of the band edges of FeV and therefore indicate that
electron tunneling to the band edges of the magnetic electrodes takes place.
The change in magnitude of these noise anomalies with the magnetic state
allows estimating the degree of spin mixing that takes place between the
spin polarized bands at the ferromagnet/insulator interface.
Numerical calculations of the tunneling electron density of states as a
function of V doping are in qualitative agreement with the experimental
results.
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6.1. Introduction and motivation
Buried metal (semiconductor)/insulator interfaces are found at the heart of
electronics209. The current in tunneling devices is determined by the bias, bar-
rier and density of states of the electrodes17,191. Electron states not allowed in
bulk could become permitted at the surface leading to topological210,211 or in-
terface resonant states212. For metallic structures the scarce knowledge on the
interface bands is mainly obtained by indirect methods such as ballistic electron
emission spectroscopy213 or high-resolution X-ray spectroscopy214. The possi-
bility of having a reliable and down-scalable in-situ method for investigating
interface electron bands remains centrally important215.
Tunneling magnetoresistance15,60,61 is extremely sensitive to the band struc-
tures of ferromagnet/insulator (FM/I) interfaces16–21,216–218. Despite recent
attempts to understand the nature of the electron bands which contribute to
electron transport in spintronic devices219–221, the issue remains unsettled. The
main tool to characterize interfaces or barriers has been inelastic electron tun-
neling spectroscopy (IETS)221–223 analyzing the derivative of the conductance
as a function of bias. The resulting IETS signals depend on the tunneling
density of states (DOS) and inelastic scattering17,191,224 which could obscure
the detection of the band edges in the presence of interface disorder. The bias
dependence of the conductance and its low frequency fluctuations could be an
alternative way to study the interface or electron confinement225,226 DOS.
As we will discuss in detail below, a commonly accepted phenomenological
approach relates the excess low frequency noise (LFN), which often presents
1/f dependence, with electrons scattering from defects characterized by a broad
distribution of relaxation times with energy32. If dominant defect states are lo-
cated close to the interfaces, they could create interface band edge tails. There-
fore, when the tunneling is tuned to some specific band edge in the opposite
electrode, the current could acquire an extra LFN due to multiple relaxations
originating from defect states contributing to the formation of the band edge
tails.
In this Chapter we investigate the bias dependence of conductance and LFN
in single barrier tunneling devices in order to determine in-situ the energies of
the band edges of the buried interfaces. We unambiguously demonstrate the
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validity of the band edge noise spectroscopy (BENS) concept by studying sem-
inal Fe/MgO/Fe MTJs with partial doping of the bottom electrode (Fe) with
Vanadium (V). Such substitution has been shown to reduce defect states in-
side the MgO barrier due to improved interface matching between Fe1−xVx and
MgO in Fe1−xVxMgO/Fe MTJs.86,227,228. Our numerical simulations confirm
that tunneling of band-tail electrons, influenced by spin orbit interactions, are
responsible for the observed LFN anomalies.
6.2. Growth and characterization of the sam-
ples
The samples presented in this Chapter were grown by the group of Prof.
Stephane Andrieu from the Institute Jean Lamour, CNRS-Nancy University
within a bilateral collaboration project with our group.
Au(20nm)
Co(20nm)
Fe1-xVx(50nm)
MgO(2nm)
Fe(18nm)
Figure 6.1: Sketch of the sample layer structure.
As can be seen in Figure 6.1, the layer sequence of the studied MTJs is:
MgO//Fe1−xVx(50 nm)/MgO(2nm)/Fe(18 nm)/Co(20 nm)/Au(20nm)
The single-crystal multilayers were deposited on MgO(100) substrates by
molecular beam epitaxy (MBE) at a typical base pressure of 10× 10−10 mbar.
Before the deposition, the substrates are outgassed at 875 K. A 10nm MgO
layer is grown at 725 K in order to prevent the diffusion of residual carbon
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to the bottom electrode229. The bottom electrode, magnetically the softest, is
grown using Fe-V alloys with different concentrations of Vanadium, obtained
by Fe and V co-evaporation. The film is then annealed at 825 K for 20 minutes
to reduce its roughness. Afterwards, a 2 nm thick MgO barrier is deposited
and controlled by reflection high energy electron diffraction (RHEED) intensity
oscillations. Then, an 18 nm thick Fe layer is grown over the MgO barrier
and annealed for 10 min at 475 K. A 20 nm thick Co is grown over the Fe
layer, forming a magnetically harder electrode by the coupling between layers.
The layered structure is protected from oxidation by a 20 nm Au film. The
MTJs were patterned by UV photolithography (described in Section 5.2) and
Ar etching into pillars with square cross sections of lateral size from 10 to 50
µm. Additional details about the fabrication of the samples can be found in
Refs.227,230.
6.3. Experimental results
The setup for low temperature noise measurements was described in Section
3.3. The typical noise power spectra (SV ) in the antiparallel (AP) or parallel
(P) states reveal the presence of 1/f noise in the frequency range between
1 and 100 Hz (depending on the sample type), where SV (f) ∝ 1/fβ (with
0.8 < β < 1.5), as can be seen in Fig. 6.2. The fact that the 1/f noise is only
observed up to such low frequencies is indicative of a high structural quality.
The bias dependence of the LFN has been determined through the Hooge factor
(α) from the phenomenological expression (Equation 2.11) SV (f) = α ·V 2A ·f ,
where V , A and f indicate bias voltage, area of the sample and frequency,
respectively. Qualitatively similar results have been obtained by analyzing
integrated LFN . Shot noise (SN) was obtained from the frequency independent
part of the spectra for temperatures below 10K, as explained in Section 3.7 and
demonstrated in Chapters 5 and 7.
We begin by analyzing the electron transport and SN behavior at T=4 K,
which is summarized in Fig. 6.3. As can be seen in Fig. 6.3(a), the zero
bias TMR as a function of V content shows a maximum value for a Vanadium
content of 8%, confirming a reduction of the interface mismatch reported pre-
viously at room temperature86,227,228. In the same graph, it can be seen that
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Figure 6.2: Typical low frequency noise spectrum presenting 1/f and shot noise
contributions for a sample with a Fe0.75V0.25 bottom electrode.
tunneling statistics of these junctions is Poissonian (within the experimental
tolerance) presenting an average Fano factor of F = 1 ± 0.05. This indicates
that the samples have a very high structural quality and present direct (or very
nearly direct) tunneling processes.
Figure 6.3(b) shows the bias dependence of the Hooge factor with the bias
in both P and AP states for a Fe/MgO/Fe MTJ used as reference or control
sample. An excess LFN is seen for biases below 200 mV, where FeO205 and
Fe/MgO191 interface defect states have been predicted to influence the conduc-
tance. For the MTJ with a non-optimized Fe/MgO interface one observes a
strong suppression of LFN with bias with weak anomalies in α around 0.5 V
(indicated by arrows in the graph).
The doping of Fe with V improves the interface mismatch and decreases the
Fe/MgO interface defect states density86,227,228, which allows the implementa-
tion of the BENS method. Figure 6.4(a) shows the dependence of the shot
noise and the Hooge factor α with the applied bias, for Fe0.96V0.04/MgO/Fe
MTJs. The shot noise analysis yields a Fano factor close to one, indicating
that direct tunneling takes place in the bias range under study (Fig. 6.4(a)).
In contrast to what is observed for the reference sample (Fig. 6.3), the LFN
shows a clear enhancement (factor of 2) of conductance fluctuations around
±0.6 V . Yet a stronger enhancement of the LFN close to 0.6 V is observed
in the AP configuration. Along with the enhacement of 1/f noise, as can be
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Figure 6.3: (a) Dependence of the zero bias TMR and the Fano factor at T = 4
K as a function of V content. (b) Bias dependence, at T = 4 K, of the dynamic
conductance in the P state, and the Hooge factor α for both P and AP states
for Fe/MgO/Fe junctions. Arrows indicate weak peaks.
seen in Fig. 6.4(b), the dynamic conductance in the P state shows an upturn
around 0.6 V . The upturn is much clearer in the P state, so the AP state
not shown for simplicity. Numerical calculations of the tunneling electron DOS
indicate that the upturn in conductance and the noise enhancement could be
related with the opening of a new transmission channel when the Fermi level
of one magnetic electrode crosses one of the band edges of the other magnetic
electrode, indicated by arrows in Fig. 6.4(b). Details of the calculations are
discussed further on.
Even clearer signs of the band edges in LFN are seen when the V content
reaches 8%, for which the lowest background LFN and the maximum TMR
(Fig. 6.3) are achieved. Figure 6.5 shows the dependence of α with the applied
bias in Fe0.92V0.08/ MgO/ Fe MTJs were the optimum relation between two
competing effects is reached: (i) the relaxation of the FM/I interface and (ii) a
non-essential suppression of the magnetization and the induced Fe-V structural
disorder86,227,228.
We have found that the Fe0.92V0.08/MgO/Fe MTJs show clear anomalies in
the Hooge factor for biases around 1 V and around 0.6 V for the P state only,
as shown in Fig. 6.5(a),(b). Fig. 6.5(d) demonstrates how the anomaly in the
P state around 0.6 V gradually disappears with temperature, probably due to
thermal excitations.
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Figure 6.4: (a) Bias dependence at T = 4 K of the Hooge factor and SN for Fe
0.96 V0.04 /MgO/Fe MTJ. (b) Dependence of the conductance with the applied
voltage at T = 4 K combined with the calculated ∆1 DOS as a function of
energy with respect to EF . Inflection points (open dots) indicate ∆1 DOS band
edges for 4% Vanadium for V < 0 and pure Fe (x=0) for V > 0.
Qualitatively similar effects were seen for Fe0.83V0.17/ MgO/ Fe and Fe0.75V0.25/
MgO/ Fe MTJs with the latter being the most robust to electrical breakdown
(standing up to 2.5 V ). In the high V content range, the LFN is strongly
influenced by random telegraph noise at positive biases around 1 V , reflect-
ing a stronger asymmetry in interface defect states previously visualized with
scanning electron microscopy for Fe0.8V0.2/MgO/Fe MTJs228.
6.3.1. BENS method and phenomenological 1/f model
Let us now explain the peaks observed in 1/f noise with the concept of
band edge noise spectroscopy (BENS) which is qualitatively sketched in Fig.
6.6(a). If the tunneling through the barrier is coherent, the main source of
LFN is conductance fluctuations due to atomic defects affecting ∆1 and ∆5
interface states. The resulting localized states close to the band edges231 could
contribute, as reported for bulk semiconductors232,233, to the enhanced LFN.
The key new feature of the BENS is the versatility in displacing the Fermi level
(EF in Fig. 6.6(a)) of the ejector electrode with respect to the different band
edges (or mobility edge, EC in Fig. 6.6(a)) by simply varying the applied bias.
The right panel shows how the conductance and its derivatives are expected to
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Figure 6.5: Bias dependence at T = 4 K of the Hooge coefficient for the (a) P
state and (b) AP state in Fe0.92 V0.08 /MgO/Fe MTJs. (c) Bias dependence at
T = 4 K of the dynamic conductance for the P and AP state. (d) Low frequency
noise peaks gradually disappear with increasing temperature.
change when a new electron channel with a band edge opens at EF . In order to
clearly detect inelastic relaxation through IETS, some well defined defect states
should relax energy through coupling to a well-defined set of phonon energies.
A simplified physical picture explaining the variation of LFN when tunnel-
ing to three different energies E1,2,3 around EC (Fig. 6.6(a) and Fig. 6.7(a))
is as follows. When electrons tunnel to energies E1 > EC , their relaxation
time is fast due to the delocalized character of the band states near E1 with
a correspondingly small contribution to LFN. For tunneling to electron states
E3 < EC the LFN is also expected to be small due to low probability of these
tunneling events. However, when electrons tunnel to the energies E2 . EC ,
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Figure 6.6: (a) Sketch of the principle behind BENS, presented for the AP
state, where EC corresponds to the mobility edge. (b) The energies of these
defect states can be inferred from the IV curve of the sample, and its first
(dynamic conductance) and second (IETS) derivatives, but they are detected in
a much clearer way though low frequency measurements.(c) Sketch of a band
edge (∆1,∆5) contribution to the tunneling at ∼ −1.2V .
the tunneling current could be affected by multiple trapping-type relaxations
originating from shallow defect states contributing to the formation of the band
edge tails. We estimate that the LFN peak width is roughly determined by the
energy difference between the mobility edge and the bottom of the band tail.
A commonly accepted phenomenological model (already discussed in Sec-
tion 2.2) attributes the occurrence of 1/f noise to the scattering of electrons
from defects, where each of these defects is characterized by a certain relaxation
time τ . The total 1/f noise is described as the sum of the contribution of mul-
tiple defects presenting a broad distribution of relaxation times with energy32.
If the dominating defect states are located close to the interfaces, they may
modify the edges of interface bands, creating tails. Defect states with different
relaxation times are sketched in Fig. 6.7(a). These defects create a band edge
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Figure 6.7: (a) Spectra at T=0.3K corresponding to the three energy states
from a junction with 25% Vanadium in the P state, with a maximum 1/f noise
at the expected band edge energy. (b) The peak is clear in the dependence bias
of the Hooge factor as well as of the integrated noise (normalized by the voltage
squared, and therefore, adimensional). (c) The noise peak is not reflected in the
IETS curve.
tail, as shown in Fig. 6.6(b). The sum of the Lorentzian-type spectra from the
relaxation of each defect state, characterized by τi, all contribute to the total
1/f noise.
The following arguments accompanied by rough experimental noise power
spectra explain the nature of the LFN anomalies found in our tunnel junctions
with different Vanadium concentrations. If the Fermi levels of the ferromagnetic
leads are adjusted (by applying a bias) so the Fermi level of one electrode aligns
with a certain band edge from the other electrode (as shown in Fig. 6.6(c) of
the manuscript), an extra LFN may appear due to multiple relaxations which
originate from the defect states which create the band edge tails. These band
edge tails contain localized states below a mobility edge Ec (Fig. 6.7(b)). When
electrons tunnel to energies above Ec, (E1 > Ec) their relaxation time is fast
because of the delocalized character of these band states and their contribution
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to the LFN is small (in the frequency window where conductance fluctuations
are experimentally measured). The low frequency noise is also expected to be
small when tunneling to electron states much below the mobility edge (E3 <
Ec), which corresponds to a small density of states due to the low probability
of these events taking place. However, when electrons tunnel to energies in the
proximity or just below the mobility edge (E1 . Ec), the tunneling current may
be affected by the defect states which form the band edge tails, and provide
an excess contribution to the low frequency noise. Spectra for these three
situations are presented in Fig. 6.7(a). Note that due to their high barrier and
interface quality, our single crystalline magnetic tunnel junctions show mostly
flat spectra (shot noise) above 100 Hz even at high bias (∼ 1 V )
The LFN peak width is roughly determined by the energy difference be-
tween the mobility edge and bottom of the band tail. The band tail width
by itself could be determined by the influence of the different type of defect
states (O, Mg, Fe, vacancies or interface steps) on the position of the energy
bands. Previous numerical calculations205 evaluated energies of O and Mg
defects states inside an MgO barrier to be below 150 mV .
In order to demonstrate that the position of the observed LFN anomalies
depends only weakly on the method of analysis, Fig. 6.7(b) compares the
dependence of α and the integrated LFN noise (which is adimensional because
it is normalized by the square of the bias) with the bias in the P state, at
T = 0.3 K, of a tunnel junction with 25% Vanadium. Both methods provide
qualitatively similar results.
As can be seen in Fig. 6.7(c), the noise peak is not reflected in the IETS
curve. We believe that the random interface potential and the absence of well-
defined defect states smear out the IETS signals. Tunneling to the band tail
weakly influences IETS reflecting only the derivative of the DOS close to EC .
On the other hand, much stronger changes in LFN vs. bias are seen due to
a strong change of excited defect relaxation times233 when tunneling close to
EC , activating an excess of the low frequency conductance fluctuations. There-
fore, interface defect states dominate the LFN, and not the derivative of the
conductance (Fig. 6.7(c)). We argue that the LFN mainly originates from
disorder/defects close to the FM/I interface because: (i) the tunnel through
the barrier is direct (Fig. 6.3); (ii) the metallic nature of the electrodes, with
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resistance a few thousand times below the barrier resistance, ensures that elec-
tric signals and their fluctuations mainly come from regions in the barrier and
interfaces; (iii) by analyzing LFN at higher biases we avoid the direct resonant
excitation of localized FeO or O interface defect levels predicted below 200
mV205.
In the MTJs under study, electron tunneling mainly occurs between polar-
ized bands with different Bloch state ∆1,5 symmetries spin filtered by the MgO
barrier18–21,216,217. This allows a rough estimation of the interband mixing at
the interface by analyzing variation of BENS response with relative alignment
of the electrodes. Let us discuss qualitatively the reasons why BENS could pro-
vide LFN peaks both in the P and AP states (Figs. 6.4,6.5). For simplicity, we
shall use the majority and minority Fe electron bands tunneling in Fe/MgO/Fe
junctions (Fig. 6.6(c)). When the MTJ is in the AP state, then in accordance
with BENS arguments ∆5↑ ⇒ ∆5↓ and ∆1↑ ⇒ ∆1↓ band edge tunneling could
provide a peak in the low frequency noise of the AP state at different biases
from 0.4 to 1.3 V if conductance fluctuations originate from elastic scattering
events. Experimentally, however, we observe LFN peaks in the P state as well
(Fig. 6.4(a)), which we link with the presence of spin-orbit coupling induced
∆1(↑↓) ⇐⇒ ∆5(↓↑) interband mixing at the Fe/MgO interface234. Indeed, large
lateral momentum transfer and interband scattering could be dominant only
close to the interfaces22. Within such scenario, the relation between ampli-
tudes of the peaks LFN(P)/LFN(AP) provides an evaluation of the degree of
interband mixing between majority ∆1↑ band and the minority ∆5↓ of roughly
0.2-0.3.
6.4. Numerical calculations
In order to examine quantitatively the applicability of our model, numer-
ical calculations have been carried out by the group of Professor Mairbek
Chshiev from the Universite´ Joseph Fourier in Grenoble (France). The sim-
ulation consists of ab − initio calculations of √2 × √2 unit cell of Fe1−xVx
/MgO (x=0, 0.045, 0.091, 0.182) with a 5 monolayers (ML) of MgO and 11
ML of Fe1−xVx. The first-principles calculations are based on density func-
tional theory (DFT) as implemented in the Vienna ab initio simulation package
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(VASP)235–237 within the framework of the projector augmented wave (PAW)
potentials238,239 to describe electron-ion interaction and generalized gradient
approximation (GGA)240 for exchange-correlation interactions. A 13×13×3
K-point mesh was used in our calculations. A plane wave energy cut-off equal
to 500 eV for all calculations was used and is found to be sufficient for our
system
The TMR is calculated from the numerical calculations using the Jullie`re
model15, as shown in Fig. 6.8. A maximum value is reached for 9% of V, which
is quite similar to the experimentally observed 8% value.
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Figure 6.8: Dependence of the calculated TMR values as a function of the
Vanadium content. The symbols correspond to the estimated TMR values and
the dotted line is a guide for the eye.
Fig. 6.9 compares the experimentally observed LFN anomalies in the P
state (open dots) with the band edge positions (closed dots) estimated from
inflection points in the DOS simulations for the majority and minority ∆1 and
∆5 states of Fe1−xVx/MgO (x=0, 0.045, 0.091, 0.182) structures (as indicated
by arrows in the Fig. 6.4(b)). We have also indicated by horizontal dotted
lines the estimated positions of the band edges of the Fe/MgO structure.
A reasonable agreement between simulations and the experiment is ob-
served, especially for the Vanadium content between (0.04 < x < 0.17) with
reduced lattice mismatch, the lowest background LFN and the highest TMR.
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Figure 6.9: (a) Schematic of the calculated crystalline structure for a
√
2×√2
unit cell of (Fe1−xVx)11/MgO5 . (b) Calculated changes in the energies of the
band edges in Fe1−xVx compared to the experimental data of low frequency noise
anomalies for the P state. Fully open experimental points indicate a weak peak
(increase of noise in less than 10%). (c) Calculated degree of mixing between
∆1 and ∆5 interface Bloch state character in (Fe1−xVx)11/MgO5 for x=0.091.
A few factors could contribute to some difference between experimental re-
sults and calculations. First of all, calculations do not consider the presence of
dislocation induced mismatch as well as the structural disorder difference be-
tween bottom and top interfaces228. On the experimental side, measurements
on MTJs with the least Vanadium were done below 1 V due to their vulner-
ability, making them difficult to compare with the calculation results above 1
V .
Finally, in order to understand the influence of spin mixing at the interface,
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we have also analyzed the Bloch state character of the interfacial Fe atom in the
presence of SOI as a function of the energy difference to EF . Fig. 6.9(c) presents
this analysis for ∆1 and ∆5 interface states in Fe0.909V0.091/MgO structure,
mainly participating in the electron tunneling through MgO. When the degree
of mixing at certain energy is equal to zero, it means that there is no mixing
between different ∆ channels and there is only one ∆ Bloch state character
that dominates the tunneling at this energy tunneling. The channel mixing
is more pronounced at biases around −(0.4 − 0.5) V and not above ±1V ,
i.e. close to the intervals where LFN anomalies of different magnitude were
observed in both magnetic states (Fig. 6.9(c)). We believe that ∆5↑ ⇒ ∆5↓
and ∆1↑ ⇒ ∆5↓ mixing could be due to surface induced band crossings and
explains the appearance of peaks in LFN both in the P and AP states.
6.5. Conclusions
In conclusion, the concept of band edge noise spectroscopy has been intro-
duced in this Chapter. This method allows investigating the energies of electron
band edges of the materials in a wide class of tunneling devices by the analysis
of low frequency noise as a function of the applied bias. We have successfully
tracked the band edge energies of the FM electrodes in epitaxial FeV/MgO/Fe
magnetic tunnel junctions with different degrees of V doping. The dependence
of the BENS on the relative magnetic alignment of the electrodes allows us to
estimate the importance of interband hybridization and spin flips at the FM/I
interfaces. Numerical calculations based on density functional theory of spin-
polarized density of states have been carried out in collaboration with Prof.
Mairbek Chshiev’s, and present a good qualitative agreement with our experi-
mental results. Given the crucial importance of buried interfaces in solid-state
devices, the clear need to understand their electronic structure, and the lim-
ited options available, development of this novel methods our work presents a
substantial advance in the field of characterizing buried interfaces.
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Chapter 7
Direct and sequential tunneling
regimes through organic barriers
7.1. Introduction
I
n this Chapter, we investigate conductance and shot noise in
magnetic tunnel junctions with organic barriers. The aim is to
compare two different types of samples have been measured: (i)
magnetic tunnel junctions with PTCDA tunnel barriers between 1.2 and
5 nm thick and (ii) spin valves with thick (200nm) Alq3 barriers.
Our organic magnetic tunnel junctions (O-MTJs) with PTCDA barriers
present magnetoresistance ratios between 10% and 40%, and they sys-
tematically exhibit superpoissonian shot noise which additionally depends
on the magnetic configuration of the device241. Our observations are ac-
counted for qualitatively within a model based on spin dependent electron
tunneling through an interacting two-level (or multi-level) system. On the
other hand, the spin valves with thick Alq3 barriers present subpoissonian
shot noise which depends on the temperature, indicative of variable range
hopping.
As was presented in Section 2.7, the use of organic molecules has introduced
revolutionary ways of creating new spintronic devices in the past few years. Or-
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ganic elements used as components in electronic devices have some advantages
over inorganic materials, since their electronic properties can be tuned chem-
ically, they are mechanically flexible or they can form self-assembled layers.
Organic spintronics may lead to unique devices with interesting properties, as
for example organic light emitting diodes (OLEDs) which present magnetically
controlled luminescence242. Exploring the unique properties of the organic
world to improve and create new functionalities in spin related optics, elec-
tronics and memory elements has attractted considerable attention in the past
decade114,117,118,124,243–245. Despite the extensive research carried out in organic
materials, the statistics of tunneling electrons through organic barriers remains
mostly unexplored. For example, 1/f noise measurements have been used to
determine device quality246, or transport features in graphene-based devices
(including one or several layers)247. In another study, the 1/f noise and DC
leakage measurements were used as a diagnostic tool for OLED reliability in
a production line248. Current 1/f noise measurements have been also used to
identify individually contacted organic molecules249,250.
Section 2.7 also discussed several reports of magnetoresistance effects in
organic spin valves and magnetic tunnel junctions in which the thickness of
the organic spacers range between a few tens of nm up to a few hundred nm,
exceeding by far the tunneling regime. Constructing MTJs with organic bar-
riers is experimentally demanding, as the organic layers need to be continuous
and have thicknesses of a few nm. Only a handful of studies of O-MTJs with
thin organic barriers, presenting room temperature TMR have been carried
out124,126,251.
There exists a great controversy regarding the magnetoresistance effects
observed in spin valve devices containing organic semiconductor layers (such as
Alq3) of thicknesses around 100-200 nm. Some authors associate the observed
MR effects to spin injection and transport in the organic layer, while others
propose that tunneling takes place through locally thin regions of the layer.
The literature also suggests an additional point for disagreement, as studies
present both positive122 and negative117 MR ratios.
Several explanations for the physical origin of the MR sign in junctions
with Alq3 have been proposed. Barraud et al.128 studied nanoindentation-
based LSMO/Alq3/Co junctions. In this study, the authors aim to explain
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the fact that both negative121 and positive252 MR is observed for large area
junctions with thick organic spacers. The authors suggest that the formation of
spin-hybridization-induced polarized states in the first molecular layer at the
electrode interface completely changes the magnetoresistance of organic spin
valves. A conclusion is reached that the sign of the MR at small measurement
voltages is determined by the sign of the product of the polarization of the
different FM/OSC interfaces, i.e. P (Alq3/Co) and P (LSMO/Alq3). Another
interpretation of the origin of the MR devices with thick organic spacers is
given by Wang et al.253. The authors study a semi-spin valve device with only
one FM electrode with Alq3 spacers. They find that the electrical conductivity
of the organic film at room temperature is affected by the stray fields of the
domains present in a magnetically unsaturated ferromagnet. The “fringe” fields
from the ferromagnet provide a local magnetic field that changes the electronic
transport properties through the hyperfine field, showing that the MR effects
in the device originate from electrical transport through the inhomogeneous
stray fields from the ferromagnet.
In this chapter we will compare the different statistics in the transport
through thin PTCDA layers in the tunneling regime (1.2-5 nm) or thick (200
nm) Alq3 spacers in the sequential tunneling regime, with the hope of shedding
light on the mechanisms which govern the transport through them. Our re-
sults show qualitatively different electron tunneling statistics when the organic
spacer in these devices is in the tunneling regime or well above it. The results
regarding OMTJs with PTCDA spacers have been published in Ref.241.
From the point of view of technological applications, the key limiting factor
for the operation for any spintronic device is its signal to noise ratio. There-
fore, the investigation of noise sources in organic tunnel junctions and spin
valves is of fundamental and technological interest, as the noise ultimately
determines their practical applications. As we discussed in Chapter 2, shot
noise (SN) measurements have been used systematically to characterize the
electronic transport mechanisms in inorganic spintronics67,75–77,79,89,175,254. The
precise knowledge of shot noise can provide valuable information on electron
correlations near the interfaces with organic barriers, especially in the regime
of direct tunneling. In fact, the role of interfaces remains one of the central
issues in organic spintronics255.
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The normalized shot noise or Fano factor in MTJs with inorganic barriers
has been reported to be equal to unity67,75 for high-quality barriers (direct
tunneling) or less than unity63 for non-homogeneous barriers (sequential tun-
neling). The Fano factor in our O-MTJs with PTCDA barriers varies between
1.5 and 2, which points to spin dependent bunching taking place when elec-
trons directly tunnel through the barrier. Our main findings are explained in
terms of a model which includes tunneling through a two level (or multilevel)
system, originated from interfacial bonds of the PTCDA molecules. Our re-
sults suggest that interfaces play an important role in the control of shot noise
when tunneling through organic barriers. The normalized shot noise values in
our devices with thick Alq3 layers is clearly suppressed below the poissonian
value, indicating that the tunneling processes are sequential, with the number
of “jumps” depending on the temperature.
7.2. Organic magnetic tunnel junctions in the
electron tunneling regime
7.2.1. Sample growth
I
PTCDA(1.2-5nm)
CoFe(30nm) NiFe(25nm)/
CoFe(15nm)
(a) (b)
V
3 mm
150 µm
12º
Figure 7.1: (a) Diagram of the sample structure. (b) View through the micro-
scope of a sample on a glass substrate contacted to Cu pads.
The growth of the junctions was carried out by Dr. Jhen-Yong Hong within
a collaboration project between the Magnetrans-UAM group and the group of
158
7.2 Organic magnetic tunnel junctions in the
electron tunneling regime
Prof. Minn-Tsong Lin from the National Taiwan University (Taipei, Taiwan).
The layer sequence in the PTCDA organic MTJs studied is:
NiFe(25nm)/CoFe(15nm)/AlxO(0.6nm)/PTCDA(1.2-
5nm)/AlxO(0.6nm)/CoFe(30nm)
The structure was deposited onto a glass substrate, and the junctions were
prepared in a high-vacuum environment with a base pressure lower than 10−8
mbar. The metallic layers were deposited by sputtering with an Ar working
pressure of 5× 10−3mbar. Organic semiconductor (OSC) PTCDA layers were
grown by thermal evaporation at 10−8 mbar, with a deposition rate of 0.1
nm/s. Thin AlOx layers were grown between the PTCDA layer and both
ferromagnetic layers by partially oxidizing Al in oxygen plasma for 5 s. Figure
7.1(a) presents a schematic view of the investigated O-MTJs. As can be seen,
the ferromagnetic electrodes are deposited as lines of width of 150 µm. The
free layer is a NiFe/CoFe line, parallel to which the external magnetic field is
applied. The pinned layer is made of CoFe, and it forms an angle of 45◦ with the
free layer, which results in the pinned layer having a higher effective coercive
field than the free layer. The glass substrate is then glued onto a circuit board
and the electrodes of the sample are wire-bonded to millimeter sized Cu pads,
as shown in Figure 7.1(b). The circuit board is mounted on our sample holder,
and the Cu pads are connected to our measurement circuit with gold wires.
Previous studies on this kind of samples revealed a TMR of 12% at room
temperature, and an exponential dependence of the resistance with the PTCDA
film thickness251, indicative of quantum tunneling. The recent work by Hong
et al.256 presents the characterization of the OSC/FM interfaces in these sam-
ples through XPS measurements. The junctions exhibit room temperature,
MR ratios of around 12% when the partially oxidized alumina buffer layer is
included between the OSC and the FM layers. The authors conclude that the
PTCDA molecules lie essentially flat regardless of the layer they are deposited
onto (AlOx/Co or Co). A tilt angle of 12◦±3◦ (see Fig. 7.1(a)) is estimated for
the average stacking orientation of the molecules with respect to the contact
plane (either AlOx or Co). The C 1s and O 1s core-level XPS spectra indicate
that a hybridized layer is formed at the OSC/FM interface. The addition of
a thin AlOx buffer layer prevents the electronic interaction (hybridized layer)
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between the Co and PTCDA layers, preserving an effective spin injection into
the organic PTCDA spacer thanks to which an MR response is observed.
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Figure 7.2: (a) Bias dependence of the differential conductance of the studied
O-MTJs as a function of the PTCDA thickness. (b) Experimental dependence
of the resistance on the PTCDA thickness. (c) TMR curves at different tem-
peratures for a sample with 2nm of PTCDA. (d) Dependence of the TMR and
differential conductance on the bias voltage in the P and AP states for a 4nm
PTCDA O-MTJ. Figure from Ref.241.
The conductance in our O-MTJ samples decreases exponentially with the
barrier thickness. As can be seen in Fig. 7.2(a), when only the AlOx buffer
layer is grown (no PTCDA) the behaviour of the junction is metallic-like, since
its resistance decreases when the temperature is lowered, while the opposite is
true in general for junctions with PTCDA. As was mentioned in Section 2.7,
adding an AlOx buffer layer improves the interface between the FM electrodes
and the organic layer121. Figure 7.2(b) plots, for all the measured samples,
the exponential increase of the resistance with the PTCDA thickness. This
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indicates that the insulating PTCDA layer indeed acts as a barrier in the single
step tunneling regime257. Figure 7.2(c) shows tunneling magnetoresistance
(TMR) curves for three different temperatures of a 2nm PTCDA O-MTJ, where
the parallel (P) and antiparallel (AP) magnetic alignment of the electrodes are
indicated by arrows. The TMR decreases with the applied bias, and is reduced
considerably when the bias reaches 100 mV (see Fig. 7.2(d)). Figure 7.2(d)
also shows the differential conductance in the P and AP states as a function of
the bias voltage at T=0.3 K for a 4nm PTCDA O-MTJ.
To provide further proof that direct tunneling takes place, we have com-
pared the temperature dependence of the resistance in our samples with one-
dimensional (G(T ) ∝ e−AT−1/2) and variable range (G(T ) ∝ e−AT−1/4) hopping
models258, as is done in Refs.259,260. A is a constant related to the bulk-related
inverse localization radius. Figure 7.3 presents a fit of both models to the
temperature dependence of the resistance of a 2nm PTCDA O-MTJ. We have
plotted log(G(T ) − G(T = 0.3K)) (or log(∆G)) as a function of 1/T 1/2 or
1/T 1/4. If the data obey any of the laws, the graphs should present linear
dependence of log(∆G) for some interval of temperature. We indeed find a
linear behaviour in both Figs. 7.3(a) and (b) between room temperature and
20 K. As can be seen, the variable hopping model presents a better agreement
with our results. Therefore, from the dependence of the conductance with the
temperature we conclude that a three-dimensional hopping transport may take
place at high temperatures for around 30% of the tunneling electrons. For
temperatures below 20K the transport turns into direct tunneling.
We found that the magnetic tunnel junctions with PTCDA barriers were
more robust than conventional inorganic MTJs, and typically did not experi-
ence dielectrical breakdown as readily. Out of 14 samples studied, only 3 have
degraded during multiple bias sweeps up to 500 mV.
7.2.2. Superpoissonian shot noise
Shot noise and transport measurements at low temperatures were carried
out in the cryogenic system described in Section 3.3. The main experimental
findings systematically show that the shot noise in O-MTJs is enhanced above
the classic value (F = 1). The Fano factor was obtained as explained in Section
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Figure 7.3: Comparison between the dependence of the resistance with the
temperature in a 2nm PTCDA O-MTJ and a (a) one-dimensional and a (b)
variable range hopping model. Figure from Ref.241.
3.7.
Let us denote the Poissonian value of shot noise by Sfull and the experi-
mental shot noise obtained from the spectra by Sexp. The experimental SN and
Sfull, and the Fano factor at T = 0.3K for the 2 nm PTCDA junction from
Fig. 7.2(c) are shown in Figs. 7.4(a) and (b) for the P and AP states. The de-
pendence of Sexp and Sfull (Fig. 7.4(c)) and the Fano factor (Fig. 7.4(d)) with
the bias is also shown for another sample with a 5 nm thick PTCDA barrier.
As can be seen, the Fano factor ranges from F = 1 at low voltages to F ' 2 at
higher voltages241. All the O-MTJ samples measured displayed a qualitatively
similar variation of the Fano factor with the bias voltage. The shot noise could
be obtained for voltages up to a few tens of mV only. The maximum volt-
age for which the shot noise is measured corresponds to the energy at which
the 1/f noise becomes dominant and obscures the frequency independent part
of the noise spectrum. Even though the spectra could be obtained up to 100
kHz, filtering due to the capacitance of the samples (dependent on the PTCDA
thickness) allowed shot noise measurements only between 1-10 kHz. The ap-
pearance of 1/f noise restricted SN measurements in all the studied samples,
especially in the AP state.
Figure 7.5(a) presents the average saturation value of the Fano factor in
the P state of the samples for which frequency-independent spectra. Figure
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Figure 7.4: Voltage dependence of the noise at T=0.3 K in the P and AP
states of the (a) experimental (dots) and expected full shot noise (lines). (b)
Fano factor for a 2 nm PTCDA O-MJT. (c) and (d) present similar results for
a 5 nm PTCDA O-MJT. Figure from Ref.241.
7.5(b) also shows the variation of TMR with the PTCDA thickness. Control
junctions, with only a 1.2nm AlOx layer and no PTCDA show TMR values
below 1%, and a metallic-like electron transport. (Fig. 7.2(a)). This points
to diffusive electron transport, for which the theory25 predicts the Fano factor
equal to 1/3, which agrees quite well with Fig. 7.5(a). Therefore, the control
measurements prove that the super-poissonian SN observed in the samples is
due to the PTCDA barriers. Our O-MTJs with PTCDA between 1.2 and 5 nm
show relatively high TMR and super-poissonian tunneling statistics with the
Fano factor approaching 2, which is indicative of co-tunneling or tunneling with
bunching. Eight O-MTJs of different barrier thicknesses, from three sample
sets, have shown qualitatively similar SN values (Fig. 7.5(a)).
163
7. Direct and sequential tunneling regimes
through organic barriers
0 1 2 3 4 5
0
1
2
PTCDA(nm)
TM
R
(%
)
Fa
no
PTCDA(nm)
0 1 2 3 4 5
0
20
40
(a) (b)
Inorganic MTJs
Figure 7.5: (a) Dependence of the maximum Fano factor in the P state on the
PTCDA thickness at T=0.3 K. The shadowed region corresponds to the range
of Fano values for MTJs with inorganic barriers. (b) Zero bias TMR at vs.
PTCDA thickness at T=0.3 K. Figure from Ref.241.
7.2.3. Model and discussion of the results
A number of electron tunneling mechanisms (Kondo effect261, co-tunneling262,263,
and others264,265) are capable of producing super-poissonian shot noise. How-
ever, they are mostly relevant for small quantum dots. The observed SN has
been accounted for in terms of the approach developed by Belzig266, extended
to include spin dependent transport.
εF
εF
ΓR
ΓR ΓLε+
ε- ΓLx
Figure 7.6: (a) Sketch of the theoretical two-level model. Electrons tunnel
from one lead to another via two energy levels, leading to super-poissonian shot
noise.
The following theoretical model has been developed by collaborating with
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the groups of Prof. Jozef Barnas´ from and Prof. Vitalii Dugaev. We show below
that the observed SN could be accounted for in terms of the approach developed
by Belzig266. The corresponding model is based on tunneling through a two-
level system (or multi-level system in a more general case), with remarkably
different tunneling rates through the two levels. A diagram presenting the
main features of the model is shown in Fig. 7.6. Physically, the origin of these
two levels with different couplings could be bonding and antibonding interface
states. Thus, one level is either below the Fermi level of the drain electrode or
it is weakly coupled to the electrodes, while the second level is in the tunneling
window (between the Fermi levels of the source and drain electrodes) and is
strongly coupled to the electrodes. Essentially, the new feature of the model is
the assumption that the coupling of the molecular level to the electrodes is spin
dependent.
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Figure 7.7: Fano factor in the P (a) and AP (b) configurations as a function
of α+ for xR = 0.3, α− = 0.2, βR = 4, and indicated values of βL. The Fano
factor in the P (c) and AP (d) configuration as a function of the parameter xR
for α+ = α− = 1, xL = 1, βR = 4, and indicated values of βL.
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To describe the transport through the two-level system, the authors use
the relevant master equation (expressed in matrix form) to find the probability
that the molecule is occupied the upper or lower energy states. The rates in the
matrix are parameterized by the bare tunneling rates Γ±Lσ and Γ±Rσ to the upper
(+) and lower (−) level from left (L) and right (R), which capture the basic
features of the assumed model and level positions. The temperature-dependent
factor x corresponds to the tunneling from the lower level to thermally activated
holes, and we assume that x  1. Following Refs.266,267, the noise and Fano
factor are calculated using the full counting statistics method.
The following factors are introduced the factors: α± = Γ±R↑/Γ±L↑ to describe
left-right asymmetry, βL(R) = Γ±L(R)↑/Γ±L(R)↓ to describe spin asymmetry on the
left and right sides (note this spin asymmetry is equal for both levels), and
xL(R) = Γ+L(R)↑/Γ−L(R)↑ to account for asymmetry in the bare tunneling to the
two levels. In the limit of independent of spin tunneling rates, Γ±L↑ = Γ±L↓ = ΓL
and Γ±R↑ = Γ±R↓ = ΓR, one obtains the result of Belzig, F = 3. In a general case,
the Fano factor depends on the parameters introduced above. The dependence
of F on α+ for P and AP configurations is shown in Figures 7.7(a) and (b),
respectively, for βR = 4 and indicated values of βL. Note, the Fano factor
is super-poissonian, but it can vary in a relatively broad range, roughly from
F ≈ 1.5 to F ≈ 3.5 for the assumed parameters. The dependence of the Fano
factor on xR is presented in Figures 7.7(c) and (d) for the P and AP states, for
xL = 1, βR = 4 and βL. The Fano factor strongly increases with increasing xR
and decreases when xR becomes small, although it remains larger than 1. This
is because at small values of xR, the role of the parameter x becomes reduced.
The generating function S(χ) (a sort of partition function) can be presented
as a sum of independent Poissonian processes transferring ne charge266. This
means that the occurrence of a process with large n during one cycle is possible
because tunneling to the left lead from the lower level is strongly suppressed
by the temperature factor (small x) or small coupling of this level to the leads.
In other words, several electrons can be quickly transferred through the upper
level till the cycle is stopped by an electron at the lower level. This leads to a
super-Poissonian process, and to a Fano larger than 1. The description can be
generalized to a multilevel system.
For appropriate parameters one can find a reasonable agreement with the
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experiment (Figure 7.8(b),(c)). The fit of the experimental data to the theory
is done in the following way. With the experimental Fano factor in the P
and AP states (obtained when the Fano factors in Fig. 7.4 saturate), and the
TMR ratio of each tunnel junction, we have three conditions and three unknown
parameters. We have fixed xR, which is related to the parameter x, at xR = 0.3
which seems to give the best agreement between theory and experiment. Also,
we assume the spin asymmetry is the same for tunneling right and left, we set
βL = βR = β. Thus, we have three parameters to determine from a fit between
experiment and theory: α+, α− and β.
The parameters chosen are those that make all three functions F(P), F(AP)
and TMR the closest to the experimental value. The graphs in Fig. 4 show
the experimental points of F(P), F(AP) and TMR compared to the theoretical
curve. For simplicity, all parameters except β were fixed in order to show a
line plot and not a more complicated graph (surface plot, etc). The obtained
parameters are presented in Table 7.1.
PTCDA(nm) FP FAP TMR(%) α+ α− β
2nm 1.75±0.1 1.41± 0.2 29.1 0.49 0.33 2.11
2nm 1.92±0.04 1.9± 0.05 9.3 0.77 1.01 1.53
5nm 1.8±0.05 1.71± 0.03 10.2 0.92 1.01 1.57
Table 7.1: Fitting parameters obtained for the samples in Fig. 2 (a),(b) and
(c) respectively.
Since the tunneling probabilities are different for spin up and down elec-
trons, the factor F also depends on the magnetic (P and AP) configuration,
which agrees with the experimental Fano and TMR values. The most impor-
tant property of the model (Fig. 4(a)) is a strong asymmetry in tunneling rates
through the two levels, leading to super-poissonian noise.
In Fig. 7.8 we show (a) the Fano factor and (b) the TMR in the P and AP
states as a function of the parameter β, which describes the spin asymmetry in
tunneling rates. The solid and dashed lines are the theoretical results, while the
points correspond to the experimental data. Note, for each sample the TMR
and Fano factors have been fitted with the same parameter β, which justifies
validity of the approach.
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Therefore, the model essentially accounts, qualitatively, for the experimen-
tal data (Figs. 7.4 and 7.5). In real junctions, we have a large number of
molecular chains, which slightly differ from one another. Moreover, they inter-
act with the thin AlOx buffer layers. All this can lead to some splitting of the
levels and may result in tunneling through a quasi-continuum band (multilevel
system).
Physically, the two or more levels with different couplings, which are respon-
sible for the observed superpoissonian shot noise, can have its origin in localized
states arising from interfacial bonds between the PTCDA molecules and the
AlOx buffer layers. The following arguments suggest that the localized states
in the model have an interfacial nature: (i) the exponential dependence of the
tunneling resistance on PTCDA thickness (Fig. 7.2(a)) including the metal-
lic character of the conductance when only the AlOx buffer layer is present
(see Fig. 7.2(a)); (ii) a lateral size of the junctions larger than a micron, for
which the influence of Coulomb blockade is minimized. The physical origin
of the interfacial states could be a charge neutrality level268, or gap states269,
which appear due to the alignment of the energy levels at metal/organic inter-
faces270. The bias dependence of the interfacial density of states could explain
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the suppression of the Fano factor at large voltages (Fig. 7.4(d)).
7.3. Sequential tunneling through thick organic
layers
As we discussed earlier, there are a number of open questions concerning
the MR responses detected in spin valve devices with organic semiconductor
spacers of thicknesses well above the tunneling regime. In the previous section
we concluded (thanks to shot noise measurements) that direct tunneling can
take place through thin (1.2-5 nm) organic tunnel barriers, which influence the
tunneling statistics so these O-MTJs present superpoissonian shot noise.
We will now go above the tunneling regime by considering the shot noise of
organic spin valve devices with 200 nm thick, Alq3 organic spacers. The study
of the tunneling statistics in these devices, through shot noise measurements,
will hopefully solve some of the standing questions about electronic transport
mechanisms which take place in thick organic layers.
7.3.1. Growth and sample characteristics
The growth of the junctions was carried out by the group of Dr. Valentin
A. Dediu from the Institute for Nanostructured Materials CNR in Bologna,
which has ample experience in the growth of organic spintronic devices117,121.
I
LSMO
V
Co(20nm)
AlOx(2nm)
Alq3(200nm)
STO
substrate
Figure 7.9: Diagram of the layered structure of an Alq3 device.
The layer sequence of the organic spin valves with Alq3 is:
La0.7Sr0.3MnO3(20nm)/Alq3(200nm)/Al2O3(2nm)/Co(20nm)
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The junctions with Alq3 barriers were grown by the following procedure271.
The bottom ferromagnetic electrode of the devices is a 20 nm thick, 1× 5 mm2
strip of La0.7Sr0.3MnO3 (LSMO). This film is grown on a matching SrTiO3
(STO) 5 × 10 mm2 substrate grown by pulsed plasma deposition (PPD) in
a 4 · 10−2 mbar oxygen atmosphere, with the substrate kept at 880 ◦C. The
sample is then exposed to air and moved to the organic semiconductor (OSC)
deposition chamber (base pressure 2 · 10−8 mbar). Before depositing the OSC
layer, the is heated to 250 ◦C for 20 min to recover its surface properties.
Afterwards, an Alq3 layer 200 nm thick is evaporated on top of the LSMO at a
rate of 0.05 A˚/s at room temperature. The sample is exposed to air yet again
and taken back to the PPD chamber where a 2 nm thick AlOx tunnel barrier
is deposited at an oxygen pressure of 2.5 · 10−2. Lastly, the sample is exposed
to air and moved to a metal deposition chamber, where a 20 nm thick Co strip
is evaporated with an electron gun at a 5 · 10−8 mbar base pressure.
A previous work on these junctions, carried out by Dr. Dediu’s group,
studied MR effects in devices with 250 nm thick Alq3 layers, at temperatures
between 100 K and 300 K271. The best result yielded an MR of 22% at -0.1
V and 100 K (see Fig. 7.10(a)). The authors also found that the magnetore-
sistance quickly decreased when the voltage was increased up to 1 V. What is
perphas more surprising is the discovery of an electrical hysteresis cycle of the
resistance of the sample (see Fig. 7.10(b)). The authors find that they can
switch the device to a low or high resistance state increasing the voltage to a
maximum positive or negative value. The MR response in the high resistance
state is found to dissappear.
We began the characterization of the samples close to 100 K. Fig. 7.11(a)
presents the first MR curve measured, at T=92 K. The curve does not present
the clear transitions from earlier results, and it was found that the sample was
in an intermediate (between low and high) resistance state, since high resistance
proved to be around 30 kΩ. Figure 7.11(b) plots the first electrical hysteresis
cycle tried on the sample in (a). As can be seen, the sample resistance of
the sample is changed from low resistance (lower branch) to a high resistance
(upper branch).
In the process of extracting shot noise results, the device was cooled down to
4 K to eliminate the influence of charge traps (appearing as random telegraph
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Figure 7.10: (a) MR curve of an organic spin valve with a 250 nm thick Alq3
spacer. b) IŰV curve at 100 K showing the electrical hysteresis of the same
device as in (a). Adapted from Ref.271.
fluctuations). It was found that the critical current values needed for switching
the resistance of the spin valves became increasingly higher as the temperature
dropped (see Figure 7.11(b)). The MR response was also lost and not recovered
afterwards, although the resistance of the sample did not degrade. Losing the
MR effect at low temperatures supports the MR origin presented by Wang
et al.253 since: (ii) the resistance of the sample did not degrade, hence the
loss of the MR response cannot be attributed to dielectrical breakdown; (ii)
decreasing the temperature makes the ferromagnetic electrode magnetically
harder, changing the size and coercive field of the magnetic domains.
7.3.2. Suppressed shot noise in the variable-range hop-
ping regime
Let us now discuss the shot noise results obtained for our Alq3 based spin
valves. We have found that these samples with thick molecular barriers present
a different type of electronic transport, as is apparent from the analysis of the
Fano factor and conductance at different temperatures.
Fig.7.12(a) presents our main findings regarding shot noise in these organic
spin valve devices. As can be seen, the normalized shot noise or Fano factor
is subpoissonian and independent of the voltage, but is heavily influenced by
the temperature. A lower temperature yields a higher Fano factor, which could
mean that the transport is dominated by variable range hopping. The fact that
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Figure 7.11: (a) MR curve of an organic spin valve with a 200 nm thick Alq3
spacer. b) IŰV curve at 92 K and 4 K showing the electrical hysteresis of the
device in (a). The switch becomes increasingly difficult as the temperature is
lowered below 10K.
the shot noise is subpoissonian shows that multi-step tunneling takes place and
the strong influence of the temperature agrees with the variable range hopping
hypothesis, since a increase in Fano when the temperature is lowered points
to an increase in the characteristic hopping length. Indeed, we show that in
Fig. 7.12(b) the dependence of the conductance (minus σT→0) with 1/
√
T of a
sample with a 200nm thick Alq3 barrier, obeys the variable range hopping law
σ = σ0exp(−(T0/T ) 1d+1 ) for d=1 (one dimension). A diagram illustrating the
temperature-dependent, multistep hopping is shown in Fig. 7.12(c).
Therefore, we conclude that the temperature dependence of the shot noise
and conductance in O-MTJs with thick Alq3 barriers (Fig.7.12) has signatures
of Mott variable range hopping (VRH)272. It has been previously found that
sequential (multistep) tunneling decreases the shot noise below poissonian val-
ues273. When an electron conduction through the barrier occurs by a VRH
process, it has been predicted that the expected Fano F=L0/L is not universal,
with L0 being some characteristic scaling length and L the length of the sample
(which is the barrier thickness here)273. In the random hopping network the
characterstic length L0 represents a typical distance between the most resistive
hops. If we consider L0 to be hopping length273 L0 ≈ rc ∼ ( 1T )
1
1+d , with d
being the dimensionality. The Fano factor increases about 7-10 fold when the
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Figure 7.12: (a) The Fano factor is independent of the voltage but it decreases
when the temperature is lowered. The noise is always subpoissonian (F < 1). (b)
Dependence of the conductance with 1/
√
T of a sample with a 200nm thick Alq3
barrier, fit by a variable range hopping law for d=1. (c) Schematic representation
of temperature-dependent, multistep hopping through the organic barrier.
temperature decreases from 10 K to 0.3 K (Fig.7.12(a)), which points to a quasi
one-dimensional VRH transport through the Alq3 barrier at low temperatures.
7.4. Conclusions
In conclusion, we have investigated conductance and shot noise in magnetic
tunnel junctions with organic barriers of thicknesses in two different cases:
(i) within the tunneling regime (PTCDA barriers) and (ii) spin valves with
organic spacers well above tunneling thicknesses (Alq3 barriers). Organic mag-
netic tunnel junctions with PTCDA barriers present magnetoresistance ratios
between 10% and 40%. The tunneling statistics through thin PTCDA barri-
ers have proven to be superpoissonian, and the devices systematically present
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Fano values between 1.5 and 2241. The superpoissonian shot noise is likely due
to localized states originated from interfacial bonds of the PTCDA molecules.
The experimental results are qualitatively explained by a model based on spin
dependent electron tunneling through an interacting two-level system.
For a technological application, the shot noise could be reduced or con-
trolled, for instance, by the growth of double-barrier183 O-MTJs. Challenges
for further work include extending the bias range where the shot noise could be
investigated and comparing the role of the organic layers in the superpoissonian
SN by the study of O-MTJs with different organic layers.
We have also addressed the long-standing, question of what the type of
transport takes place through thick, organic semiconductor spacers in organic
spin valves. Our spin valves with thick Alq3 barriers present subpoissonian shot
noise which depends on the temperature, which is indicative of variable range
hopping. This means that the transport through these thick, organic barriers
is most likely sequential tunneling, where the electrons experience a number
of jumps while crossing the organic layer. The hopping length depends on the
temperature, so the electrons need fewer jumps to traverse the organic spacer
as the temperature is decreased.
Further studies should include samples grown in the same conditions, with
different thicknesses of Alq3, with the aim of finding a dependence of the Fano
factor with the spacer thickness at a fixed temperature. This would provide
additional proof that variable range hopping is the mechanism behind the trans-
port in organic spin valves with spacers above the tunneling regime.
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Chapter 8
Transport and noise in topological
insulator/ferromagnet tunnel junctions
T
opological insulators are a novel kind of materials which are
insulating in the bulk but conducting on the surface (or edge, for
a 2D material). The robust surface states arise from the topol-
ogy of the band structure of the material, and present a spin-polarization
which is locked to the momentum. These properties make topological
insulator materials interesting for spintronic applications, either as mem-
ory bits or processors. Up until now, topological insulators have been
mostly studied by external characterization techniques (ARPES, STM,
etc.). Electronic transport measurements through these films have also
been carried out, although if their special properties are to be taken ad-
vantage of for electronic applications, their surface states should remain
stable when different kind of materials are placed in contact with them. In
this Chapter, we present the fabrication of tunnel junctions with a topolog-
ical insulator electrode, and their characterization by electronic transport
and noise measurements. This could constitute a huge step forward in the
application of topological insulators as well as give information on the sta-
bility of the surface states when the materials are placed in contact with
insulating, metalic or ferromagnetic materials.
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8.1. Introduction and motivation
Let us first review the history behind topological insulators. As is illustra-
tively mentioned in Ref.274, “electrical insulators are usually appreciated for
their ability to do nothing”. Insulating materials trap or restrict the motion
of free charges, which is useful in all kinds of applications. Insulators have an
energy gap which separates the conductance and the valence bands (see Fig.
8.1(a)), so they are electrically inert because a considerable amount of energy is
needed to transfer an electron from one band to another. The key idea is that
electrons in an insulator can be thought to occupy localized orbitals. With this
in mind, having a bulk energy gap may not mean that the material is insulat-
ing as a whole, as was found in the discovery of the Quantum Hall Effect275
(QHE). In the QHE an energy gap appears because the electrons are localized
in closed circular orbits, so the bulk of the material is insulator-like. How-
ever, at low temperature and high magnetic fields these orbits are quantized
(Landau levels) and the material is not insulating at the edge, allowing motion
of charge through edge states. This is intuitively explained because near the
edges, the electron orbits get interrupted by the surface and the electrons tend
to get bounced back into the material, and the electrons follow a motion of a
series of semicircles along the edges (as shown in Fig. 8.1(b)). The edge states
allow the charge to flow in one direction only, which is completely determined
by the magnetic field. Because of this, these states are insensitive to scattering
from impurities resulting in the exact quantization of the Hall resistance.
Even though both insulators and QHE materials have a bulk energy gap,
the difference between them is a matter of topology276. All materials can
be classified by an integer index number (a topological invariant) known as
the Chern invariant. This index is constructed from the bulk electronic wave
functions, in a similar way as the genus (g which counts the holes in solid bodies)
is calculated in geometric topology. Regular insulators and QHE materials have
different index numbers and belong to a different topological class, much the
same way a sphere (g = 0) is topologically different from a donut (g = 1).
The addition of the spin-orbit interaction may give a QHE type of behavior
in the absence of an external field, and this electronic phase is referred to
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Figure 8.1: (a) Insulators present localized electrons and an energy gap be-
tween the valence band and the conduction band. (b) A 2D quantum Hall state
in a strong magnetic field has an insulating bulk energy gap but allows a one-
dimensional, one-way, edge electrical conduction. (c) The quantum spin Hall
state or 2D topological insulator at zero magnetic field also has a bulk energy
gap but allows conduction in spin-filtered edge states. Adapted from Ref.274.
as a topological insulator (see Fig. 8.1(c)). A topological insulator (TI) is a
material which is insulating in bulk but presents spin-dependent conducting
edge or surface states which are protected by time-reversal symmetry. Having
time-reversal symmetry, means that the system or process has to look the same
if the flow of time is reversed.
The idea of a TI first came up when a 2D system conserving time-reversal
symmetry and presenting the Quantum Spin Hall Effect (QSHE) was pre-
dicted277. This was followed by the prediction of 3D TIs278. A 2D TI is
therefore analogous to a QSHE system. At the same time, the QSHE was
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collaboratively predicted and detected in HgTe/CdTe quantum wells279. How-
ever, the experimental boom occurred with the prediction of Bi-based TIs280
and their posterior experimental realization281. Bi2Se3 and Bi2Te3, in particu-
lar, became the prototypical TI materials that were studied most heavily. In
these materials, an inversion between the conduction band and valence band
occurs at the Γ point due to a strong spin-orbit interaction, which is responsible
for them being in a TI phase.
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Figure 8.2: (a) Schematic real-space picture of the surface state of a 3D TI. (b)
Energy dispersion of the 2D Dirac, which due to the helical spin polarization,
back scattering from k to -k is prohibited. Adapted from Ref.282.
A 2D or 3D TI presents edge or surface states which are spin-polarized
in-plane, and locked at right angles to the carrier momentum, so that elec-
trons with spin-up/down propagate in opposite directions (Fig. 8.1(c) and Fig.
8.2(a)). This spin-locking makes electron spin easy to manipulate, possibly
even without the use of any magnetic fields283. The edge or surface states of a
3D topological insulator consist of an odd number of massless Dirac cones, with
a single cone in the simplest case (see Fig. 8.2(b)). Since time-reversal flips the
sign of spins 1/2, running time backwards leaves the system unchanged (each
spin current still moves in the same direction) and time-reversal symmetry is
conserved.
The experimental verification of the band structure of topological materials
has been carried out with the use of angle-resolved photoemission spectroscopy
(ARPES). This technique allows obtaining energy-momentum graphs of band
dispersion, and having a probing depth of under a few nm, it is ideal for probing
surface states.
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The first TI surface states were observed in BiSb284, which was followed by
the observation of the surface states of Bi2Se3 281, which presented an excellent
agreement between theory and experiment. Also, the use of spin-ARPES has
allowed the determination of the spin dependence of the topological surface
states285 (see Fig. 8.3).
Figure 8.3: (a) Spin-integrated ARPES intensity map of Bi2Se3. (b),(c) Corre-
sponding spin polarization maps taken with p and s-polarized light, respectively.
Adapted from Ref.285.
The topological insulators under discussion in this Chapter are Bi2Te3 and
Bi2Se3. These materials present the crystal structure shown in Fig. 8.4. One
monolayer of the crystal is composed of five alternating layers of Bi and Te
or Se, referred to as a quintuple layer (1 QL' 1 nm). If thin films of such
materials are grown epitaxially, ideally the film can be grown down to one
quintuple layer. It has been shown that TI films of BiSb, Bi2Se3, Bi2Te3 and
Sb2Te3 are 3D TIs down to thicknesses of 5QL below which they become 2D
TIs286,287.
We will study tunnel junctions with a TI bottom electrode of thickness well
into the 3D TI range: 10 and 20 QL. The TI materials used will be Bi2Te3
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Figure 8.4: Quintuple layer sandwhich structure of Bi2Te3 and Bi2Se3 crystals.
Adapted from Ref.288
for the 10 QL junctions and Bi2Se3 when the film is 20 QL thick. In Bi2Te3,
the Dirac point of the surface states is buried in the valence band, and the
Fermi energy lies within the conduction band. The band structure for a 5 QL
thick Bi2Te3 layer obtained by ARPES289 is shown in Fig. 8.5(a). The band
structure of Bi2Se3 is similar, the Fermi energy also lies within the conductance
band but the Dirac point is in the middle of the insulating gap at around 160
mV. The band structure for 20 QL of Bi2Se3 290 can be seen in Fig. 8.5(b)
The band structure of topological insulators may also be probed by scan-
ning tunneling microscopy or STM. It is amusing that tunneling conductance
measurements on Bi2Te3 and Bi2Se3 films showing TI surface states were mea-
sured before the notion of topological insulators ever came to be291. As can
be seen in Fig. 8.6(a),(b) the conductance of both materials presents changes
in slope of the conductance at energies related to the band structure (entering
or leaving bands or surface states). A similar result was obtained years later
once TIs were identified, on Bi2Te3 films, which shows similar behavior292 (Fig.
8.6(c),(d)).
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Figure 8.5: ARPES energy dispersion plot of (a) 5 QL Bi2Te3 289 and (b) 20
QL Bi2Se3 289 topological insulator films.
In Ref.293, pn junctions have been fabricated using a p − type topological
insulator (Bi1−xSbx)2Te3 and an n− type conventional semiconductor InP. The
conductance of these devices shows features correspondent to the band struc-
ture of the TI, and present an interesting alternative to growing TI tunnel
junctions. The spin-momentum locking in a Bi2Se3 has also been probed by
transport measurements283, from the voltage that appears on ferromagnetic
contacts separated from the TI by a tunnel barrier. The voltage is determined
by the direction and magnitude of the charge current, found to scale inversely
with the TI film thickness, and its sign is that expected from spin-momentum
locking. This work constitutes the first use of spin-locking of a TI on a spin-
tronic device. A theoretical approach of a similar system was discussed in
Ref.294.
In this Chapter we aim to show the sucessful construction of tunnel junc-
tions with a topological insulator electrode. Therefore, our main motivation is
to obtain information about the band strucure of TIs by investigating both elec-
tron transport and low frequency noise. The characterization of the density of
states of different TI electrodes could be quite straightforwardly obtained with
electronic transport and noise measurements, compared to ARPES or STM
measurements. The obtained knowledge could greatly advance the practical
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Figure 8.6: Tunneling differential conductance curves from Ref.291 of (a) of
Bi2Se3, acquired directly with a lock-in detection technique at a temperature of
4.2 K. (b) Same for Bi2Te3. Comparison of the obtained (c) DOS from ARPES
and (d) the tunneling differential conductance (which is proportional to the
DOS) in similar Bi2Te3 samples292.
implementation of topological insulators as components in data storage well as
give information on the stability of the surface states when the materials are
placed in contact with insulating, metalic or ferromagnetic materials.
8.2. Growth and sample characteristics
The growth of the samples was carried out in Dr. Jaghadeesh Moodera’s
group, at Francis Bitter Magnet Laboratory at MIT (Cambdrige, USA) during
two short stays (summers of 2013 and 2014) of the author of this thesis under
the FPI programme of the Spanish MINECO. Several working junctions were
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produced in under two months of attempts, with the experience of the group’s
postdocs: Cui-Zu Chang, Bin Li, Peng Wei and Ferhat Katmiss.
The Bi2Te3 and Bi2Se3 films were grown by Dr. Chang and Dr. Katmiss,
respectively. The barrier and top electrode were fabricated by Dr. Li and Dr.
Wei. Several recipes were tried, with different electrode and barrier thicknesses.
The most sucessful attempt of the Bi2Te3 samples (summer of 2013) had the
layer structure:
Si(111)//Bi2Te3(10QL)/Al2O3(5nm)+AlOx(0.8nm)/Co(100nm)/Al2O3(3.8nm)
The low success rate for obtaining working junctions was explained by the
roughness of the surface over which the tunnel barrier is grown (TI+capping
layer). In order to improve the TI/barrier interface, the TI was changed to
Bi2Se3, two additional measures were proposed to reduce the roughness: (i)
using sapphire substrates and (ii) growing a thicker film of the TI. The Bi2Se3
samples fabricated during the summer of 2014 consist on:
Sapphire//Bi2Te3(10QL)/Al2O3(5nm)+AlOx(0.7nm)/Co(100nm)/Al2O3(3.8nm)
Figure 8.7: Steps for the growth: (1) MBE deposition of the TI film. (2)
Partial ion milling of the TI previous to the long strip definition. (3) Definition
of the TI long strip and deposition of an Al2O3 tunnel barrier. (4) Deposition
of the Co cross-strips.
The growth procedure consisted on on several steps, which are shown in
Fig. 8.7:
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1. The TI film was deposited by MBE under UHV conditions (Pbase ∼
5 · 10−10 torr) by two cryogenic pumps. Typically, Bi, Se and Te are
evaporated from Knudsen cells. The substrate temperature is varied de-
pending on the recipe, and is an important factor in the growth. Before
exposing the TI film to air, a sputtered, 5 nm thick, capping layer of
AlOx to protect it.
2. Partial ion milling with an Ar beam of the TI film to obtain a rough
long strip, which will serve as the bottom electrode of the junctions.
The etching is carried out in 30 s intervals allowing 15 s of time for the
material to cool in-between. Depending on the material, different total
etching times are required.
3. The sample is then loaded into a different growth chamber, where three
different layers are grown by thermal evaporation with their respective
shadow-mask. First of all, a narrower TI long strip is defined by growing a
6 nm thick Al2O3 layer around the area which will conduct the electrical
current. Afterwards, the tunnel barrier layer is fabricated by plasma-
oxidizing during 30 s a 0.7/0.8 nm Al layer.
4. In the same chamber, a 10 nm Co cross-strip or top electrode is deposited.
Two additional layers are evaporated as protection: a 3 nm Al2O3 and a
0.8 nm Al layer which oxidizes naturally. The estimated junction area is
of 0.0032 cm2.
8.3. Transport and low frequency noise mea-
surements
We will now present the obtained experimental results on electronic trans-
port and low frequency noise. Some initial transport measurements were car-
ried out in Dr. Moodera’s laboratory at cryogenic temperatures, to determine
whether the growth had been sucessful. Several sample sets were then brought
back to our group to study their transport and low frequency noise properties
at low temperature. The measurements were carried out in the setup described
184
8.3 Transport and low frequency noise
measurements
in Section 3.3, and the 1/f and shot noise were analyzed as explained in Section
3.7.
8.3.1. Bi2Te3/Al2O3/Co tunnel junctions
As mentioned above, preliminary low temperature, transport measurements
were carried out on some of the samples in this set at MIT. The junction which
showed the most promising result is shown in Fig. 8.8, where (a) presents
an IV curve on a 1.5 kΩ sample and (b) a differential conductance vs. bias
curve of the same junction at 1 K. The IV curve in Fig. 8.8(a) is compared
to the Brinkman model equation295, which describes asymmetrical tunneling
conductance. As can be seen, the agreement between the experimental data and
the theoretical equation is quite good, and the fit yields an effective tunneling
barrier thickness of around 1.6 nm. From the layer sequence of these samples,
we see that there should be 5.8 nm of tunnel barrier material between the TI
and Co. The effective barrier thickness of 1.6 nm points out the fact that
the TI+capping surface must be quite rough, and explains why a considerable
amount of junctions appear shorted (ruled out from further investigation). In
Fig. 8.8(b), we see that for negative voltage, which corresponds to electrons
tunneling from the TI to the Co, there are changes in the conductance which
are similar to what is shown in Fig. 8.6, in particular to graph (d). The fact
that our conductance curve resembles an STM result makes us guess that due
to the roughness of the film, the transport is carried out through a hot-spot
or localized small region with an effective barrier of 1.6 nm. As mentioned in
Ref.292, the tunneling conductance reflects the DOS at the Γ point of the TI.
As can be seen in Fig. 8.8(b), we can see features in the conductance which are
related to the band structure of Bi2Te3. The features could correspond to the
energy when the cross-section of the Dirac cone becomes a warped hexagon292
(ESSB), a linear region which could correspond to transport through the surface
state, and EV B which could indicate reaching the valence band. Carrying out
a linear fit of the supposed surface state region allows us to extrapolate an
estimated energy value for the Dirac point (DP) of around 280 mV, which
agrees with previous results289,292.
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Figure 8.8: Transport measurements on a Bi2Te3 tunnel junction at T=1
K. (a) IV curve with a Brinkman model fit, which yields an effective barrier
thickness of 1.6 nm. (b) Differential conductance of the sample sample at room
temperature and 1 K.
Further measurements at our laboratory in Madrid were carried out on a 1.8
kΩ sample. As is shown in Fig. 8.9(a), an IV curve of the junction at T=0.3
K presents a good agreement with the Brinkman model295, which yields an
effective tunnel barrier of around 1.5 nm (similar to the previous sample). The
conductance presents a parabolic conductance (tunnel junction-like behavior)
with changes in slope at energies related to features in the DOS of the TI. The
overall shape of the conductance did not change with the temperature (up to
90 K), as shown in Fig. 8.9(b), except for a zero-bias anomaly peak which
was accentuated with decreasing temperature (Fig. 8.10(a)). Again, negative
bias corresponds to electrons tunneling from the TI to the Co. As can be seen,
several slope changes in the conductance occur at energies close to interesting
energy values of the band structure of the TI. The features could correspond to
ECB leaving the conductance band, ESSB the surface states become a warped
hexagon in k-space, and finally EV B entering the valence band. The features of
the conductance remain up to 90 K, which could mean that the surface states
are robust at least up to this temperature.
Shot noise measurements were carried out in this sample for low range of
voltages. Due to the roughness of the TI/barrier interface, 1/f and random tele-
graph noise obscures the frequency independent part of the spectrum, so shot
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Figure 8.9: (a) IV and (b) differential conductance of a Bi2Te3 tunnel junction
at low temperatures. The IV curve is compared to the Brinkman model. The
effect of the temperature on the conductance appears as a change in the zero-bias
anomaly, and changes in slope reflect the DOS of the TI.
noise could only be extracted up to ±20 mV. As can be seen in Fig. 8.10(b), at
40 K the shot noise is sub-poissonian, pointing to sequential tunneling taking
place through the barrier which is consistent with having a non-homogeneous,
rough interface and a sequential tunneling process. As the temperature is low-
ered, the shot noise increases. Since the resistance of the junction increased
as it was cooled down (around 4% from 10K to 3K), the insulating behaviour
may increase in the effective tunneling barrier causing the tunneling to become
more direct (less probable sequential tunneling). Therefore, the more direct
tunneling transport improves and the shot noise becomes less sub-poissonian.
The fact that shot noise becomes superpoissonian (Fano > 1) at some small
voltage range has yet to be understood. However, it is worth noting that
the appearance when the temperature is lowered of superpoissonian shot noise
seems to be correlated with the zero bias anomaly (ZBA) seen in the conduc-
tance (Fig. 8.10(a)). One could speculate on the influence of some correlation
(Kondo or spin flip type) on both the ZBA and shot noise. In fact, we observed
that the resistance of the junction increased around 4% between 10K and 3K,
consistent with the Kondo effect (see Fig. 8.10(c)). Furthemore, the increase
in resistance of the ZBA is linear when plotted vs. log(T), as seen in the in-
set of Fig. 8.10(a). The appearance of superpoissonian shot noise when the
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temperature is decreased could therefore be tied to the Kondo contribution261.
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Figure 8.10: Bias dependence at different temperatures of the (a) zero-bias
anomaly and the (b) shot noise for the junction in Fig. 8.9. The inset in
(a) shows the resistance increase of the ZBA is linear when plotted vs. log(T),
consistent with a Kondo-type effect.
On the other hand, the analysis of 1/f noise yields interesting results which
could be interpreted using band edge spectropy method296. As is shown in Fig.
8.11, the Hooge parameter α presents minima and maxima at certain values
of energy, which are compared to the ARPES results for Bi2Te3 289 as well as
the changes in conductance from Fig. 8.9(b). The increase in 1/f noise usually
corresponds to some excess of random telegraph noise, which appears when
charging (electron trapping) effects take place in the barrier (or its interface,
see Chapter 2). The fact that the features in 1/f noise occur at energies which
could be related to the band structure of the TI may indicate that the opening
or closing of transport channels (entering or leaving the different bands) influ-
ences the voltage fluctuations. This has been discussed in Chapter 6 where the
concept of band-edge spectroscopy 296 was presented. The features in 1/f noise,
labeled by numbers in Fig. 8.11, compare to the band structure of Bi2Te3 as
follows: (1) may correspond to ECB, (2) and (3) could be related to ESSB
when the surface state becomes warped and (4) points to an increase in fluc-
tuations at EV B related to the valence band. The temperature dependence of
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one peaks (2) and (3) was tracked when we let the sample warm up from LHe4
temperatures. As can be seen from both the conductance (Fig. 8.10(b)) and
the normalized 1/f noise, the band-related features gradually dissappear when
the temperature is increased. However, the position of both peaks, specially
the one around -120 mV and labeled as ESSB in Fig. 8.9(b), does not shift in
energy when the temperature increases. This may provide an argument that
(2) and (3) are related to the surface states, which have been reported to be
thermally stable297.
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Figure 8.11: Dependence of the 1/f noise in the Bi2Te3 junction for differ-
ent temperatures, compared to the ARPES band structure of the TI289 and
conductance features. The curves have been offset for convenience.
An external magnetic field was also applied along the direction of the Co
strips, in order to look for a dependence similar to what was reported in Ref.283.
Even though evidence of transport through the TI surface states is found, we
did not observed a magnetoresistive response, which could indicate a loss of
spin polarization through the amorphous Al2O3 barrier before reaching the Co
contact.
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8.3.2. Bi2Se3/Al2O3/Co tunnel junctions
Let us now discuss the results obtained on two of the junctions with a
thicker, 20 QL Bi2Se3 electrode. Similarly as the Bi2Te3 samples, these junc-
tions do not show any magnetoresistive response. As can be seen from Figures
8.12(a),(c), the Brinkman fit of the IV curves of the two junctions at T=10 K
yields results which are similar to what was obtained for Bi2Te3 samples. An
effective barrier of around 1.7 nm is obtained for both barriers, which again
points to a somewhat rough, TI/barrier interface, since the nominal barrier is
5.7 nm. The conductance graphs in Figs. 8.12(b), (d) is parabolic-like but does
not present such sharp slope changes like the previous samples. Also, charg-
ing effects are detected, giving slightly different results each measurement, as
can be seen by observing the difference in the forward (increasing current) and
backward (decreasing current) branches of the IV.
Conductance measurements at T=1 K on other junctions from the set were
carried out at MIT, and present a more similar scenario to the Bi2Te3 samples.
As can be seen in Fig. 8.13(a), the conductance curves of all three junctions
present slight slope changes indicated by arrows, which compare favourably
to features in the ARPES band structure of Bi2Se3 (Fig. 8.5(b)). A ZBA
anomaly can also be seen for samples #3 and #4, consistent with the Bi2Te3
samples. The dependence of the resistance with the temperature was studied
for sample #1 (see 8.13(b)), and also presents a Kondo like dependence at low
temperatures.
Extracting shot noise results from the junctions in Fig. 8.12 proved un-
viable since the 1/f noise and random telegraph noise completely covered the
frequency independent contribution. 1/f results, shown in Fig. 8.14 for two dif-
ferent samples at T=10 K, presented similar features to what was obtained for
previous samples. The noise peaks appear at energies which can be compared
to the band structure of Bi2Se3. The ARPES energies for Bi2Se3 (Fig. 8.5(b))
of the Dirac point and the beginning of the valence band are plotted along with
the 1/f data, as well as the inflection points of the conductance of samples #2
and #3 from Fig. 8.13. Therefore, let us comment on the 1/f features: (1) may
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Figure 8.12: (a) IV and (b) differential conductance of a Bi2Se3 tunnel junction
at T=10 K. The IV curve is compared to the Brinkman model. The conductance
curves presents charging effects and is not reproducible in the back and forth
branches of the IV.
correspond either to the conductance band edge, or (1) and (2) may be both
due to the surface states as in the previous samples. (3) appears at a similar
energy to the Dirac point (marked by red arrows), specially in sample #1. (4)
may indicate the beginning of the valence band. The temperature dependence
of the features could not be studied as before, since the junctions experience
dielectrical breakdown.
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8.4. Conclusions
In this Chapter we have reported about the sucessful fabrication of tunnel
junctions with a topological insulator bottom electrode, of which the author
of this Thesis participated during two short stays at Dr. Moodera’s group at
MIT within the FPI programme (Spanish MINECO). Topological insulators
are currently a hot topic of research in the branch of spintronics, because they
present robust, spin-polarized surface (or edge) states which could give rise to
low power electronics. The characterization of the properties of these materials
has so far mainly been carried out by ARPES or other cumbersome external
techniques.
We have demonstrated that features related to the band structure of these
materials in contact with ferromagnetic layers through an Al2O3 barrier could
be experimenatlly detected through electronic transport measurements, as well
as through low frequency noise measurements. Since no lithography and only
shadow-masks were used in the growth procedure, we conclude that under the
right conditions, TI films can be electrically contacted and included into elec-
tronical devices quite straightforwardly. Obtaining reliable, topological insula-
tor tunnel junctions could simplify the study of the properties of such materials
as well as pave the way for the manipulation of their spin-polarized properties
for technological purposes. Future measurements will deal with TI films in the
2D limit, with the aim of exploiting the spin polarized edge states for spin-
tronic applications. Also, crystalline barriers such as MgO could improve the
interface, and allow the probing of the spin-filtered surface states.
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General conclusions
T
o conclude, this thesis has reported on electron transport and voltage
fluctuation voltage noise) measurements in magnetic tunnel junc-
tions of varied configurations and materials relevant for several branches
of research in spintronics. The measurements were carried out at cryogenic and
room temperatures, for two ranges of frequency: low (up to 100 kHz) and high
(up to 18 GHz) frequency.
The existing cryogenic set-up has been improved and almost fully autom-
atized, with modifications such as the inclusion of superconducting shunts in
the 3D magnet. A new, room-temperature, noise measurement setup in the
GHz range has also been built. New data analysis procedures have been pro-
grammed to improve the estimated quantitites. The main experimental results
and conclusiones in this manuscript are:
1. In MTJs of sizes under 100 nm, which are promising basic elements of
magnetic random accesss memories, we have (i) detected and characterized
spin-transfer torque related effects through studies of low frequency noise. (ii)
We have also estimated the fluctuating magnetic moment, due to barrier inho-
mogeneities which is involved in current-induced spin torque switching effects.
This estimation indicates that around 20% of the soft electrode may contribute
to the formation of a magnetic inhomogeneity which in its turn triggers spin
torque switching as confirmed by micromagnetic simulations. Finally, we have
(iii) correlated changes in the dynamics of the magnetization of the ferro-
magnetic electrodes from high frequency measurements to features in the low
frequency 1/f noise measurements.
2. We have carried out the first detailed investigation of shot noise in dou-
ble barrier magnetic tunnel junctions, with a variable assymetry between barri-
ers. We have found that (i) shot noise in Fe/MgO/Fe/MgO/Fe double-barrier
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magnetic tunnel junctions, with slightly different barriers, is subpoissonian and
determined by the magnetic configuration of the device. (ii) We have detected
the presence of quantum well states in the middle magnetic layer as oscillations
in the conductance and enhanced shot noise values at certain voltages. (iii)
The comparison of our data with a theoretical model based on sequential tun-
neling allows us to estimate the spin relaxation time in the central electrode of
the junctions.
3. The method of band edge noise spectroscopy has been proposed, which
may be used for determining the energies of electron band edges of the buried
interfaces present in tunneling devices. (i) We have successfully estimated the
band edge energies of the ferromagnetic electrodes in epitaxial FeV/MgO/Fe
magnetic tunnel junctions with different degrees of V doping by the analysis
of their low frequency noise as a function of the applied bias. The 1/f noise
exhibits clear peaks at specific applied voltages, which are related to the posi-
tion of the band edges of FeV. (ii) A comparison of the results with numerical
calculations of the tunneling electron density of states as a function of V doping
shown in qualitative agreement with the experiment.
4. The investigation of the conductance and shot noise in magnetic tunnel
junctions with organic barriers has been studied in spin valve devices within
the tunneling regime (PTCDA barriers) and with organic spacers of thick-
ness well above it (Alq3 barriers). (i) Our organic magnetic tunnel junctions
with PTCDA barriers systematically exhibit superpoissonian tunneling statis-
tics with Fano values between 1.5 and 2, likely due to localized states originated
from interfacial bonds of the PTCDA molecules. (ii) These results are qualita-
tively accounted for within a model based on spin dependent electron tunneling
with statistics controlled by an interacting two-level system. (iii) The long-
standing question regarding the type of transport taking place through thick,
organic semiconductor spacers has also been addressed. The shot noise in spin
valves with thick Alq3 barriers has been found to be subpoissonian and depen-
dent on the temperature, consistent with variable range hopping.
5. Finally, we report on the sucessful fabrication of tunnel junctions with
topological insulator bottom electrodes at Dr. Moodera’s laboratory at the
Massachussetts Institute of Technology. The author of this Thesis participated
in the growth during two short stays at Dr. Moodera’s group. Preliminary
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conductance and noise measurements at low temperature reveal features related
to the band structure of the topological insulators.
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E
n conclusio´n, en esta tesis se han estudiado el transporte electro´nico
y las fluctuaciones del voltaje (ruido en voltaje) en uniones tu´nel
magne´ticas de configuraciones y materiales variados, relevantes para
varias ramas del a´mbito de la espintro´nica. Las medidas se han llevado a cabo
a temperatura ambiente y a bajas temperaturas (de hasta 0.3 K), para dos
rangos de frecuencia: baja frecuencia (hasta 100 kHz) y alta frecuencia (hasta
18 GHz).
El sistema crioge´nico de medida se ha mejorado y automatizado pra´ctica-
mente en su totalidad. Por ejemplo, se han incluido interruptores superconduc-
tores (superconducting shunt) en nuestras bobinas superconductoras. Tambie´n
se ha construido un nuevo sistema de medida de ruido a temperatura ambiente,
en el rango de los GHz. Se ha mejorado el procedimiento de ana´lisis de datos
mediante el uso de nuevas rutinas de ca´lculo, con el fin de aumentar la precisio´n
de las variables f´ısicas estimadas. Los resultados experimentales ma´s relevantes
que se han obtenido durante el curso de esta tesis son:
1. En uniones tu´nel magne´ticas de taman˜o inferior a los 100 nm, se han (i)
detectado y caracterizado cambios en la dina´mica de la imanacio´n, a frecuencias
de GHz, de los electrodos ferromagne´ticos causados por efectos de transferencia
de esp´ın. (ii) El aumento del ruido 1/f a baja frecuencia para ciertos valores de
la corriente ha sido relacionado con los cambios en la dina´mica de la imanacio´n
observados en las medidas a alta frecuencia. (iii) Adema´s, se ha estimado el
momento magne´tico involucrado en el cambio de estado resistivo inducido por
corrientes a partir de la medida y el ana´lisis del ruido telegra´fico en muestras
que presentan barreras inhomogeneas. Esta estimacio´n indica que alrededor del
20 % del electrodo libre puede contribuir a la formacio´n de una inhomogeneidad
magne´tica que desencadena un cambio resistivo por spin torque, que a su vez
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ha sido confirmado mediante simulaciones micromagne´ticas .
2. El primer estudio detallado del ruido de disparo ha sido llevado a cabo
en uniones tu´nel de doble barrera, con una asimetr´ıa variable entre barreras.
Se ha encontrado que (i) en nuestras uniones tu´nel con barrera doble (con
la estructura Fe/MgO/Fe/MgO/Fe) fabricadas epitaxialmente y con barreras
ligeramente asime´tricas, el ruido de disparo es subpoissoniano y esta´ determi-
nado por la configuracio´n magne´tica del dispositivo. (ii) Adema´s, la influencia
de estados de pozo cua´ntico presentes en el electrodo central ha sido detectada
en forma de oscilaciones en la conductancia y un aumento del ruido de disparo
a ciertos valores del voltaje. (iii) Los datos experimentales han sido compa-
rados con un modelo teo´rico basado en el tu´nel secuencial, que ha permitido
estimar el tiempo de relajacio´n de esp´ın en el electrodo central.
3. Se ha propuesto el concepto de band edge noise spectroscopy, como un
me´todo para determinar las energ´ıas de los bordes de las bandas electro´nicas de
interfases “enterradas” de los dispositivos tu´nel. (i) Se han estudiado uniones
tu´nel magne´ticas con la estructura FeV/MgO/Fe y diferentes grados de dopaje
de vanadio, en las cuales se han estimado con e´xito las energ´ıas del borde de
las bandas de los electrodos ferromagne´ticos de dichos dispositivos mediante el
ana´lisis del ruido de baja frecuencia en funcio´n del voltaje aplicado. El ruido
1/f ha presentado picos claros para ciertos valores del voltaje aplicado, corres-
pondientes con las energias de borde de la estructura de bandas de la aleacio´n
FeV. (ii) Se han comparado, con buen acuerdo cualitativo, los resultados ex-
perimentales con ca´lculos nume´ricos de la densidad de estados del hierro en
funcio´n del dopaje con vanadio.
4. La conductancia y el ruido de disparo han sido estudiados en uniones
tu´nel con barreras orga´nicas delgadas dentro del re´gimen de tu´nel (barreras
de PTCDA) y con espaciadores orga´nicos de espesor muy por encima de e´l
(barreras de Alq3). (i) Las uniones tu´nel magne´ticas orga´nicas con barreras
de PTCDA han mostrado sistema´ticamente ruido de disparo superpoissoniano,
con valores del factor de Fano entre 1,5 y 2, debido muy probablemente a es-
tados localizados originados por enlaces interfaciales de las mole´culas PTCDA.
(ii) Estos resultados se han justificado cualitativamente mediante un modelo
teo´rico basado en el tu´nel electro´nico dependiente del esp´ın de un sistema cuya
estad´ıstica viene dada por dos niveles interactuantes. (iii) Tambie´n se ha abor-
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dado la cuestio´n del tipo de transporte electro´nico que tiene lugar a trave´s de
espaciadores semiconductores orga´nicos de grosores de cientos de nano´metros.
Se ha encontrado que el ruido de disparo en las va´lvulas de esp´ın con barreras
de Alq3 gruesas es subpoissoniano y depende de la temperatura. Estas propie-
dades son consistentes con el re´gimen de tu´nel secuencial denominado variable
range hopping.
5. Por u´ltimo, se ha detallado la fabricacio´n con e´xito de uniones tu´nel que
incluyen un electrodo de aislante topolo´gico, llevada a cabo en el laboratorio
del Dr. Moodera en el Massachussetts Institute of Technology. El autor de esta
tesis participo´ en el crecimiento de los dispositivos durante dos estancias cortas
en el grupo del Dr. Moodera. Las medidas preliminares de conductancia y ruido
a baja temperatura muestran caracter´ısticas relacionadas con la estructura de
bandas de los aislantes topolo´gicos.
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