It is shown that the dielectric properties of interaction site models of polar fluids can be investigated in computer experiment using not only the charge fluctuations but also correlations corresponding to a current of moving charges. This current can be associated with a generalized dynamical polarization or separated into electric and magnetic components. The first approach deals with the dielectric permittivity related to a generalized conductivity, whereas the second one leads to the functions describing polarization and magnetization fluctuations separately. The last way is only the source to calculate the magnetic susceptibility for a system of interaction sites. The transverse wavevector-and frequency-dependent dielectric functions and magnetic susceptibility are evaluated for the TIP4P water model in a very wide scale of wavelengths and frequencies using molecular dynamics simulations. We demonstrate that the transverse part of the dielectric functions may differ drastically from their longitudinal component.
the source to calculate the magnetic susceptibility for a system of interaction sites. The transverse wavevector-and frequency-dependent dielectric functions and magnetic susceptibility are evaluated for the TIP4P water model in a very wide scale of wavelengths and frequencies using molecular dynamics simulations. We demonstrate that the transverse part of the dielectric functions may differ drastically from their longitudinal component.
A relationship between the two approaches is discussed and the limiting transition to the static dielectric constant in the infinite-wavelength regime is analyzed. The propagation of transverse electromagnetic waves in the TIP4P water is also considered.
I. MOTIVATION
In a recent paper [1] , a computer adapted fluctuation formula suitable for selfconsistent calculations of the longitudinal wavevector-and frequency-dependent dielectric function ε L (k, ω) for interaction site models (ISMs) of polar systems has been proposed.
As a result, a detailed analysis of this function in the entire wavelength and time scales was carried out for the TIP4P water model using molecular dynamics (MD). It was shown that the choice of microscopic variables for the operatorP of polarization density plays an important role in a correct reproduction of dielectric properties, and only true microscopic variables, which explicitly take into account the charge distribution within molecules, can be used to determine the frequency dependence of the dielectric permittivity of ISMs at arbitrary wavenumbers.
It is a common practice to investigate the dielectric properties of ISMs on the basis of charge fluctuations [1] [2] [3] . In the infinite-wavelength limit k → 0, these fluctuations reduce to the well-known longitudinal dipole moment correlations, which are usually considered in computer experiment to obtain ε L (k, ω) at zero and small wavevector values [4] [5] [6] [7] [8] [9] [10] [11] [12] . The transverse dipole moment fluctuations are used sometimes [5, 9, [10] [11] [12] for treating the transverse component ε T (k, ω) of the dielectric permittivity. However, such an approach, being exact for point dipole systems [13, 14] , cannot be applied to calculations of the genuine transverse dielectric function of ISMs at nonzero wavenumbers.
The problem of computations of ε T (k, ω) for ISM fluids is due to difficulties [15, 16] when constructing the transverse part ofP . While the longitudinal partP L can easily be expressed in terms of the operator of charge density, to define the transverse componentP T involving additional dynamical variables is necessary. There are two approaches for describing the electromagnetic phenomena in ISMs. They differ between themselves in the way of how to treat the current of moving charges. In the abbreviated approach [17] , electric and magnetic parts of the total current are undistinguishable from one another in the presence of spatially inhomogeneous fields, i.e, when k = 0. In such a case, the magnetic part is included into a generalizedP -vector and the electromagnetic phenomena in the system are determined by a transverse dielectric permittivity ε T (k, ω) which is directly connected with the generalized conductivity σ T (k, ω) = iω 4π (ε T (k, ω) − 1).
The second approach [18] is based on a separation of the microscopic current into electric and magnetic parts at arbitrary wavenumbers. This leads to the introduction of two functions, ǫ T (k, ω) = ε T (k, ω) and µ(k, ω), describing the transverse fluctuations of polarization and magnetization densities separately. The last function is associated with a generalized magnetic permittivity of ISM systems. In this approach the transverse dielectric permittivity ε T (k, ω) can easily be reproduced using functions ǫ T (k, ω) and µ(k, ω). In the infinite-wavelength limit k → 0, when the spatial dispersion can be neglected, the two approaches become completely equivalent. In this case the electric phenomena are uniquely described by the frequency-dependent dielectric constant ε(ω) = lim k→0 ǫ T (k, ω) = lim k→0 ε L,T (k, ω), whereas a magnetic state is determined by the magnetic permittivity µ(ω) = lim k→0 µ(k, ω)
where c denotes the velocity of light [17] .
Until recently, quite a few papers [19, 20] dealt with the investigation of correlations related to the current of charges in ISMs. In these articles, spectra of the longitudinal and transverse components of the hydrogen current, on the time scale peculiar to the librational dynamics of water, were calculated for the TIP4P potential at small wavenumbers. The first calculation of the transverse dielectric function ǫ T (k) = lim ω→0 ǫ T (k, ω)
has been performed by Raineri and Friedman [16] , but in the static regime only and for the simplest ξDS model. At the same time, there were no attempts to investigate the entire wavevector and frequency dependence of the transverse dielectric function and the magnetic susceptibility for ISM fluids.
In the present paper the dielectric properties of ISMs are investigated on the basis of current correlations, including their separation into electric and magnetic parts. This allows us to determine both the longitudinal and transverse components of the dielectric permittivity ε(k, ω) as well as the dielectric ǫ T (k, ω) and magnetic µ(k, ω) functions.
Actual MD simulations are performed for the TIP4P model of water using the interaction site reaction field (ISRF) geometry [3] and the Ewald method. The results obtained for ǫ T (k, ω) and µ(k, ω) are presented in a wide region of wavevectors and frequencies.
II. ELECTROMAGNETIC FLUCTUATION FORMULAS FOR ISM FLUIDS
A. Generalized dielectric constant and conductivity
We shall consider a polar fluid consisting of N identical molecules which are composed of M interaction sites and enclosed in a volume V . The microscopic density of charges for such a system at point r ∈ V and time t is of the formQ(r, t) =
, where q a and r a i (t) are the charge and position of site a within molecule i, respectively.
Shifting from the real coordinate space {r} into the {k}-representation by the spatial
. For the investigation of dielectric properties, it is convenient to introduce the microscopic vectorP (k, t) of polarization density. The longitudinal partP L =kP ·k of this vector can be determined using the relationQ(r, t) = −divP (r, t) in k-space, i.e.,Q(k, t) = −ik·P (k, t). Then we find
wherek = k/k is the unit vector directed along k.
Recently [1] , it has been shown that the longitudinal component ε L (k, ω) of the wavevector-and frequency-dependent dielectric tensor can be calculated in computer experiment via the fluctuation formula
Here, 
The function D(k) takes into account boundary conditions, applied in simulation, and for finite samples it always is equal to 1 at k = 0. For nonzero wavevectors this function tends to zero in the case of Ewald summation, while D(k) = 3j 1 (kR)/(kR) within the reaction field geometry [1, 3] , where R and j 1 (z) = sin(z)/z 2 − cos(z)/z are the cut-off radius and spherical Bessel function of first order, respectively. For infinite systems (R → ∞) the function D(k) is equal to zero at arbitrary wavenumbers and the computer adapted formula (2) reduces to the well-known fluctuation formula in terms of the infinite-system Kirkwood factor
As we can see, using the microscopic operatorQ(k, t) of charge density allows one to determine uniquely only the longitudinal part of polarization vectorP (k, t). To construct the transverse part, it is necessary to involve additional dynamical variables. We shall show now how to derive fluctuation formulas which give the possibility to computer both the longitudinal as well as the transverse component of the dielectric constant of ISMs.
The processes of dynamical polarization in dielectrics cause a current of charges. This current is described by the microscopic operator of current densityÎ and may be associated with the generalized polarization current [17] , so that
where V a i (t) denotes the velocity of site a within the molecule i at time t. The relation (3) can be considered as a more general definition ofP -vector, because it allows to determine its longitudinalP L =kP ·k and transverseP T = (1 −kk)P =k×[P ×k] components, where 1 is the unit tensor of the second rank. It is worth to emphasize that the generalized vectorP of polarization induction includes both electric as well as magnetic contributions (see a more detailed discussion of this point in the next subsection). In a particular case of longitudinal polarization this vector satisfies completely our previous definition (1) of P L . Indeed, taking the full derivative of (1) with respect to time, it can be verified easily on the basis of equation (3) 
Let us apply to the system under consideration an external electric field E 0 (k, t) which contains longitudinal E L 0 and transverse E T 0 components. The total field in the system E(k, t) consists of the external field and an internal field of charged sites. Neglecting the relativistic terms due to the dynamical magnetic field of moving charges, the internal field can be presented [1, 3] in the purely longitudinal form −4π(1 − D(k))P L . Therefore, the longitudinal and transverse components of the total fieldÊ =Ê L +Ê T are equal
The longitudinal ε L (k, ω) and transverse ε T (k, ω) components of the wavevector-and 
In the case of dynamical polarization, when I(k, ω) = Î (k, ω) = 0 at ω = 0 (note that static macroscopic currents of coupled charges are equal to zero), the Maxwell equations can be written in a form as for conductors, namely, in terms of the generalized polarization conductivity σ(k, ω). The longitudinal and transverse components σ L,T (k, ω)
of this wavevector-and frequency-dependent conductivity are defined via the material
In the frequency representation, equation
Thus we can express the dielectric constant in terms of the polarization conductivity as follows
According to the perturbation theory of first order with respect to external fields, we obtain for the macroscopic current
where the multiplier {2} is to be included for the transverse component only. Then eliminating the electric fields and using relation (4) yields
where
are the longitudinal and transverse components of the wavevector-dependent dynamical Kirkwood factor of second order for the finite sample, whereas c L,T (k, t) are the corresponding functions of the infinite system and c T (k, t) = C T (k, t).
The fluctuation formulas (5) and (6) can be used in simulations to evaluate the longitudinal and transverse components of the dielectric constant on the basis of equilibrium current-current correlations (7) . In the case of longitudinal fluctuations, the formula (5) is mathematically equivalent to the usual relation (2) . Indeed, in view of the
is an even function on time, and we immediately recover the fluctuation formula (2) from (5).
is connected with the dynamical Kirkwood factor of second order as
where the equality (8) holds for the infinite-system functions g L (k) and c L (k, t) as well.
Despite the difference, in general, between the longitudinal Kirkwood factors for the finite and infinite systems, we, nevertheless, can reproduce the infinite-system behaviour indirectly using the relations
Taking into account the Laplace boundary theorem lim ω→∞ iωL iω (φ(t)) = lim t→0 φ(t),
it can be shown from (9) that
spectively. So that, contrary to the usual Kirkwood factor G L (k), the static Kirkwood factor of second order C L (k) is free of boundary effects. The transverse function c T (k, t)
is equal to C T (k, t) at arbitrary times, because E T = E T 0 for nonrelativistic systems, and it can be obtained in simulations directly without additional manipulations. Moreover, the static Kirkwood factors of second order c L,T (k) are presented in analytical forms (see Appendix).
B. Transverse dielectric function and magnetic permittivity
We now consider an alternative approach to describe the electromagnetic properties of ISM systems. This approach is based on the separation of macroscopic currents into electric and magnetic parts in the limit k, ω → 0. Neglecting terms of order k 2 , ω 2 , kω and higher, the averaged values for the operator of current density (3) can be evaluated
whereP(ω) andM(ω) are frequency components of the total electric dipole moment Despite the fact that the separation (10) is realized uniquely only in the macroscopic regime at small wavenumbers and frequencies [17] , we shall apply it at the microscopic level of description and extend to arbitrary k and ω. Such an extension can be performed by writing (in (k, t)-representation)
whereP(k, t) andM(k, t) are appropriate dynamical variables associated with the microscopic polarization and magnetization densities, respectively. In view of equations (3), (10) and (11), these variables should satisfy the limiting transitions lim k→0P (k, t) =P(t) and lim k→0M (k, t) =M(t). Moreover, taking the scalar product of equations (3) and (11) on unit vectork yields the conditionP L (k, t) =P L (k, t), where the equalityk·[k×M] = 0 has been used.
The explicit expression forP(k, t) can be derived using the following procedure [16] .
Let us split the operatorQ(k, t) = N i=1q i (k, t)e −ik·r i (t) of charge density into its molec-
. Then it is natural to introduce the total microscopic polarization density asP(
is the polarization density of the ith molecule, and to extend the relationQ(k, t) = −ik·P (k, t) to the molecular level, i.e.,q i (k, t) = −ik·p i (k, t). Further, taking into account the identity e ξ = 1 + ξ 1 0 due uξ , applied to the quantity ξ = −ik·δ a i , and using the molecular charge electroneutrality
Of course, such a procedure does not defineP(k, t) uniquely, because q i is indifferent to the transverse part ofp i . Nevertheless, it was assumed [16] to adopt equation (12) as the definition of microscopic polarization density for ISM fluids. From this definition it immediately follows that the longitudinal components of vectorsP andP coincide completely between themselves at arbitrary wavevectors.
Since the functionsÎ(k, t) andP(k, t) are already defined, equation (11) allows one to determine the transverse part of microscopic magnetization density,
It can be verified using equations (3), (12) and (13) that in the infinite-wavelength limit k → 0 the functionsP(k, t) andM T (k, t) tend to the true microscopic variables
[m i (t)×k] which correspond to the electric and rotational magnetic dipole moments of the system, respectively. However, at k = 0 the vectorsP(k, t) (as well asP (k, t)) andM T (k, t) take into account explicitly the charge distribution within a finite spatial extend of the molecule and, therefore, they can not longer be associated with the point dipole densitiesP(k,
. For purely dipole models, when |q a | → ∞ and
, butM (k, t) → 0 because of m i → 0 and, thus, there is no magnetic response in this case, i.e.,P(k, t) ≡ P (k, t) at arbitrary wavevectors.
In the present approach the electric phenomena are described by the frequencydependent dielectric functions ǫ L,T (k, ω), while the magnetic state is determined by the magnetic permittivity µ(k, ω) ≡ µ T (k, ω) (for the system under consideration the longitudinal magnetic susceptibility is absent). These quantities are defined via the material rela-
where the statistical averaging of P = P and M = M is performed in the presence of external electric E 0 and magnetic H 0 fields. We mention that for nonrelativistic systems the total magnetic field H is indistinguishable from the external field, i.e.,
We stress also that it is necessary to distinguish the generalized dielectric tensor ε L,T (k, ω)
corresponding to the total current I = dP /dt from the dielectric functions ǫ L,T (k, ω) related to the electric part dP/dt of I. It is obvious that The result is
where the infinite-system correlation function
can be evaluated in simulation directly, because of E T = E T 0 . Finally, we would like to discuss about a relationship of the two approaches presented in more detail. In the abbreviated approach the electric and magnetic parts in the total current are not distinguished from one another. In such a situation the magnetic part is included into the generalizedP -vector (3) and the transverse electromagnetic fluctuations are described by one function only, namely, by the generalized dielectric constant ε T (k, ω).
This including indeed can be realized because at k, ω = 0 magnetic fields are expressed in terms of electric fields E using the Maxwell equation c rotE = −∂B/∂t in (k, ω)-
At the same time, the extended approach involves two quantities, ǫ T (k, ω) and µ(k, ω), for the description. As far as these two approaches deal with the same microscopic current, the quantities ε T (k, ω), ǫ T (k, ω) and µ(k, ω) are not independent. The corresponding relation can be found comparing the right-hand sides of equations (3) and (11) between themselves and using material equations. Then one obtains
and, therefore, the wavevector-and frequency-dependent magnetic permittivity is caused by the difference between functions ε T (k, ω) and ǫ T (k, ω).
The simplest way to obtain the explicit fluctuation formula for the magnetic permittivity is based on relation (15) and fluctuation formulas (6) and (14) for ε T (k, ω) and
In view of equation (11), the transverse current autocorrelation function c T (k, t)
, appearing in fluctuation formula (6) for ε T (k, ω), can be expressed in terms of the
It is necessary to point out that for spatially homogeneous systems, as in our case, the cross function P T ·M T 0 , corresponding to correlations between the polarization and magnetization vectors, does not appear and it is equal to zero for arbitrary wavenumbers and times. Indeed, let us directk-vector along z-axis of the laboratory reference frame. Then it follows from the structure of equation (11) thatP
(P xMy +P yMx ), whereP x,y andM x,y are the xth and yth components of vectorsP andM, respectively. Since the fluctuations of vector quantities in different directions of the fixed laboratory frame are statistically independent at equilibrium, we have that
as the relativistic effects have been neglected, the functions ε T (k, ω) and ǫ T (k, ω) are evaluated via fluctuation formulas (6) and (14), in fact, with a precision of order (v/c) 2 ,
where v ≪ c is the mean heat velocity of atoms. This leads to uncertainties of order c −4 in the evaluation of µ(k, ω) via relation (15) . Within the same precision we can putt
where the infinite-system function s T (k, t) can be reproduced directly in simulation, be-
. From the afore said, it is obvious that the two approaches are completely equivalent for the evaluations of the generalized dielectric permittivity ε T (k, ω) and they can be applied with equal successes to theoretical applications. However, the extended description is only the way to determine the magnetic permittivity at k = 0. It is interesting to point out also that in the infinite-wavelength regime k → 0, the functions ε L (k, ω) ≡ ǫ L (k, ω) and ǫ T (k, ω) differ between themselves by terms of order k 4 and higher, i.e.,
This statement can be examined on the basis of fluctuation formulas (2), (14) and explicit expression (12) for microscopic variableP.
Then, using relation (15), we obtain that in the abbreviated description the frequencydependent magnetic permittivity µ(ω) = lim k→0 µ(k, ω) appears as a result of the limiting
which shows that differences between the longitudinal and transverse components of the generalized dielectric tensor ε(k, ω) in the infinite-wavelength limit are caused by magnetic properties of the system [17] . Thus, in the presence of spatially inhomogeneous fields, the electromagnetic state is determined by the generalized transverse
can be neglected, all electric and magnetic phenomena in the system are uniquely described by two quantities again, namely, by the frequency-dependent dielectric constant
and magnetic permittivity µ(ω).
III. NUMERICAL CALCULATIONS FOR THE TIP4P MODEL
Molecular dynamics simulations were carried out for the TIP4P potential [21] at a density of 1 g/cm 3 and at a temperature of T = 293 K. We performed two runs corresponding to the ISRF [3] and Ewald [22] geometries. The equations of motion were integrated on the basis of a matrix method [23] with a time step of 2 fs. The observation times over the equilibrium state were 500 000 and 1 000 000 time steps for the Ewald and 
A. Dielectric properties
The longitudinal component G L (k) of the static wavevector-dependent Kirkwood factor, calculated in the simulations within the Ewald and ISRF geometries, is shown in fig. 1a by the full squares and dashed curve, respectively. Since, in the ISRF geometry the function D(k) = 3j 1 (kR)/(kR) differs from zero considerably, especially at small wavenumbers, to evaluate the infinite-system Kirkwood factor g L (k) the performance of self-consistent transformations (9) is necessary. This result is plotted by the solid curve. Within the Ewald geometry [22] the function D(k) is equal to
2 ), where the last term is to be included only if 0 < k ≤ k max , and at the given parameters of the summation D(k)
is very close to zero (max k =0 |D(k)| < 0.00005). So that the infinite-system Kirkwood factor is equivalent to that, obtained in the simulations (excepting the case k = 0). As we can see from the figure, the both Ewald and ISRF methods lead to identical results for g L (k). The static Kirkwood factor of second order, C L,T (k) (equation (7)), is presented in fig. 1b . As was pointed out earlier, this function is free of boundary conditions and the infinite-system dependence c L,T (k) can be reproduced directly in the simulations.
This is confirmed by our calculations performed in the different geometries. The obtained values for C L,T (k) are practically indistinguishable from those evaluated from analytical expressions (A5) for c L,T (k). They differ from one another within statistical noise only.
Samples of the normalized, dynamical Kirkwood factor of second order, fig. 2 . The longitudinal infinite-system functions c L (k, t)/c L (k) within the ISRF geometry at arbitrary wavenumbers and for the Ewald geometry at k = 0 have been determined applying the inverse Laplace transform to relations (9), whereas c T (k, t) = C T (k, t) for the transverse functions. We note that
At k = 0 the Ewald method reproduces directly the infinite-system behaviour. The agreement between the two sets of data for c L,T (k, t), corresponding to the ISRF and Ewald geometries, is quite good. It is worth to remark also that the zeroth time moment ∞ 0 c L (k, t)dt is equal to zero for arbitrary wavenumbers (this statement directly follows from equality (8)), whereas, in general,
in the case of transverse total current fluctuations.
As was shown in the preceding section, the longitudinal static Kirkwood factor G L (k) of order zero can be determined through the first time moment on the dynamical Kirkwood factor C L (k, t) of second order (see equation (8)). The calculated in such a way function G L (k) within the ISRF geometry and the function g L (k) (via c L (k, t)) using the Ewald method are presented in fig. 1a by rotated and direct crosses, respectively. As we see from the calculations, these functions differ considerably from those obtained in the usual way.
This difference occurs because the calculation of the expression L iω (C L (k, t))/iω at small frequencies is very sensitive to the precision of the evaluation of L iω (C L (k, t)) (dividing two small quantities between themselves). The problem is complicated additionally because this evaluation requires a numerical integration of time correlation functions which are defined in simulations approximately within a statistical noise. Therefore, this method is not recommended for the investigation of the longitudinal dielectric constant at low frequency values. However, in the opposite infinite-frequency limit, the calculation via equation (5) can be more convenient than using the usual way (2). For example, in this limit, where k, t) ) at large frequencies may lead to a problem (multiplying of quantities with significantly different orders). This situation is absent in the case when fluctuation formula (5) is applied to calculations.
And now we are in a position to discuss a behaviour of the generalized dielectric permittivity in the low frequency regime ω → 0. As was established previously [1] , the real part of the longitudinal dielectric permittivity ε L (k, ω) at ω → 0 tends to its static value ε L (k), while the imaginary part vanishes at arbitrary wavenumbers except the cases of two singularities, where ε L (k) = ±∞. In the singularity range, the real part of the dielectric permittivity is equal to zero, whereas the imaginary part behaves as −i/ωτ 
cor L (k) = 0 for longitudinal conductivity in the singularity regions, whereas outside the singularities σ L (k) = 0. The existence of a nonvanishing coefficient in the static limit does not lead, however, to macroscopic currents (as it must be for dielectrics), because the total longitudinal field in the system vanishes when |ε L (k)| → ∞.
In the case of transverse fluctuations the pattern is qualitatively different. According to fluctuation formula (6) , the transverse dielectric permittivity ε T (k, ω) at low
dt denotes the real part, whereas the imaginary part ε ′′ (k) = −ℑ lim ω→0 ε T (k, ω) = 4πσ T (k)/ω is described by the wavevector-dependent
We mention that the precision of calculations of the generalized dielectric permittivity at low frequencies is very sensitive to statistical uncertainties of data for total current fluctuations c L,T (k, t) obtained in computer experiment. An additional source of errors is the truncation of long time tails in correlation functions at numerical integration. As a consequence, we could not provide a satisfactory reproduction of ε T (k, ω) directly in terms of c T (k, t), especially at small wavevectors and in the case of the Ewald method, where the length of the simulation was twice smaller than for the ISRF geometry. For the last reason, all other results will be presented in the ISRF geometry only. The computations show that a much more reliable evaluation can be performed when the generalized permittivity ε T (k, ω) is found via relation (15), i.e., in terms of the transverse dielectric ǫ T (k, ω) and magnetic µ(k, ω) functions which correspond to polarization g T (k, t) and magnetization s T (k, t) fluctuations. Then in view of (16), relation (15) transforms at ω → 0 to
is the static dielectric function and
. From equality (18) we immediately obtain that ε fig. 3a by the solid curve. In the infinite-wavelength limit k → 0, this function tends to the value ε 0 = lim k→0 ε L (k) ≈ 53, corresponding to the usual dielectric constant in the absence of any spatial and time dispersions. It is equal to unity in the opposite limit k → ∞, indicating that the system exhibits no dielectric response with respect to strong spatially inhomogeneous electric fields. The dielectric function ǫ
2 , is presented in fig. 3a by the dashed curve. As can be seen from the figure, this function behaves like that for a Stockmayer fluid [13] . The PD approach is suitable for the reproduc- The wavevector-dependent coefficient σ T (k) of transverse conductivity has been computed in two ways, namely, using the relations It is necessary to stress that the transverse dielectric permittivity ε T (k, ω) has a singularity when both wavevector and frequency go to zero. The asymptotic behaviour near the singularity can be obtained on the basis of equation (18) using the equality lim k→0 ε
expansion it is easy to see that ε T (k, ω) is a discontinuous function and its value depends on the order of the limiting transitions k, ω → 0, i.e., lim ω→0 lim k→0 ε T (k, ω) = ε 0 but lim k→0 lim ω→0 ε T (k, ω) = −i∞. As in the case of longitudinal fluctuations, the singularity of ε T (k, ω) does not lead to singularities in observing quantities and does not break the physical requirements imposed on dielectrics. In particular, the macroscopic current
does not appear at ω → 0, despite the fact that the coefficient σ T (k, ω) of the polarization conductivity accepts nonzero values at k = 0. Indeed, by the definition At small frequencies, the partial contributions of the transverse component of dielectric functions into observing quantities are small (proportional to ω) with respect to the corresponding contributions of the longitudinal part. That is why the functions ǫ T (k) and σ T (k), describing the wavevector dependence of ǫ T (k, ω) and ε T (k, ω) in this frequency range, have not so important physical meaning as the static longitudinal dielectric permittivity ε L (k). Moreover, since static electric fields are purely longitudinal, the response associated with ǫ T (k) and σ T (k) cannot be realized phenomenologically in a homogeneous isotropic medium, except as the limits
We note also that the function ε These functions, however, can accept as positive as well as negative values, contrary to the polarization correlations Φ T (k, t) which remain positive anywhere in time space. It is worth remarking that after a sufficiently long period, the polarization functions decay purely exponentially in time. This fact has been taken into account by us to calculate the contributions of long tails into the dielectric function ǫ T (k, ω) at time integration (14) of g T (k, t). In order to demonstrate again that the true choice of microscopic variableŝ P T andM T for describing polarization and magnetization fluctuations in ISM fluids is so important, analogous functions, and Υ(k, t), corresponding to the exact interaction site description (equations (12) and (13)), are identical to PD functions in the infinite-wavelength limit k → 0, but they differ between themselves in a characteristic way at greater wavevector values, namely, at
The real ǫ ′ T (k, ω) and imaginary ǫ ′′ T (k, ω) parts of the transverse dielectric function
for the TIP4P water as depending on frequency at fixed nonzero wavevectors are shown in figs. 6 and 7 as solid and dashed curves, respectively. We the transverse dielectric function tends to the limiting value ε ∞ = 1 corresponding to nonpolarizable systems.
B. Magnetic properties
The wavevector-and frequency-dependent magnetic susceptibility χ(k, ω) = µ(k, ω)−1
has been evaluated for the TIP4P water using fluctuation formula (16) . Its real χ ′ (k, ω) and imaginary χ ′′ (k, ω) parts are plotted in fig. 8 as functions of frequency at fixed wavevectors by solid and dashed curves, respectively. We note that fluctuation formula (16) is somewhat other by the structure than fluctuation formulas (2) and (14) for dielectric functions ε L (k, ω) and ǫ T (k, ω). That is why, unlike the dielectric susceptibility ǫ L,T (k, ω) − 1, the magnetic susceptibility χ(k, ω) vanishes in the static limit at arbitrary wavenumbers, lim ω→0 χ(k, ω) ≡ χ(k) = 0, and this statement follows directly from equation (16) . Moreover, it cannot be handled within the linear response theory, where the smallness of electromagnetic fields is assumed in advance.
The value of function χ ∞ (k) in the infinite-wavelength limit can be presented in an analytical form. Acting in the spirit of derivation of analytical formulas for the static current correlations (see Appendix) and taking into account explicit expression (13) for the microscopic magnetization densityM T , one obtains the following result
where J α are the moments of inertia of the molecule with respect to its three principal axes X, Y, Z, the αth component of vector-position δ a i for site a in the molecular principal coordinate system is denoted as ∆ 19) we obtain for the TIP4P model: χ ∞ ≈ −6.7 · 10 −10 that is too small in comparison with the diamagnetic susceptibility χ H 2 0 ≈ −9 · 10 −6 of real water. This is so because ISMs do not take into account an electronic subsystem which gives the main contribution into the magnetic susceptibility owing to the smallness of the mass m e of electron. This contribution can be estimated noticing that the diamagnetic susceptibility of an ideal electron gas is defined as χ e ∼ −Ne 2 ρ 2 e V m e c 2 , where e is the electron charge and ρ 2 e denotes the averaged value of square radius-vectors of electrons within the molecule [24] .
Comparing this result with formula (19) and taking into account that ρ 2 e ∼ r 2 , |q a | ∼ |e|,
where m H is the mass of a hydrogen atom. It is necessary to point out that the atomic diamagnetic susceptibility (19) in the infinite-frequency limit, like the case of electronic diamagnetism, does not depend on temperature of the system and it is determined by the geometry of the molecule. We note that such an atomic diamagnetism can be absent for some particular molecular geometries. For example, for the simplest ξDS model, when M = 2, q 1 = q, q 2 = −q, ∆ 1 = l and ∆ 2 = −l, we find from equation (19) that χ ξDS ∞ = 0. We would like also to emphasize that fluctuation formula (16) , which explicitly involves the microscopic magnetization density, is only the way to calculate the magnetic suscep-tibility χ(k, ω) of ISM fluids in computer experiment not only for nonzero wavevectors but also at k = 0. Such a numerical calculation cannot be done within the abbreviated description, despite the fact that according to relation (17) , the knowledge of the longitudinal ε L (k, ω) and transverse ε T (k, ω) components of the generalized dielectric permittivity (equations (2) and (6)) allows one, in principle, to determine the frequency-dependent magnetic susceptibility χ(ω) in the infinite-wavelength limit k → 0. The reasons for this situation are following. First of all we underline that relation (17) is valid for nonzero but very small values of wavevector, namely, for k < ∼ ω/c. Even for relatively great frequencies of order 1000 THz this condition corresponds to k < ∼ 0.0003Å −1 . At the same time, the smallest nonzero value of wavevectors accessible in our simulations is k min ∼ 0.3Å −1 . So that to reach the value 0.0003Å −1 it is necessary to increase the size of the simulation box to 1000 times! From the other hand, at k = k min we can use relation (17) beginning from a frequency of order ω ∼ ck min ∼ 10 6 THz, where
known in advance that the magnetic susceptibility of the system is too small, consisting, for instance, approximately −7.5 · 10 −10 for χ ∞ (k) at k = k min . Therefore, to reproduce this value using the difference of functions ε L (k min , ω) and ε T (k min , ω) it is required to compute them with a relative statistical accuracy of order 10 −12 at least that constitutes an unrealistic problem again. For example, even at extra long simulations with 1 000 000 time steps, as in our case, the relative statistical uncertainties for the dielectric quantities are of order 1%, i.e., 10 −2 only.
C. Propagation of electromagnetic waves
We consider now the question of propagation of free transverse electromagnetic waves, E(r, t) ∼ e i(ωt−k·r) , in the TIP4P water. The dispersion relation, connecting frequency and wavenumber of the waves in dielectrics, is of the form [18] :
In this case ω ∼ ck and, as it follows from equation (15), the transverse functions ε T (k, ω) and ǫ T (k, ω) differ from one another by order of χ(k, ω). As was shown in the preceding subsection, the magnetic susceptibility of ISM systems is sufficiently small at arbitrary wavevectors and frequencies, i.e., χ(k, ω) ≪ 1. Thus we can putt
in relation (20) 
The dielectric permittivity ε(ω) is an imaginary function of frequency. Therefore, a solution to the equation (20) with respect to wavenumbers at a given real frequency (it corresponds to frequency of the source which creates electromagnetic waves) it is necessary to find in the form k = k ′ − ik ′′ , where the magnitude k ′′ of the imaginary part will describe the damping of waves with the wavelength λ = 2π/k ′ .
We shall consider a case when plane waves are damped in direction of their propagation, i.e., when
Numerical results for the dispersion ω(k ′ ) and damping k ′′ (ω), coefficients in the infrared region of spectrum are shown in figs. 10a and 10b, respectively. We note that calculation of the damping coefficient at great frequencies is very sensitive to the preci- we consider the case of purely imaginary frequencies, ω ≡ iω * , in the infinite wavelength limit (k = 0). Then, as it follows from fluctuation formula (2), the dielectric constant can be calculated directly
using the time correlation function Φ(t) = that at ω * < 0 the dielectric constant ε(ω * ) is expressed via the imaginary part of ε(ω) (defined at real frequencies) as follows [17] :
The function ε(ω * ) is plotted in fig. 11a . It describes the response of the system on external electric fields which increase in time exponentially. As was expected, this function at ω * → −∞ tends to unity owing the inertness of polar molecules.
The case ω * > 0 will correspond to decaying in time of electric fields. This decaying can be caused either by decreasing of external fields or by switching off of sources which support these fields. As an example, consider the spatial and time decay of electromagnetic fields in the system after the passage of transverse electromagnetic waves. In this situation, frequency and wavevector are purely imaginary quantities, i.e., ω ≡ iω * with ω * > 0 and k ≡ −ik ′′ , that is necessary to take into account finding a solution to the equation (20) . For the same reasons as in the case of propagation of electromagnetic waves, we put (20) and obtain ω * = ck ′′ / ε(ω * ), where ε(ω * ) accepts purely real values at purely imaginary frequencies. We note that an independent parameter in this equality is k ′′ , so that the function ω * (k ′′ ) will describe the time decay ∼ e −ω * t of the transverse electric field with a spatial inhomogeneity of k ′′ which has been created by the passed electromagnetic wave (see fig. 10b ). The function ω * (k ′′ ) is shown in fig. 11b . As can be seen, weak spatial inhomogeneities correspond to long life times
, whereas strong inhomogeneous fields damp in time faster. It is worth to remark also that in the asymptotic limit t → ∞, the time correlation function Φ(t) decays in time exponentially as ∼ e −t/τ rel , where τ rel = 6.7ps is the relaxation time. Therefore, the dielectric constant ε(ω) at imaginary frequencies can be defined only in the region ℑω < 1/τ rel = 0.149 THz, because otherwise the integral in (21) 
The relations (23) are similar to the well-known Kramers-Kronig expressions for the dielectric constant of conductors [17] . They can be applied to the transverse frequencydependent dielectric constant of ISMs at arbitrary values of wavevector.
IV. CONCLUSION
We have established that the calculation of the dielectric quantities for interaction site models of polar fluids can be performed in computer experiment by two alternative ways, namely, using either charge or current fluctuations. The first way is more efficient to evaluate the longitudinal component ε L (k, ω) of the dielectric permittivity, whereas the second method is suitable to obtain its transverse part ε T (k, ω). Separating the total current of moving charges into electrical and magnetic components, the transverse
has been expressed in terms of the transverse dielectric ǫ T (k, ω) and magnetic χ(k, ω) functions. These functions have been evaluated for the TIP4P model of water by molecular dynamics simulations in the whole region of wavevectors and frequencies for the first time on the basis of the proposed fluctuation formulas.
It has been shown that the transverse
components of the dielectric tensor ǫ(k, ω) differ between themselves in a characteristic way and coincide with one another in opposite limits of either very small wavenumbers or very large wavevector and frequency values. Moreover, contrary to the case of longitudinal fluctuations, the generalized dielectric permittivity ε T (k, ω) exhibits a specific behaviour when both wavenumber and frequency tend to zero. We has identified also that at great frequencies the TIP4P water can be considered as a weak diamagnetics. However, values of the magnetic susceptibility χ(k, ω) are much smaller in amplitude than those for real water, because the electronic magnetization is not included in this model. It is worth to stress that in the present investigation the polarization and magnetization microscopic densities have been constructed taking into account explicitly the atomic structure of ISMs. As a result, it has been demonstrated, in particular, that at nonzero wavevectors the genuine transverse dielectric function ǫ T (k, ω) has nothing to do with that obtained in the point dipole approximation. The last function behaves like the dielectric permittivity of a Stockmayer system [12] [13] [14] and can be used at small wavenumbers only as an estimation of the frequency-dependent dielectric constant in the infinite-wavelength limit.
The longitudinal and transverse components of the wavevector-and frequency-dependent dielectric permittivity describe all electromagnetic phenomena in the system. The knowledge of these quantities may present an interest in both theory and pure experiment.
The performed calculations can be extended, in principle, to more realistic models of polar fluids. This will be the subject of a separate consideration.
The author would like to acknowledge financial support by the President of Ukraine.
We shall show that the longitudinal and transverse components c L,T (k) of the static wavevector-depended Kirkwood factor of second order c(k) = c L (k) + 2c T (k) are presented analytically.
According to definitions (3) and (7), the functions c(k) and c L (k) read
where the site velocities can be split as V 
It is necessary to underline that for a given molecular geometry, ∆ a Thus, the static Kirkwood factor of second order is uniquely determined by the temperature and geometry of molecules. It is the same for infinite and finite systems, i.e, C L,T (k) = c L,T (k) (infiniteness of the system has not been used at the derivation of equations (A4) and (A5)). As can been shown earlier, this statement is completely in line with transformations (9). 
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