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Abstract
We examine and compare the two most frequently used topologies on the Geroch-Kronheimer-
Penrose future completion of spacetimes.
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1 Introduction
A central notion of mathematical relativity, frequently used to define concepts related to black
holes, is the one of future null infinity. Its definition requires a conformal equivalence of (a part of)
the spacetime M to a manifold-with-boundary. The idea is to attach an endpoint to each timelike
future curve that is continuously inextendible to the future inM , and these endpoints constitute the
future boundary. Closely related to this idea is the recently developed notion of ’conformal future
compactification’ (called ’conformal extension’ in some references), which turned out to be useful
e.g. for the proof of global existence of conformally equivariant PDEs [24] as well as in quantization
[13]. Let us review the definition following [33] and [24]: A subset A of a spacetime M is called
future compact iff J+(p) is compact for all p ∈ M , and it is called causally convex iff there
is no causal curve in M leaving and re-entering A. A Ck conformal future compactification
(CFC) E of a globally hyperbolic spacetime (M, g) is an open conformal embedding of (I+(S0), g)
(where S0 is a Cauchy surface of (M, g)) into a g.h. spacetime (N, h) with a Lorentzian metric of
class Ck such that the closure of the image is future compact and causally convex. This generalizes
the usual notion of ’conformal compactification’ (CC) by requiring only future compactness of the
closure of the image instead of compactness.
From the work of Friedrich, Anderson-Chrusciel, Lindblad-Rodnianski and others ([21], [1], [12],
[14], [30], [37]) it follows that there is a weighted Sobolev neighborhood U around zero in the set of
vacuum Einstein initial values such that, for any u ∈ U , the maximal vacuum Cauchy development
of u admits a smooth CFC (as opposed to CCs of class C1, whose nonexistence for every nonflat
Einstein-Maxwell solution follows from the positive mass theorem). Given a CFC E : M → N ,
its future boundary is ∂+EM := {x ∈ cl(E(M))|I+(x) ∩ cl(E(M)) = ∅} ⊂ ∂(M,N). Still, many
important examples of spacetimes do not admit CFCs. Luckily, there is a classical intrinsic notion
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of future completion IP (M) and future boundary ∂+M of a spacetime M as defined by Geroch,
Kronheimer and Penrose in [23]. Budic and Sachs [8] then defined an appropriate chronological
structure ≪BS on IP (M). For the precise definition of IP (M) and ≪BS , see Section 2, where we
also revise the well-known construction of a map iM : M → IP (M) assigning to p ∈ M the set
I−(p), show that IP (M) \ iM (M) consists of the past I−(c) of future-inextendible curves c, and
construct the end-point map εE : IP (M)→ cl(E(M), N) assigning to every IP I−(c) the future
endpoint (continuous extension) of E ◦ c.
The choice of topology on IP (M) has been subject of a long debate. One candidate, the ’chrono-
logical topology’, denoteded by τ− in this article, has been elaborated by Flores [16] inspired by
ideas of Harris [26]. Flores, Herrera and Sa´nchez [18] extended the definition to the entire causal
boundary (union of future and past boundary with identifications) and related it to the confor-
mally standard stationary situation [19]. There is, however, a strictly finer topology τ+, developed
by Beem [5] for IP (M), which we will call ’Beem topology’. It is metrizable (whereas τ− is not
even Hausdorff — but still T1). The main disadvantage of τ+ is that preservation of the topology
of M is guaranteed if and only if M is causally simple, whereas τ− does the same in the much
larger class of strongly causal spacetimes. Unaware of Beem’s result, the author in 2014 redefined
the topology in [33] (in a way Beem already had stated with a proof sketch was equivalent to his
original one) and used it as an obstruction against the existence of CFCs. In 2018, also unaware of
Beem’s result, the authors of [10] rediscovered τ+ again and obtained some more general results,
this time defining τ+ in Beem’s original way; here we will show in detail how τ+ can be defined
on every chronological set (see below for a definition) and, in Sec. 7, even on a general partially
ordered set, and that on IP (M) the two previous definitions are equivalent.
The focus of the present article is on future completions, in contrast to e.g. [18], which already
simplifies many aspects. Secondly, our focus is on the upper part of the causal ladder (stricter
causality conditions), in contrast to e.g. [26], where strongly causal spacetimes are treated. All our
constructions can almost effortlessly be made for spaces defined by Harris [25] called ’chronological
spaces’ that generalize strongly causal spacetimes and could play a role of limit spaces in Lorentzian
geometry similar to metric spaces in Gromov-Hausdorff theory for Riemannian geometry, cf [35]
for related ideas. Following a definition by Harris, a chronological or chr. set is a tuple (X,≪)
where X is a set and ≪ is a binary transitive anti-reflexive1 relation on X with
1. ≪ is connex or semi-full, i.e. ∀x ∈ X∃y ∈ X : x≪ y ∨ y ≪ x,
2. (X,≪) is chronologically separable, i.e., there is a countable subset S ⊂ X that is
chronologically separating, i.e., ∀(x, y) ∈≪ ∃s ∈ S : x≪ s≪ y.
We define the category2 C of chr. sets, whose morphisms are f :M → N such that for x1, x2 ∈M ,
we have f(x1)≪ f(x2)⇔ x1 ≪ x2, and isomorphisms are invertible such3.
A 3-tuple (X, τ,≪) where (X, τ) is a topological space and (X,≪) is a chronological set is called
a chronological or chr. space. It is called regular iff for every p ∈ X , the sets I±(p) are open
1i.e., ≪ is disjoint from the diagonal: ¬(x ≪ x) ∀x ∈ X.
2To not leave the reign of sets we here apply the usual procedure of bounding the cardinality of the sets, e.g. by
the one of R, in the definition of a chronological set.
3This is a stronger condition than the notion of isocausality issued by Garc´ıa-Parrado and Senovilla [22], [20].
It requires that the images of the chronological future cones are not subsets of but coincide exactly with the
chronological future cones in the range.
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and indecomposable (as past resp. future sets, for the definition see the next section). Spacetimes
are regular topological chr. spaces.
There is a functorial way to define a causal relation α(≪) from a chronological one:
x α(≪) y :⇔ I+(y) ⊂ I+(x) ∧ I−(x) ⊂ I−(y), see [32], Def. 2.22 and Th. 3.69 showing that for a
causally simple spacetime (M, g), with the usual definition of≪ resp. ≤ via temporal resp. causal
curves, we get x ≤ y ⇔ xα(≪)y ⇔ I+(y) ⊂ I+(x) ∨ I−(x) ⊂ I−(y): The implication from left to
right is true in any spacetime, for the other direction calculate I+(y) ⊂ I+(x) ⇒ y ∈ cl(I+(x) =
cl(J+(x)) = J+(x). Henceforth until Sec.7, we assume any causal relation to be of this form α(≪)
for a chr. relation ≪. We define the category CS of regular chr. spaces whose morphisms are the
continuous morphisms of C and whose isomorphisms are the invertible such. With this at hand,
we want to enrich IP by adding topologies, i.e., prolong IP to a functor F+ = τ+ ◦ IP with a
functor τ+ : C → CS which is a left inverse of the forgetful functor CS → C. For every object M
of the category CS of chr. spaces we have a morphism iM : M → F+(M) mentioned above. Here,
For such a functor F we define three desiderata:
• F is future (causally) complete iff for every future causal chain c in an object M of C,
iM ◦ c has a future endpoint in F (M) (the notions written in italic are defined in Sec. 2);
• F is marginal iff iM is a homeomorphism onto iM (M), which is open and dense in F (M);
• F respects conformal future compactifications iff the following holds: If a CFC E :
M → N of M exists, then its end-point map εE as above maps ∂F (M) := F (M) \ iM (M)
isomorphically (i.e., monotonically homeomorphically) to ∂+E (M).
In the case of the standard static spacetime N := L1 ×M over a Riemannian manifold M , Harris
[27] examined an identification P of the future boundary of N with the space B(M) of Busemann
functions of M . He then writes:
We can view ∂+(L1 ×M) as having either the future-chronological topology induced
from identifying it (via P ) with B(M), the function-space topology; perhaps either is
a reasonable candidate for topology.
We will see that Harris’ judgement is very much to the point even in the case of spacetimes without
any symmetry. We will show that τ− and τ+ applied to the IP (X) both satisfy all desiderata and
are appropriate for complementary purposes, and that several descriptions of the second topology,
including two different descriptions given in two references, are equivalent. Whereas previous
approaches defined τ+ only on IP (M), here we present a definition of τ+ for every chr. set. The
article also gives a self-contained introduction to IP (X) with the topology τ+.
The article is structured as follows: Sections 2 and 3 are largely expository; Section 2 reviews the
construction of the functor IP assigning to a chronological set its future completion IP (M) as
a chronological set, Section 3 resumes facts about τ− on IP (M). Section 4 explores parts of the
causal ladder for chronological spaces. Section 5 introduces the topology τ+ on a chr. set, compares
it τ− and to the Alexandrov topology and applies it to IP (M). In Section 6, in a close analogy to a
proof by Harris, we compute the future causal completion of multiply warped products. In Section
7, we develop the topic from the perspective of the causal relation instead of the chr. relation.
The author is very grateful for severable valuable discussions with Ivan Costa e Silva, Jose´ Luis
Flores, Stacey Harris, Jonata´n Herrera and Miguel Sa´nchez, and for a very detailed and helpful
report of an anonymous referee on a first version of this article.
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2 The set of indecomposable past subsets
Let X be a chronological set. A subset A of X is called past iff A = I−(A). The definition of
≤= α(≪) implies the push-up property x ≤ y ≪ z ∨ x ≪ y ≤ z ⇒ x ≪ z∀x, y, z ∈ X (valid
also in every spacetime), which entails
⋂{I+(r)|r ∈ R} = ⋂{J+(r)|r ∈ R} for every past subset
R of X . Thus until Sec.7, we assume any causal relation to be of this form, taking the push-up
property for granted.
For every subset A of X , the subset I−(A) is past, i.e., I− is idempotent: Transitivity of ≪
implies I−(I−(A)) ⊂ I−(A) and chronological separability implies the reverse inclusion. Let
IP (X) be the set of indecomposable past subsets (IPs) of X , where a nonempty past subset is
called indecomposable iff it is not the union of two past proper subsets. A (future) causal
chain in X is a strictly monotonous increasing map c : (N,≤) → (X,≤), and we write I−(c) :=
I−(c(N)). A (future) chronological chain is defined in analogy to causal chains, by replacing
strict monotonicity with the condition a(n) ≪ a(n + 1) ∀n ∈ N. Obviously, every chr. chain
is a causal chain. Analogously to chains, (future) causal and chronological curves are defined by
replacing N with a real interval. Geroch, Kronheimer, Penrose [23][Th. 2.1] and Harris [25] showed:
A nonempty subset of a chr. set X is an IP if and only if it is the past of the image of a chr. chain.
For the sake of self-containedness let us give a proof: For the ’if’ part, let B ∪ C = A = I−(c(N))
for a chronological chain c and B,C past. As c−1(B) ∪ c−1(C) = N, one of them is infinite, and
this one equals A. For the other direction, call a chr. space Y synoptic iff for all p, q ∈ Y we have
I+(p) ∩ I+(q) 6= ∅. Then we prove that a past set is synoptic if and only if it is indecomposable:
Nonsynopticity implies existence of two points p, q with I+(p) ∩ I+(q) = ∅, or equivalently, q /∈
U+(p) := I−(I+(p)), and a nontrivial decomposition of Y is then (U+(p), X \ I+(p)); for the other
direction let a nontrivial decomposition (A,B) be given, then for p ∈ Y \ A, q ∈ Y \ B one easily
verifies I+(p)∩ I+(q) = (I+(p)∩ I+(q))∩ (A∪B) = ∅. Knowing synopticity, it is easy to construct
a chronological chain q generating the IP: Let p(N) be chronologically separating in Y , then choose
inductively qi+1 from I
+(pi) ∩ I+(q) (nonempty, as Y is synoptic). Then for all x ∈ Y we know,
again by separability, that I+(p) contains some pi ≪ qi, and so Y = I−(q(N)).
We call a chr. space preregular iff I−(p) is indecomposable for all p ∈ X . For a preregular chr.
set we define iX : X → IP (X) by iX(x) = I−(X). Whereas always arbitrary unions of past sets
are past, one needs preregularity to show that finite intersections of past sets that are past.
We define a chronological relation ≪BS on P (X), following [6], by
A≪BS B :⇔ I+
⋂
X (A) ∩B 6= ∅,
for each two A,B ∈ P (X), where, for any nonempty subset R of X , I+
⋂
X (R) resp. J
+
⋂
X (R) denotes
the joint chronological future resp. joint causal future
⋂{I+(r)|r ∈ R} resp. ⋂{J+(r)|r ∈
R} of A in X , correspondingly for the pasts. Whereas J± and I± are monotonously increasing
maps from (P (X),⊂) to itself, J±
⋂
and I±
⋂
are monotonously decreasing, and e.g. J+
⋂
(A ∩
B) ⊃ J+
⋂
(A) ∪ J+
⋂
(B). We define ≪IP (X) as the restriction of ≪BS to IP (X). If X is
preregular, the map iX : p 7→ I−(p) is a chronological morphism (due to chr. separability) with
iX(X) = I
−(∂+(IP (X)). We call a chr. set (X,≪) past-reflecting iff
∀x, y ∈ X : (I−(x) ⊂ I−(y)⇒ I+(y) ⊂ I+(x)). For every chr. set X we get
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(IP (X),≪IP (X)) is past− reflecting, and A α(≪IP (X)) B ⇔ A ⊂ B, (2.1)
as one can see easily: For the implication from the right to the left, assume U ≪BS A, then
∅ 6= I+∩X (U)∩A ⊂ I+∩X (U)∩B, thus U ≪BS B, so I−BS(A) ⊂ I−BS(B). But also I+BS(B) ⊂ I+BS(A):
For U ∈ I+BS(B) we have ∅ 6= I+∩X (B) ⊂ I+∩X (A) due to the monotonicity of I+∩X . For the reverse
implication in Eq. 2.1, let Aα(≪BS)B, i.e. I−BS(A) ⊂ I−BS(B), so for every U ∈ IP (X) we
have I+∩X (U) ∩ A 6= ∅ ⇒ I+∩X (U) ∩ B 6= ∅. Now let a ∈ A. Then U := I−(a) ∈ IP (X) and
I+∩X (U)︸ ︷︷ ︸
⊃{a}∪I+(A)
∩A 6= ∅, so I+∩X (U) ∩B 6= ∅ and a ∈ B.
This causal relation obviously extends ≤ on X . However, two points x, y not causally related in X
could be causally related in iX(X) ⊂ IP (X), e.g. for X = R1,1\{0}, x := (−1,−1) and y := (1, 1).
But we will see in Th. 8. Item 3, that this does not happen in our main case of interest.
We call a chr. space X I±-distinguishing resp. J±- distinguishing iff p 6= q ⇒ I±(p) 6= I±(q)
With essentially the same proof as in [16], Th.4.3, we see that IP (X) is I−-distinguishing if X
is I−-distinguishing, because i−1X (I
−
IP (X)(x)) = x ∀x ∈ IP (X). Even more, for Past(X) being
the set of past subsets of X , I−BS : Past(X) → P (Past(X)) is injective: Let A,B ⊂ X past
with I−BS(A) = I
−
BS(B), thus for all z ∈ P (X) : I+∩(z) ∩ A 6= ∅ ⇒ I+∩(z) ∩ B 6= ∅ (*); now
let x ∈ A = I−(A), then there is y ≫ x with y ∈ A, and if we apply (*) to z := I−(x) and
y ∈ I+∩(z)∩A, we get x ∈ B, and vice versa. For a preregular I−-distinguishing chr. set, the map
iX is injective. Moreover, IP (X) is J
−-distinguishing, as x =
⋃
J−(x) ∀x ∈ IP (X). A chr. set X
is called future complete (resp. weakly future complete) iff every causal chain (resp. every
bounded above causal chain) c in X has an endpoint, i.e., a point pc ∈ X with I−(c) = I−(pc).
A future causal completion of a chronological set X is a chronological map k : X → X into a
future complete chr. set. We call a chr. set past-full iff I−(x) 6= ∅ ∀x ∈ X , and one sees easily:
Given a preregular chronological space (X,≪) then iX : (X,≪) 7→ (IP (X),≪BS , α(≪BS)) is a
causal completion. The functor IP assigning IP (X) to any chr. set X is idempotent and maps
(preregular resp. past-full resp. I±-distinguishing) chr. sets to future complete (preregular resp.
past-full resp. I±-distinguishing) chr. sets.
The functor IP is idempotent, as IP (X) is future-complete for each chr. space X , and IP (S) = S
for all future-complete chr. sets S, as every chr. chain has a terminal point in S.
For a CFC E : M → N , we define a map εE assigning to an IP I−(c) the endpoint of E ◦ c in N .
Clearly, the choice of c is not canonical, but for two causal chains c, k with I−M (c) = I
−
M (k) we have
I−N (E ◦k) = E(I−M (k)) = E(I−M (c)) = I−N (E ◦ c), and thus εE(c) = εE(k) as (N, h) is distinguishing
(the existence of an endpoint is obvious from future-compactness). Thus εE is well-defined. In
any regular chr. space, past subsets are open, and past subsets of spacetimes have a Lipschitz
boundary ([4], Th. 3.9).
The above definition only defines IP (X) as a chronological set. Now we want to equip it with
topologies. Our ambition will be not to use the topology on X in the definition of the topologies
τ−, τ+ on IP (X) but only the causal structure on IP (X).
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3 The topology τ−
We define a topology τ− by letting C ∈ IP (M) be τ−-closed iff for every sequence σ in C we have
C ⊃ L−(σ) := {P ∈ IP (M) \ {∅}|P ⊂ lim inf(σ) ∧ P maximal IP in lim sup(σ)}.
where lim sup and lim inf are defined set-theoretically, see Sec. 4. There is a construction that
unites future and past boundary, and then, one can single out the future part of the boundary and
equip it with the relative topology; the latter coincides with the future chronological topology at
least if the initial spacetime (M, g) was globally hyperbolic [18]. The definition of τ− works for
IP (X), whereX is any chronological space, and is functorial in the category of IP s of chronological
spaces and the IP prolongations I− ◦ f of chronological morphisms f . Furthermore, τ− is locally
compact and even future-compact, which follows from the fact shown in [17] (Theorem 5.11) that
every sequence of IPs not converging to ∅ has a subsequence convergent to some nonempty IP.
Defining a functor F− := (IP, τ−) between the categories of causally continuous spacetimes and
chr. spaces we get:
Theorem 1 (see [18]) F− is future-complete, marginal and respects CFCs.
Proof. The only point not addressed explicitly in the references is the last one. Theorem 4.16 in
[18] assures that the end-point map is a monotonous homeomorphism if
1. E is future chronologically complete (defined by replacing ’causal’ with ’chronological’
in the definition of future causal completeness),
2. each point p ∈ ∂+E(M) is timelike transitive, i.e. there is an open neighborhood U of
p in N such that for all x, y ∈ V := cl(E(M)) ∩ U the following push-up properties hold:
x ≪E z ≤E y ⇒ x ≪E y, x ≤E z ≪E y ⇒ x ≪E y. Here, p ≪E q iff there is a continuous
curve c in cl(E(M)) between p and q that is a smooth future timelike curve in M apart from
the endpoints of the interval.
3. Each point p ∈ ∂+E(M) is timelike deformable, i.e. there is an open neighborhood U
of p in N such that I−(p,E(M)) = I−(E(c)) for a C0-inextendible future timelike curve
c : [a; b]→M with E(c(a))≪E q for all q ∈ V := cl(E(M)) ∩ U .
These properties are satisfied by CFCs: The first one follows from future compactness, the second
one from the push-up properties in N and the fact that ≤E⊂≤N and for q ∈ ∂+E(M) we have
p≪E q ⇔ p≪N q as I−(q) ⊂ E(M). The same argument works also for the last item. ✷
The topology τ− does not in general inherit the R-action of the flow of the timelike Killing vector
field even for standard static spacetimes, without the additional hypothesis that τ− is Hausdorff.
Remark 3.40 in [18] shows that τ− is in general not Hausdorff nor is in general first countable; in
Sec. 5 we will see an example (the ultrastatic spacetime over the unwrapped-grapefruit-on-a-stick)
well-known to have a non-Hausdorff future causal boundary if the latter is equipped with τ−.
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4 Topologies on power sets, causal ladder for chr. spaces
As IP (X) consists of subsets of X , we now examine more closely topologies on power sets. For
topological spaces (W,σ), (X, τ), a map F : W → τ(X) from W to the open sets of X is called
inner (resp., outer) continuous at a point p ∈ Y iff for all compact sets C ⊂ (F (p)) (resp.,
for all compact sets K ⊂ X \cl(F (p))), there is a σ-open set U containing p such that for all q ∈ U ,
we have C ⊂ (F (q)) (resp., K ⊂ X \ cl(F (q))). Translated to notions of convergence, this means
that for every net a in τ(W ) convergent to p, the net F ◦ a inner (resp. outer) converges to
F (p), where a net a : b→ τ(X) inner converges to A ∈ τ(X) iff for all compact sets C in A there is
n ∈ b such that for all m ≥ n we have C ⊂ a(m) (resp., for all compact sets C in int(X \A) there
is n ∈ b such that for all m ≥ n we have C ⊂ int(X \ a(m))). We denote the topology determined
by inner and outer convergence (i.-o.-convergence) by τio (which is, somewhat confusingly at a
first sight, a topology on τX). Sometimes we will consider the i.o. topology as a topology on the
entire power set P (X); there, it is induced as the initial topology int∗(τio) via the map int. A net
a converges in this topology to a subset U iff int ◦ a converges to int(U). Of course, this topology
is not Hausdorff any more.
Let C(X) resp. K(X) denote the set of closed resp. compact subsets of X ; if a X is metric,
until further notice we always equip K(X) with the topology defined by the Hausdorff distance
dH (recall that the definition of the Hausdorff distance implies that dH(∅, A) = ∞, which makes
the Hausdorff distance a generalized metric).
Theorem 2 Let X be a Heine-Borel metric space, let a : Y → τ(X) be a net. If a i.-o.-converges
to a∞ ∈ τ(X), then ∀K ⊂ X compact : aK := cl ◦ (· ∩ K) ◦ a : Y → (K(X), dH) converges to
cl(a∞ ∩K).
Remark. The reverse implication does not hold, an instructive counterexample with a taking
values in the interiors of closed connected subsets being a(n) := B(0, 1) \ B(x(n), 1/n) ⊂ Rk for
k ≥ 2, where x : N→ Q2 ∩B(0, 1) is any bijective sequence; in this case, for K := cl(B(0, 1)), the
sequence aK converges to cl(B(0, 1)) in dH , but a does not converge in τio.
Proof. We have to show cl(K ∩ a(q(m))) →m→∞ cl(K ∩ a∞)) in dH . Inner convergence implies
that for all L ⊂ a∞ compact, there is mL ∈ Y such that L ⊂ a(n)∀n ≥ mL, and outer convergence
implies that for all S ⊂ int(X \a∞) compact, there is µS ∈ Y such that S ⊂ int(X \a(n))∀n ≥ µS .
We apply this to the compact nonempty sets
L := cl({k ∈ K|B(k, 2ε) ⊂ a∞}) ⊂ {k ∈ K|B(k, ε) ⊂ a∞} and
S := cl({k ∈ K|B(k, 2ε) ∩ a∞ = ∅}) ⊂ {k ∈ K|B(k, ε) ∩ a∞ = ∅},
then for all n ≥ m := sup{mL, µS} we get dH(cl(a(n)∩K), cl(a∞∩K)) < ε, as cl(a∞∩K)∩S = ∅
follows from cl(a(n)∩K) ⊂ B(a∞∩K, ε) and cl(a∞∩K) ⊂ B(a(n)∩K, ε) follows from L ⊂ a(n)∩K.
✷
We can express many results about noncompact subsets in a more elegant way via Busemann’s
following result (see [7]) on a metric d1 on the space C(X) of the closed nonempty subsets of a
Heine-Borel metric space (X, d0) which we need later anyway. We write M ր N for a strictly
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monotonically increasing map between partially ordered spaces M and N . For A : N→ P (X) we
then define
˜lim supn→∞A(n) := {q ∈ X |∃a : N→ X∃j : Nր N : a ◦ j(n) ∈ A(j(n))∀n ∈ N ∧ a(j(n)→n→∞ q},
l˜im infn→∞A(n) := {q ∈ X |∃a : N→ X : a(n) ∈ A(n)∀n ∈ N ∧ a(n)→n→∞ q}.
It is easy to see that ˜lim sup and l˜im inf take values in the set of closed subsets, and ˜lim sup(cl◦a) =
˜lim sup(a) as well as l˜im inf(cl ◦ a) = l˜im inf(a), for details see [7]. We want to connect those limits
to the usual definitions of set-theoretical limsup and liminf: For any sequence a : N → P (X) of
subsets of a set X the set-theoretic liminf and limsup are defined as usual by
lim inf(a) :=
⋃
n∈N
⋂
m≥n
a(m),
lim sup(a) :=
⋂
n∈N
⋃
m≥n
a(m) =
⋃
{
⋂
n∈N
(a ◦ j)(n) ∣∣ j : Nր N}.
(being just an instance of the general definition of lim inf and lim sup in any directed set, by
successive application of inf and sup). With those definitions, we see that
l˜im inf(a) ⊃ cl(lim inf a), ˜lim sup(a) ⊃ cl(lim sup a).
Even for sequences of open subsets, these inclusions are not equalities: Consider a(n) := ( 1n+1 ;
1
n+2 ) ⊂
R, then the a(n) are pairwise disjoint, so lim sup(a) = ∅ but ˜lim supa = {0}. Also, for a sequence
a of past sets, in general neither lim inf(a) nor lim sup(a) is a past set: Consider a Lorentzian
product X := (0; 1)×M , let us take M := (0; 1) for simplicity. As (0; 1)× (0; 1) is isometrically
embedded in R1,1, the future causal completion is isomorphic in the category C to the subset
V := (0; 1] × (0; 1) of R1,1. Now consider the sequence a in V defined by a(n) := (1, 12 + 1n ) and
a corresponding sequence A of indecomposable past subsets of X defined by A(n) := I−(a(n)).
Then we get lim inf(A) = I−((1, 12 ))∪ {(1, 12 ) + t(−1, 1)|0 < t <
√
2}, and the second subset in the
union is a part of the boundary of the first subset, preventing the liminf to be open and so to be a
past set. Also in the case of Kruskal spacetime Km of mass m, considering a convergent sequence
n 7→ an on the spacelike part of the future boundary, lim inf(a) = lim sup(a) contains part of the
boundary of an IP. However, we can define a subset B of a chr. set X to be nearly past resp.
nearly future iff I−(B) ⊂ B resp. I+(B) ⊂ B and we call a subset B of a chr. space X to be
almost past resp. almost future iff I−(B) ⊂ int(B) resp. I+(B) ⊂ int(B). For a chr. space
X , we define ∂±X := {x ∈ X |I±(x) = ∅}; this generalizes the previous definition for conformal
future compactifications, where we have ∂±(E(M)) = ∂±X where X := cl(E(M), N). We call a
chr. space X chronologically dense iff p ∈ cl(I±(p)) ∀p ∈ X \ ∂±X . With these definitions we
get easily:
Theorem 3 Let a be a sequence of past sets in a chr. set X, i.e. I− ◦ a = a. Then lim sup a and
lim inf a are nearly past. Let X be a regular chr. space. Then lim sup(a) and lim inf(a) are almost
past, and ˜lim sup(a) = cl(lim sup a) and l˜im infa = cl(lim inf a). If X is regular and chr. dense,
8
then the complement of an almost (resp., nearly) past subset is almost (resp., nearly) future, each
almost past or almost future set B satisfies B ⊂ cl(intB), thus cl(intB) = cl(B), int(B) = int(cl(B)
and for almost-past sets B we have cl(B) = cl(I−(B)), and finally, int(J±(A)) = I±(A) for all
A ⊂ X. ✷
We introduce Busemann’s metric on the set of closed subsets of a metric space, which differs from
Hausdorff metrics like the continuous extension of arctan ◦dH by blurring the behaviour at infinity:
Theorem 4 (Compare with [7] Sec. I.3) Let (X, d0) be a Heine-Borel metric space, let x0 ∈
X. Then for C(X) := {A ⊂ X |A closed}, the map
d1 = d
x0
1 : C(X)× C(X)→ R ∪ {∞},
d1(A,B) := sup{|d0(x,A) − d0(x,B)| · exp(−d0(x0, x))︸ ︷︷ ︸
ψA,B(x)
;x ∈ X} ∀A,B ∈ C(X)
takes only finite values and is a metric on C(X) that makes C(X) a Heine-Borel metric space.
For two points x0, x
′
0, the metrics d
x0
1 and d
x′0
1 are uniformly equivalent (so by abuse of notation we
henceforth suppress this dependence). A sequence a : N→ P (X) converges in the topology induced
by the extended metric d1 to a∞ iff l˜im infn→∞a(n) = ˜lim supn→∞a(n) = cl(a∞). And finally:
For each y ∈ X there is C > 0 such that for all A,B ⊂ X we have y ∈ A ∩B ⇒ d1(A,B) < C.
Proof. All assertions but the last are proved in [7], Sec. I.3. For the last one, let c := d(x0, y),
then
|d(x,A) − d(x,B)| ≤ max{d(x,A), d(x,B)} ≤ d(x, x0)︸ ︷︷ ︸
=:s
+ d(x0, y)︸ ︷︷ ︸
=:c
.
With C := sup{(s+ c) · e−s|s ∈ R} <∞, we get |d(x,A)− d(x,B)| · e−d(x0,x) < C ∀x ∈ X . ✷
Theorem 5 Let (X, d) be a Heine-Borel topological space. Then d1-convergence of a sequence
a : N → C(X) is equivalent to dH-convergence of aL := L ∩ a for all L ⊂ X compact. Thus
f : Y → (P (X), d1) is continuous iff fL : Y → (K(L), dH) is continuous for all L ∈ K(X).
Proof. The first direction, to show that d1-convergence of a implies dH -convergence of aL, follows
from the topological equivalence of d1 and dH on compacta. For the reverse implication, let ε > 0
be given, then choose K := cl(B(x0, r)) for 2re
−r < ε and n ∈ N such that for all m ≥ n we have
dH(aK(m), bk) < ε. Then d1(a(m), b) < ε. ✷
Theorem 6 Let (Y,≪, τ) be a chr. dense chr. space, then J±(p) ⊂ cl(I±(p))∀p ∈ X. If,
moreover, I±(p) are open ∀p ∈ Y , then Y is regular. For a regular chr. space (X,≪, τ) the
maps I±X are inner-continuous.
Proof. The first assertion follows easily from the push-up property. For the second one, we
show that every I−(x) is synoptic and thus indecomposable: Let y, z ∈ I−(x), then I+(y) ∩ I+(z)
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is an open neighborhood of x, so chr. denseness shows that I−(x) ∩ I+(y) ∩ I+(z) 6= ∅. For
the last assertion, let p ∈ X be fixed and p ≪ q, then chronological separability ensures some
rq ∈ I+(p) ∩ I−(q), and regularity implies that I+(rq) is an open neighborhood of q whereas
I−(rq) is an open neighborhood of p. Now let C ∈ I+(p) be compact, then the open covering
{I+(rq)|q ∈ C} of C has a finite subcovering {I+(rq(i))|i ∈ Nn}, and U :=
⋂n
i=0 I
−(rq(i)) is an
open neighborhood of p such that for every q ∈ U we have C ∈ I+(q). ✷
So, in a regular chr. space, p 7→ I±(p) are inner continuous. A future- or past-distinguishing chr.
space X is called future resp. past causally continuous iff I± is inner and outer continuous,
and future resp past causally simple iff J±(p) is closed for every p ∈ X , or equivalently, that
J+ ⊂ X × X is closed: The nontrivial implication follows from J+ = cl(I+), whose nontrivial
inclusion is shown by noting that for (x, y) ∈ cl(I+) we get y ∈ cl(I+(x)) = J+(x). A past subset
of M is determined by its closure: Let A,B ⊂ X be past. If cl(A) = cl(B) then A = B: Let p ∈ A,
then U := I+(p) ∩ A 6= ∅ is open; now U ⊂ cl(A) = cl(B), so U ∩ B 6= ∅, thus p ∈ B (and vice
versa).
Theorem 7 Let (X,≪, τ) be a causally simple regular chronological space. Then J±(p) = cl(I±(p)).
Moreover, (X,≪, τ) is causally continuous, and J±(C) is closed for every compact set C ⊂ X.
Proof. The first statement follows from the the first assertion of Th. 6. For the second assertion,
let us first show that ∀p, q ∈ X holds: If q ≤ r∀r ∈ I+(p) and p ≥ r∀r ∈ I−(q) then q ∈ J−(p):
In fact, for p ≪ r, chronological separability implies that there is s ∈ X with p ≪ s ≪ r, and so
q ∈ J−(s), thus q ≤ s ≪ r, which together with the push-up property implies q ≪ r. Therefore
I+(p) ⊂ I+(q), and analogously we prove I−(q) ⊂ I−(p). As ≤= α(≪) we get q ≤ p. Thus, given
a compact K ⊂ X \ cl(I−(p)), the set of subsets {X \ J−(r)|r ∈ I+(p)} ∪ {I+(t)|t ∈ X \ J−(p)} is
an open covering of K and therefore contains a finite subcovering {X \J−(ri)|i ∈ Nn}∪{I+(tj)|j ∈
Nm}, and
⋂
i∈Nn
I−(ri) ∩
⋂
j∈Nm
(X \ J+(tj)) is an open neighborhood of p such that all q ∈ U
satisfy K ∈ X \ I−(q).
For the last statement, let y ∈ cl(J+(C)), then there is a sequence a : N → X and a sequence
b : N → C with a(n) →n→∞ y and b(n) ≤ a(n) ∀n ∈ N. Then a subsequence b ◦ j of b converges
to some x ∈ C. As causal simplicity implies that J+ ⊂ X × X is closed and the (in X × X)
convergent sequence (a, b ◦ j) takes values in J+ we can conclude y ∈ J+(x) ⊂ J+(C). ✷
For a chr. set X we define the future resp. past boundary ∂+X := {x ∈ X |I+(x) = ∅} resp.
∂−X := {x ∈ X |I−(x) = ∅}, which is related in an obvious way to the definitions ∂+E (M) and
∂F (M) in the Introduction, which in turn were restricted to the cases that there is a conformal
future compactification E : M → N resp. to map F : X → IP (X): We have ∂+E (M) :=
∂+(cl(E(M), N)) and ∂F (M) = ∂+(IP (M)).
Now we want to define strong causality for chr. spaces. This point is a bit subtle, as the embedding
of strong continuity on the causal ladder relies on the non-imprisonment property for causal curves,
which in turn is proven via local coordinates. The same holds for the proof that any strongly causal
spacetime carries the Alexandrov topology (for both see [36]). We consider the following notions: A
chr. space X is almost strongly causal iff every neighborhood of any x ∈ X contains a causally
convex subneighborhood of x. A causal chain c in an almost strongly causal chr. space X converges
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to p ∈ X if and only if I−(c) = I−(p). It is called strongly causal iff every neighborhood U of
any x ∈ X has a subneighborhood of the form J+(K)∩J−(L) for some compact subsets K,L ⊂ X .
As K ⊂ J±(K), automatically K,L ⊂ U , and if X is causally simple, by intersection with J±(x)
we can ensure that K ⊂ J−(x), L ⊂ J+(x) if both J+(x) and J−(x) are nonempty. Finally, X is
called Alexandrov iff every neighborhood of any point x ∈ X has a subneighborhood of x of the
form J+(y) ∩ J−(z) for some y, z ∈ X , or equivalently, iff its topology is the Alexandrov topology
τA. Furthermore, the three notions are really different in general: The weakest one, almost strong
causality, is equivalent to requiring that the subneighborhood can be chosen to be the intersection of
a future and a past subset (just write a convex subneighborhood V as I+(V ) ∩ I−(V )). Secondly,
X0 := R1,2 \ I+(0) wih the induced chronology and topology is strongly causal (even causally
simple) but not Alexandrov. To see an example of a chr. space that is almost strongly causal
but not strongly causal we just replace the role of R2 in X0 by the infinite-dimensional separable
Hilbert space ℓ2 (losing local compactness).
We define a chr. space X to be globally hyperbolic or g.h. iff it is strongly causal and
J+(K) ∩ J−(C) is compact for any two compact sets C,K in X . We say that a chronology
≪ on a topological space X is path-generated iff p ≪ q implies that there is a monotonically
increasing path (i.e., continuous map from a real interval to X) from p to q. Spacetime chronologies
are path-generated. Of course, every path-generated chr. space is chronologically dense. If the
chronology of a distinguishing chr. space X is path-generated, X is indecomposable if and only if
it is the past of the image of a chronological future curve c in X . A triple (X,≪, τ), where X is a
set, ≪ is a relation on X and τ is a topology on X , is called well-behaved iff
1. (X,≪) is a chronological space,
2. (X, τ) is locally compact, σ-compact, metrizable and locally arcwise connected, and
3. (X,≪, τ) is regular and path-generated.
Every spacetime is well-behaved. Via Hausdorffness and causal denseness we see that every well-
behaved chr. space is I-distinguishing, i.e. for I(A) := I+(A) ∪ I−(A) we get that I : X → P (X)
and (I+, I−) : X → P (X) × P (X) are injective (whereas I± are not in general, due to possible
nonempty causal boundaries). For the next theorem, let a chr. set X be full iff I+(x) 6= ∅ 6=
I−(x) ∀x ∈ X . For a chr. set X , we denote its largest full subset by X := X \ (∂+X ∪ ∂−X).
A classical result by Vaughan ([38], see also [39]) says that each sigma-compact and locally com-
pact topological space admits a compatible Heine-Borel metric. If we are given a well-behaved
and causally simple chr. space then we choose such a Heine-Borel metric d0, which determines
corresponding metrics dH on compact subsets and d1 on closed subsets. Theorem 5 tells us that the
topology induced by d1 (which we henceforth denote by τ1) does not depend on the metric chosen.
The following theorem shows, among others, an interesting connection between d1-convergence
and i.o.-convergence in the case of nearly past sets. For its formulation, let CNP (X) be the set
of closed nearly past subsets of X and CNF (X) be the set of closed nearly future subsets of
X . For our purposes, it is essential to know about continuity of the intersection operator. Of
course, the map ∩ : (τ(X), τio) × (τ(X), τio) → (τ(X), τio) is continuous. But we want to know
the same for d1-convergence. In general, the corresponding statement would be wrong. However,
the specialization to nearly past sets helps, as the second item of the following theorem shows.
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Theorem 8 Let X be a well-behaved chr. space.
1. Let A : N → P (X) be a sequence such that A(n) is past for all n ∈ N. If cl ◦ A converges
w.r.t. d1 to A∞ ∈ P (X) then A∞ is almost past, and A i.o.-converges to I−(A∞).
2. ∩ : (CNP (X)× CNF (X), d1 × d1)→ (C(X), d1) is continuous.
3. X is causally continuous if and only if J± : (K(X), d1)→ (C(X), d1) is continuous.
4. If X is causally simple, then X is causally continuous, and
x ≤X y ⇔ iX(x) ≤IP (X) iX(y)∀x, y ∈ X.
5. If X is causally continuous, then X is strongly causal, and X is Alexandrov.
Remark. Item 4 shows that the example in Sec. 2 had to be non-causally simple.
Proof. To prove the first item, let x ∈ A∞. We want to show that I−(x) ⊂ int(A∞). As x ∈ A∞,
there is a sequence a : N→ X with a(n) ∈ A(n) ∀n ∈ N and a(n)→n→∞ x.
For the first assertion of the first item, let z ≪ x, then due to chr. separability there is w ∈
I+(z) ∩ I−(x), and then the set I+(w) is an open neighborhood of x, and so there is N ∈ N
s.t. ∀n ≥ N : a(n) ∈ I+(w). As An is past, we have w ∈ An ∀n ≥ N , so w ∈ A∞, and
z ∈ I−(w) ⊂ int(A∞).
For the second assertion of the first item, the statement on i.o.-convergence, let a compact C ⊂
I−(A∞) be given, then there is a finite covering of C by subsets of the form I
−(zi) with zi ∈
I−(A∞), there are yi ∈ I−(A∞) with yi ≫ zi for all i ∈ Nm. Then for all i ∈ Nm there is a
sequence a(i) with a(i)(n) ∈ A(n) for all n ∈ N and a(i)(n)→n→∞ yi. By proceeding as before we
show that there is N ∈ N such that C ⊂ A(n) ∀n ≥ N. Analogously for outer convergence, where
we use that cl ◦ (X \ (cl ◦A)) d1-converges to cl(X \ cl(A∞)) (as the Hausdorff distance and thus
also d1 is compatible by construction with complements), and by Theorem 3, X \An and X \A∞
are almost future for all n ∈ N and X \ I−(A∞) = I+(X \A∞).
To prove the second item, for all n ∈ N, let A(n) be nearly past, i.e., I−(A(n)) ⊂ A(n), and B(n)
be neary future, i.e., I+(B(n)) ⊂ B(n). We want to show that d1(A(n)∩B(n), A∞∩B∞)→n→∞ 0,
or, equivalently, for every K ⊂ X compact, for all ε > 0 there is N ∈ N s.t. for all n ≥ N :
A(n) ∩B(n) ∩K ⊂ B(A∞ ∩B∞ ∩K, ε) and
A∞ ∩B∞ ∩K ⊂ B(A(n) ∩B(n) ∩K, ε). (4.1)
As for every nearly past resp. nearly future set U resp. V , the set I−(U) is past and the set I+(V )
is future, and as we have dH(U, I
−(U)) = 0 resp. dH(V, I
+(V )) = 0, Eq. 4.1 is implied by the
corresponding equality for past and future sets
I−(A(n)) ∩ I+(B(n)) ∩K ⊂ B(I−(A∞) ∩ I+(B∞) ∩K, ε) and
I−(A∞) ∩ I+(B∞) ∩K ⊂ B(I−(A(n)) ∩ I+(B(n)) ∩K, ε). (4.2)
As an abbreviation, in this proof, we write U˜ := I−(U) for any U ⊂ X . Then A˜∞ ∩ B˜∞ has
a finite ε-grid G := {x1q, ..., xN}. For each xi we find yi, ui ∈ A˜∞ ∩ B˜∞ with yi ≫ xi ≫ ui.
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And for each i we find sequences zi and vi such that zi(n), vi(n) ∈ An ∩ Bn and zi(n) →n→∞ yi
and vi(n) →n→∞ ui. By openness of I(xi), there is n(i) ∈ N s.t. for all m ≥ n(i) we have
zi(m), vi(m) ∈ I(xi). Let n := max{n(i)|i ∈ N∗N}, then for all m ≥ n we have G ⊂ A˜(m) ∩ B˜(m)
and therefore A˜∞ ∩ B˜∞ ⊂ B(A˜(m) ∩ B˜(m), ε). The second inclusion in the definition of the
Hausdorff distance we want to show is A˜(n) ∩ B˜(n) ⊂ B(A˜∞B˜∞, ε). This can be shown via the
equivalent statement X \ (A˜∞ ∩ B˜∞) ⊂ B(X \ (A˜(n)∩ B˜(n)), ε), which in turn can be shown using
that X \ (A˜∞ ∩ B˜∞) = (X \ A˜∞) ∪ (X \ B˜∞) where the last is a union of an almost future closed
set and an almost past closed set. As we have X \ A˜(n)→n→∞ X \ A˜∞ and X \ B˜(n)→ X \ B˜∞,
we only have to use that ∪ : (C(X)× C(X), d1 × d1)→ (C(X), d1)) is continuous.
The ”⇒” direction in Item 3 follows from a synopsis of the first item and Theorems 2 and 4. For the
other direction, if a : N→ X converges to x ∈ X , then I±(a(n)) →ion→∞ I±(x). Now let A : N →
K(X) with A(n)→ion→∞ A∞ and letK ⊂ I−(A∞) be compact. Then there are p1, ..., pn ∈ A∞ with⋃n
j=1 I
−(pj) ⊃ K. As Y :=
⋃n
j=1{pj} is compact, there is N ∈ N with Y ⊂ A(n)∀n ≥ N . Thus
I− ◦A inner-converges to I−(A∞). Now let L ⊂ X \cl(I−(A∞)) be compact. For all y ∈ A∞ there
is a past chr. chain c : N→ I+(y) with cl(I−(y)) ⊃ ⋂n∈N I−(c(N)). Thus X \cl(I−(y)) ⊂ ⋃n∈N Un
for Un := X \ I−(c(n)). By Un ⊂ Un+1 ∀n ∈ N we get: ∀y ∈ A∞∃zy ≫ y : L ⊂ X \ cl(I−(zy)).
Let {I−(z1), ..., I−(zm)} be a finite subcovering of {I−(zy)|y ∈ A∞} of A∞. Let S ⊂ X be
compact and let WS := cl(I
+(K)) ∩ S, which is compact as well. Then there is N ∈ N with
WS ∩An ⊂
⋃m
j=1 I
−(zj), which shows outer convergence of I
− ◦A, the rest is done by Theorem 2.
For Item 4, let A : N → K(X) with A(n) →d1n→∞ A∞ and B ∈ K(X), and keeping in mind
Theorem 5, we just have to show that J+(A(n)) ∩B converges in dH for n→∞ to J+(A∞) ∩B.
First we show that for each p ∈ J+(A∞) ∩ B, for every n ∈ N we find m(n) ∈ N such that for
M ≥ m(n), we have yM ∈ J+(AM )∩B with d(yM , p∞) < 1/n: Choose x∞ ∈ J−(p∞)∩A∞, then
continuity of J− at p∞ (cf. Theorem 7) allows us to find p(n) ∈ B and J−(p(n)) ∋ x(n) with
d(x(n), x∞) < 1/2n. Then there is a sequence a : N → X with a(n) ∈ A(n) and d(a(n), x∞) <
1/2n, so the triangle inequality implies that the above sequence y exists. Furthermore, we have
to show that for all ε > 0 there is N ∈ N s.t. ∀n ≥ N : J+(A(n)) ∩ B ⊂ B(J+(A∞) ∩ B, ε).
To that aim, let q ∈ X \ B(J+(A∞) ∩ B, ε), assume by contradiction that there is a sequence
b : n 7→ y(n) ∈ A(n)∩J−(q). Then by choosing a diagonal sequence we find a subsequence β = b◦j
of b converging to some z ∈ A∞. Finally, closedness of J+ implies that q ∈ J+(z). For the proof
of the second assertion of the fourth item, assume iX(x) ≤IP (X) iX(y), then I−(x) ⊂ I−(y), so by
chr. denseness of X we get x ∈ cl(I−(x)) ⊂ cl(I−(y)) = J−(y).
For the first statement of the last item, let U1 be a neighborhood of x ∈ X . Local compactness of X
ensures that there is a compact subneighborhood U2 ⊂ U1 of x. Metrizability and local compactness
of X imply that X satisfies the T3 separation axiom. Therefore there is an open neighborhood
U3 of x with V := cl(U3) ⊂ int(U2). The sets V and L := U2 \ U3 are compact. Now, defining
CB(x, r) := {y ∈ X |d(y, x) ≤ r} for x ∈ X , r ≥ 0, let Φ(r) := J+(CB(x, r)) ∩ J−(CB(x, r)). For
all r > 0, Φ(r) is a neighborhood of x. As Φ(0) = {x}, we have L ⊂ int(X \Φ(0)), so there is r > 0
with Φ(r) ∩ L = ∅ due to outer continuity applied to U2 (here we need that r 7→ (CB(x, r), d1) is
continuous at r = 0 and the second and the third item. Local path-connectedness of X implies
that Φ(r) ⊂ U2, thus with Φ(r) we have found the desired neighborhood of x.
For the second assertion, let U2 be a neighborhood of a point x. Then we define U3 and L as in
the last proof while replacing CB(x, r) with A(r) := J+(c(−t)) ∩ J−(c(t)) for a continuous future
timelike curve c with c(0) = x, and then we argue as in the previous item, as A(0) = {x}. ✷
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5 The topology τ+
This section presents the topology τ+ on a chr. set Y and applies it to the case Y = IP (X) for a
chr. set X . Equivalence of the various definitions is shown in Th. 11.
Let (Y,≪) be any distinguishing chr. set. We define lim inf ±, lim sup ± : Y N → P (Y ) by
lim inf ±(a) :=
⋃
n∈N
J±
⋂
({a(m)|m ≥ n}),
lim sup ±(a) :=
⋃
{J±
⋂
(a ◦ j(N))|j : Nր N}
for every a : N→ Y . Clearly lim sup±(a) ≥ lim inf±(a), as the union in the definition of the latter
is not over all subsequences but only over those of the form n 7→ c + n for some constant c ∈ N.
Furthermore it is clear that for a monotonously increasing sequence lim sup± and lim inf± coincide.
We define a limit operator L+ : Y
N → P (Y ) by
L+(a) := {v ∈ X |I−(lim inf −(a)) = I−(lim sup −(a)) = I−(v)}
for every a ∈ Y N, and S ⊂ Y is τ+-closed iff for every sequence a in S we have L+(a) ⊂ S. L+ is
called limit operator of τ+. As Y is distinguishing, we have ♯(L+(a)) ∈ {0, 1} for all sequences
a in Y .
This indeed defines a topology, due to a classical construction by Fre´chet and Urysohn (see e.g.
[15], p. 63): We only have to show that for all a : N→ Y :
1. If a(N) = {p} we have L+(a) = {p};
2. If L+(a) = {p} then for every subsequence b of a we have L+(b) = {p};
3. If p /∈ L+(a) then there is a subsequence b of a s.t. every subsequence c of b has p /∈ L+(c).
These conditions are easy to verify: The second one is a consequence of lim inf−(a) ≤ lim inf−(b) ≤
lim sup−(b) ≤ lim sup−(a) for any subsequence b of a sequence a. To prove the third one, either
we have I−(lim sup−(a)) 6= I−(lim inf−(a)) in which case we choose b as a subsequence making up
this difference, i.e. with lim inf− a 6= ⋃n∈N J±⋂(b(N)); or I−(lim sup−(a)) = I−(lim inf−(a)) but
then this holds for all subsequences, which finishes the argument. So indeed τ+ : C → CS is a
well-defined functor that is a left inverse of the forgetful functor.
A warning example: There are strongly causal spacetimes whose convergence structure is not
described correctly by L+: Let R1,1 := (R2,−dx20 + dx21) and consider M := R1,1 \ ({0} × (0;∞)).
This is a classical example of a causally continuous spacetime that is not past-reflecting. We want
to show that convergence of a sequence a to a∞ ∈ M is not equivalent to L+(a) = {a∞}. If the
latter were true, the topology would have to be of first order, i.e., for all a ∈MN, if a τ+-converges
to a∞ ∈ M , then we would have a∞ ∈ L+(a), which we now want to disprove. The condition we
have to show to be false for this is, according to [15], p. 63:
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”Let x ∈ MN and let, for every j ∈ N, yj ∈ MN. If L+(x) = {x∞} and L+(yj) = {x(j)} ∀j ∈ N,
then ∃k, l : Nր N : L+(m 7→ yk(m)(l(m))) = {x∞}.”
And indeed, if we consider x∞ := (1, 1), x(n) := (1+1/n, 1+1/n) and y
n(k) := (1+1/n, 1+1/n+
1/k) then we see that lim inf x = lim supx = (J−(1, 1) ∩ {x0 > 0}) ∪ J−(0, 0) contains arbitrary
large Euclidean balls with arbitrary large distances from the upper half-plane {x ∈ R2|x0 > 0},
whereas for every sequence of the form m 7→ yk(m)(l(m)), its lim sup is confined to the upper
half-plane.
We want to connect the previous notions of limsup and liminf to the set-theoretical ones in the case
of a chr. set Y = IP (X), where X is a regular and I−- and J−-distinguishing chr. space. To this
aim, we consider the relation ≪BS on P (X) and the sets I±P (X) defined by it. This is necessary,
as I−X(lim inf(a)) is not indecomposable in general for a sequence a of indecomposable subsets:
Consider, e.g., the sequence a : N→ IP (R× S1) into the two-dimensional Einstein cylinder given
by a(n) := (0, (−1)n) for all n ∈ N, then lim inf(a) is the union of two PIPs.
Lemma 1 Let X be a past-full chr. set. For all a : N→ IP (X) we have
IP (X) ∩ I±P (X)(I−X(lim inf a)︸ ︷︷ ︸
∈P (X)
) = I±IP (X)(lim inf
±a︸ ︷︷ ︸
⊂IP (X)
), IP (X) ∩ I±P (X)(I−X(lim sup a)︸ ︷︷ ︸
∈P (X)
) = I±IP (X)(lim sup
±a︸ ︷︷ ︸
⊂IP (X)
).
Proof. Let us focus first on the equality IP (X) ∩ I−P (X)(I−X(lim inf a)︸ ︷︷ ︸
∈P (X)
) = I−IP (X)(lim inf
±a︸ ︷︷ ︸
⊂IP (X)
). To
show the inclusion ⊂ from left to right, let p ∈ IP (X) ∩ I−P (X)(I−X(lim inf(a))), this is equivalent
to I+∩X (p) ∩ I−X(lim inf a) 6= ∅. Again equivalently,
∃q ∈ X(p≪ q ∧ ∃r ≫ q∃M ∈ N∀n ≥M : r ∈ a(n)). (5.1)
On the other hand, we want to show p ∈ I−IP (X)(lim inf− a), or, equivalently
∃y ∈
−
lim inf a ⊂ IP (X) : I+∩X (p) ∩ y 6= ∅.
This previous statement is equivalent to the assertion that there is a z ∈ y ⊂ X such that p ⊂ I−(z)
und y ∈ lim inf−(a), i.e., ∃N ∈ N∀n ≥ N : y ⊂ a(N) (*). And this last statement can indeed be
verified by setting y := I−(r) , z := q and N :=M .
For the other inclusion ⊃ we assume the existence of N, y, z as in (*) and conclude Eq. 5.1 for
M := N and q ≪ r ∈ y = I−(y) arbitrary (recall that y ∈ IP (X)).
The same proof works for lim sup instead of lim inf, replacing the existence of a threshold value N
by the existence of a subsequence. ✷
Theorem 9 Let X be a past-full chr. set. Then for all a ∈ (IP (X))N we get:
L+(a) = {a∞} ⇔ I−X(lim inf a) = a∞ = I−X(lim sup a).
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Proof. From left to right. If I−(lim inf +a) = I−(lim sup +a) = I−(a∞), Lemma 1 implies
I−BS(I
−
X(lim inf a)) = I
−
BS(
−
lim inf a) = I−BS(a∞) = I
−
BS(
−
lim sup a) = I−BS(I
−
X(lim sup a)),
As moreover I−BS is injective on Past(X) (see Sec. 2), we get the assertion.
From right to left: We calculate
I±IP (X)(
±
lim inf a) = I±IP (X)(I
−
X(lim inf a)) = I
±
IP (X)(a∞) = I
±
IP (X)(I
−
X(lim sup a)) = I
±
IP (X)(
±
lim sup a).
✷
Recall that a liminf or limsup of a sequence of past sets is nearly past but not a past set in general.
This is the reason why we have to take I− three times in the definition of the limit operator. As a
convergent example in IP (R1,1) in which lim inf a 6= lim sup a, consider a(n) := I−((0, (−1)n 1n+1 ).
Theorem 10 (see also [10]) Let X be a past-full chr. set. On IP (X), we have τ− ( τ+.
Proof. Let a : N→ IP (X). The synopsis of the Definitions 2.3, 2.4 and 6.1 from [16] shows that
L−(a) is precisely the set of those v ∈ X such that for every A ⊂ X that is a maximal IP (resp.
maximal IF) in I−(v) (resp. I+(x)) satisfy: A ⊂ lim inf a and A is a maximal IP (resp. IF) in
lim sup a. The characterization of L+ on IP (X) in Theorem 9 shows that L+ ⊂ L− as partial
maps from (IP (X))N to P (IP (X)) (because I−(lim inf−(a)) = I−(v) implies A ⊂ I−(x) ⇒ A ⊂
lim inf(a) and I−(lim sup−(a)) = I−(v) implies that if A is a maximal IP in I−(x), then A is a
maximal IP in lim sup(a)), which implies the claim. ✷
The next task is to examine τ+ on IP (X). First, the definition of the metrizable topology in [33]
was made for IP (M) where M is a g.h. spacetime. In this case, when defining an appropriate
measure, we can use Lemma 3.3 of [11] stating that, for a globally hyperbolic manifold (N, h) and
for any compactly supported ψ ∈ C0(N, [0,∞)) with ∫M ψ(x)dvol(x) = 1, the function τψ with
τψ(p) :=
∫
I−(p) ψdvolh is continuously differentiable. We choose a locally finite countable covering
of M by open precompact sets Ui and define, for φi ∈ C∞(M, (0,∞)) with φ−1i (0) =M \ Ui,
φ =
∑
i∈N
2−i(||φi||C1 + ||φi||L1)−1φi,
therefore φ ∈ C1(M)∩L1(M) with ||φ||C1(M), ||φ||L1(M) ≤ 1; we rescale φ such that ||φ||L1(M) = 1.
We can induce a metric δφ : IP (M)× IP (M)→ [0;∞) by
δ(A,B) :=
∫
∆(A,B)
φdvol
where ∆(A,B) := (A \B) ∪ (B \A) is the symmetric difference of A and B.
When treating general chronological spaces X , we have to ensure the existence of appropriate
measures on them: A synopsis of [29] (Corollary after Th. 3) and [28](Cor.2.8) ensures that on
every Polish (i.e., complete-metrizable separable topological) space without isolated points there is
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an admissiblemeasure, i.e. a finite non-atomic strictly positive Borel measure (the finiteness it not
mentioned in the corollary but clear from the construction via the Stone-Cech compactification).
A classical result [3](Lemma 26.2) ensures that every finite Borel measure µ on a Polish space
is Radon, that is, locally finite, outer-regular and inner-regular: for every Borel set B we have
µ(B) = sup{µ(K)|K ⊂ B compact} = inf{µ(U)|B ⊂ U open}. In summary, on every Polish
space we have a non-atomic strictly positive finite Radon Borel measure µ (which substitutes∫
∆(A,b) φ(x)dx = φL(∆(A,B)) above), and we define δµ(A,B) := µ(∆(A,B)).
For the last statement of the following theorem, assuming that X = M is a g.h. spacetime, we
use a Cauchy temporal function t (whose existence is ensured by the nowadays classical result
[8], for a short self-contained account and extended results see [34]) to define a diffeomorphism
D : R × S → M with D∗t = pr1 and D∗g = −L2dt2 + pr∗2h ◦ t where L is a function on R × S
and h : R → Riem(M) is a one-parameter family of Riemannian metrics on S. As for every IP A
in (R× S,D∗g), ∂A is an achronal boundary, which, as a subset of R× S, is well-known (see e.g.
[31], Th. 2.87(iii)) to be a locally Lipschitz partial function f(t, A) : S → R.
Note that in the following theorem, the first three conditions describe convergence by metrics and
the following conditions describe convergence by means of a limit operator.
Beem’s original definition of the topology corresponds to Item 7, and he shows in his Proposition
3 the equivalence of Items 1 and 7.
The Hausdorff metric w.r.t. a metric g is denoted by dH(g).
Theorem 11 Let X be a well-behaved past-full chr. space, let a ∈ (IP (X))N, let a∞ ∈ IP (X).
Let d be a compatible Heine-Borel metric on X. Then the corresponding d1 is a metric on IP (X).
The following are equivalent:
1. cl ◦ a converges in (C(X), d1) to a∞,
2. For every finite non-atomic strictly positive Borel measure µ on X and for every compact
subset K of X, limn→∞(µ(∆(a∞ ∩K, a(n)∩K))) = 0 and δµ : IP (X)× IP (X)→ R defined
by δµ(A,B) := µ(∆(A,B)) is a metric topologically equivalent to d1,
3. ∀C ∈ K(X) : limn→∞(dH(g)(cl(a∞ ∩ C), cl(a(n) ∩ C))) = 0 ∀g ∈Metr(C) compatible,
4. I−(lim sup a) = I−(lim inf a) = a∞,
5. int(lim sup(a)) = int(lim inf(a)) = a∞,
6. cl(lim sup(a)) = cl(lim inf(a)) = cl(a∞),
7. ˜lim sup(a) = ˜lim inf(a) = cl(a∞),
8. L+(a) = {a∞},
9. a converges in (IP (X), τ+) to a∞.
In particular, 8. ⇔ 9. shows that (IP (X), τ+, L+) is of first order. If X is a g.h. spacetime, all
nine conditions are equivalent to: For t a continuous Cauchy time function and f(t, A) defined as
above, f(t, a(n)) converges to f(t, a∞) pointwise, or equivalently, in the compact-open topology (*).
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Remark. Different from the topology τ+, neither the metrics inducing it nor even their uniform
structures are functorial, as the choice of µ is highly arbitrary. However, it is possible to construct
natural metrics e.g. in the category of tuples consisting of g.h. spacetimes and their Cauchy
surfaces or in the category of temporally compact g.h. spacetimes, cf [35].
Proof. First we want to show that Items 1,3,4,6,7 and 8 are equivalent without further conditions.
(1)⇔ (3): see Th. 5.
(1)⇒ (7): This is the second last assertion of Th. 4.
(1) ⇒ (4): Let p ∈ a∞, then the open subset A := I+(p) ∩ a∞ of X contains a nonempty open
subset U with K = cl(U,X) ⊂ A compact. By the assumption (1), there is n ∈ N such that for
all N ≥ n we have aN ∩ U 6= ∅, implying p ∈ aN . Consequently, p ∈ lim inf(a). Conversely, if
there is n ∈ N such that for all N ≥ n we have p ∈ aN , then p ∈ cl(a∞): Assume p ∈ X \ cl(a∞),
then for an open and precompact neighborhood B of p whose closure is contained in X \ cl(a∞),
we have B := I−(p) ∩ K ⊂ X \ cl(a∞); on the other hand, B ⊂ an∀n ∈ N as the an are past;
thus if a ball of radius r is contained in U ⊂ BR(x0) then d1(a∞, an) ≥ re−R > 0 ∀n ∈ N,
in contradiction to (2). Thus lim inf(a) ⊂ cl(a∞), so int(lim inf(a)) ⊂ a∞, and with the above
a∞ = int(lim inf(a)) ⊂ int(lim sup(a)).
For the remaining inclusion int(lim sup(a)) ⊂ a∞, we use that on one hand, a∞ is an IP and
therefore open, on the other hand we show int(lim sup(a)) ⊂ cl(a∞):
Let p ∈ int(lim sup(a)), then there is a strictly monotonous j : N→ N with p ∈ ⋂∞k=0 a(j(k)). We
want to show that p ∈ cl(a∞) by constructing a sequence y : N → a∞ with lim(y) = p. As X is
past-full, there is a sequence b in I−(p) ∩ int(lim sup a) converging to p. For all n ∈ N we define
Un := I
+(b(n)) ∩ I−(p). We have a ball of radius rn > 0 contained in Un ∈ B(x0, R) for all n, so
∀n ∈ N∃l ∈ N∀L ≥ l : d1(a(L), a∞) < rne−R.
As, on the other hand, Un ⊂ a(j(k)) for j(k) > L, we have ∅ 6= a∞∩Un ∋ yn, which defines indeed
a sequence y that converge to p as an application of the easily seen ”causal sandwich lemma”
in almost strongly causal chr. spaces: If p ∈ (I−(p∞))N converges to p∞ and if q ∈ XN with
p(n)≪ q(n)≪ p∞∀n ∈ N then also q converges to p∞.
(4)⇒ (8): This is Theorem 9.
(6)⇔ (7): For sequences a with J−◦a = a we have cl(lim sup(a)) = ˜lim sup(a) and cl(lim inf(a)) =
l˜im inf(a): Let p ∈ l˜im inf(a). Chronological denseness implies that there is a sequence k : N →
I−(p) (which we can w.l.o.g. choose as a chr. chain) converging to p. Openness of the I+(k(n))
and the condition that the a(n) are past imply that there is a subsequence l of k with l(n) ∈ a(n).
The reverse inclusion is trivial.
Thus we get (1)⇒ (4)⇒ (6)⇔ (7)⇔ (1)⇔ (3), showing pairwise equivalence of (1),(3),(4),(6),(7),
(8). As the topology in (1) is metric, the limit operator is first order and we get equivalence to (9).
(2)⇔ (3): First of all, any σ-compact topological space is separable. Also any σ-compact metriz-
able topological space is complete-metrizable. Consequently, every well-behaved space is Polish.
Now, for the first assertion, δµ is obviously nonnegative and symmetric. The triangle inequality
follows immediately from the set-theoretic triangle inequality ∆(A,C) ⊂ ∆(A,B) ∪ ∆(B,C). It
remains to show that δµ does not vanish between different subsets. As a corollary of the Geroch-
Kronheimer-Penrose structural result, we have that IPs are always open subsets. But in general,
for A,B two different open past subsets, we have (A \ B) ∪ (B \ A) is nonempty and open: Let,
w.r.o.g., be x ∈ A \B. Openness of A allows to choose a nonempty open precompact U ⊂ X with
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cl(U) ⊂ A ∩ I+(x). By the fact that B is past and does not contain x we know that U ∩ B = ∅.
Consequently, U ⊂ A \B, and µ(∆(A,B)) ≥ µ(U) > 0. Thus δµ is not only a pseudometric but a
true one. Now, the claim follows from inner and outer regularity of µ which implies d1-continuity
of µ on the set of closures of past subsets according to Theorem 8.
(5)⇔ (6): We apply int resp. cl to each side and use Theorem 3.
(9) is equivalent to (8) due to the equivalence of (8) and (1): The limit operator L+ is equal to
the limit operator w.r.t. the metric d1, therefore the closed sets are the same, thus the topology.
(4) ⇔ (∗) for g.h. spacetimes (see also [10], Th. 3.9) follows from the fact that pointwise con-
vergence is equivalent to compact-open convergence on a compact set for locally Lipschitz maps.
Here it is more practical to show (∗) ⇔ (3): Assume that (*) holds and let C ⊂ X be com-
pact, let K := C ∩ t−1({0}). Then we choose a product metric as a compatible metric, and then
f∞|K and fn|K are Lipschitz continuous for all n ∈ N, with the same Lipschitz constant. Due to
compactness of K and Lipschitz continuity, for every ε > 0 there is δ > 0 s.t. for each p ∈ K
with |fn(p) − f∞(p)| > ε there is a ball around (p, fn(p)) ∈ ∂an of radius δ not intersecting a∞
(if fn(p) > f∞(p)) or there is a ball around (p, f∞(p)) ∈ ∂a∞ of radius δ not intersecting an (if
fn(p) < f∞(p)). In either case, dH(C∩cl(an), C∩cl(a∞)) ≥ δ. So (3)⇒ (∗). The other implication
is the well-known fact that for a compact set K, if fn → f∞ uniformly, dH(fn|K , f∞|K)→n→∞ 0
as subsets of K × R. ✷
In particular, the previous theorem shows that the topologies presented in [33] and [10] coincide.
The concrete definition in [33] is appropriate e.g. for calculations of future boundaries of spacetimes
as those done in [33], whereas the definition via the original definition of τ+ shows that the topology
is functorial in the purely chronological category.
Theorem 12 Let (X,≪, τ) be a causally continuous well-behaved past-full chr. space. Then τ =
IP−1(τ+), in particular iX(X) is open and dense and iX : X → (iX(X), τ+) is a homeomorphism.
The relative topology of IP (X) in (IP (X), τ+) is the Alexandrov topology. Moreover, (IP (X), τ+)
is again a past-full causally continuous well-behaved chr. space. It is future-compact, in particular
future-complete and causally simple. Finally, iX(c(n))→n→∞ I−(c(N)) for any chr. chain c in X.
Remark: So τ+ applied to a causally continuous spacetime recovers the manifold topology, and
the functor F+ is marginal. Moreover, synopsis of Th. 11 and Th. 12 reveals that F+ projects
the category W of well-behaved past-full causally continuous chr. spaces to its subcategory WF of
well-behaved past-full future-compact chr. spaces.
Remark. The result might be puzzling at a first sight, considering that, as soon as X is causally
continuous, iX is a homeomorphism and IP (X) is causally simple, but we have to keep in mind
that ≤X( (iX , iX)−1(≤IP (X)) (see Example in Sec. 2).
Proof. First we want to show regularity, i.e. that I+(x) is open for all x. Given metrizability
and thus sequentiality of τ+, it is enough to show that I
+(x) is sequentially open, or, equivalently,
that X \ I+(x) is sequentially closed. Therefore, let a ∈ (X \ I+(p))N converge to some v ∈ X ,
and we have to show that v ∈ X \ I+(p). As a(n) ∈ X \ I+(p)∀n ∈ N, we know p 6≪ a(n)∀n ∈
N. Convergence of a to v means I±(lim inf±(a)) = I±(lim sup±(a)) = I±(v), and we want to
show p /∈ I−(v), which with the convergence condition is equivalent to p /∈ I−(lim inf− a) =
I−(
⋃
n∈N J
−∩({a(m)|m ≥ n})). Assume p ∈ I−(⋃n∈N J−∩({a(m)|m ≥ n})), then there is n ∈ N
such that for all m ≥ n we have p ∈ I−(J−(a(m))) = I−(a(m)), which is a contradiction.
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For causal simplicity, let a : N → J+IP (X)(p), i.e., a(n) ⊃ p∀n ∈ N and a(n) →
τ+
n→∞ v, i.e.,
I−X(lim inf a) = v = I
−
X(lim sup a). Then we conclude p = I
−
X(p) ⊂ I−X(∩j∈Na(j)) ⊂ I−X(lim inf a) =
v. The case a : N → J−IP (X)(p) is proven analogously, here the last line is p = I−x (p) ⊃
I−X(
⋃
j∈N a(j)) ⊃ I−X(lim sup a) = v.
IP (M) is path-generated: Let P ≪ Q ∈ IP (X), then either P,Q ∈ iX(X), in which case P :=
iX(p), Q := iX(q) for some p, q ∈ X with p ≪ q. Then there is a chronological path c : p ❀ q,
and iX ◦ c is a chronological path from P to Q. If, on the other hand, P = iX(p), Q ∈ ∂+X ,
then Q := I−(c) for a chronological path c : (a; b) → X , i.e. there is s ∈ R with p ∈ I−(c(s)), so
there is a chronological path k1 : p ❀ c(s) and for k2 := c|[s,b), k := k2 ∗ k1, C : t 7→ I−(k(t)) is a
chronological path from P to Q.
Future compactness follows from the fact that for q ∈ I+(p), we have p ∈ I−(q), then the last
assertion of Theorem 4 implies that there is a universal bound C for the d1-distances between the
sets I−(q) for q ∈ I+(p). Theorem 4 then implies that the closure of iX(I+(p)) in IP (X) with the
topology induced by the metric d1 on the past sets is compact. The equivalence of the items above
show that this topology is just τ+.
Moreover, τ+ is locally compact, as for x ∈ ∂+X , there is some y ∈ I−(x), and cl(I+(y)) is a
compact neighborhood of x because of future compactness.
Metrizability has been shown in Th. 11. If X is locally arcwise connected, w.l.o.g. consider a
precompact neighborhood U at ∂+X contained in some I+(q).
The assertion on IP (X) follows directly from the fact that τ+ is causally simple and as causal
simplicity implies strong causality as shown in Theorem 8, Items 3 and 4.
Lemma 2 In a well-behaved strongly causal chr. space X, every causal chain c in a compact subset
has an endpoint pc, i.e. with I
−(pc) = I
−(c).
Proof of the lemma. There is a causally convex neighborhood basis, by which one shows easily
that an accumulation point is actually a limit (as each chr. chain cannot leave and re-enter a
causally convex set).
Lemma 3 (Continuity of iX) Any sequence x : N → X that τ-converges to x∞ ∈ X also
converges to x∞ in IP
−1(τ+).
Proof of the lemma. Let r ∈ J−(x∞) and let U(r) be a τ -open neighborhood of r, then
we choose a point z ∈ U(r) ∩ I−(x∞) 6= ∅. By inner continuity of I− we know that there is
n0 ∈ N with z ∈ I−(xn) ∀n ≥ n0, thus r ∈ lim infn→∞ J−(xn). Thus I−(x∞) = int(J−(x∞)) ⊂
cl(lim infn→∞ J
−(xn)). On the other hand for w ∈ X \J−(x∞), closedness of J−(x∞) and the fact
that τ+ is metrizable and thus T3 (regular) imply that there is a τ+-open set U(w) ⊂ X \ J−(x)
with w ∈ U(w) and K(w) := cl(U(w)) compact. As I− is outer continuous by causal continuity
of X , there is m ∈ N s.t. ∀n ≥ m : I−(xn) ∩ K(w) = ∅, and thus, w /∈ J−(xn). Therefore
w ∈ X \ lim supn→∞ J−(xn), so X \J−(x∞) ⊂ X \ lim supn→∞ J−(n). Taking both cases together,
we get lim supn→∞ J
−(xn) ⊂ J−(x∞) ⊂ cl(lim infn→∞ J−(xn)), so I−(lim supn→∞ J−(xn)) ⊂
I−(J−(x∞)) = I
−(x∞) ⊂ I−(lim infn→∞ J−(xn)), as for any subset I+(cl(U)) ⊂ I+(U), because
of openness of I−(p) for any p ∈ X . As, on the other hand, we have I−(lim infn→∞ J−(xn)) ⊂
I−(lim supn→∞ J
−(xn)), we get equalities. ✷
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Lemma 4 (Openness of iX) Let p : N → (IP (X), τ+) converge to a point I−(x) ∈ iX(X). Let
U be a τ-open precompact neighborhood of x. Then there is m ∈ N with ∀n ≥ m : p(n) ∈ iX(U).
Proof of the lemma. X is Alexandrov, due to Theorem 8, Item 4, thus we find p± ∈ X s.t.
A := J+(p−) ∩ J−(p+) ⊂ U is an compact neighborhood of x, and two other points p′± with
p− ≪ p′− ≪ x≪ p′+ ≪ p+. (5.2)
The causal ordering Eq. 5.2 implies the existence of N1, N2 ∈ N with
p′− ∈ limn→∞ pn ⊂
⋂
n≥N1
pn, (5.3)
p′+ ∈
⋂
n≥N2
cl(I+∩(pn)). (5.4)
(last assertion due to openness of I+IP (X)(x)). Thus there is N := max{N1, N2} ∈ N with p− ∈
cl(I−(pm)) ∧ p+ ∈ cl(I+∩(pn)) ∀n ≥ N , so for all n ≥ N we have pn = I−(cn) for a chronological
chain cn : N→ J+(p−)∩J−(p+) = A. In the causally simple case, A is a compact subneighborhood
of U . In the spacetime case, X is nonimprisoning. In both cases, the cn converge to some point in
U , by the assertion after the definition of ”almost strongly causal”. Thus, as we desired to show,
pn = I
−(xn) with xn ∈ U .
This concludes the proof of the first assertion of the theorem. For the second one, sigma-
compactness of (IP (X), τ+), take a compact exhaustion {Cn|n ∈ N} ofX , then iX(Cn) are compact
as iX is continuous. Future compactnes implies that {cl(I+(Cn))|n ∈ N} is a compact exhaustion
of (IP (X), τ+), as in future compact causally simple regular past-full chr. spaces we have J
+(C)
compact for all C compact: Let C ⊂ ⋃ni=1 I+(pn), then J+(C) is a closed (by Th. 7) subset of⋃n
i=1 J
+(pn), and the latter set is compact by future-compactness.
Finally, every point of ∂+X can be connected through a causal path to iX(X), then precompactness
of U implies locally arcwise connectedness of IP (X). ✷
Remark: Of course, the natural question here is whether Theorem 12 would remain valid if we
extended the functor to the larger one Fˆ+ defined on causally continuous chronological spaces. It
turns out that Fˆ+ is still future-complete, respects CFCs, iM is still continuous with a dense image,
but in general iM (M) is not open any more: Consider e.g. X := I
+(x,R1,n) ∪ I−(x,R1,n) ∪ {x}
with the induced chronology: J−(x) ⊂ ∂+X is intersected by every neighborhood of x.
Taking in mind the previous theorem, we define a functor F+ = (IP, τ+) from the category CSC
of causally simple well-behaved chr. spaces to itself.
Theorem 13 Let (X,≪, τ) be well-behaved, causally simple, past-full and future-compact. Then
τ = τ+.
Proof. Clearly, τ -convergence implies τ+-convergence because of causal continuity. Now let a ∈
XN be τ+-convergent to x. Let a ◦ j be a Then ∃p ∈ X : ∃m ∈ N∀n ≥ m : a(n) ∈ J+(p).
Then future compactness implies that a ◦ j has a further subsequence a ◦ j ◦ k that τ -converges
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to some y ∈ X . As d1(I−(x), I−(y)) = 0 implies x = y, necessarily a ◦ j ◦ k converges to x, thus
a is τ -convergent to x as well. as both topologies are metrizable, the identity of the convergence
structures show that the topologies coincide. ✷
The next theorem (in parts adapted from [33], compare also [18], Th. 4.16 for the corresponding
assertion on τ−) shows that the intrinsic future completion defined above is homeomorphic to the
image of a conformal extension E. The map εE is defined as follows: Let A ∈ IP (M), then choose
a chr. chain c : N→M with A = I−(c(N)). We define εE(A) to be the limit of E◦c in cl(E(M), N)
(which exists due to future compactness of E(M) in N). As argued before, this does not depend
on the choice of c. For the definition of X see the second last paragraph before Th. 8
Theorem 14 (see [33]) The functor F+ respects conformal future compactifications. More pre-
cisely, let E : (M, g)→ (N, h) be a conformal future compactification. Then the end-point map εE
is a homeomorphism between IP (M) and cl(E(M)) \ {x ∈ ∂(E(M))|I−(x) ∩ E(M) = ∅} taking
iM (M) to E(M). Its inverse is the map s : p 7→ E−1(I−N (p)).
Proof. We want to show that s is a right and left inverse of εE. First we have to show that s takes
values in the IPs, but this is just a consequence of omitting the final point and using the openness
of timelike future cones in the ambient manifold, thus E−1(I−N (E ◦ c)) = E−1(I−N (E ◦ c)) = I−M (c).
Therefore, indeed, for q ∈ ∂+E(M), the set E−1(I−(q) ∩ E(M)) is an IP in M . And s is a right
inverse of εE as N is distinguishing, and a left inverse as c generating the IP is a chr. chain.
The map s is continuous: First, the assignment p 7→ I−(p) is inner continuous in any regular chr.
space (Theorem 6) and is outer continuous in causally continuous chr. spaces, and causally simple
chr. spaces are causally continuous (Theorem 7), whereas g.h. spacetimes are causally simple (see
[4]. e.g., and also g.h. chr. spaces are causally simple almost by definition). Now let a be a
convergent sequence in N . Then by i.o.-continuity of I−N the sequence k 7→ I−N (a(k)) and also the
sequence k 7→ I−N (a(k)) ∩ E(M) converges. As E is a homeomorphism onto its image, mapping
compacta to compacta, the sequence k 7→ E−1(I−N (a(n)) converges as well. Then Th. 2 and Th.
5 imply the assertion. For the converse direction, let An ∈ IP (M), then each An is a PIP I−(qn)
in N , so we want to show that convergence of n 7→ An implies convergence of n 7→ qn, but this is
just the openness statement of Th. 12. ✷
A further positive feature of τ+ is that τ+ inherits conformal standard-stationarity, and mimicking
the proofs in [26] and [18] one gets (see also the corresponding statement in [10]) the following
theorem. For its statement, recall that the Busemann function bc : M → R ∪ {∞} of an
arclength-parametrized curve c : I → M is defined as bc(x) := limt→∞(t − d(c(t), x)). The finite-
valued Busemann functions are 1-Lipschitz, if we denote their set by B(M) then the Busemann
boundary is defined as ∂BM := B(M) \ j(M) equipped with the compact-open topology, where
for p ∈M we have j(p) = −d(p, ·); for details see [19] and [27].
Theorem 15 Let (M, g) be a conformally standard static spacetime with standard slice N . Then
(∂+M, τ+) \ {M} is homeomorphic to ∂BN .
Proof. As a Cauchy temporal function t for the definition of the f(t, A) (as in Theorem 11) for
the IPs A we take the static temporal function whose level sets are the standard slices isometric
to N . The graph metric (i.e., Hausdorff distance in R × N) of any set {(t, x)|t < bc(x)} (which
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is I−(cˆ(R)) for cˆ with cˆ(t) := (t, c(t)) being the unique null lift of c starting at t = 0) is after
restriction to a compact subset equivalent to the C0 (function space) topology on the Busemann
functions, as the latter are 1-Lipschitz. The rest is as in the cited articles (in particular Theorem
6 in [27]). ✷
Thus IP (M) and ∂+IP (M) are cones with tip M , and the R-action on M mapping (r, (t, x)) to
(r + t, x) has a canonical continuous extension to IP (M), which fixes the point M .
Remark: A corresponding fact holds for the conformally standard stationary case, as in [19].
As an example, we consider a manifold G, which is a slight variant of Harris’ unwrapped grapefruit-
on-a-stick: G = (R2, (f ◦ pr2) · g0) where g0 is the Euclidean metric and f ∈ C∞(R, (0;∞)) with
f(R \ [−2; 2]) = 1, f(−x) = f(x)∀x ∈ R, f(x) ∈ (1; 2)∀x ∈ (−2; 2) \ [−1; 1] and f(x) = 2∀x[−1; 1].
For every arc-length parametrized curve c in G, we define a null curve cˆ in M by cˆ(t) := (t, c(t)).
For every curve c : I → G whose Buseman function is finite, c(t)/|c(t)| converges to some s ∈ S1.
Conversely, if for two curves, this limit is the same, the corresponding points on ∂+M are in the
same R-orbit. One easily sees that only curves k in M := (R × G,−dt2 + gG) with I−(k) = M
can G-project to oscillatory curves in N , i.e., curves intersecting G \ B(0, r) for all r > 0 in
both semiplanes. Consequently, if for each ’asymptotic angle’ limt→∞ c(t)/|c(t)| ∈ S1 we define
[cα] as the Busemann function of the standard Euclidean ray with angle α to the positive x-axis,
d([cα], [cβ ]) > 2 whenever α ∈ (0;π) and β ∈ (π; 2π), and for α = 0 or α = π there are two
different classes of curves [c0+] and [c
0
−] with finite Busemann function, depending on whether the
curve stays above or below [−2; 2]). And also d([c0+], [c0−]) ≥ 2, so the two classes are distant. Thus
the Busemann boundary consists of two cones over an interval identified at their tips, parametrized
by the asymptotic angle α (doubled at 0) and the R-action. Thus Theorem 15 implies that ∂+M
consists of two cones over an interval identified at their tips (i.e., at M) as well.
Here we can see an interesting similarity to the case of a Riemannian manifold (N, h). Its Gromov
boundary ∂GN is defined as
(cl({[dh(·, x)]|x ∈ N}, L1(N, dh)/R)) \ {dh(·, x)|x ∈ N}
where L1(N, dh) is the space of 1-Lipschitz functions on N (cf. [19] for details). Now, if (Nh)
is asymptotically flat, i.e. |g − g0| ∈ O(r) in a polar coordinate chart, then the Gromov and the
Busemann boundary coincide, as in a Euclidean chart, for every proper Busemann function bc
to a curve c, the map uc : [0;∞) → Sn−1, t 7→ c(t)/|c(t)| must converge, and limt→∞ uc(t) =
limt→∞ uk(t) implies bc = bk for any two such curves, unlike in R×G.
6 Application to multiply warped chronological spaces
We want to transfer statement and proof of [26], Prop. 5.2, from τ− to τ+ and generalize Th. 5.3
from [10] from multiply warped spacetimes to multiply warped chronological spaces:
Let I be a real interval. A multiply warped chronological space over I is a space X =
I × K,K :=×mi=1Ki where (Ki, di) are complete length metric spaces, and fi : I → (0,∞) are
continuously differentiable functions on int(I). For i ∈ N∗m, let pri : I ×K → Ki be the standard
projections , pr0 = prI : I ×K → I and prK : I ×K → K. For p ∈ X , we write pi := pri(p). The
topology of X is the product topology τP . There is a chronology ≪0 defined by (t, x) ≪0 (s, y)
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if and only if there is a good path from (t, x) to (s, y), which is a continuous path c : [t; s] → X
from (t, x) to (s, y) with c0 := pr0 ◦ c ∈ C1 with c0(u) = u ∀u and s.t. for all r ∈ (t; s) we
have a neighborhood U of r s.t. each pri ◦ c|U is ki,U -Lipschitz with respect to fi(r)di, with∑m
i=1 k
2
i,U < 1(= c
′
0(u) ∀u). This definition generalizes the usual chronology of multiply warped
spacetimes: those are defined, for a, b ∈ {−∞} ∪ R ∪ {∞}, (Ki, hi) Riemannian manifolds and
fi : (a; b)→ (0;∞) as M := (a; b)×
∏m
j=1Kj with the metric g := −dt2 +
∑n
j=1(fj ◦ pr0) · (π∗j hj).
Thus a timelike curve c : (u; v) → M can be reparametrized s.t. c′0 = 1, then we have 0 ≥
g(c′(s), c′(s)) = −1 +∑nj=1 fj(s)hj(c′j(s), c′j(s)). As c is a C0 map, for every small enough ε > 0
we have ci|[s0−ε;s0+ε] is di-Lipschitz with Lipschitz constant k(ε)i :=
√
fi(s0) · hi(c′i(s0), c′i(s0)).
Thus in a multi-warped spacetime, the future timelike curves are good paths. In a lemma:
Lemma 5 Let (M, g) be a warped spacetime. Then ∀x, y ∈ M : x ≪ y (in the usual spacetime
sense) ⇔ there is a good path x❀ y.
Proof of the Lemma: Any timelike curve c reparametrized to c0(t) = t is a good path: At s0 = 0
we have 0 > g(c′(u), c′(u)) = −1 +∑mj=1 fj(u)hj(c′j(u), c′j(u)). By continuity, there is ε > 0 s.t.
∀t ∈ (u− ε;u+ ε) :
m∑
j=1
max{fj(u)g(c′j(t), c′j(t))|t ∈ [u− ε;u+ ε]} < 1,
so c is good. Conversely, let a good path c from x to y be given, choose points x′, y′ with x ≪
x′ ≪ y′ ≪ y on it and denote the corresponding restriction of c by k. Let, for U as above,
∆U := 1−
∑m
i=1 k
2
i,U > 0.
Defining w := 1m inf{∆U(k),i|i ∈ N∗m, k ∈ ND} for a finite covering of the curve by neighborhoods
Uk as above, we Lipschitz-approximate the Lipschitz path k to order w (and such that the new
endpoints are still in the open set I+(x) ∩ I−(y)) by smooth paths, which is possible according to
[2]. ✷
Theorem 16 Let X be a multiply warped space over I = (a; b) with b < ∞4. Assume that for
all i ∈ N∗m, (Ki, di) complete, and (*)
∫ b
c f
−1/2
i (x)dx < ∞ for some (hence any) c ∈ (a; b). Then
(IP (X),≪BS , τ+) is chronologically homeomorphic to (X := (a; b]×K1 × ...×Kn,≪0).
Proof. The map L : x 7→ I−(x) is a chr. isomorphism from ((a; b]×K,≪0) to (IP (X),≪BS) (the
map iX(p) 7→ p, I−(c(N))) 7→ limXn→∞ is inverse to L, Eq. (*) implies that for every causal chain c
in X , prK ◦ c converges to some kc ∈ K, thus to each c without endpoint in X we can assign the
point (b, kc). As iX is chronological, we only have to check whether y ≫0 iX(z) for all y ∈ ∂+IP (X)
and all z ∈ y, but this is true as every chr. chain in X can be interpolated and equipped with an
endpoint as above to become a good path in X). Consequently, in view of Theorem 13, we only
have to show that ((a; b] ×K,≪0, τP ) is a causally simple past-full future-compact well-behaved
chr. space.
τP is obviously locally compact as a product of locally compact topologies, and it is metrizable.
Path-generatedness holds by construction. We want to show that X is distinguishing, regular and
that p → I±(p) is outer continuous. Openness of future cones at the boundary is easily shown:
4This has been choosen for the sake of simplicity of the presentation and can be arranged by a reparametrization
without disturbing the other properties.
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Let p ∈ I+(x) ∩ ({b}×K), then we first want to show that pr1(I+(x) ∩ ({b}×K)) contains a ball
B(p1, r1) in K1. To that aim, consider a good path c from x to p, we want to construct a good
path from x to q for all points q ∈ {b} ×K such that pri(q) ∈ B(pi, ri) for all i. Indeed, with w
defined as in the proof of Lemma 5, we can show that a product of balls around prK(p) lies in the
open set prK(I
+(x) ∩ ({b} ×K)).
To show that the space ist distinguishing, assume that (t, x) 6= (s, y). The more difficult case is if
t = s. If t 6= b, then pri(x) 6= pri(y) for some i; let r := fi(t) · di(x, y). Let Z be a neighborhood
of t with fi(u) >
1
2fi(t)∀u ∈ Z. Then for W := Z ∩ [t − r/2, t + r/2] ∩ (a; b], we have that
pri(I
±((t, x)) ∩ (W × K)) and pri(I±((s, y)) ∩ (W × K)) are disjoint and nonempty. Finally, if
t = b, Eq. (*) ensures that for every point p on {b} ×K, I+(c(−1/n)) is a neighborhood basis for
p, as good paths γ have to meet every level set of pr0 and the prK ◦ γ stay in the respective balls.
Causal simplicity is a consequence of future-compactness, which again follows from Eq. (*). ✷
7 A causal perspective and open questions
One can look at the problem from a perspective of causal sets instead of chr. sets. Among others,
this gives a reinterpretation of IP (X) as the set of filters on the poset (X,≤). In this context, one
has to give a way to induce a chr. structure ≪ from a causal structure ≤ (a partial order).
It is quite practical to consider ≤ as primordinal object instead of ≪: Given any partially ordered
set (X,≤), for any x ∈ X we define J+(x) := {y ∈ X |x ≤ y} and J−(x) := {y ∈ X |y ≤ x}. We
define the associated strict order < by x < y :⇔ x ≤ y ∧ x 6= y. There are at least two possible
ways β, γ to define a chronological relation from a causal one. Firstly, following a suggestion of an
article [32] by Miguzzi and Sa´nchez, we a binary relation β(≤) via
(x, y) ∈ β(≤) :⇔ (x ≤ y ∧ (∃u, v ∈ X : x < u < v < y ∧ J+(u) ∩ J−(v) not totally ordered))
Secondly, we define
p(γ(≤))q :⇔ (∀a > p∃a > b > p : b ≤ q) ∧ (∀c < q∃c < d < q : p ≤ d).
We now define a partially ordered set (X,≤) to be a causal set iff (X, γ(≤)) is a chr. set. With
this definition, in the globally hyperbolic case, the future boundary is achronal:
Theorem 17 1. Let (X,≪, τ+) be a well-behaved past-full g.h. chr. space. Let p ∈ IP (X) \
iX(X). Then J
+(p) ∩ iX(X) = ∅ = I+(p) for (≪IP (X),≤IP (X)) = (≪BS , α(≪BS) =⊂).
2. Let (X,≤) be a causal set s.t. (X,≤, γ(≤), τ+) is a well-behaved g.h. chr. space. Let
p ∈ IP (X) \ iX(X). Then J+(p) ∩ iX(X) = ∅ = I+(p), for (≪IP (X),≤IP (X)) = (γ(⊂),⊂).
Proof. The first item is immediate from the theorems in Sec. 5. For the second item, we first
show the first equality: Assume the opposite, then p ⊂ J+(x) ∩ J−(y) for x, y ∈ iX(X). As
iX : (X,≤)→ (IP (X),⊂) is a monotonous map, mapping the J± to each other, we get for c being
a chr. chain generating p that c(N) ⊂ J+(x) ∩ J−(y), which is compact. But c has no endpoint,
contradiction. For the second equality we use that I+(p) is open, and then, if q ∈ I+(p), we have
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a chronological chain in X generating q, which therefore enters I+(p)∩ I−(q), and then we can use
the first equality to show a contradiction. ✷
So if (X,≤) is a causal set with α ◦ γ(≤) =≤ and such that (X,≤, γ(≤), τ) is a well-behaved
past-full g.h. chr. set, then (IP (X),⊂, γ(⊂)) = (IP (X),⊂,≪BS) where ≪BS is defined via the
chr. relation γ(≤) on X .
The assignment of the topologies τβ := τ+◦β and τγ := τ+◦γ constitutes functors from the category
POS of partially ordered sets to the category TOP of topological spaces, just as the Alexandrov
(interval) topology. To adapt the framework further to the case of spacetimes with weaker causality
assumptions one should instead of sets with partial orderings consider sets with gerbes of partial
orderings such that every local partial order relation is contained in the global preorder relation
of causal relatedness in the entire space (a relation that does not satisfy antisymmetrey any more
due to possible causal loops).
It is a further interesting question in this context whether one could reformulate the definition
of τ+ by means of net convergence instead of a limit operator. In this context, one could define
convergence of nets in a be any distinguishing chr. set (X,≪) in the following form: Given a net
a : N → X , we define lim inf ±(a), lim sup ±(a) by
lim inf ±(a) :=
⋃
n∈N
J±
⋂
({a(m)|m ≥ n}),
lim sup ±(a) :=
⋃
{J±
⋂
(a ◦ j(N))|j : Nր N}
Clearly lim sup±(a) ≥ lim inf±(a), as the union in the definition of the latter is not over all infinite
subnets but only over particular ones. We say that a net converges to v ∈ X iff
I±(lim inf ±(a)) = I±(lim sup ±(a)) = I±(v)
(six equalities again). As X is distinguishing, the limit of a given sequence is unique. A topology
τ˜+ is fixed by net convergence, and it is an interesting question under which conditions τ˜+ = τ+.
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