Mount Fuji is the focus of intense study because of its potential hazard signaled by seismic, geologic and historical activity. Based on extensive seismic data recorded in the vicinity of Mt Fuji, coda quality factor (Q 
I N T RO D U C T I O N
Determination of the geologic structure, 3-D distribution, orientation and physical state of magma chambers is essential for understanding eruption processes at active volcanoes. Seismic wave attenuation is one of the critical values for examining the state of magma (e.g. Sanders 1993; Lees 2007) because seismic attenuation, commonly described as the inverse of the quality factor Q −1 , is a physical parameter closely related to the thermal state of the crustal volume traversed by seismic waves.
Earlier studies of Q −1 used the coda method (Aki 1969; Aki & Chouet 1975) to derive coda Q (Q C −1) because of its simple approach and ease of application. It has been noted that Q −1 C is an important parameter characterizing geologic environments associated with magmatic chambers (e.g. Aki 1992 ). There are thus numerous Q −1 C studies focused on volcanic areas (Del Pezzo et al. 1985; Ambeh & Fairhead 1989; Steck et al. 1989; O'Doherty et al. 1997; Wong et al. 2001; Novelo-Casanova et al. 2006; Wu et al. 2006) , and a worldwide survey indicated higher Q −1 C in active volcanic regions as compared to typical shallow crust (Sato & Fehler 1998) .
The total attenuation Q −1 is usually modeled as a combination of intrinsic (Q S primarily involves reflection/diffraction and/or phase shift. Since laboratory studies suggest that intrinsic attenuation is sensitive to partial melting (e.g. Stocker & Gordon 1975; Kampfmann & Berckhemer 1985) , Q −1 i may be more important for magma characterization than Q −1 S on volcanoes. The coda method used earlier, however, based on single scattering, does not distinguish between Q the direct wave amplitude but enlarges the coda wave amplitude. This approach can be used to distinguish between scattering and intrinsic attenuation. Multiple scattering attenuation models were numerically estimated by Hoshiba (1991) , and analytically solved by Zeng et al. (1991) and Sato (1993) . Based on the comparison of this theoretical value with the observed coda wave envelopes, the Multiple Lapse Time Window (MLTW) method was developed to separate Q Figure 1 . Tectonic-topographic map of Japan with population density around Mt Fuji. The Pacific Plate, North American Plate, Eurasian Plate and Philippine Sea Plate are indicated by PAC, NAM, EUR and PHS, respectively. On the topographic map, surface and borehole seismic stations are presented as triangles and squares, respectively. All borehole seismic stations are also equipped surface seismometers. Green lines indicate tectonic boundaries. Population density variations increase from yellow to red. study is desired to elucidate the attenuation in active volcanic regions.
Mount Fuji, a typical strato-volcano and a great national symbol of Japan, has been recently recognized as a potential hazard in light of its geologic history and recent deep, low frequency seismicity. The volcano is located near Tokyo metropolitan area, the most populous prefecture in Japan and one of the most densely populated regions of the world (Fig. 1) . Following the eruption of 1 707, a majority of the Tokyo area was covered with volcanic ash deposits of 4 cm or more (Miyaji 2002) . The seismicity around Mt Fuji area has been monitored intensely since the early 1980s with a seismic network under the supervision of the National Research Institute for Earth Science and Disaster Prevention (NIED). Using data recorded by NIED including up to 55 seismic stations, 10 of which included borehole sensors, our study applies methods to estimate seismic attenuation structure associated with volcanism near Mt Fuji.
M O U N T F U J I A N D DATA
Mt Fuji is located at the apex of the collision of the Philippine Sea (PHS) Plate with the Eurasian (EUR) Plate to the north and the North American (NAM) Plate to the northeast (Fig. 1) . It is the highest mountain in Japan at 3 776 m, and is active historically, having erupted 10 times since the 8th century; Hoei eruption occurred in 1 707. Since the early 1980s, deep low-frequency earthquakes (DLFE), known to be related to deep magmatic activity, were reported beneath Mt Fuji (Kanjo et al. 1984; Ukawa & Ohtake 1984; Shimozuru et al. 1986 ). The incidence of DLFE at depths of 10-20 km below the northeastern flank increased significantly from October 2000 to May 2001, suggesting a possible resumption of magmatic activity. The epicenters of these DLFEs, primarily located northeast of the summit, were confined within a ∼5 km radius around Mt Fuji's summit (Ukawa 2005; Nakamichi et al. 2004) . Furthermore, large self-potential anomalies were observed recently for this same region (Aizawa 2004) .
Magmatic bodies at depths of more than 20 km below Mt Fuji have been reported via seismic tomography (Lees & Ukawa 1992; Sekiguchi 2001) and magnetotelluric studies . A more recent seismic tomography study confirmed the presence of partial melt at depths of 15-25 km beneath Mt Fuji and further suggested a volatile fluid layer at depths between 7 and 17 km, corresponding to the DLFE locations (Nakamichi et al. 2007) .
NIED constructed seismic stations around Mt Fuji as part of the seismic network of the Tokyo metropolitan area in the early 1980s, and started to investigate volcanic activity at Mt Fuji in 1990. In April 1995, data processing targeting Mt Fuji was initiated and hypocenters routinely determined by NIED were accumulated in data banks. Magnitudes of NIED events range from 0.5 to 5.2, with maximum depths at 100 km. Data used in this study included NIED data from 1995 to 2006 edited for the clear and noise free presence S-wave phase arrivals.
D E T E R M I N AT I O N O F Q

−1 C
Coda model
We use the single backscattering model (Aki 1969; Aki & Chouet 1975) to explain the coda decay as a function of the time from the event origin (lapse time). The model assumes that the coda is composed of waves scattered at uniformly distributed heterogeneities in a constant velocity earth medium, and that scattering is weak enough such that multiple scattering may be ignored. At lapse time t the amplitude Y of the coda envelope filtered at a given frequency band (centered at f ) is described by
where t −1 is the geometrical spreading function for body-waves. Eq.
(1) provides a good approximation for observations at lapse times about two times greater than the direct S-wave travel time t S (Sato 1977; Rautian & Khalturin 1978) . Q −1 C can easily be estimated from the recorded seismograms, by fitting envelopes of the filtered and smoothed seismic traces to eq. (1) over a specified time window t 1 ≤ t ≤ t 2 (Fig. 2) . The start time of the time window is taken as t 1 = 2t S . The end time of the time window, t 2 , plays a significant role since it controls the maximum sampling volume size for the backscattered waves (Zelt et al. 1999) . The sampling volume is a 3-D ellipsoidal hemisphere, with the station and source as focal points, semimajor axis A1 = v S t/2, and semi-minor axis A2 = A1 2 − D 2 /4, where v S is the average S-wave velocity taken to be 3.5 km/s (e.g. Nakamichi et al. 2007) and D is hypocentral distance (Pulli 1984) .
Processing for Q
−1 C
Using vertical component seismograms, we removed a trend and mean value and applied a 5% cosine taper to each end of the time series. We then filtered the data using a zero phase, four-pole Butterworth filter with five octave-width frequency bands: 1-2, 2-4, 4-8, 8-16 and 16-32 Hz. In the time domain windows, we filtered each seismogram with a low-pass Gaussian Nadaraya-Watson kernel regression smoother (R Development Core Team 2006) . From eq. (1), Q −1 C is calculated from the slope of ln(Y ( f , t)t) versus t at the time window (Fig. 2) . For stable fitting of irregularities in ln(Y ( f , t)t), a window longer than ∼20 s was chosen for the time window length, t 2 − t 1 (e.g. Roecker 1982; Woodgold 1994) . Our minimum window length was 17 s following analysis by Zelt (1999) . Estimating the noise in the 5 s prior to the P-wave arrival we selected only data with signal/noise ratio greater than 2. Each fit was visually inspected, and those with correlation coefficients less than 45 were considered poor fits (Havskov et al. 1989) . Traces with poor fits that were registered on more than two of the five frequency bands were rejected. Since the earlier studies (Aizawa 2004; Nakamichi et al. 2004; Ukawa 2005) have suggested that possible magmatic bodies are confined within 5 km radius around Mt Fuji's summit, the data were separated into two groups: a near-Fuji region of rays traversing an area with radius 5 km around the summit (R < 5 km, Fig. 3) , and a far-Fuji region of rays beyond a radius of 20 km around the summit (R > 20 km, Fig. 4 ). For each region, we obtained variations of Q −1 C with respect to frequency using sampling volumes with fixed values of semi-minor axis A2 ranging from 50 to 110 km. For these A2 values, the average maximum lapse times (ALT) of the near-Fuji and far-Fuji regions are 29-67 s and 32-65 s, respectively (Table 1,  2) .
For A2 = 80 km, the difference of Q
−1
C values between near-Fuji and far-Fuji region is larger than those of other A2 values for each frequency (Fig. 5) , excluding data filtered at 1-2 Hz, as it has twice the error range (Table 1 , 2). Since high Q −1 C is a reasonable indicator of the presence of magma or partial melt in volcanic regions (e.g. Sato & Fehler 1998 ), a Q −1 C model with A2 = 80 km seems to be appropriate for a comparative study of near and far volcanic zones of Mt Fuji. The maximum lapse time corresponding to A2 = 80 km is 48 s. The ellipses of the near-Fuji area are concentrated on Mt Fuji (Fig. 3) whereas those of the far-Fuji data scattered around the summit region (Fig. 4) . Whereas Pulli (1984) presented only horizontal views of ellipses using epicentral distances, this study additionally shows the vertically projectional view of ellipses based on hypocentral distances. The overlapped ellipses of the near-Fuji suggests that a large part of Q 
M U LT I P L E L A P S E T I M E W I N D O W A N A LY S I S The multiple scattering model
Under the assumption of multiple isotropic scattering and uniform distribution of scatterers, Zeng et al. (1991) obtained theoretical equations describing a scattering model. Using these equations, Sato and Fehler (1998) expressed the scattered energy density E(x, t) derived from source energy Wδ(t) at the origin by
where the following definitions apply: H is the Heaviside (step) function, r and t are the position (x, y, z) and time of the receiver, r and t are the position (x, y, z) and time of the scatterer, v is the S-wave velocity, η s is the coefficient of scattering attenuation, η i is the coefficient of intrinsic attenuation. Using the following scaling quantities,
eqs (2) and (3) can be rewritten as
with
(6) is solved via Fourier transform in space and Laplace transform in time giving, Applying the same transforms to (5), we attain
for ν>1. Eq. (8) can be solved numerically; the first, second and third terms correspond to direct, single scattering and multiple scattering.
The intrinsic attenuation factor η i = , defined as the dimensionless ratio of scattering loss to total attenuation, and the inverse of the extinction length, L −1 e = η s + η i , that is the inverse of the distance (in kilometers) over which the primary S-wave energy is decreased by e. The solution of eq. (8) is the theoretical value for both strong and weak scattering at different source and receiver configurations.
Multiple Lapse Time Window method and processing
The basis of the MLTW method (Fehler et al. 1992 ) is that a seismogram can be separated into three consecutive time windows with 15 s lengths, starting from the S-wave onset. The first window contains a significant contribution of the direct S-wave energy and the last two windows mainly contain the contribution of the scattered energy. Seismograms were filtered and discarded based on low signal/noise ratio in the same way as it was done for the Q −1 C analysis described above. The seismic energy of the three time windows was calculated by integrating the squared amplitudes over time for bandpass filtered seismograms. According to the codanormalization method (Aki 1980) , each integral is normalized by the coda spectral amplitude to correct for different earthquake sources and varying site amplification (e.g. Hoshiba 1993 ). The coda spectral amplitude in this study was derived from the squared amplitude of a 5 s time window centered at 45 s, which is twice the S-wave travel time for a maximum hypocentral distance of 80 km. Since the lapse time can be shortened to about 1.5 times of S-wave travel time (Chung & Sato 2001) , we used 45 s for a maximum hypocentral distance of 120 km. A correction for the geometrical spreading incorporated by multiplying each integrated energy by a factor 4π r 2 , r representing hypocentral distance. The corrected, observed values were averaged over a 4 km spatial window, and are presented as three curves for each frequency band (red colours in Figs 7 and 8) . The curves, derived from this extensive data set, are considerably smoother compared to previous studies (e.g. Fehler et al. 1992; Dutta et al. 2004) . Using the same approach as that taken for the Q −1 C analysis, the MLTW analysis grouped the results into near and far-Fuji regions for hypocentral distances 60, 80, 100 and 120 km. Several tests radii for the near and far-Fuji classifications included 5, 10, 20 and 50 km regions as described earlier.
Recognizing the relationship of Q −1 to hypocentral distance in Eq. (8) one can extract a least-squares estimate of η i and η s by comparing theoretical curves to observed data. The best-fit values of η i and η s were obtained by grid-search with an interval of 0.001 km −1 . Uncertainty ranges were estimated by assuming the ratio of η i to η s to be 1.5, based on an F distribution with >100 degrees of freedom at the 97.5% confidence level (Mayeda et al. 1992) (Figs 9 and 10 ). (The Q −1 i value at 1 Hz is discarded because of large error, the range of which is far larger than that of Q −1
and Q −1 s , derived from η i and η s , were compared using hypocentral distances 60, 80, 100 and 120 km for the near and farFuji categories (Fig. 11 and Table 3, 4) . For the shorter hypocentral distances, differences between the near and far-Fuji raypaths are large, especially for the 2-4, and 4-8 Hz frequency bands. The observation of large variations of Q −1 s at the 2-4, and 4-8 Hz bandwidths comparing near and far-Fuji data sets indicates that lithospheric structure beneath Mt Fuji is considerably heterogeneous. The frequency dependence of Q −1 is characterized by the characteristic scale length of heterogeneity a, taking its maximum at ka ∼ 1, where k is the wave number of S waves (e.g. Benites et al. 1992) . This implies that the lithospherical structure beneath Mt Fuji is enriched in heterogeneity with scale lengths on the order of hundred of meters.
The minimum hypocenter distance chosen at 80 km was selected for our analysis because errors increased at 60 km due to lack of data, especially for the near-Fuji area (Table 3) . Ray-paths of 80 km hypocentral distances are shown in Fig. 12 and Fig. 13 , for the near and far-Fuji data sets, respectively. To illustrate the effect of choosing different radii to separate near and far-Fuji data, we present results (Fig. 14) 
D I S C U S S I O N
Using more than 1 800 earthquake-station pairs of data in KantoTokai region of Japan, we estimated Q C values with relatively high precision compared to previous studies in other volcanic regions (e.g. Mayeda et al. 1992) . Following Hoshiba (1993) we can calculate the expected Q
−1
Cexp given by
where C n is the coefficient for the nth-order scattering generally cut-off at 10th-order (Hoshiba 1991) . The theoretical result can be compared to our observations to extract an interpretation based on the presence or absence of significant magma accumulation within 5 km of the summit and overall structural heterogeneity in the Mt Fuji area.
In Table 5 and 6, we summarize the estimated values of
Cexp for near and far-Fuji data, both within and external to radii of 5 and 20 km from the summit, respectively. Our measurements show that all Q −1 values using the near-Fuji data are greater than those of far-Fuji data, and the intrinsic Q on near-Fuji data at 2-4 Hz is considerably improved over previously published results (Mayeda et al. 1992) . The poor fit at low frequencies can be explained by heterogeneity comparable to the wavelength of the corresponding frequencies, which is of the order of a few kilometers.
The expected Q −1 C is close to observed Q −1 i , as predicted by simulation results (Frankel & Wennerberg 1987) and laboratory experiments (Matsunami 1991). For frequency band 4-8 Hz and greater, we observed a sharp decrease of the discrepancy between observed and expected Q −1 C , indicating that model fitting for the observed energy-distance relation for MLTW is significantly better. Similar results reported in previous MLTW studies (e.g. Akinci & Eyidogan 2000) , suggested that this is due to complexities in the shallow crust which cause poor fits at short distances (Mayeda et al. 1992) .
Our approach in this study is not aimed at estimating the true intrinsic Q i −1 value of the magma body. Rather, we are investigating the spatial distribution of Q i −1 beneath Mt Fuji on the basis of the conventional coda wave analyses. We regard estimated Q c −1 , Q i −1
and Q s −1 as parameters that characterize the average wave propagation properties (absorption and/or scattering) of a specific volume sampled by coda waves and we only cautiously address absolute values because they depend on specific procedures of analysis. If the same procedures are applied to different data and Q values vary significantly, we expect that underlying geophysical/geological variations are the source of the discrepancies and the differences can be interpreted with confidence.
The r −1 geometrical spreading assumed in the uniform, isotropic model may be a source of error, especially for shallow earthquakes ray paths traverse the strong velocity gradients of upper crust. We did not find a clear difference between shallow and deep earthquakes on the upper most curves derived from the first window of the MLTW analysis in Figs 7 and 8. Curves in the second and third windows weakly depend on geometrical spreading because the coda data are primarily waves scattered by heterogeneities widely distributed throughout the crust and upper most mantle, not the direct waves affected by spreading. We conclude that geometrical spreading does affect the observed values in our estimation procedures is thus not the essential cause of the frequency dependence of Q −1 . Many studies of lithospheric P and S wave attenuation in Japan report frequency dependent Q −1 for both P and S waves. The effect of geometrical spreading on Q −1 is discussed in Kinoshita (1994) .
It is useful to compare our results, using a uniform model, with published results that share a similar epicentral range (Fig. 15 ) Since there are relatively few studies done in volcanic areas, we include the analysis of Hoshiba (1993) with 120 km epicentral range (other studies include data typically less than 80 km). The comparison shows that Q (Bianco et al. 2005) . The Friuli region is also, incidentally, a mountainous region produced by tectonic collision.
C O N C L U S I O N
Using an extensive seismic data set from 1995 to 2006 recorded on 55 seismic stations including 10 borehole installations, we obtained attenuation structure with high precision around Mt Fuji. We classified the data as near-Fuji, that is within a 5 km radius (R < 5) of the summit, and far-Fuji, beyond a 20 km radius (R > 20) from the summit. This classification showed the greatest difference of Q −1 C estimates at sampling volumes corresponding to overlapping sampling depths of about 80 km, and also showed consistently large differences of Q 
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