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Dynamic CID of selected precursor ions is achieved by the application of a two-frequency
excitation waveform to the end-cap electrodes during the mass instability scan of a quadrupole
ion trap (QIT) mass spectrometer. This new method permits a shorter scanning time when
compared with conventional on-resonance CID. When the excitation waveform consists of two
closely-spaced frequencies, the relative phase-relationship of the two frequencies plays a
critical role in the fragmentation dynamics. However, at wider frequency spacings (10 kHz),
these phase effects are diminished, while maintaining the efficacy of closely-spaced excitation
frequencies. The fragmentation efficiencies and energetics of n-butylbenzene and tetra-alanine
are studied under different experimental conditions and the results are compared at various
scan rate parameters between 0.1 and 1.0 ms/Th. Although faster scan rates reduce the
analysis time, the maximum observed fragmentation efficiencies rarely exceed 30%, compared
with values in excess of 50% achieved at slower scan rates. The internal energies calculated
from the simulations of n-butylbenzene at fast scan rates are 4 eV for most experimental
conditions, while at slow scan rates, internal energies above 5.5 eV are observed for a wide
range of conditions. Extensive ITSIM simulations support the observation that slowing the
scan rate has a similar effect on fragmentation as widening the frequency spacing between the
two excitation frequencies. Both approaches generally enhance CID efficiencies and make
fragmentation less dependent upon the relative phase angle between the excitation waveform
and the ion motion. (J Am Soc Mass Spectrom 2007, 18, 2017–2025) © 2007 American Society
for Mass SpectrometryThe use of quadrupole ion traps (QITs) as a plat-form to perform tandem mass spectrometry wasmade possible largely by the development of
resonance excitation by Louris et al. [1]. In this ap-
proach, a supplementary AC voltage is applied to the
end-cap electrodes as the ions are held at a fixed
trapping potential. If the applied excitation frequency
matches the secular frequency of the precursor ion, the
on-resonance condition results in an increase of the ion
kinetic energy. Energetic collisions with the bath gas
then occur and the kinetic energy of the ions is con-
verted to internal energy. This, in turn, leads to cleavage
of the chemical bonds and fragmentation takes place.
One of the drawbacks of applying this method is the
resonance ejection of the ions when, due to the in-
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doi:10.1016/j.jasms.2007.08.014creased kinetic energy, their motion becomes unstable
and the ions are ejected without being mass analyzed
[2]. Although it is quite straightforward to calculate the
approximate secular frequency of an ion under a spe-
cific set of experimental conditions, the only way to
ensure on-resonance excitation is through lengthy em-
pirical calibration procedures. Consequently, there has
been an intense search to find new, improved ways to
perform and optimize tandem mass spectrometry in
QITs.
A widely used approach to improve the performance
of the QITs is the application of custom-tailored wave-
forms to the end-cap electrodes. Goeringer and cowork-
ers tackled the problem of selective ion accumulation by
applying filtered noise fields (FNF) [3], while Dorosh-
enko and Cotter described the means of injecting ions in
an increasing rf field to improve trapping efficiency [4,
5]. Fulford et al. used a low-frequency rf signal coupled
to the end-cap electrodes in a monopolar fashion to
achieve resonance ejection of selected ions [6]; Lammert
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2018 LASKAY ET AL. J Am Soc Mass Spectrom 2007, 18, 2017–2025et al. proposed the application of a short dc pulse to
activate the precursor ion [7]; Murrell et al. developed a
method for fast excitation by applying a high amplitude
excitation frequency [8]; Paradisi et al. modified the
scan function by introducing two excitation periods
separated by a cooling period [9]; and, recently, the
Glish research group reported the benefits of using a
high-amplitude short-time excitation (HASTE) to recap-
ture low-mass product ions [10]. Most of these meth-
ods still require resonance tuning or other optimiza-
tion of experimental parameters to attain satisfactory
CID efficiencies.
DCID is a new fragmentation method that may be
achieved in most commercial instruments without any
hardware modifications and allows for fast and quite
efficient fragmentation of selected precursor ions [11].
Single-frequency DCID has been successfully applied
for the fragmentation of biomolecules such as leucine
enkephalin, insulin chain A and substance P [12]. Pre-
vious studies have focused on characterizing the fragmen-
tation energetics and efficiencies when a single frequency
is applied to the end-cap electrodes during mass acquisi-
tion [13], and understanding the waveform-ion interaction
for two-frequency DCID [14]. The effect of excitation
amplitude and qz has been described in a companion
paper to this [14]; the effect of frequency spacing and mass
scanning rate are presented here.
Experimental
For the analysis of gaseous samples such as n-butylben-
zene, the experimental data were collected with a
Thermo Finnigan Polaris Q quadrupole ion trap mass
spectrometer (Austin, TX) as previously described [13].
The ESI experiments using tetra-alanine were con-
ducted on a Thermo Finnigan Polaris Q mass spec-
trometer modified with an electrospray interface de-
scribed earlier [15]. Tetra-alanine ( 99%) purchased
from Bachem (King of Prussia, PA) was dissolved in a
1:1 (vol:vol) methanol:water mixture containing 0.1%
formic acid (Fluka, 98%, Buchs, Switzerland) to a 0.45
to 0.48 mM concentration. Spray voltage was typically 4
to 4.5 kV; solvent flow rate was set to 3.5 to 4 L/min.
The two-dimensional contour plots presented in this
report were constructed in Origin (OriginLab,
Northampton, MA). Each plot shows the results of
more than 18,000 different experimental conditions in a
sequence-looped format [14]. The ability to perform
experiments in such vast number is offered by the
flexible programming permitted by the Visual Basic
platform. Because the primary focus of our present
study is the understanding of the effects of each param-
eter involved in our experiments, the construction of
these contour plots allow for a direct comparison of the
energetics under the different investigated conditions.
A two-frequency excitation waveform is applied to
the end-cap electrodes in a dipolar fashion during mass
acquisition; the amplitude of excitation refers to the
amplitude (Vp-p) of the excitation waveform appliedbetween the end-cap electrodes. The phase angle term
describes the initial relative phase relationship of the
two excitation frequencies at the onset of the mass
acquisition scan and does not suppose a known phase-
relationship to the rf frequency on the ring electrode
during resonance conditions or to the ion motion dur-
ing resonance conditions. The difference between the
two frequency values is referred to as frequency spac-
ing and the qz value is calculated from the first (smaller)
of the two applied excitation frequencies. The default
scanning rate of 0.18 ms/Th was used for all experi-
ments, unless otherwise stated.
The internal energy deposited by an arbitrary exci-
tation waveform may be approximated by the use of
thermometer molecules, such as n-butylbenzene. These
species have well-known fragmentation energetics, as,
depending on the deposited internal energy, fragmen-
tation may occur through two entirely different mech-
anisms. At low internal energies, the direct cleavage
product is more abundant (m/z 92), while higher inter-
nal energy depositions lead to an intramolecular rear-
rangement; in this case the most abundant product ion
has an m/z of 91. With the aid of a calibration curve
correlating the fragment ion ratios and total ion internal
energy [16], the fragmentation energetics may be ap-
proximated for each experimental condition in part.
The fragmentation efficiency herein will be calcu-
lated as the abundance of the 91, 92, 105, and 119 Th
fragment ions relative to the intensity of the isolated
precursor ion.
Results and Discussion
To better understand the following experimental re-
sults, it is helpful to create a physical vision of the
excitation process using the properties of a sum-of-sines
waveform [12]. Although this interpretation is a some-
what oversimplified version of the “true” excitation
mechanism, it aids in the understanding and descrip-
tion of the general trends observed. Consider the exam-
ple when two frequencies are applied to the end-cap
electrodes in a dipolar fashion: the resulting waveform
will have a beat-pattern where the position of the nodes
and crests is trigonometrically equivalent to a wave-
form of COS({1  2}t/2), modulated by SIN({1 
2}t/2). The modulation frequency defines the nodes
(minima) and crests (maxima) in the time domain of the
interference pattern. At close frequency spacings, the
SIN({1 2}t/2) term will be small, thus a “slow beat”
is observed in the time domain. When the two frequen-
cies are applied further apart, the term will be larger,
indicating a faster beat pattern in the time domain of the
interference pattern of the excitation waveform. It was
previously shown that the fragmentation of the selected
precursor ions depends on the time at which they come
into resonance with the interference pattern of the
excitation waveform, and on the excitation amplitude
[14]. When the excitation waveform goes through a
minimum, or a node, at the time of excitation, reduced
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tation is less efficient. Conversely, when the resonance
condition occurs at a maximum or the crest of the
waveform, more kinetic energy is deposited and the
fragmentation is more efficient. At large excitation
amplitudes, additional and more complex phenomena
are observed, mainly due to off-resonance excitation, as
will be demonstrated.
Figure 1a shows the experimentally determined frag-
mentation efficiencies of n-butylbenzene at more than
27,500 different experimental conditions obtained in a
single sequence-looped experiment. The first of the two
frequencies was held constant at 171 kHz and the
second frequency was incrementally changed by 0.02
Figure 1. CID efficiencies of n-butylbenzene ac
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energy of the isolated precursor ions is increased
significantly, causing the ejection of ions without
significant fragmentation.
The differences between the two plots shown in
Figure 1 are most apparent in the frequency-spacing
domain. To facilitate the understanding of these differ-
ences, let us consider the situation when the two-
frequency excitation waveform is applied at a 2 Vp-p
amplitude and a relative phase angle of the two excita-
tion frequencies set to 0° (Figure 1a). At frequency
spacings between 0 and 0.2 kHz, the two excitation
frequencies constructively interfere during on-resonance
conditions, so the ions gain considerable kinetic energy
during their short interaction time with the excitation
waveform. For these conditions, fragmentation efficien-
cies above 50% may be observed. By increasing the
frequency spacing from 0.2 to 1 kHz, the CID efficiency
is decreased because the resonance conditions occur
during a node in the interference pattern of the excita-
tion waveform. A further increase in the frequency
spacing allows for efficient fragmentation, followed by
yet another minimum. This trend may be followed for
the entire frequency spacing domain, alternating be-
tween efficient and inefficient fragmentation depending
on the interference pattern of the excitation waveform
during resonance conditions. A similar pattern is ob-
served when the two excitation frequencies are applied
at the same amplitude, except at an initial relative phase
angle of 180°. In Figure 1b, the positions of the maxima
and minima are shifted in the frequency domain in a
systematic manner. In short, changing the frequency
spacing has a somewhat similar effect as shifting the
relative positions of the crests and nodes of the inter-
ference pattern in the time domain.
A region of great interest in Figure 1 is where
changes in the frequency spacing or phase angle rela-
tionship do not greatly affect the fragmentation efficien-
cies. At frequency spacings above 10 kHz and excitation
amplitudes between 4 and 5 Vp-p, the fragmentation
efficiencies of n-butylbenzene are between 30% and 50%
regardless of the relative phase angle of the two fre-
quencies. In this case, the amplitude of the excitation
waveform is presumably large enough to cause off-
resonance excitation so that regardless of the phase
angle of the two excitation frequencies, sufficient kinetic
energy is deposited into the precursor ion to cause
relatively efficient fragmentation. Another potential fac-
tor is that as the frequency spacing between the two
excitation frequencies increases, the beat frequency in
the interference pattern also increases. This implies that
the precursor ion will pass through multiple nodes and
crests in the interference pattern, even for the short
duration for which they are resonant, and will likely
absorb a similar amount of power regardless of the
phase angle.
Figure 2 shows the experimentally determined 91/92
fragment ion ratios for n-butylbenzene for the same
data used to create Figure 1. In general, highly energeticfragmentations do not correlate with efficient DCID
conditions. A notable trend is that excitation amplitudes
below 4.5 Vp-p allow for high internal energy deposi-
tions only when the frequency spacing is less than 6
kHz; however, excitation amplitudes above 6 Vp-p can
provide energetic conditions at most frequency spac-
ings, especially at those greater than 6 kHz. The fact that
larger excitation amplitudes are required for energetic
fragmentation at large frequency spacings can be rea-
soned through two possible explanations: (1) that the
energy absorbed by the ions from the two excitation
frequencies is more uncoupled, meaning that the ions
are excited by one frequency, independently of the
other. The ions then pick up kinetic energy from the
second frequency later during the scan when they pass
through resonance conditions with the second fre-
quency. (2) Wide frequency spacings produce an inter-
ference pattern with more frequent nodes and crests in
the time domain. Therefore, during the period of reso-
nance excitation, the ions will experience multiple
nodes and crests and will absorb a certain average
amount of power from the waveform. The absorbed
power will be similar whether the resonance conditions
start at a crest or a node, which is why the fragmenta-
tion patterns change less at wider frequency spacings.
Additional frequency-spacing experiments were run
on singly protonated tetra-alanine (see Supplementary
Material section, which can be found in the electronic
version of this article) to test the success of DCID for
fragmentation of small biomolecules. It was found that
at frequency spacings larger than 12 kHz the resonance
ejection is diminished. The spectra observed for large
(20 kHz) frequency spacings displayed no significant
changes relative to spectra observed at 20 kHz. This
observation, as well as the fact that resonance ejection is
diminished at high-frequency spacings can again be
reasoned through decoupling of the excitation frequen-
cies, or through considering the interference pattern of
the excitation waveform. Consequently, the amount of
internal energy deposited is on average smaller than for
more closely spaced frequencies and less sensitive to
any changes in the frequency spacing.
In the next series of experiments, the effects of frequency
spacing and relative phase angle on n-butylbenzene frag-
mentation were studied at three different excitation
amplitudes. For all experiments shown in Figure 3a the
amplitude of the excitation waveform was held at 2 V.
The plot shows diagonal ridges of optimum CID effi-
ciencies. The physical model describing the excitation
period with the aid of the shape of the sum-of-sines
waveform works well at close frequency spacings.
Here, a change in the relative phase angle of the two
excitation frequencies causes an apparent shift in the
position of nodes and crests; thus, the fragmentation
energetics changes according to whether the ions come
on-resonance during a node or crest in the beat pattern.
A change in the frequency spacing, while keeping the
phase angle constant, causes similar effects: the position
of the nodes and crests of the excitation waveform will
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quency spacings the physical model cannot be applied as
rigorously, as shown by the gradual loss of features at
wider frequency spacings in Figure 4b and c.
Figure 3b and c show the CID efficiencies when the
amplitude of the excitation frequency is 4 and 7 Vp-p,
respectively. At an excitation amplitude of 4 Vp-p, the
CID efficiencies at frequency spacings greater than 10
kHz are much less sensitive to the relative phase angle
than at 2 Vp-p excitation amplitude, and relatively efficient
fragmentation is possible at almost any given phase angle.
Applying excitationwaveforms at 7 Vp-p results in a loss of
fragmentation efficiency due to an increase in resonance
ejection of the isolated precursorion.
The 91/92 fragment ion ratios calculated for the
same set of experiments are shown in Figure 4. Excita-
tion amplitudes of 2 Vp-p (shown in Figure 4a) result in
low fragmentation energetics for all frequency spacings
and relative phase angles studied. More energetic con-
ditions may be achieved at closely spaced excitation
frequencies when the excitation amplitude is increased
to 4 Vp-p, as shown in Figure 4b. By increasing the
excitation amplitude to 7 Vp-p, highly energetic frag-
Figure 3. CID efficiencies for n-butylbenzene a
waveform when the first of the two frequenci
gradually changed between experiments by incr
phase angles of the two frequencies between 0°
is (a) 2 V; (b) 4 V; (c) 7 V.
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is (a) 2 V; (b) 4 V; (c) 7 V.mentations of n-butylbenzene is possible even at large
frequency spacings, as shown in Figure 4c. The results
shown in these plots support the above formulated
assumption that the phase-angle does not strongly
influence fragmentation efficiencies or energetics when
the frequency spacing between the two excitation fre-
quencies is 10 kHz.
These results indicate that a competition between
efficient and energetic fragmentation condition exists at
all experimental settings studied. Given the complexity
of two-frequency DCID, the extensive number of pa-
rameters that require optimization might appear diffi-
cult; however, selection of wide frequency spacings
(10 kHz) between two components of a two-frequency
DCID waveform serves to reduce the complexity of
optimization.
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from 0° to 360° by increments of 20° for each frequency
spacing. This translates into a total of 1881 different
simulation experiments to provide confirmation for the
experimental data. Figure 5a shows the total amplitude
of the excitation waveform at precisely 5.13 ms at
different frequency spacings and phase angles. The
mark at 5.13 ms is the theoretical moment when the ion
is on-resonance with the smaller of the two frequencies
of the DCID waveform (171 kHz). Figure 5b shows the
calculated internal energy of n-butylbenzene precursor
ions from the ITSIM 5.0 simulations. Figure 5c shows
the experimentally determined relative internal ener-
gies measured by the ratio of the product ions 91/92.
The diagonal lines with negative slopes in all three plots
demonstrate a good qualitative agreement between the
three parameters, and a clear phase- and frequency-
spacing dependence of the deposited internal energy.
However, the simulations overestimate the number of
the observed maxima and minima in the internal en-
ergy of the ions, indicating a more rigid correlation
between the interference pattern of the excitation wave-
form at a given instant and the amount of deposited
internal energy. Close examination of the internal en-
ergy obtained by theoretical and experimental results
for the different excitation waveforms (Figure 5b and c)
reveals that the slopes of the lines indicating maxima in
the internal energies are quite different. The simulation
results follow the trend of the excitation amplitude
calculated in Figure 5a, whereas the less frequent ridges
in the experimental data suggest that the simulations
could be underestimating the importance of some other
factors, such as off-resonance excitation/de-excitation.
These findings indicate that the sum-of-sines model
offers a reasonable explanation in describing most of
the phenomena involved in DCID, especially at close
(5 kHz) frequency spacings. However, the exact pro-
cess of internal energy deposition is a more complex
process that cannot be described merely by the interfer-
ence pattern of the excitation waveform at the theoret-
ical instant of on-resonance excitation. In addition to the
shape of the excitation waveform, internal energy deposi-
tion is dependent on a variety of experimental parameters,
such as parent ion m/z, nature and pressure of bath gas,
amplitude of the excitation waveform during on-reso-
nance conditions, total duration of excitation, and time
allotted for cooling of the excited species. Therefore, it is
hypothesized that the differences between hypothetical
and observed internal energies are the result of the added
effect of all these parameters.
The effects of mass acquisition scan rate on DCID
fragmentation efficiency was also investigated under
different two-frequency DCID conditions. Sequence-
looped experiments were conducted wherein the two-
frequency excitation waveform was applied at qz 0.45
(171, 172 kHz) with amplitudes varying between 0 and
18 Vp-p and phase angles between 0° and 360°. This set
of experiments was performed at scan rate parameters
of 0.10, 0.18, 0.36, 0.50, 0.72, and 1.00 ms/Th. The DCIDefficiencies obtained for this set of experiments are
shown in Figure 6.
The scan rate has a major influence on CID efficien-
Figure 5. Two-frequency DCID excitation waveform of 171 and
171 0.02n (n 0–250) of relative phase angle 0°–360° and excitation
amplitude 2 Vp-p: (a) amplitude of a sum-of-sines waveform at
5.13 ms; (b) simulated internal energy of n-butylbenzene in the ion
trap 9 ms after resonance excitation; (c) experimentally deter-
mined internal energy of n-butylbenzene.cies when a two-frequency excitation waveform is used
(e) 0.
2023J Am Soc Mass Spectrom 2007, 18, 2017–2025 CID DURING MASS ACQUISITION IN A QIT (II)to fragment the selected precursor ion. The scan rate is
very closely correlated with the time period a certain
ion is in resonance with the excitation waveform: ions
are resonant with the excitation frequency for a shorter
period at faster scan rates than at slower scan rates. This
is similar to the concept of fluence, first described by
March et al. [17] with respect to conventional CID. This
model purports that the fragmentation efficiency is corre-
lated with the product of the excitation amplitude and the
Figure 6. CID efficiencies of n-butylbenzene a
angles of the two excitation frequencies (171, 172
(b) 0.18 ms/Th, (c) 0.36 ms/Th, (d) 0.5 ms/Th,duration of the excitation. Consequently, the maximumfragmentation efficiencies shown in Figure 6a calcu-
lated for a scan rate parameter of 0.1 ms/Th are at best
30%, while at slower scan rates (Figure 6c–f) CID
efficiencies in excess of 60% are possible. When the scan
rate parameter is 0.1 ms/Th (Figure 6a), the maximum
CID efficiency values are arranged along a “u”-shaped
curve in such a way that at each phase angle a single,
well-defined excitation amplitude is required to achieve
fragmentation. At the default scan rate parameter of
erent excitation amplitudes and relative phase
), when the scan rate parameter is a) 0.1 ms/Th,
72 ms/Th, and (f) 1.0 ms/Th.t diff
kHz0.18 ms/Th (shown in Figure 6b), a phase-dependence is
2024 LASKAY ET AL. J Am Soc Mass Spectrom 2007, 18, 2017–2025still observable for excitation amplitudes below 5 V; how-
ever, the appearance of a larger area at high excitation
amplitudes, where noticeable fragmentation efficiencies
are achieved, suggests that off-resonance excitation might
be occurring. At large excitation amplitudes, the relative
phase angle of the two excitation frequencies is less
critical, as long as the excitation takes place near the crest
of the excitation waveform. This trend is clearly more
accentuated at slower scan rates, as shown in Figure 6c–f,
to the point where the phase-dependence is diminished
even at low excitation amplitudes (Figure 6f).
Figure 2S (Supplementary Material) shows the frag-
mentation of singly protonated tetra-alanine investi-
gated under different DCID conditions. When the exci-
tation waveform consists of two frequencies spaced 20
kHz apart (83 and 103 kHz), the beat in the interference
pattern of the excitation waveform is much faster in the
time domain. Consequently, even at fast scanning rates,
tetra-alanine is more likely to meet a crest (or multiple
crests) in the excitation waveform during on-resonance
conditions, thus the fragmentation energetics are much
improved. Similar to the findings of the study con-
ducted on n-butylbenzene, slower scan rates cause
more energetic interactions between the precursor ion
and the excitation waveform, leading to the resonance
ejection of precursor ions.
It is shown that for close frequency spacings the
relative phase-dependence of the fragmentation effi-
ciencies and energetics is more accentuated at fast scan
rates. Here, the ions will only interact with the excita-
tion waveform for a short period that corresponds to a
node or crest of the interference pattern of the excitation
waveform, so the absorbed power is very sensitive to
the shape of the waveform—i.e., the relative phase
angle of the two excitation frequencies. At slow scan
rates, ions are on-resonance with the excitation wave-
form for a longer time, so the total power absorbed by
the ions during excitation will be increased. According
to the sum-of-sines analogy, the interference pattern
will go through multiple beats during excitation of the
ions during slow scanning DCID, so the ions will gain a
similar amount of power regardless of the initial phase
angle with which they come into resonance with the
waveform. Another way to picture the slow scanning
DCID is by assuming that the ions pick up kinetic
energy from the two excitation frequencies at two
discrete periods, and that the time between the two
periods is so long in the slow scanning DCID experi-
ment that the ions will lose any phase “memory” from
the first excitation frequency by the time they come
on-resonance with the second frequency.
Summary of Single-
and Two-Frequency DCID
We have presented the effect of several experimental
parameters, such as excitation amplitude and frequency
[14] and frequency spacing and scan rate (presentreport) on the fragmentation energetics and efficiencies
when a one- [12, 13] or two-frequency excitation wave-
form is used to fragment selected precursor ions during
mass acquisition. It is evident that several other param-
eters influence the energy deposition process (bath gas
pressure, space charge effects) and these parameters
will require future investigation. Several interdepen-
dent variables have been characterized with respect to
fragmentation efficiency and energetics. The results are
summarized as follows: increasing the scan speed re-
duces precursor ion excitation time and requires in-
creased DCID excitation amplitude to achieve the same
fragmentation efficiency. Increased excitation ampli-
tude (1) may increase off-resonance effects, and (2) may
result in more resonant frequency ejection while reduc-
ing the time between collisional activation, dissociation
and mass-instability ejection. Increasing the scan speed
therefore (1) may not allow sufficient time for fragment
ions to form, (2) reduces cooling time of fragment ions
before ejection, (3) may degrade scanning resolving
power, (4) may increase S/N, (5) minimizes deleterious
product ion secondary reaction times, and (6) reduces
precursor ion ejection for a given resonant frequency
amplitude. As with conventional, on-resonance CID,
DCID waveforms consisting of smaller excitation fre-
quencies result in fragmentation at smaller qz values,
smaller Dehmelt pseudopotential well-depths, and may
result in more resonance ejection, poorer CID efficien-
cies, but improvements in the ability to recapture low
mass products ions. Conversely, fragmentation at larger
excitation frequencies, larger qz values, and larger well
depths tends to improve fragmentation efficiencies, but
limits the ability to recapture low mass product ions.
Increasing from one to two resonant frequencies in
DCID adds many additional variables: frequency spac-
ing, amplitude of frequency 1, amplitude of frequency
2, and relative phase angles of the two excitation
frequencies. The effects of relative amplitudes other
than 50:50 have yet to be studied in detail. Two-
frequency DCID is therefore more complex to optimize
than single-frequency DCID. However, there are bene-
fits to two-frequency DCID. In general, larger internal
energy depositions are possible using two-frequency
DCID waveform than employing a single frequency.
Increasing the frequency spacing between the two ex-
citation frequencies simplifies tuning for optimal per-
formance and reduces resonant ejection of precursor
ions for a fixed excitation amplitude.
Conclusions
Dynamic CID is shown to be a viable alternative for
on-resonance excitation for small organic molecules
such as n-butylbenzene and small synthetic peptides
such as tetra-analine. Two-frequency DCID allows for a
large internal energy deposition and better fragmenta-
tion efficiencies than single frequency DCID, but the
phase angle of the two frequencies must be optimized
to assure the best possible fragmentation capabilities.
2025J Am Soc Mass Spectrom 2007, 18, 2017–2025 CID DURING MASS ACQUISITION IN A QIT (II)The necessity for “phase tuning” may be overcome by
two approaches: (1) using excitation frequency spacings
larger than 10 kHz (at a scan rate parameter of 0.18
ms/Th), and (2) using excitation frequency spacings
closer than 10 kHz, but slowing down the mass acqui-
sition scanning rate. The effects of the two variables are
very similar; they both serve to increase number of
nodes and crests that the ions are exposed to during the
short period with which the ions can absorb energy
from the excitation waveform. The observed result is
that when the internal energy gained by the ions is
some function of multiple beat patterns of an excitation
waveform, that function will be less sensitive to the
initial phase angle of the excitation waveform.
Why is reducing the phase dependency important?
In an effort to utilize two-frequency DCID for on-line
analyses of complex mixtures, the authors understand
the need to find a “universal” excitation waveform that
allows for efficient and/or energetic fragmentation of
precursor ions of different m/z values, without the need
for phase optimization. It is hypothesized that gen-
erating a waveform consisting of two widely-spaced
frequencies—or three or more frequencies—could
circumvent the requirement for phase tuning. Such
waveforms could offer a means for sequential frag-
mentation of several precursor ions (such as reducing
polyatomic interference ions in ICP-QIT-MS) or for
achieving an efficient, mass-independent, one-size-
fits-all waveform for fragmenting precursor ions of
any m/z. Although single-frequency DCID offers a
more simplified approach, two-frequency DCID can
offer better fragmentation efficiencies and larger in-
ternal energy depositions, if tuned appropriately.
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