A new spectral algorithm for reordering a sparse symmetric matrix to reduce its envelope size was described in [2] . The ordering is computed by associating a Laplacian matrix with the given matrix and then sorting the components of a specified eigenvector of the Laplacian. In this paper we provide an analysis of the spectral envelope reduction algorithm.
We describe related 1-and 2-sum problems; the former is related to the envelope size, while the latter is related to an upper bound on the work involved in an envelope Cholesky factorization scheme.
We formulate the latter two problems as quadratic assignment problems, and then study the 2-sum problem in more detail. We obtain lower bounds on the 2-sum by considering a projected quadratic assignment problem, and then show that finding a permutation matrix closest to an orthogonal matrix attaining one of the lower bounds justifies the spectral envelope reduction algorithm. The lower bound on the 2-sum is seen to be tight for reasonably "uniform" finite element meshes.
We also obtain asymptotically tight lower bounds for the envelope size for certain classes of meshes.
Introduction.
A novel spectral algorithm to reduce the envelope of a sparse, symmetric matrix was described in a companion paper [2] . The algorithm associates a discrete 
The envelope of A is the set of column indices It is helpful to consider a 'column-oriented' expression for the envelope size for obtaining a lower bound on this quantity in Section 3. The width of a column j of A is the set of all row indices in the jth column of the envelope of A. In other words, cj(A) = I{k: k > j, and 3g <_ jgake ¢ 0}1.
(This is also called the jth front-width.)
It is then easily seen that :the envelope size is
The work in an envelope factorization scheme is given by
Hereafter, we will ignore the linear term in cj in computing the envelope work. The columnwidths of the matrix in Figure  2 .1 are given in The envelope parameters can also be defined with respect to the adjacency graph
In terms of the graph G and an ordering a of its vertices, we can define
Hence we can write the envelope size and work associated with an ordering c_ as
The goal is to choose a vertex ordering a : V H {1,..., n} to minimize one of the parameters described above. We denote by Esizem_n(G) (Wbouna_,(G)) the minimum value of Esize(G, _) (Wbound(G, a)) over all orderings _. The reader can compute the envelope size of the numbered graph in Figure  2 .1, using the definition given in this paragraph, to verify that Esize(G) = 24.
The jth front-width has an especially nice interpretation if we consider the adjacency
Let the vertex corresponding to a column j of A be numbered vj so that V = {v_,...,v,}, and define V_ = {va,...,vj}.
To illustrate the dependence of the envelope size on the ordering, we include in Figure  2 . ( 2.2) 1-sum, and the envelope work and the 2-sum in a way that shows their relationships:
The parameters crl,mi_(A) and a_,m;_(A ) are the minimum values of these parameters over all permuted matrices pTAp.
More generally, for real 1 _< p < ec, we define the p-sum to be 
Proof. We begin by proving (2.7). Our strategy will be to first prove the inequalities 
_(A).
Then we have
Further, let X2 be a permutation matrix such that A_ -XTAX2, and a_(_) = a_,mi_(A ). Again, we have
We obtain the result by putting the last two inequalities together.
We omit the proof of (2.6) since it can be obtained by a similar argument, and proceed to prove (2.8). 
We obtain the result by considering two orderings that achieve the minimum 1-and 2-sums. D 3. Bounds for envelope size. In this sectionwepresentsomeboundsfor the envelope sizeproblem. We will require somebackgroundon the Laplacian matrix. 
The Laplacian matrix. The Laplacian matrix
The transformation from the second to the third line makes use of (3.1).
This quadratic form can be expressed as a quadratic assignment problem by substituting
There is also a trace formulation of the QAP in which the variables are the elements of the permutation matrix X. We obtain this formulation by substituting Xp_ for __. Thus min c__rQ__ = minpTXTQXp_. Unlike the 2-sum,the matrices involved in the QAP formulation of the 1-sumare both of rank n. Hence the bounds we obtain for this problem by this approach are considerably more involved. 
5.
The Laplacian matrix Q has A,(Q) = 0; also hi(B) = 0, for i = i, ..., n-1, and A_(B) = _pT_p= (1/6)n(n + 1)(2n + i). Hence the lower bound in the theorem above is zero, and the upper bound is (1/6)A,_(Q)n(n + 1)(2n + 1). This suggests that we take
Note that with this choice, the St0chasticity constraints Xu_ = u_u_, and xT__ = U are satisfied. (1/12)A2(Q)(n -1)n(n + 1) < a_(A) < (1/12)A,_(Q)(n-1)n(n + 1).
Proof. If we apply the orthogonal bounds to the projected QAP, we get
The vector u_u_ is the eigenvector of Q corresponding to the zero eigenvalue, and hence eigen- Choosing the elements of _d such that its elements sum to zero, i.e., u__Td= 0, simplifies the bounds we obtain, and hence we make this assumption in this subsection. We begin by denoting
, and expressing 
Note that this term is linear in the projected variables Y, and we shall find it convenient to express it in terms of X by the substitution
since the second term is equal to tr u_T d r_(B)Tu, which is zero by the choice of d_.
Finally, the fourth term becomes trQ(d)YBY T, where _)(d)= VTQ(d)V, and as before [_ = VT BV.
Putting it all together, we obtain
Observe that the first term is quadratic in the projected variables Y, and the remaining terms are linear in the original variables X. Our lower bound for the 2-sum shall be obtained by minimizing the quadratic and linear terms separately.
We can simplify the linear assignment problem by noting that B = p pT. Thus rB,i = i_j_=lj = (1/2)n(n + 1)i, and hence (2/n)r__(B)= (n + 1)p. Further, _d B = sq(p), the vector with ith component equal to i 2. Hence the final expression for the linear assignment problem
Let L denote the minimum value of this problem (over the set of permutation matrices X, for a given _d), which can be computed as the solution of a transportation problem. Recall from the previous section that a second Laplacian eigenvector x 2 = Vr_ 1.
Now we can formulate the "closest" permutation matrix problem more precisely. to obtain a weighted norm by making the square root nonsingular. It can be verified that the shift has no effect on the minimizer since it adds only a constant term to the objective function.
We substitute Z = Xo + (Z -X0) and expand the 2-sum about X0 to obtain
The first term on the right-hand-side is a constant since X is a given orthogonal matrix;
the third term is a quadratic in the difference (Z -X0) and hence weneglect it to obtain a linear approximation. It follows that we can choose a permutation matrix Z close to X0 to approximately minimize the 2-sum by solving O, for j = 2, ..., n -1, and hence only the first term in the sum survives.
Noting that s__ 1 = VTE, and V_r x = x__2,this term becomes
The third term in (6. The reasoning above leads to the recurrence
Let a = a 15 + :_1.5. Then it is easy to show that a < 1 since a +/3 = 1. The solution to the recurrence is a < 1-5. 
