AN INTRINSIC CHARACTERIZATION OF A CLASS OF MINIMAL SURFACES IN CONSTANT CURVATURE MANIFOLDS GENE DOUGLAS JOHNSON
Let X be an iV-manifold of constant sectional curvature. A class of minimal surfaces in X, called exceptional minimal surfaces, will be defined in terms of the structure of their normal bundles. It will be shown that these surfaces can be characterized intrinsically in a way that generalizes the Ricci condition for minimal surfaces in Euclidean 3-space. It will also be shown that these surfaces are rigid when N is even and belong to 1-parameter families of isometric surfaces when N is odd. 0. Introduction. Let X N (c) denote an TV-dimensional manifold of constant sectional curvature c, and suppose that M is a minimal surface in X N {c) with Riemannian metric ds 2 and Gauss curvature K. The classical theorem of Ricci, as extended by Lawson [3] , says that when N = 3 minimal surfaces of X 3 (c) are characterized by the conditions that K < c and at points where K < c the metric ds 2 = yjc -k ds 2 is flat. Moreover, for each minimal surface M in Z 3 (c), there is a 1-parameter family of isometric minimal surfaces M τ , 0 < τ < 2π, such that M is congruent to one of the members of this family. This paper will describe a class of minimal surfaces in X N {c), called exceptional minimal surfaces, and a sequence of functions A\,A is flat. This reduces to the Ricci-Lawson condition when n = 1, in that A \ = c -K. The exceptional minimal surfaces in X 2w+1 (c) will be seen to belong to 1-parameter families of isometric surfaces, just as happens in X 3 (c). In X 2n+2 {c), the exceptional minimal surfaces will be characterized by the conditions that A c r > 0, I <r < n 9 and A c nJrl = 0. Additionally, in X 2nJr2 {c) the exceptional minimal surfaces will be rigid. These results given here for the case where N = 2n + 2 are actually implicit in [2] , although they are stated there in terms of minimal immersions of the 2-sphere S 2 into X 2n +
(c).
113 Sections 1 and 2 summarize the structure equations for minimal surfaces and some results from [2] that are needed here. Section 3 contains the statements of the theorems, which are proved in § §4 and 5. Section 6 contains two corollaries on isometric minimal surfaces.
1. Structure equations of surfaces. Suppose M is a Riemannian surface with Gauss curvature K. Let e\ ,e 2 be a local orthonormal frame field on M, and let θ\, θ 2 be the coframe dual to e\, e 2 . Then the structure equations of M are (The symbol i will be reserved for Λ/-T.)
Let e A be a local orthonormal frame field on X, and let ΘA be the coframe dual to 8A Then the structure equations of X are Suppose that ^i, ^2 is a frame on M as described in the previous section and that the frame e A is chosen so that on M, βj = βj, and the e a are normal to M. Then differential forms on M can be identified with differential forms on X restricted to M:
To simplify the notation, when forms and vectors on X are restricted to M, let them be denoted by the same symbol without tilde:
ω AB will denote &> AB \M, and e A will denote ^|M Then θ a = 0 on M since the e α are normal to M. When the relation dθ a = 0 is expanded using the structure equations (3), Cartan's Lemma can be applied to show that there are functions h ajk such that
The h ajk are the coefficients of the second fundamental form. The assumption that M is a minimal surface is equivalent to assuming that the second fundamental form has zero trace:
Let T X M and T X X denote the tangent space to M and X, respectively, at a point x. Curves on M through x have their first derivatives at x in T X M, but higher order derivatives will have components normal to M. The space spanned by the derivatives of order up to r is called the rth osculating space of M at x, denoted T^M. If for all r, T^M § T X X at all x in a neighborhood of M\ then that neighborhood would lie in a totally geodesic submanifold of X ( [4] , p. 241). The assumption that M lies fully in X means that for some r, TJc r) M = T X X at generic points of M.
The rth normal space of M at x, denoted Nor^Af, is the orthog-
The results in §2 and §3 of [2] show that at generic points of M, the dimension of Nor^Af is 2 when 1 < r < n -1, and the dimension of Nor^Af is 1 or 2, depending on whether N is odd or even. Those normal spaces that have dimension 2 will be called the normal planes of M. Let βπ denote the number of normal planes possessed by M at a generic point:
Choose the normal vectors e a so that Nor^Af is spanned by {e2r+i, *2r+2>, 1 < r < β N . When N = 2n + 1, Nor^Af will be spanned by {e 2n +\}. The derivatives of vector fields in T^M must lie in Tχ +{>} M, so de 2r -\ and de2r cannot have any e α components for α > 2r + 2. Since ctf^# = (de A , ^5) and CUAB = ~~ωBA ?
2r-i ,4 = <^2r,Λ = 0 when A > 2r + 2 and when A < 2r -3.
When r = 2, these relations imply that (6) h a jk = 0 when a > 4.
Set //α = h a \ι + ih a \ 2 for α = 3 and 4. Then using (5), (6) , and the form φ = θ\ + iθ 2 , equations (4) for r = 2, ... , n, produces H a such that For the remainder of this paper, assume that M is an exceptional minimal surface. The orientations of the normal planes of such a surface can be chosen so that Hι r +2 = +iHι r +\ for 1 < r < /?#. Then equations (7) become Now (11) follows from the structure equation (3) Proof By (15), dΈ 2r -X -iΉ 2r -i(rωi2 -ω 2r -i,2r) = 0 (modp), and the corollary follows from the theorem in §4 in [2] . D Expanding the summation using equations (8) The proof of Theorem A when N = 2n + 1 follows by modifying the arguments in the proofs of the lemmas to apply to (9) instead of (8). Using (9) in the proof of Lemma 4.1 when r = n yields
The proof of Lemma 4.2 applied to (9) implies that for some G 2n +\, has coordinates (i/3 5 ... > fl^π+i > ^3 * > ^2^+1) Use the projections %\\ P-+F{M) and π2: P-+F(X) to pull the forms θj?, ωπ, β^, and ώ^^ back to P, and let the pulled-back forms be denoted by the same symbols. For example, the pull-back π\(θj) will be denoted simply θj. Let / denote the ideal of differential forms on P generated by the following 1-forms: The forms ω\ 2 and &2r+i 9 2r+2 are unchanged. Also,
d->ad.
The submanifold Q and the ideal / are invariant under this action, so the integral submanifolds of / are also invariant. It follows that /* is a bundle map, which completes the proof when N = In + 2. When N = 2n+l, dimQ = 2n 2 +4n+4 and there are 2n 2 +4n+2 independent 1-forms in /, so dim*S = 2. The initial conditions are such that 0i Λ 02 φ 0 at the initial point and therefore in a neighborhood of the initial point. Thus, there are neighborhoods V c S and U cM such that projection from S to M is a diffeomorphism from V to U, and / can be defined as the inverse of this projection followed by the projection from S to X. As in the previous case, / is an isometry and f{U) is an exceptional minimal surface lying fully in X 2n +\c Proof. As in the proof of the previous corollary, different exceptional minimal surfaces in X 2n + ι (c) that are isometric to M can only arise through a choice of different initial conditions, and choosing different initial values for H$, i/5, ... , iί^-i > G3 > ^5 > ? Gin-i is equivalent to choosing different initial normal vectors £3, ... , em As for H 2n +\ and G^w+i, they can be replaced by e iτ H2 n +\ and e iτ G2n+\ in (22), but this is not equivalent to a rotation in Nor* M, which is 1-dimensional. Thus, an integral manifold for the ideal / is determined by initial points in M and X 2n+X {c), initial frames ej and §A , and one value of τ to determine the initial values e iτ H 2n +ι and e iτ G ln +\. Varying τ will produce a l-parameter family M τ of minimal surfaces and every exceptional minimal surface in X 2n+ι (c) that is isometric to M will be congruent to a member of this family. D
Added in proof.
When N is even, my exceptional minimal surfaces are also known as isotopic minimal surfaces. See [6] for an alternate definition in this case.
