Interactions between neighborhoods of two target nodes are often regarded as important clues for link prediction. In this paper, we propose a novel link prediction neural model named Neighborhood Interaction Attention Network (NIAN), which is able to automatically learn comprehensive neighborhood interaction features and predict links in an end-to-end way. The proposed model mainly consists of two attention layers. A node-level attention is designed to extract latent structure features of nodes in target neighborhoods. Based on the latent node features, a neighborhood-level attention is proposed to learn neighborhood interaction features by considering different importance of pair-wise interactions. The superiority of NIAN is demonstrated by extensive experiments on 6 benchmark datasets against 12 popular and state-of-the-art approaches.
INTRODUCTION
Link prediction problem has attracted increasing attention in the research community, due to its importance in many real-world applications. For example, link prediction has achieved huge success in saving human efforts on checking interactions on protein-protein networks. Also, the quality of recommendation services on social networks or e-commerce networks can be significantly improved by predicting potential user-to-user or user-to-item relationships.
"Structural interactions" between neighborhoods of two target nodes have been demonstrated as important link prediction clues. Classical heuristic methods achieve good performance by capturing Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '19, November 3-7, 2019, Beijing, China © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6976-3/19/11. . . $15.00 https://doi.org/10.1145/3357384.3358093 different types of structural interactions. For example, the first-order heuristics, such as common neighbors, Jaccard index and preferential attachment, capture the simplest type of interactions between two neighborhoods that share the same nodes. The second-order heuristics, such as Adamic-Adar and resource allocation, focus on measuring the type of interactions where nodes in one neighborhood link to some nodes in another. Despite the successes of heuristic methods, they merely model a single type of interactions and extract shallow hand-crafted features, leading to weak applicability and expressiveness in dealing with different kinds of networks. Recently, thanks to the strong feature learning ability of neural networks, several neural models [4, 10] were proposed for link prediction, which improved the universality compared with heuristic approaches. However, most neural models directly adopt an existing generic neural architecture (e.g., convolutional neural network). Few of them design special neural architecture to explicitly capture the structural interactions between neighborhoods, which are proved important by heuristic methods.
To bridge this gap, we propose a novel link prediction neural model, named Neighborhood Interaction Attention Network (NIAN), which explores neighborhood structural interactions explicitly and deeply with a specially designed neural network architecture. By taking advantage of both neural networks and attention mechanisms, the proposed model is able to learn comprehensive features of neighborhood interactions, and to predict links in an endto-end way. Specifically, NIAN models the structural interactions between the neighborhoods of an input node-pair in a hierarchical way and with two attention layers. On the node level, we design a node local structure attention layer to extract structure-aware node latent features for each node in the input neighborhoods. For a given node, the attention mechanism learns different contributions of its neighboring nodes in the local structure and aggregates their features with learned attentions to form the latent representation of the given node. On the neighborhood level, a novel interaction attention layer is proposed to model the structural interactions between neighborhoods. Based on node latent representations, pair-wise interaction representations of all possible node-pairs between the two neighborhoods are extracted. This attention layer aims to capture different importance of pair-wise interactions and selectively aggregates their representations as an interactive neighborhood embedding. The constructed embedding represents comprehensive features of neighborhood structural interactions, which are adaptive to different kinds of networks. The link score is finally predicted based on this aggregated neighborhood embedding.
We evaluate the performance of the proposed NIAN model with solid experiments on 6 benchmark datasets and by comparing it against 12 popular and state-of-the-art link prediction methods.
The experimental results consistently demonstrate the superiority of the proposed model on different types of networks.
METHOD 2.1 Preliminary
A network can be represented as a graph G = (V , E), where V = {v 1 , ..., v N } is the set of nodes and E ⊆ V × V is the set of links. The total number of nodes is N . In this paper, we mainly focus on undirected networks with single link type, but the proposed models are flexible to be generalized to directed networks or ones with multiple link types. We use N h (v i ) to represent the h-hop neighborhood of node v i ∈ V , which is the set of nodes whose distance to v i is not greater than h. We call v i the center node and v j ∈ N h (v i ) the neighboring node within h-hop. To make the neighborhood also include the unique information of the center node, we define that the center node v i is a neighboring node of itself, such that v i ∈ N h (v i ).
In this paper, we focus on structural link prediction. Given the partially observed structure of a network, the goal of it is to predict the unobserved links. Formally, given a partially observed network G = (V , E), we represent the set of node-pairs with unknown link status as E ? = V × V − E, then the goal of structural link prediction is to infer link status of node-pairs in E ? .
The Proposed NIAN Model
The framework of the proposed model NIAN is illustrated as Fig.1 .
Node
Embedding. For each node in the network, we assign it a low-dimensional embedding vector x ∈ R d x , which represents the shallow latent node features. The embedding matrix of all nodes is represented by X ∈ R N ×R d x . The model will learn the embeddings X. Following previous work, we maintain a lookup table to obtain the embedding for a given node v i as: x i = LookupTable(X, v i ).
Node Local Structure Attention
Layer. This layer aims at extracting structure-aware latent features of nodes in the input neighborhoods. Inspired by recently proposed graph attention network [8] , we design a multi-head local structure attention mechanism. The basic idea is that the latent representation of a node is constructed by aggregating the features of its neighbors (local structures) with different contributions (attentions). The proposed mechanism computes attentions and aggregates features in different subspaces.
Specifically, given a node of the input neighborhoods v p , the attention mechanism constructs a node latent representation h p ∈ R d h as follows:
where h 
1 ) denotes a fully connected layer with an activation function σ (·). It is used to derive deep non-linear features of nodes on the head k. [·, ·] represents vector concatenation. h p is constructed by concatenating all h (k ) p in K subspaces. We apply the following inner product form to compute the attention score α (k) pm , which consistently shows better performance in our experiments:
The two fully connected layers FC
3 ) are specific for center node and neighboring node respectively, which are used to explore nonlinear structural relationships in attention computation. The final attention score is normalized by a softmax function.
Neighborhood Interaction Attention Layer.
This layer aims to model the structural interactions between two neighborhoods of the input pair (v i , v j ). The neighborhood interactions of (v i , v j ) can be transformed into the aggregation of all possible pair-wise interactions between neighbors of v i and neighbors of v j . Given a
where ⊙ denotes element-wise product of two vectors. Since the latent representations h p and h q are aware of local structures of v p and v q , h pq is able to capture structural interaction features between v p and v q . Given two neighborhoods N h (v i ) and N h (v j ), we can derive |N h (v i )| × |N h (v j )| pair-wise interaction representations, which characterizes different types of structural interactions between neighborhoods. For example, considering 1-hop neighbors, if v p and v q are the same node, h pq captures the shared neighbor interaction as the first-order heuristic approach; if v p and v q are linked, then h pq represents the linked neighbor interaction as the second-order heuristics. Meanwhile, with different hops h of the neighborhood, the mechanism is also aware of high-order neighborhood interactions. Therefore, we can comprehensively model neighborhood structural interactions based on these pair-wise representations.
Different pair-wise interactions have different importance to the input (v i , v j ). For example, in some networks, interaction between linked neighbors is more important than that between non-linked neighbors. We propose an interaction attention mechanism to learn such importance and aggregate all pair-wise interaction representations associated with the learned attentions. Specifically, we define the attention of interaction between v p ∈ N h (v i ) and v q ∈ N h (v i ) as follows:
where we design a feed-forward attention mechanism parameterized by With the learned interaction attentions, an interactive neighborhood representation c i j ∈ R d h for the input (v i , v j ) is constructed via the following weighted sum pooling:
2.2.4 Link Score Prediction. Based on the constructed neighborhood representation c i j , the model directly predicts the link score of node-pair
Model Learning
Due to the sparsity of networks, there is often an extreme imbalance between true links and non-linked pairs. Following previous work [9] , we cast the classification task as a ranking problem, which aims at ranking linked node pairs with higher score than non-linked pairs, i.e., s i j > s kl , ∀(v i , v j ) ∈ E and ∀(v k , v l ) ∈ E − , where E − is the set of true non-linked pairs. Based on this ranking principle, we define the learning objective as follows:
where f θ (·) represents our NIAN model and θ is the set of model parameters. We employ a margin-based ranking loss, which forces scores of positive samples to be higher than those of negative samples with a margin γ . We set the margin γ as 1, since ground-truth scores of positive and negative pairs are 1 and 0, repetitively. To prevent the over-fitting problem, we use the L2 regularization on parameters with a weight λ and we apply the Dropout technique on node embeddings and local structure attention weights. In practice, true non-linked set E − is not available in the training data. Thus we adopt the conventional random sampling strategy. For each positive training pair (v i , v j ) ∈ E, we uniformly sample a node-pair (v k , v l ) from E ? and assume it is a negative sample. Given a positive pair (v i , v j ) and a sampled negative pair (v k , v l ), the parameters θ of the model are optimized by the stochastic gradient descent (SGD) method.
EXPERIMENTS 3.1 Experimental Settings
3.1.1 Data. We evaluate the performance of the proposed model on the following 6 benchmark datasets with various network types. CEG is a biological neural network, which has 297 nodes and 2148 edges. EML is an email communication network with 1133 nodes and 5451 edges. F2F is a face-to-face behavioral network in an exhibition. 410 nodes are attendees and 2765 edges represent faceto-face communications. SMG is a paper citation network including 1024 papers and 4916 citation links. UAL is an airline traffic network, where 332 nodes are airports and 2126 edges are air-routes. UPG is a physical infrastructure network of the U.S. power grid, which consists of 4941 nodes and 6594 edges. We obtain preprocessed data of above networks from previous work [5, 10] .
Compared
Methods. Three groups of link prediction methods, i.e., heuristic approaches, latent embedding models and neural network-based models, are compared in the experiments.
Heuristic Approaches. We consider six popular heuristics as baselines, including two first-order heuristics, i.e., Jaccard index (JC) and preferential attachment (PA) ; two second-order heuristics, i.e., Adamic-Adar (AA) , resource allocation (RA); and one high-order heuristic SimRank (SR) [2] .
Latent Embedding Models. The following popular and state-ofthe-art embedding models are compared. MF [6] represents classical matrix factorization link prediction method. LINE [7] and Node2Vec [1] are two representative generic network embedding methods. PNRL [9] is a state-of-the-art link prediction specific embedding model.
Neural Network-based Models. We consider the following three state-of-the-art neural models. GAE and VGAE [4] represents the graph auto-encoder and variational graph auto-encoder. WLNM [10] first transforms a neighborhood subgraph to a matrix with meaningful order, and then employs a convolutional neural network to encode the matrix for link classification.
Evaluation Settings.
Following previous work [9, 10] , we adopt the standard metric, i.e., Area Under the ROC Curve (AUC), [1, 4, 9] , we also sample the same number of non-linked pairs as testing and validating negative instances. We remove the sampled edges and remain the rest 80% edges in the training network. The embedding and latent dimension sizes are set to 64 for all compared embedding and neural models. Other parameters are set with the recommended settings suggested in previous work. The settings of the proposed model are as follows. The number of heads for node local structure attention is 8 and the dimension on each head is 8. Thus the total dimension of latent features d h is also 64 (i.e., 8*8), which is a fair comparison with competitors. The non-linear activation function σ (·) is Exponential Linear Unit (ELU). As for the hop of neighborhood h, we find that using 1-hop neighbors for both attention layers is enough to achieve state-ofthe-art performance on most datasets. On the most sparse dataset UPG, h = 2 achieves better performance. The Adam optimizer [3] with 0.001 learning rate is adopted. The keep probability of the Dropout is 0.8 and the weight of L2 regularization λ is 0.0005.
Evaluation Results
The evaluation results are reported in Table 1 . To testify the significance of performance improvements, we conduct paired t-test between the proposed model and the best competitor. The proposed NIAN achieves state-of-the-art performance across different datasets. NIAN remarkably outperforms all competitors on most datasets. Overall, the average ranking performance of NIAN is consistently superior to compared approaches. This strongly demonstrates that NIAN has wide applicability to different types of networks. Heuristic methods are effective on some datasets, which indicates the importance of capturing structural interactions. Compared with other two groups of methods, neural network-based models obtain relative higher performance, which reveals the good ability of neural models on learning deep latent features for link prediction. Thanks to the proposed attention mechanisms, NIAN gains significant improvements of effectiveness and robustness over other state-of-the-art neural models.
CONCLUSION
In this paper, we propose a novel neural link prediction model named Neighborhood Interaction Attention Network. The proposed model consists of hierarchical attention layers for effectively extracting comprehensive features of neighborhood interactions. The effectiveness and wide applicability of the proposed model are demonstrated by extensive experiments.
