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Abstract 
Traffic Signal Light (TSL) can be optimized using vehicle flow statistics obtained by the developed 
Autonomous Road Surveillance System (ARSS). This research proposes an efficient traffic control 
system by detecting and counting the vehicle numbers at various times and locations. At present, one of 
the biggest problems in the main cities in many  countries  are  the  traffic  jam  during  office  hour  and  
office  break  hour. Sometimes  it  can  be  seen  that  the  traffic  signal  green  light  is  still ON  even 
though  there  is  no  vehicle  on road.  Similarly,  it  is  also  observed  that  long queues  of  vehicles  are  
waiting  even  though  the  road  is  empty due to inefficient traffic control system. This is due to TSL 
selection without proper investigation on vehicle flow. This can be handled by adjusting TSL timing 
proposed by the developed ARSS. A  number  of  experimental  results  of  vehicle  flows  are  discussed  
in  this research in  order  to  test  the  feasibility  of  the  developed  system. Finally, several advantages 
and features of ARSS are discussed in successfully implementing the developed system in order to reduce 
traffic jam in big cities and towns as well as other necessary places. 
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1. Introduction 
     Image processing has wide-range of applications. Based on this, machine vision, pattern recognition, 
human detection, object detection and tracking, video surveillance system etc. are developed. In recent 
years, video processing techniques have attracted researchers for vehicle detection [1-6]. Neural networks 
have been widely used in traffic control system [7-9]. Traffic incident detection model using neural 
 
* Corresponding author. Tel.: +81-92-802-3203; fax: +81-92-802-001. 
E-mail address: hazratalidu07@yahoo.com. 
Available online at www.sciencedirect.com
© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of Elhadi M. Shakshuki
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
964   Md. Hazrat Ali et al. /  Procedia Computer Science  19 ( 2013 )  963 – 970 
networks has been developed using traffic magnetic sensors [7].  Coordinate based intelligent traffic 
signal control systems have been proposed to reduce congestion in road networks [8]. Hybrid 
computational intelligent techniques and fuzzy neural networks have been applied in multi- agents in 
order to control the traffic signals. They have reduced the average waiting time in the traffic.  Traffic flow  
prediction  is  achieved  using  time  delay  based  neural  networks  [9].  In this paper, we will use image 
processing technique for identification of vehicles and traffic density by processing the traffic videos.  
The pre-processing algorithm determines the contour of an object depending on the application. Once the 
object is detected and located, its boundary can be found by using edge detection and boundary following 
algorithms [10]. For object detection and recognition in video surveillance, various approaches have been 
proposed in the past years by many experts on this topic [11, 12]. Viitaniemi and Laaksonen  [13]  
proposed  a  technique  of object detection in video analysis. They considered all the test image segments 
given by a certain segmentation method.  The segments have been ranked using the PicSOM framework 
according to their similarity of target object segments in the training images. They showed the average 
precision measurement for the test set object detection.  Hampapur  et  al.  [14]  proposed  the  different  
approach,  called  salient motion detection, assumes  that a scene will have many different  types of  
motion, of which some types are of interest from a surveillance perspective. 
     Tsuji et al. [15] reported that most of the early works on activity representation comes from the field of 
Artificial Intelligence and it is one of the earliest attempts in developing a general scheme for representing 
activities and building a system. They applied their principles to understand activities taking place in 
simple cartoon films. Neumann and Novak [16] proposed a hierarchical representation of event models, 
with each model being a template that can be matched with scene data. Template matching is a technique 
in digital image processing for finding small parts of an image which match a template image. Natural 
language descriptions of activities can be mapped on this hierarchical model. Nagel [17] proposed an 
early approach in obtaining conceptual descriptions from image sequences, which could then be used for 
representing and recognizing activities.  
     Previous works on camera networks in computer vision has dealt with issues related to low-level and 
mid-level vision, namely segmentation, tracking, and identification of moving objects [18], and camera 
network calibration [19]. At present, computer vision technologies that deal with automated video 
surveillance have found significant commercial success in a number of applications. Lipton et al. [20] 
stated that the primary focus for the technology has been in physical security applications, mostly 
concerning critical infrastructure protection and later Lipton et.al [20] mentioned that there are other 
applications in law enforcement, traffic management, retail loss prevention, market data gathering and 
general machine vision. At present we often see traffic jam in various roads of different main cities in the 
world. The problem occurs due to inefficient traffic flow control. In this paper, in order to solve this 
problem the experimental results on vehicle detection and traffic control system are elaborated with its 
practical application.  
 
2.  Hardware and Model System Design 
 
     The ARSS configuration includes the following components based on developed system as shown in 
the figures. A surveillance system in its basic form includes a camera, image storage device, object 
detection algorithm, background subtraction to remove the background object, shadow removal 
algorithm, blob segmentation and merging technique, object classification algorithm etc.  
       Figures 1 and 2 highlights the flow chart as well as model of the traffic flow control system at various 
intersections. The ARSS system designed here will be integrated into the existing video surveillance 
system as a plug in so that the security system is improved much more than the traditional surveillance 
system in order to accomplish a number of surveillance activities that will ease  
Both the wireless camera and wired cameras are applicable for the system. Green light indicates the 
vehicle to move and red light indicate the vehicle to stop in this proposed system. The numbers of 
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vehicles are calculated per road lane and similarly count the total number of vehicles in all directions in 
order to decide which direction the vehicles can move. Thus, control traffic signal lights accordingly.  
 
 
 
   
 
 
 
     
 
 
 
 
 
                Fig. 1.  Proposed flow chart (a) and traffic flow control system at an intersection (b) 
  
Fig. 2. Proposed traffic flow control system at different intersection 
    Figure 3(a) and (b) explain the steps of object detection, image savings, image classify and finally 
record and save the video in the hard drive. Once the system receive the first image from the camera, 
then image processing algorithm is applied on the acquired image and after several steps the system 
saves  the final video in the selected hard disk. Both of the figures show detail image processing steps 
and their implementation. Analyzing blob or aspect ratio is the key element of the developed system 
based on C Sharp program language.  
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                                                                                                           (1) 
                 
         Fig. 3. Object detection and saving frames in terms of image and video (a) and (b)  
2.1. Combined Architecture  
       Figure 4 below shows detail software design  and system architecture of ARSS. It highlights the 
relationship unit among different hardware and software components.   
 
 
 
   Fig. 4. Autonomous video sureveillance system architecture 
3.  Software Implementation 
     The implemented object detection algorithm in ARSS discussed in this section. The algorithm of 
ARSS can be described using the key components namely, reference image, background image, gray 
scale image, mean filter, image sharpening, background subtraction, motion threshold, opening and blob 
segmentation.     
3.1.  Motion Threshold  
    The resulting image from opening filter is passed to pixel count. This counts the white pixel in the 
image. Histogram computation method used for pixel count. In case of binary image, histogram is used to 
count the value of white pixels applying the histogram equation (1), 
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Where k is a constant representing the size of the neighbourhood used for smoothing and its value =128, z 
refers to the count 0 to 255, j applies to the pixel values, and hf   refers to the total histogram values for the 
image function where mean = 0.40 and standard deviation =10.12.  
3.2.  Vehicle (Motor Bike) Detection Using Blob Segmentation 
 
  
  
                
 
 
 
 
 
 
 
 
 Fig . 5. Flow diagram and motor bike detection using blob segmentation  
 
In figure 5, motor bike detection algorithm is applied to count the number of vehicles on the road by 
calculating blob segmentation in order to justify either different types of vehicles are detected or not.  
3.3.  Blob Ratio Determination     
Table 1. Blob analysis for different objects 
 
     
    Tables 1 and 2 explain blob ratios for different types of vehicles. The selected range for the blob ratio 
algorithm is 0.3<R<1.9. Blob ratio has been calculated by counting the pixel of Height/Width of the 
image. Blob ratio of a human being is usually >1.9. For this reason, human being will not be detected by 
this system. Only the moving object which falls under the selected range will be considered as target 
object. It is also noticeable that if the ratio falls under the range of 0.9<R<1.2 then it will be saved as 
motor bike. Similarly, if the blob ratio is within 0.3<R<0.9 and 1.2<R<1.9 then the detected object will be 
saved as car, mini truck or bus depending on the camera angles. The data shown in the above tables are 
necessary in order to classify the objects and filter the noises as well as unnecessary images during the 
implementation of TSL.  
Types of Vehicle Blob Ratio Camera Angles (Degree) 
Motor bike 0.98-1.17 0 
Car, Van 0.36-0.52,0.56,0.74 0-20(down),15(down),60(down) 
Mini truck 0.54 0 
Big bus >0.60 3(down) 
Human >1.80 2(up),15(down),30(down) 
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4.1  Test Case 1: Examining various camera angles at the evening 
Fig. 6. Detected vehicles at different times at an angle of 60 and 45 degree camera inclination 
    Table 2. Blob ratio for different object 
 
4.  Result and Discussion 
 
            
      
    Figure 6 and table 3 present the results of vehicle detection using ARSS software at different angles at 
different times. The targeted distance and camera position was 30m and 6m respectively while vehicle 
speed was 45km/hr. The light intensity was 786 lux during the surveillance recording. The false detection 
Types of 
objects 
Object image Height Width Camera view 
angles(degree) 
Blob 
ratios 
Motor bike 
 
67 56 0 1.17 
Car  14 25 15(down) 0.56 
Car 
 
36 100 0 0.36 
Van 
 
37 87 0 0.43 
Mini truck 
 
42 78 0 0.54 
Big bus 
 
19 41 20(down) 0.46 
IIUM bus 
 
269 384 3(down) 0.70 
Human 
 
101 39 30(down) 2.59 
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was 11.32 % at an angle of 60 degree and 0 % at an angle of 45 degree. The detection accuracy is more 
accurate at 45 degree compare to 60 degree as can be simply seen from figure. 
Table 3. Detection and tracking results at 60 and 45 degree angle in different times 
 
 
 
 
 
 
 
 
 
 
4.2.  Test Case 2:   Surveillance at Night 
    Figure 7 shows the test results of detected vehicles at night between 8pm to 8.25pm at various angles 
and various locations. Camera angles were varied from 10 to 45 degree depending on camera positioning 
and focus point. Light intensity was 25 lux. Camera focus range was 20m while vehicle speed was 
25km/hr and the camera height was from 0m to 5m. From the figure it can be seen that the detection 
results were divided into two main types of vehicles, car and motor bike. Higher accuracy was found in 
the case of motor bike detection and tracking compare to car. The number of false detection was 7 and 3 
out of 39 and 21 for car and motor bike respectively. The pictures of detected objects are saved into the 
database as images that are used to track those detected objects wherever it is necessary by the user. 
 
 
         Fig. 7. Detected cars at various times at an angle of 10, 45, 30, 45, 45 degree down respectively 
4.3.   Advantage of the Developed Surveillance System 
 
    From the above discussion it can be seen that this system has several advantages overall as it integrates 
many important features of surveillance applications such as: 
 Real-time object detection 
 Real-time object classification 
 Real-time object tracking 
 ARSS core mode to analyze the data in details 
 Event based video search in ARSS 
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 Object search in ARSS applying video image and playback that video 
 Real-time TSL control 
 Optimization of TSL. 
5.  Conclusions 
     The developed Autonomous Video Surveillance System for the purpose of object detection and 
tracking was successfully tested in the real environment. Inspiring result was found in the field of security 
application. Effective performance evaluation is deemed important towards achieving successful 
Autonomous Video Surveillance Systems with higher accuracy and less false detection. From the point of 
practical implementation, several experiments have been conducted in order to verify the performance of 
the system and the results showed that the developed system is more efficient than the existing traditional 
surveillance system because it can detect the object, capable to track the motion path, able to classify 
types of vehicle, saves only moving objects data, has capability to store images and finally can search and 
play back the detected object from the storage. It comprises of wide features which help us to track the 
moving object in a flexible way. 
References  
[1] A. A. Shafie, Hazrat MD. ALI, Fadhlan Hafiz, Roslizar M. ALI, Smart Video Surveillance System for Vehicle Detection 
Journal of Engineering Science and Technology 2011.6 (4), 469  480. 
      [2] Hazrat MD.ALI, A.A.Shafie Fadhlan Hafiz Roslizar, M. Ali. Advance Video Analysis System and its Applications. 
European Journal of Scientific Research 2010. 41 (1), 72-83. 
      [3] Fadhlan Hafiz, A.A. Shafie,Hazrat MD. ALI, Othman Khalifa. Event-Handling Based Smart Video Surveillance System. 
International Journal of Image Processing 2010. 4(1), 24-34. 
     [4] Niu  X. A  semi-automatic  framework  for  highway  extraction  and vehicle detection based on a geometric deformable 
model.  ISPRS Journal of Photography and Remote Sensing   2006. 61(3-4), 170-186. 
     [5] Zhang W, Fang X.Z, Yang  X. Moving vehicles segmentation based  on  Bayesian  framework  for  Gaussian  motion  model. 
Pattern Recognition Letters 2006. 27(1), 956-967.  
     [6] Li  X, Liu Z.Q, Leung  K.M. Detection of vehicles from traffic scenes using fuzzy integrals. Pattern Recognition  2002. 35(4), 
967- 980.  
     [7] Fadhlan Hafiz, A.A. Shafie,Hazrat MD. ALI, Othman Khalifa. Event-Handling Based Smart Video Surveillance System. 
International Journal of Image Processing 2010. 4(1), 24-34. 
    [8] Xiao et al., Coordinated Look-Ahead Scheduling for Real- th International Conference on 
Autonomous Agents and Multiagent Systems,2012,Spain. 
    [9] Baher A,  Porwal H, Recker W.  Short  term  freeway  traffic flow  prediction  using  genetically  optimized  time-delay-base 
neural networks.  In  Transportation  Research  Board  78  th  Annual  Meeting, 1999.   
   [10] Loncaric  S.  A  survey  of  shape  analysis  techniques.  Pattern Recognition  (1998).  31(8), 983-1001. 
   [11] Yang  M.H,  Kriegman  D.J, Ahuja N.  Detecting  faces  in images:  a  survey.  IEEE  transactions  on  Pattern  Analysis  and     
Machine Intelligence (PAMI)  2002. 24(1), 34-58.  
   [12] Hjelmas E.  Face  detection: A  survey. Computer Vision and Image   Understanding (2001). 3(3), 236-274 
   [13] Viitaniemi V, Laaksonen  J. Techniques  for  still  image  scene classification and object detection. ICANN 2006, Lecture 
Notes in Computer Science  2006. 4132, 35-44.  
   [14] Hampapur A, Brown L, Connell J, Ekin A, Haas N, Lu M, Merkl H, Pankanti SSmart video  surveillance:  exploring  the    
concept of multiscale spatiotemporal tracking. IEEE Signal Processing Magazine 2005. 22(2), 38-51. 
  [15] Tsuji S, Morizono A,Kuroda S.Understanding a simple cartoon film by a computer  vision system. Proceedings of 
International  Joint Conference on AI  1977. pp. 609 610. 
  [16] Neumann B,Novak H.J. Event models for recognition and natural language descriptions of events in real-world image 
sequences  Proceeding Internal Joint Conference on Artificial Intelligent 1983.pp.724 72. 
   [17]  Nagel H. From image sequences towards conceptual descriptions. Image and Vision Computing 1988. pp. 59 74. 
   [18]  Collins R., Amidi O,Kanade T. An active camera system for acquiring multi-view video. Proc. International Conference on 
Image Processing, Rochester, NY, September, 2002.pp. 517-520. 
   [19]  Devarajan D, Radke R.J, Chung H. Distributed metric calibration of ad -hoc camera networks. ACM Transactions on Sensor 
Networks 2006. Vol. 2, No. 3, pp. 380-403. 
   [20]  Lipton A. Intelligent Video as a Force Multiplier for Crime Detection and Prevention. IEEE International Symposium on 
Imaging for Crime Detection and Prevention 2005, pp.151-156.London. 
 
