Model Description
We consider a finite capacity queuing system in which arrivals occur singly according to a Markovian arrival process (MAP) . Any arrival finding the buffer (or waiting room)of size g full is lost. The system is attended by two servers who offer services to customers (or jobs) in groups of varying sizes. The service times of both servers are assumed to be independent and exponentially distributed with (possibly) service with probability p, and server 2 will initiate a new service with probability q=l-p, 0 < p < 1. The service times of server are exponentially distributed with parameter !i,) that may depend on the number of customers (r) in the group, for 1, 2, and L < r < K. These types of models in the context of GI/PH/1 and MAP/G/1 queuing models with finite capacity were first studied by Chakravarthy [2, 3] . The potential applications were outlined in those paper and for the sake of completeness we will mention a few applications here.
(1)
In manufacturing process, jobs that require processing such as flushing with the same coolant, coating bricks with noble metals (done by dipping the bricks in liquid concentrate), sand blasting and heat treatment, can all be done in groups.
In the treatment of hazardous petrochemical and petroleum wastes, certain wastes may all need a specific treatment method such as thermal treatment method requiring the use of high temperatures (900F-3000F) to break down the hazardous chemicals into simpler, less toxic forms. These could be handled in groups.
In machine vision systems, the jobs that arrive for processing may all have the same characteristics and hence all the jobs can be placed in a common tray or belt for the camera to photograph the images and send the information to the central computer for analysis. In all the above applications, we see that the jobs that require processing of general type can be processed in groups of varying sizes, which motivates the need for the type of service mechanism considered in this paper. For economic reasons, it is better to have a minimum number of jobs to form a batch before they are processed. The maximum number of jobs that can be processed at a time is the size of the buffer, which is given by K.
A MAP with single arrivals is defined as the point process generated by the transitions epochs of an m-state Markov renewal process with transition probability matrix given by There is an extensive literature on queuing and communications models in which such point processes are used to model both arrival and service mechanisms. We refer to Lucantoni [4] and Neuts [6, 8] 
The states and their description are given in Table 1 below. Although the number of states in this Markov process is large, the generator of the Markov process is highly sparse. By exploiting this special structure, we will develop efficient algorithms for computing the steadystate probability vector. In the sequel the notation e denotes a unit column vector with 1 in the i-th position and 0 elsewhere, e a column vector of l's, and I an identity matrix of appropriate dimensions. The symbol will be used to denote the transpose and the symbol (R) will denote the Kronecker product of two matrices. Specifically, A (R) B stands for the matrix made up of blocks AijB. For more details on the Kronecker products, we refer the reader to Bellman [1] 
Ei-e(R)I(R)p(2)(R)I, Fi-e(R)p (1) 
We first partition a: into vectors of smaller dimensions as : (u, v, w, #(0), y (1),..., y(K)). 
L<_j, k<_K.
Proof: The stated equations follow immediately from.equations (A1-A11). For example, postmultiplying each one of the equations (A1-A8) by e and adding we get the state equation in (6).
Remark:
The results of Lemma 1 can be obtained intuitively. For example, Equation (6) states that in equilibrium, the rate at which the system enters the state in which both servers are busy should be equal to the rate at which the system will leave that state, as it should be.
Lemma 2: We have
where r is as given in (2) . 
where P1 and P2 are as given in (12).
The throughput, defined as the rate at which customers leave the system, can be expressed as follows.
,=L i=L
The Stationary Queue Length at Arrivals
The joint stationary density of the number of customers in the queue, the number of customers in service and the phase of the arrival process at arrival epochs is obtained in this section.
Suppose we denote by zo(i), O<_i<_L-1, zl(i,j), for 0_<i_<L-1, L_<j_<K, z2(i,j,k), for 0 <_i_< K, L _< j, k < K, vectors of order m with components given by zo(i,r), zl(i,j,r), and z2(i, j, k, r), respectively. The component zo(i,r gives the steady-state probability that an arrival finds both servers idle with customers in the queue and that the arrival process is in phase r; zl(i j,r) is the steady-state probability that an arrival finds exactly one server busy with j customers, and customers are in the queue and at that instant the arrival process is in phase r. z2(i j,k, r) is the steady-state probability that an arrival finds both servers busy with j and k customers, and customers are in the queue and at that instant the arrival process in in phase r. 
where is the fundamental rate of the arrival process.
Proof: follows from the definition of z. Let O i, j(t), for 0 _< _< L-2, _< j <_ m, be the probability that, given that an arriving customer finds i customers m the queue with at least one server being idle and the arrival process (17) Proof: Immediate from the law of total probability. The probability that the waiting time is zero is given by When interarrival times follow a PH-distribution with irreducible representation given by (a,T) of order m, the stationary waiting time distribution W(.) of an admitted customer at an arrival also follows a PH-distribution whose LST is given by
i=0 j=L k=L 
The column vector M is such that Me + M -O.
Proof: Immediately follows from the following observations (see Newts [7] )" (a) the convolution of L-1-interarrival time distributions is a PH-distribution;
the maximum of two independent phase type random variables is also of phase type; and a finite mixture of PH-distributions is also a PH-distribution.
Corollary:
The mean (#w) wailing time in lhe PH/M/2/K model is given by
where if(i) and d* are as given in (19).
Numerical Examples
Here we discuss three representative numerical examples of the model discussed in this paper.
We also propose a conjecture on the nature of the mean waiting time.
Example 1:
Our interest in the first example is to study the effect which the parameter p has on various performance measures. The data for this example is as follows: K 15, L-5, the service rates for servers 1 and 2 are geometrically decreasing with (a) 3 (1) shown in Table 2 below.
The parameter p was varied from 0.0 to 1.0 and the results are An examination of Table 2 reveals the following information. The impact of this parameter on the mean queue length, the standard deviation of the queue length and the throughput is very negligible. However, as p increases the probability of both servers being busy decreased. This is intuitive since increasing p implies that the server 1 has a higher chance of initiating service when both servers are idle; and since the first server serves at a faster rate, this outcome is not surprising. It is interesting to note that the probability of both servers being idle increases as p increases. Again, a similar intuitive reasoning can be given. An as one expects, as p increases, the probability of server 1 being busy increases and server 2 being busy decreases. -. We consider the following three distributions for the interarrival times: A: Erlang of order 5 with parameter 50. B" Exponential with parameter 10. C: Hyperexponential with the mixing probabilities 0.85, 0.14 and 0.01. The respective exponentials have parameters 100, 10 and 4/31.
It can be verified that all these have the same mean 0.1. The service rates of both servers are assume to be 0.5 and do not depend on the number of customers served. The mean stationary waiting times of an admitted customer at points of arrivals for these three systems are plotted in (ii) The value of L* appears to decrease with increasing variance of the arrival times, which we have also seen in many other types of examples we have run so far. Threshold(L)
Our computational experience suggests the following conjecture, which is similar to the one proposed in Chakravarthy [3] . 
