We consider the communication capacity of wireline networks for a two-unicast traffic pattern. The network has two sources and two destinations with each source communicating an independent message to its own destination, subject to the capacity constraints on the directed edges of the network. We propose a simple outer bound for the problem that we call the generalized network sharing (GNS) bound. We show that this bound is the tightest edge-cut bound for two-unicast networks and is tight in several cases, though it is not tight in general. We also show that the problem of computing the GNS bound is NP complete. Finally, we show that despite its seeming simplicity, the two-unicast problem is a very difficult problem: the general network coding problem can be reduced to two-unicast. As a consequence, linear coding is insufficient to achieve capacity for general two-unicast networks, and non-Shannon inequalities are necessary for characterizing the capacity of general two-unicast networks.
complex aspects of real-world communication channels, such as broadcast, superposition, interference, and noise are absent. Similarly, the traffic pattern is simple and ensures that there is no interference from multiple messages. [1] showed that for multicast in directed wireline networks a simple outer bound on capacity, namely the cutset bound [2] , was achievable, completing the capacity characterization. Later, [3] and [4] showed that a simple class of coding strategies -linear network coding over a sufficiently large finite field -can achieve the multicast capacity of a wireline network. In spite of the simplicity of this network model, understanding the capacity region of multicast in directed wireline networks has proved very useful in offering insight into capacity and coding strategies for other network models, such as Gaussian networks [5] . Subsequently, the directed wireline network capacity characterization problem was solved for the traffic patterns of twolevel multicast [4] (i.e. a source node produces k messages, each message to be delivered at exactly one destination (firstlevel), and in addition, a collection of nodes (second-level) requiring all the messages) and two-receiver multicast with private and common data [6] , [7] . In all these cases, the cutset bound was shown to be tight. The capacity region was also characterized for networks with two nested message sets, i.e. with a public and a private message along with three public receivers and an arbitrary number of private receivers [8] .
However, it was discovered that the capacity characterization of a general traffic pattern for the simplified network model of directed wireline networks was still a problem of considerable difficulty. [9] showed that linear codes were not sufficient to achieve capacity for the general traffic pattern. [10] showed that the so-called LP bound [11] , which is a computable outer bound on the capacity, tighter than the cutset bound, derived from all possible so-called Shannon-type inequalities, was not tight in general. [12] showed that if we can compute the network capacity region for the general traffic pattern, then we can characterize all the so-called non-Shannon information inequalities. However, the networks presented as counterexamples in all the above works either have more than two sources or more than two destinations, often much more. It is a natural question to ask whether the difficulty of the problem stems from this. This is hardly an unusual sentiment since many different but related problems enjoy a simplicity with 2 users that is not shared by the corresponding problems with 3 or more users. For instance:
• For two-unicast undirected networks, the cutset bound is tight but this is not the case for three-unicast undirected networks [13] , [14] . • The capacity of two-user interference channels is known to within one bit [15] but no such result is known for three-user interference channels.
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• The capacity region up to unit rates for layered linear deterministic networks has been characterized for twounicast networks [16] but not for three-unicast networks. • The degrees of freedom for layered wireless networks is known for two-unicast networks [17] but not for threeunicast networks. • There are no known analogs with three-receivers for the aforementioned two-receiver multicast problem with private and common data [6] , [7] . The central candidate for the simplest unsolved capacity problem in wireline networks is the two-unicast traffic pattern, i.e. the problem of communication between two sources and two destinations, each source with an independent message for its own destination. The only complete capacity result in the literature dealing with the two-unicast network capacity is [18] which characterizes the necessary and sufficient condition for achieving (1, 1) in a two-unicast network with all links having integer capacities. This result unfortunately relies heavily on the assumption of integer link capacities, and hence cannot give us necessary and sufficient conditions for achieving other points such as (2, 2) or (3, 3) by scaling of link capacities. This success with the (1, 1) rate pair in two-unicast networks stands in strong contrast with the intractability of the general k-unicast problem [9] , [10] , [12] . Although the two-unicast capacity characterization for general rates (R 1 , R 2 ) remains open, it is often believed that the two-unicast problem enjoys a similar simplicity as other two-user information theoretic problems. There are many existing results that aim to characterize the general achievable rate region for the two-unicast problem (not limited to the (1,1) case in [18] ) and/or the k-unicast problem with small k. For example, [19] , [20] , and [21] study capacity of two-unicast, three-unicast, and k-unicast networks respectively, from a source-destination cut-based analysis. The authors of [22] present an edge-reduction lemma using which they compute an achievable region for two-unicast networks. In a subsequent work [23] they show that the Generalized Network Sharing bound that we will study in this paper gives necessary and sufficient conditions for achievability of the (N, 1) rate pair in a special class of two-unicast networks (networks with Z-connectivity and satisfying certain richness conditions). Unfortunately, none of the above results is able to fully characterize the capacity region for general two-unicast networks even for the second simplest instance of the rate pair (1, 2) , let alone the capacity region for three-unicast or k-unicast networks (for small k). Such a relatively frustrating lack of progress prompts us to re-examine the problem at hand and investigate whether the lack of new findings is due to the inherent hardness of the two-unicast problem.
In this paper, we have contributions along two main themes. Along the first theme, we present and investigate a new outer bound for the two-unicast problem that is stronger than the cutset bound. This new bound is a simple improvement over the Network Sharing outer bound of [24] , and we call it the Generalized Network Sharing (GNS) outer bound. The GNS outer bound can be shown to follow from the edge-cut bounds in [14] , [25] , [26] . However, prior to our work, an explicit graph-theoretic description of the GNS bound was not recognized. We observe that the GNS bound is the tightest edge-cut bound for the two-unicast problem, and is tight in various "bottleneck" cases. However, in this work we also prove that the GNS bound is NP-complete to compute and is also not tight for the two-unicast problem. Along the second theme, we show that the lack of success so far with a complete characterization of capacity for the two-unicast problem is due to its inherent hardness. We show that the two-unicast problem with a general rate pair (R 1 , R 2 ) captures all the complexity of the multiple unicast problem, i.e. the general k-unicast problem for any k ≥ 3 can be reduced to the two-unicast problem. Thus, the two-unicast problem is the "hardest network coding problem". We show that given any multiple-unicast rate tuple, there is a rate tuple with suitable higher rates but fewer sources of which it is more difficult to ascertain achievability. In particular, we show that solving the well-studied but notoriously hard k-unicast problem with unit-rates (eg. [9] , [10] ) is easier than solving the two-unicast problem with rates (k − 1, k). Furthermore, by coupling our results with those of [9] , [10] , we show the existence of a two-unicast network for which linear codes are insufficient to achieve capacity, and a two-unicast network for which non-Shannon inequalities can provide tighter outer bounds on capacity than Shannon-type inequalities alone.
We mention here that since it first appeared in [27] , the GNS bound has found three distinct interpretations: an algebraic interpretation [22] , a network concatenation interpretation [28] , and a maximum acyclic subgraph bound through a connection with index coding [29] . The bound has also found a number of applications, eg. [30] , [23] , [31] .
The rest of the paper is organized as follows. In Sec. II, we set up preliminaries and notation. We propose an improved outer bound for the two-unicast problem that we call the Generalized Network Sharing (GNS) bound, and study its properties in Sec. III. We show the reduction from k-unicast with k ≥ 3 to two-unicast in Sec. IV.
II. PRELIMINARIES
A k-unicast network N consists of a directed acyclic graph G = (V, E) (V being the vertex set and E being the edge set), along with an assignment of edge-capacities C = (C e ) e∈E (G) with C e ∈ R ≥0 ∪ {∞} ∀e ∈ E(G), and a specified choice of k source-destination pairs
. . , s k , and t 1 , t 2 . . . , t k (not necessarily distinct from each other) are the sources and destinations respectively for the k different flows, i.e. source s i has independent information to be communicated to destination t i , i = 1, 2, . . . , k.
For edge e = (v, v ) ∈ E(G), define tail(e) := v and head(e) := v , the edge being directed from the tail to the head. For v ∈ V(G), let In(v) and Out(v) denote the edges entering into and leaving v respectively. 
, we say that the non-negative rate tuple (R 1 , R 2 , . . . , R k ) is achievable, if for any > 0, there exist positive integers N and T (called block length and number of epochs respectively), a finite alphabet A with |A| ≥ 2, and using notation H v := i:v=s i A NT R i (with an empty product being the singleton set),
with the property that under the uniform probability distribution on i∈I A NT R i ,
where g :
The Shannon capacity (also simply called capacity) of a k-unicast network N , denoted C(N ) = C(G, C, Z), is defined as the closure of the set of achievable rate tuples. The closure of the set of achievable rate tuples over choice of A being any finite field and all functions being linear operations on vector spaces over the finite field, is called the vector linear coding Shannon capacity or simply linear coding capacity.
If the graph is acyclic and C e is an integer for each e, it is possible to describe a memoryless coding scheme by specifying a sequence of transmissions by the nodes of the network, so that a node transmits exactly once on all outgoing edges and only after all its inputs have been determined. In this case, we have N = 1 and the convex closure of achievable rate tuples is sometimes, called the scalar linear coding capacity.
The zero-error capacity and zero-error linear coding capacity are similarly defined as the closure of the set of achievable rate tuples with zero error ( = 0) using general and vector linear codes respectively. Finally, the zero-error exactly achievable region and zero-error exactly achievable linear coding region are similarly defined as the set of achievable rate tuples with zero error (no closure taken), using general and vector linear codes respectively. This notion of exact achievability when studied with unit rates, is also called solvability in the literature [32] . Table I summarizes these definitions.
III. GENERALIZED NETWORK SHARING OUTER BOUND
We introduce the Generalized Network Sharing (GNS) bound as a simple outer bound on the Shannon capacity of a two-unicast network that is tighter than the cutset bound [2] .
We say a set of edges S ⊆ E(G) form a Generalized Network Sharing cut (GNS-cut) if • G \ S has no paths from s 1 to t 1 , s 2 to t 2 and s 2 to t 1 OR • G \ S has no paths from s 1 to t 1 , s 2 to t 2 and s 1 to t 2 .
We adopt the natural convention that if u and v are the same node, then, no cut separates u from v. Thus, if s 2 = t 1 , then a set of edges S forms a GNS-cut only if it removes all paths from s 1 to t 1 , s 2 to t 2 and s 1 to t 2 .
Theorem 1 (GNS Outer Bound): For a two-unicast net-
Remark 1: Our name for the Generalized Network Sharing bound is derived from an earlier bound in the literature called the Network Sharing bound [24] which may be described as follows: Fix (i, j ) = (1, 2) or (2, 1). For a two-unicast
cut and if S ⊆ T is such that for each edge e ∈ T \ S, we have that tail(e) is reachable from s i but not from s j in G(*) and head(e) can reach t j but not t i in G, then we have
If the (*) were replaced by G \ S, then we would get the GNS bound, i.e. GNS-cuts are defined by source-destination connectivity in the residual graph G \ S while the Network Sharing bound looks for connectivity in the original graph G. Thus, the improvement from the Network Sharing bound to the GNS bound is very subtle but important. The proof of the GNS bound relies on the same idea that was used to prove the Network Sharing bound. The GNS bound subsumes the Network Sharing bound and it can be strictly tighter, as shown by the grail network in Fig. 1 . In Theorem 3, we will show that the GNS bound is fundamental to the two-unicast problem: it is the tightest in the class of edge-cut bounds.
Proof: Suppose for a set of edges S ⊆ E(G), G \ S has no paths from s 1 , s 2 to t 1 and no paths from s 2 to t 2 . Fixing 0 < < 1 2 , consider a scheme of block length N, achieving the rate pair (R 1 , R 2 ) over alphabet A with error probability at most . Let W 1 , W 2 be independent and distributed uniformly over the sets A N R 1 and A N R 2 respectively. For each edge e, define X e as the concatenated evaluation of the functions specified by the scheme for edge e. For S ⊆ E(G), let X S := (X e ) e∈S . To simplify calculations, we will assume all logarithms are to base |A| except for the binary entropy function h(·) which is of base 2.
As G \ S has no paths from s 1 or s 2 to t 1 , it follows that the message W 1 can be recovered successfully from X S with probability at least 1 − . Then, by Fano's inequality,
Similarly, since G \ S has no paths from s 2 to t 2 , it follows that the message W 2 can be recovered successfully from X S and W 1 with probability at least 1 − . Fano's inequality gives
This gives
Therefore, Since can be made arbitrarily small by a suitable coding scheme with a suitable block length, from (11), we must have
As this inequality holds for every vanishing error achievable rate pair (R 1 , R 2 ), it also holds for every point in the closure of the set of vanishing error achievable rate pairs.
For a given two-unicast network N = (G, C, Z) for source-
Note that the GNS sum-rate bound is a number while the GNS outer bound is a region.
Before moving to properties of the GNS bound, we briefly remark that the GNS bound may be extended to multiple unicast networks as stated in Theorem 2 below. The proof is very similar to that of Theorem 1 and is omitted.
For non-empty I ⊆ {1, 2, . . . , k} and S ⊆ E(G), suppose there exists a bijection π : I → {1, 2, . . . , |I |} such that ∀ i, j ∈ I, G \ S has no paths from source s i to destination t j whenever π(i ) ≥ π( j ). Then,
A. GNS Bound Is the Tightest Edge-Cut Outer Bound for Two-Unicast
For an uncapacitated two-unicast network G (i.e. a twounicast graph), with specified source-destination pairs
, for each choice of edge capacities C. The cutset outer bound [2] , the Network Sharing bound [24] and the GNS bound are all collections of edge-cut bounds. Note that these are distinct from socalled weighted edge-cut bounds where the parameters α 1 , α 2 could be arbitrary non-negative numbers.
Theorem 3: Let G be an uncapacitated two-unicast network with source-destination pairs
for all choices of C. Then, exactly one of the following is true:
all choices of C. Remark 2: Since the cutset bound is tight for single unicast, the cutset bounds provide all possible edge-cut bounds on the individual rates. Theorem 3 says that the GNS cuts together provide all possible edge-cut bounds on the sum rate that are not already implied by the individual rate cutset bounds.
Proof:
for all choices of C. Then, clearly G \ S has no paths from s 1 to t 1 and no paths from s 2 to t 2 . Suppose S is not a GNS-cut so that G \ S has no paths from s 1 to t 1 or from s 2 to t 2 but it has paths from s 1 to t 2 and s 2 to t 1 . Define
Fix any choice of non-negative reals {c e : e ∈ S}. Consider the following choice of link capacities: C e = c e ∀e ∈ S and C e = ∞ ∀e / ∈ S. For this choice of link capacities, the individual rate mincuts are given by c(s i ; t i ) = C i (S), i = 1, 2. We will use the following lemma which follows from [4, Th. 8] but which, for completeness, is proved in Appendix A.
Lemma 1 (Two-Multicast Lemma): For a two-multicast network with sources s 1 and s 2 multicasting independent messages at rates R 1 and R 2 respectively to be recovered at both the destinations t 1 and t 2 , the capacity region is given by
is achievable for two-multicast and hence, also for two-unicast. Since
This is a purely graph theoretic property about the structure of the set of edges S relative to the uncapacitated network G and the source-destination pairs in G
. Now, for an arbitrary assignment of link capacities C, we have by definition, c(s 1 ;
Example 1: Consider the butterfly network in Fig. 2 . One
, for each choice of edge-capacities C. However, {e 1 , e 2 } is not a GNS-cut. So, in accordance with Theorem 3, this edge-cut bound must be implied by the individual rate cutset bounds and indeed it follows from the cutset bounds
Example 2: Table II shows the three bounds for the grail network in Fig. 1(a) . Since each edge in the grail network has a path from it to both destinations or has a path from both sources to it, the Network Sharing bound and Cutset bound are identical. The one inequality that is different in the two collections has been highlighted. As Theorem 3 will show, the GNS outer bound collection on the right hand side below in fact contains all possible edge-cut bounds for the grail network. Remark 3: As mentioned in the Introduction, the GNS outer bound can be shown to follow from the edge-cut bounds in [14] , [25] , [26] , although an explicit graph-theoretic description of this bound was not recognized prior to our work. However, from Theorem 3, the GNS outer bound is the tightest possible collection of edge-cut bounds for twounicast networks, and hence is equivalent to the relatively more complex bounds in [14] , [25] , [26] for two-unicast networks.
B. Tightness Under GNS-Cut Bottleneck
The next theorem shows that any minimal GNS-cut, i.e. a GNS-cut with no proper subset that is also a GNS-cut, provides an outer bound that is not obviously loose.
Theorem 4: For a given two-unicast graph G, with source-
Choose an arbitrary collection of non-negative reals {c e : e ∈ S}. Consider the following link-capacity-vector C : C e = c e ∀e ∈ S, C e = ∞ ∀e / ∈ S. Then, for the two-unicast network (G, C, Z), the GNS outer bound is identical to the capacity region C(G, C, Z), i.e. the GNS outer bound is tight.
Remark 4: Theorem 4 does not say that a sum rate of
The proof is relegated to Appendix B. Theorem 4 also holds when C e for e / ∈ S are all finite and sufficiently large, i.e. when C e ≥ C(S) ∀e / ∈ S. This can be concluded from the proof by using the fact that the coding scheme is linear over the binary field F 2 .
C. The GNS Outer Bound is Not Tight
We discussed in Section III-A that for two-unicast networks, the GNS outer bound is equivalent to the bounds in [14] , [25] , [26] . However, the GNS outer bound is also a special case of the so-called LP bound in [11] , which is the tighest outer bound obtainable using Shannon information inequalities alone. In this subsection, we will show that the LP bound is tighter than the GNS outer bound for general twounicast networks. We provide an example of a two-unicast network, the crossfire network in Fig. 3 (a), showing that:
• the GNS outer bound is not tight, so edge-cut bounds do not suffice to characterize the capacity region; • the trade-off between rates on the boundary of the capacity region need not be 1:1; • the capacity region may have a non-integral corner point even if all links have integer capacity; • scalar linear coding is not sufficient to achieve capacity. Achievability of the capacity region in Fig. 3 (c) follows from a two-time-step vector linear coding scheme over F 2 that achieves (1, 1.5), shown in Fig. 3 
is a vanishing error achievable rate pair. Fixing 0 < < 1 2 , consider a scheme of block length N, achieving the rate pair (R 1 , R 2 ) over alphabet A, with error probability at most . Let W 1 and W 2 be independent and distributed uniformly over the sets A N R 1 and A N R 2 respectively. For each edge e ∈ {e 1 , e 2 , e 3 , e 4 }, define X e as the concatenated evaluation of the functions specified by the scheme for edge e. We will assume all logarithms are of base |A|.
By Fano's inequality,
Now,
The first term splits as 
while the second term splits as
From (16), (21) , and (28), we can deduce that
Since can be made arbitrarily small by a suitable coding scheme with a suitable block length, we must have R 1 +2R 2 ≤ C e 1 + C e 2 + C e 3 + C e 4 = 4. As this inequality holds for every vanishing error achievable rate pair (R 1 , R 2 ), it also holds for every point in the closure of the set of vanishing error achievable rate pairs. Thus, the network has a capacity region as shown in Fig. 3(c) .
Finally, simple routing strategies achieve (1, 1) and (0, 2). As routing is a special case of scalar linear coding, the scalar linear coding region contains the convex closure of the integral rate pairs (1, 1), (0, 2), (0, 1), and (0, 0). By the min cut bounds on individual rates, (R 1 , R 2 ) is achievable only if R 1 ≤ 1 and R 2 ≤ 2. Due to the constraint R 1 + 2R 2 ≤ 4, no coding strategy can achieve (1, 2) . Since the scalar linear coding capacity region is always a convex hull of integral rate pairs, it follows that the convex hull of the integral rate pairs (1, 1), (0, 2), (0, 1), (0, 0) is precisely the scalar linear coding region as shown in Fig. 3(c) .
D. NP-Completeness of Computing the Minimum GNS-Cut
We have shown in Section III-A that the GNS bound provides the tightest collection of edge-cut bounds for two-unicast networks. This brings up the natural question of the computational complexity of the GNS bound. Since the number of GNS-cuts is in general, exponential in the size of the network, listing all of them is intractable. For a singleunicast problem, we know that there exists a polynomial-time algorithm [35] , [36] that computes the mincut and reveals a minimizing cut efficiently in spite of there being exponentially many edge-cuts. Given a two-unicast network, can we find an algorithm that efficiently finds, among all the GNS-cuts S, one that has the smallest value of e∈S C e ? Theorem 5 shows unfortunately that we cannot (unless P=NP). Define the following decision problem: 
MIN-GNS-CUT
, and a number K . Question: Is there a GNS-cut S so that C(S) ≤ K ?
Proof: It is clear that MIN-GNS-CUT is in NP. We give a polynomial transformation from the multiterminal cut problem for three terminals, which is known to be NP-complete [37] . In the multiterminal cut problem, we are given a number K and an unweighted undirected graph H with three special vertices or 'terminals' x, y, z. We are asked whether there is a subset of edges F of the graph H with |F| ≤ K such that H \ F has no paths between any two of x, y, z. Given (H, K ), we construct a corresponding instance of MIN-GNS-CUT as follows. Let the number of edges of H be N with K ≤ N.
The two-unicast capacitated network G is obtained by replacing each undirected edge (u, v) of H with a gadget as shown in Fig. 4 . The gadget introduces two new vertices w and w and constitutes five edges, the one central edge having unit capacity and the four flank edges each having capacity N + 1 units. Finally, s 1 is identified with terminal x, t 2 with terminal y, and both s 2 and t 1 with terminal z.
We will show that G has a GNS-cut S with e∈S C e ≤ K if and only if H has a set of edges F forming a multiterminal cut with |F| ≤ K .
Suppose that in the undirected graph H there is a multiterminal cut F with at most K edges. Then, picking the central edge of the gadgets corresponding to the edges in F gives a GNS-cut S in G such that e∈S C e = |S| ≤ K .
Conversely, suppose there is a GNS-cut S in G which satisfies e∈S C e ≤ K . As s 2 and t 1 are identified, it must be that G \ S has no paths from s 1 to t 1 , from s 2 to t 2 , and from s 1 to t 2 . Moreover, as K ≤ N, the GNS-cut S cannot contain any flank edge, and hence must consist exclusively of central edges of gadgets. Choosing the undirected edges of H corresponding to the gadgets whose central edges lie in S gives an edge set F of H that has at most K edges and is a multiterminal cut in H.
E. Recent Results
The Generalized Network Sharing bound has found some interpretations and extensions in recent years. In this subsection, we summarize some of these new results:
• The GNS-cut and GNS bound can be defined analogously for a k-unicast network (see Theorem 2)
• The GNS bound has been given three different interpretations: -Algebraic interpretation [22] ; -Graph-theoretic interpretation via index coding [29] ; -Network concatenation interpretation [28] .
• The GNS bound has been observed to be a special case of general bounds for a larger family of networks: -The Generalized Cutset bound for deterministic networks [28] ; -The Chop-and-Roll Directed Cutset bound for general noisy networks [38] .
IV. REDUCTION OF k-UNICAST TO TWO-UNICAST
A number of recent results have provided evidence that the k-unicast problem for general k is a very difficult problem [9] , [10] . We show that in fact, the simplest case k = 2 encapsulates all the difficulty of the general k-unicast problem. Specifically, we show via a reduction that the problem of determining whether or not the rate point (1, 1, . . . , 1) is zeroerror exactly achievable in a general k-unicast network can be solved if the problem of determining whether or not the rate point (k − 1, k) is zero-error exactly achievable in a general two-unicast network is solved. For important technical reasons, we will restrict to zero-error exact achievability. We will discuss other notions of capacity later in this section (see Table III below and also Remark 5 at the end of Appendix C). For simplicity, we will also restrict to networks with integer link capacities and zero-error exactly achievable integer rates. These are without loss of generality. Thus, we can say that deciding the feasibility of a rate pair in a general two-unicast network is as difficult as deciding the feasibility of a rate-tuple in the more general k-unicast networks. The challenges of finding the capacity thus lie mostly in the underlying network topology rather than in the number of coexisting sessions (provided there are at least 2 sessions). We show also that for two-unicast networks linear codes are insufficient for achieving capacity [9] and Shannon-type information inequalities are insufficient to characterize capacity [10] .
Definition 2: For integer rate tuples If R R , then any black-box that accepts an n-unicast network as input and returns correctly the achievability or nonachievability of R in the specified network can be tweaked to ascertain the achievability or non-achievability of R in any k-unicast network. In this sense, studying the rate tuple R is "easier" than studying R .
The following properties may be observed very easily (see Fig. 5 ):
• If π is any permutation on {1, 2, . . . , k}, then (R 1 , R 2 , . . . , R k ) (R π (1) , R π(2) , . . . , R π(k) ). • Fusion: 
Note that, using the properties listed above, we can never obtain R R where the number of non-zero entries in R is strictly less than that in R, i.e. these properties still suggest that determining the capacity of a two-unicast network can be strictly easier than determining that of a k-unicast network with k > 2. Our result, Theorem 6, shows that this is not the case. For pedagogical value, we state and prove the theorem in its full generality, proposing a reduction from a (k +m)-unicast network to an (m + 1)-unicast network.
Theorem 6: For k ≥ 2, m ≥ 1, let R 1 , R 2 , . . . , R k , R k+1 , . . . , R k+m , r 1 , r 2 , . . . , r m ≥ 0 be non-negative integers such that k i=1 R i = m j =1 r j . Then,
The main motivation for Theorem 6 is the following implication:
i.e. the general multiple-unicast problem can be reduced to the two-unicast problem. Using the monotonicity property of , this suggests that the difficulty of determining achievability of a rate tuple for the k-unicast problem is related more to the magnitude of the rates in the tuple rather than the size of k. Moreover, we have
i.e. solving the k-unicast problem with unit-rate (which is known to be a hard problem for large k [9] , [10] ) can be reduced to solving the two-unicast problem with rates ( k − 1, k) . Furthermore, the construction in our paper along with the networks in [9] , [10] , [32] can be used to show the following. Theorem 7: There exists a two-unicast network in which a non-linear code can achieve the rate pair (9, 10) but no linear code can. Theorem 8: There exists a two-unicast network in which non-Shannon information inequalities can rule out achievability of the rate pair (5, 6) , but the tighest outer bound obtained using only Shannon-type information inequalities cannot.
We leave the proofs of Theorems 6, 7, and 8 to Appendice C, D, and E respectively. We only note here that the key idea in the proof is a network reduction as shown in Fig. 6 .
We have only considered the notion of zero-error achievability in this section. We can show that the reduction proposed in the proof of Theorem 6 works for the notions of capacity as shown in Table III (see Remark 5 at end of Appendix C). The reduction works successfully for the 's. It is not known whether the reduction will work successfully for the notions of capacity given by ?'s.
APPENDIX

A. Proof of the Two-Multicast Lemma (Lemma 1)
Proof: Suppose we are given a two-multicast network N with two sources s 1 , s 2 and two destinations t 1 , t 2 . The necessity of the stated conditions is obvious from the cutset bound [2] . For proving sufficiency, fix a rate pair (R 1 , R 2 ) that satisfies these conditions and consider a new networkÑ obtained by adding a super-source s with two outgoing edges to s 1 and s 2 with link capacities R 1 and R 2 respectively as shown in Fig. 7 . Note that capacities of the newly added edges inÑ depend on the chosen rate pair (R 1 , R 2 ).
We use the single source multicast theorem [1] , [4] onÑ to infer the existence of a linear coding scheme for super-source s multicasting at rate R 1 + R 2 to the destinations t 1 and t 2 . This allows us to construct a two-multicast scheme in the original network N achieving the desired rate pair.
B. Proof of Theorem 4
Proof: Define C i (S) := min{C(T ) : T ⊆ S, T is an s i − t i cut} for i = 1, 2 as before.
As S is a minimal GNS-cut, the GNS outer bound for (G, C) is given by
We will assume that c e is an integer for each e ∈ S and describe scalar linear coding schemes over the binary field F 2 with block length N = 1 achieving the GNS outer bound. Having done this, it is easy to see that the theorem would also hold for non-negative rational and thus also non-negative Fig. 7 . Two-multicast networkÑ is obtained from a given two-unicast network and a specified rate pair (R 1 , R 2 ). real choices of c e , e ∈ S. Henceforth, we will imagine a link of capacity c e as having c e unit capacity edges connected in parallel. This change could be made in the graph and in this proof, we will use G to denote the graph with all edges having unit capacity, possibly having multiple edges in parallel connecting two vertices.
Note that a given GNS-cut S is minimal if and only if S \ e is not a GNS-cut for each e ∈ S. This allows us to partition the edges in S by their connectivity in G \ {S \ e} as S 1 12 12 where e ∈ S lies in S y x if, in the graph G \ {S \ e}, tail(e) is reachable only from source indices x and head(e) is capable of reaching only destination indices y. E.g. S 2 12 contains edge e in S if and only if in G \ {S \ e}, we have that tail(e) is reachable from s 1 , s 2 , and head(e) can reach t 2 but cannot reach t 1 .
Thus,Ŝ i , for i = 1, 2, is the set of edges in S which have their tails reachable from s i and their heads reaching t i by paths of infinite capacity. We will show C i (S) = C(Ŝ i ) + c G\Ŝ i (s i ; t i ), for i = 1, 2. By the Max Flow Min Cut Theorem, there exists a flow of value C i (S) from s i to t i in G. At most C(Ŝ i ) of the flow goes through edges inŜ i . Thus, there exists a flow of value at least
Case I: S is a minimal GNS-cut such that G \ S has no paths from either of s 1 , s 2 to t 1 , t 2 . In this case, S 2 1 , S 1 2 = ∅ by minimality of S. Thus, C 1 (S) + C 2 (S) ≥ C(Ŝ 1 ) + C(Ŝ 2 ) = C(S)+C(S 12 12 ) ≥ C(S). So, in this case, the GNS outer bound (34) is a pentagonal region and we have to show achievability of the two corner points (C 1 (S), C(S) − C 1 (S)) and (C(S) − C 2 (S), C 2 (S)).
Consider the following scheme. Edges in S 1 1 , S 12 1 , S 1 12 , S 12 12 forward s 1 's message bits to t 1 and edges in S 2 2 , S 2 12 , S 12 2 forward s 2 's message bits to t 2 . This achieves
Note that we have R 1 + R 2 = C(S) for this rate pair. Now, we will increase R 1 up to C 1 (S) while preserving this sum rate. Construct c G\Ŝ 1 (s 1 ; t 1 ) unit capacity edge-disjoint paths from s 1 to t 1 in G\Ŝ 1 . This gives us c G\Ŝ 1 (s 1 ; t 1 ) paths in G such that none of them uses any edge inŜ 1 . Any such path encounters a first finite capacity edge from S 2 12 and a last finite capacity edge from S 12 2 . The intermediate finite capacity edges may be assumed to lie in S 2 2 only. If intermediate finite capacity edges lie in S 2 12 or S 12 2 , we can modify the path so that this is not the case, while preserving the edge-disjointness property. Now, a simple XOR coding scheme as shown in Fig. 8(a) improves R 1 by one bit and reduces R 2 by one bit as s 2 has to set b 1 ⊕ b 2 ⊕ b 3 = 0 to allow t 1 to decode a. In the general case, we have an arbitrary number of finite capacity edges from S 2 2 along the path, for which we perform a similar XOR scheme. Because the paths are edge-disjoint, the finite capacity edges on those paths are all distinct, so the imposed constraints can all be met by reducing R 2 by one bit for each such path. When this is carried out for each of the c G\Ŝ 1 (s 1 ; t 1 ) paths, we have a scheme achieving (C 1 (S), C(S)−C 1 (S)). Similarly, (C(S) − C 2 (S), C 2 (S)) may be shown to be achievable.
Case II: S is a minimal GNS-cut such that G \ S has no paths from s 1 to t 1 , s 2 to t 2 , or s 2 to t 1 but it has paths from s 1 to t 2 . As S is a minimal GNS-cut, we have S 2 1 = ∅. In this case, the GNS outer bound (34) is not necessarily a pentagonal region. We first show achievability of the rate pair
Stage I -Basic Scheme: It is easy to see that we can achieve the rate pair given by
by a routing + butterfly coding approach as follows.
• Edges in S 1 1 , S 12 1 , S 1 12 forward s 1 's message bits to t 1 and edges in S 2 2 , S 12 2 , S 2 12 forward s 2 's message bits to t 2 . • Edges in S 12 12 and S 1 2 along with an infinite capacity path from s 1 to t 2 perform "preferential routing for s 1 with butterfly coding for s 2 ," i.e.
-if C(S 1 2 ) < C(S 12 12 ), then an amount of C(S 12 12 ) − C(S 1 2 ) of the capacity of edges in S 12 12 is used for routing s 1 's message bits, while the rest is used for butterfly coding, i.e. an XOR operation is performed over C(S 1 2 ) bits from source s 1 with C(S 1 2 ) bits from source s 2 to be transmitted over the edges in S 12 12 . Edges in S 1 2 provide C(S 1 2 ) bits of side-information from s 2 to t 1 , while the infinite capacity path from s 1 to t 2 provides side-information to t 2 .
-if C(S 1 2 ) ≥ C(S 12 12 ), then all of the capacity of edges in S 12 12 is used for butterfly coding. Stage II -Improving R 1 up to C 1 (S): We know c G\Ŝ 1 (s 1 ; t 1 ) = C 1 (S)−C(Ŝ 1 ). Find c G\Ŝ 1 (s 1 ; t 1 ) unit capacity edge-disjoint paths from s 1 to t 1 in G such that none of them uses any edge inŜ 1 . Each such unit capacity path from s 1 to t 1 in G starts with a first finite capacity edge in S 2 12 , ends with the last finite capacity edge in S 12 2 or S 1 2 and with all intermediate edges lying, without loss of generality, in S 2 2 . Whenever the capacity of all edges in S 1 2 is used up, we would have reached a sum rate of C(S), as all edges are carrying independent linear combinations of message bits. In that case, we will increase R 1 by one bit and reduce R 2 by one bit. Else, we will increase R 1 by one bit while not altering R 2 .
• If the last finite capacity edge lies in S 12 2 , perform coding as in Fig. 8(a) . If the capacity of S 1 2 edges is not fully used, use free unit capacity of some edge e ∈ S 1 2 to relay the XOR value of b 1 ⊕ b 2 ⊕ b 3 from s 2 to t 1 . Use the infinite capacity path from s 1 to t 2 to send the symbol a. If there is no free edge in S 1 2 , then s 2 sets b 1 ⊕b 2 ⊕b 3 = 0. This increases R 1 by one bit and reduces R 2 by one bit. • Suppose the last finite capacity edge, call it e 3 , lies in S 1 2 . Suppose there is a free edge e ∈ S 1 2 . If e 3 is being used, it must be used as a conduit for side-information to t 1 , as part of the butterfly coding. Use e to relay that side-information to t 1 . So, we can assume e 3 is free. Now, perform coding as in Fig. 8(b) . Use the infinite capacity path from s 1 to t 2 to relay the symbol a. This improves R 1 by one bit while R 2 remains unchanged. If there is no free edge in S 1 2 , then we must have achieved a sum rate of C(S). Edge e 3 now relays a to t 1 improving R 1 by one bit. However, the edge e 3 must have been assisting in butterfly coding using some edge in S 12 12 and the infinite capacity s 1 − t 2 path. Now, the edge e 3 can no longer provide side-information to t 1 . So, the corresponding unit capacity in some edge in S 12 12 now performs routing of s 1 's message bit as opposed to XOR mixing of one bit of s 1 's message and one bit of s 2 's message. This reduces R 2 by one bit.
This can be carried out for the c G\Ŝ 1 (s 1 ; t 1 ) edge-disjoint paths sequentially.
Stage III -Improving R 2 up to min{C(S)−C 1 (S), C 2 (S)}: If the capacity of S 1 2 edges is all used up, we have achieved a sum rate of R 1 + R 2 = C(S) and so, R 2 = C(S) − C 1 (S). If not, we have R 1 = C 1 (S), R 2 = C(Ŝ 2 ). We have C 2 (S) = C(Ŝ 2 ) + c G\Ŝ 2 (s 2 ; t 2 ). Similar to before, we find c G\Ŝ 2 (s 2 ; t 2 ) unit capacity edge-disjoint paths from s 2 to t 2 in G such that the paths do not use any edge inŜ 2 . Each such unit capacity path encounters a first finite capacity edge from S 1 12 
If the capacity is not fully used, perform the modification as described below.
• If the first finite capacity edge lies in S 1 12 , perform coding as in Fig. 9(a) . Use unit capacity of a free edge in S 1 2 to relay symbol b from s 2 to t 1 and use the s 1 to t 2 infinite capacity path to send the XOR value of a 1 ⊕ a 2 ⊕ a 3 to t 2 . This leaves R 1 unaffected and improves R 2 by one bit.
• Suppose the first finite capacity edge, call it e 1 , lies in S 1 2 . If e 1 is not being used, perform coding as in Fig. 9(b) . Use unit capacity of edge e 1 ∈ S 1 2 to send a symbol b from s 2 to t 1 . The infinite capacity s 1 to t 2 path is used to send a 1 ⊕a 2 from s 1 to t 2 . This allows t 2 to decode b and improves R 2 by one bit while leaving R 1 unaffected. If e 1 is being used for sending side-information to t 1 (as part of the butterfly coding or in Stage II), then pick some free edge e ∈ S 1 2 for the transfer of side-information freeing up e 1 and allowing us to use the coding described in Fig. 9(b) . If e 1 is being used but not for sending sideinformation, it must have gotten used in Stage II as the last finite capacity edge on an s 1 −t 1 path. In this case, we use some free edge e ∈ S 1 2 and superimpose the scheme shown in Fig. 9(b) with the already existing scheme Fig. 8(b) . This modification is shown via Fig. 10(a) and Fig. 10(b) . This improves R 2 by one bit while R 1 remains unchanged. This stage terminates achieving
Because the GNS-cut is not symmetric in indices 1 and 2, we also have to show achievability of the rate pair R 1 = min{C 1 (S), C(S)−C 2 (S)}, R 2 = C 2 (S). This can be shown similarly.
Case III: S is a minimal GNS-cut such that G \ S has no paths from s 1 to t 1 , s 2 to t 2 , or s 1 to t 2 but it has paths from s 2 to t 1 . This case is symmetric to Case II.
C. Proof of Theorem 6
Proof: Let us split the number k i=1 R i = m j =1 r j into a 'coarsest common partition' formed by c 1 , c 2 , . . . , c l as shown in Fig. 11 . Set c 0 = 0. Recursively define c h as the minimum of
and min
Note that by definition, c h > 0 even if some of the R i and/or r j were equal to 0. Define l by l u=1 c u = k i=1 R i . l satisfies max{k, m} ≤ l ≤ k + m − 1. We will alternately denote c h by c (i, j ) where i and j are the arg min's in (35) and (36) respectively. We will use I to denote the indices (i, j ) that correspond to c (i, j ) = c h for some h. In the rest of this proof, we will have i or i 0 denote an index belonging to {1, 2, . . . , k}, j or j 0 denote an index belonging to {1, 2, . . . , m}, and (i, j ) or (i 0 , j 0 ) denote an index belonging to I. Note that
i:(i, j )∈I 
for each (i, j ) ∈ I. (i, j ) . The label in red is the edge capacity and the label in blue is the random variable that flows through that edge.
• For j = 1, 2, . . . , m, create edges of capacity R k+ j from s j to v j , v j to s k+ j , and t k+ j to t j . (see Fig. 12 (a)) • For each (i, j ) ∈ I, create edges of capacity c (i, j ) from s to x (i, j ) , x (i, j ) to s i , s j to y (i, j ) , t i to z (i, j ) , as shown in Fig. 12(a) . and the butterfly edges as shown in Fig. 12(b) .
We will prove that (R 1 , R 2 , . . . , R k+m ) is achievable (or achievable by vector linear coding) in the (k + m)-unicast network B if and only if ( k i=1 R i , R k+1 , . . . , R k+m ) is achievable (respectively achievable by vector linear coding) in the (m + 1)-unicast extended network N .
This will establish that any algorithm that can determine achievability of ( k i=1 R i , R k+1 , . . . , R k+m ) may be applied to our extended network to determine achievability of (R 1 , R 2 , . . . , R k+m ) in the network block B.
Suppose (R 1 , R 2 , . . . , R k+m ) is achievable in the (k + m)unicast network block B. Then, we can come up with a 'butterfly' coding scheme which proves the achievability of the rate tuple ( k i=1 R i , R k+1 +r 1 , R k+2 +r 2 , . . . , R k+m +r m ) in the (m +1)-unicast network N . This can be done simply by making X (i, j ) = Z (i, j ) and performing butterfly coding over each butterfly network component. This means we set
The addition here is done over an Abelian group Z l (summation modulo integer l) where l is the size of the common finite alphabet that X i, j , Y i, j , and W i, j take values in, with the alphabet mapped to the Abelian group according to some arbitrary bijection. Now suppose that the rate tuple
We will first present a plausibility argument for this.
By tightness of the incoming rate constraint at t j and looking at all symbols that enter block B, we will inevitably requireV j to have all the information about V j . Similarly, we will requireŶ (i, j ) ,X (i, j ) to have all the information about Y (i, j ) , X (i, j ) respectively which will further necessitate that butterfly coding be done over the butterfly component and this will be possible only if Z (i, j ) has all the information about X (i, j ) . Now, if the capacity of any outgoing edge of a vertex is at least as large as the sum of the capacities of all incoming edges at that vertex, we will assume, without loss of generality, that the vertex sends all of its received data on that outgoing edge. We first state and prove a straightforward lemma that will be useful. H (B|A, C) . This completes the proof.
Define random variables as shown in Fig. 12 , i.e. let M denote the input message at source s and for each j = 1, 2, . . . , m, let M j denote the input message at source
, and using (44), (70), and (71), we obtain H (V j |V j ) = 0.
(72)
By the chain rule for entropy,
Using (43) and (72) in (73), we get
This implies that the destination t k+ j can decode s k+ j 's message for j = 1, 2, . . . , m within block B.
The case of the rate tuples assumed to be achievable by a vector linear coding scheme is identical. This completes the proof.
Remark 5:
The proof above used the notion of zero-error exactly achievable rates. It can be shown to go through for the notion of zero-error asymptotically achievable linear coding rates and vanishing error linear coding rates as follows.
First, a very simple argument yields that if a linear code makes an error with positive probability, then the error probability is at least 1 2 . Let g be the global decoding function for the network, i.e. the function that maps all source messages to all decoded messages at the respective destinations (as in Definition 1). If the code used is linear, then g is a linear map over some finite field, and so is g − id where id is the identity mapping. Let the null space of this map be S = {v : g(v) − v = 0}. If g(v 0 ) = v 0 for some v 0 , then
As S and v 0 + S are disjoint, Pr(v ∈ S) + Pr(v ∈ v 0 + S) ≤ 1. But Pr(v ∈ S) = Pr(v ∈ v 0 + S). So, Pr(v ∈ S) ≤ 1 2 . The probability of error is Pr(v ∈ S) ≥ 1 2 . This means that the zero-error asymptotically achievable linear coding capacity is identical to the zero-error linear coding Shannon capacity for any multiple unicast network.
To show that the reduction works for zero-error asymptotically achievable rates, note that if for any > 0, the rate tuple ( k i=1 R i − , R k+1 + r 1 − , R k+2 + r 2 − , . . . , R k+m + r m − ) is zero-error asymptotically achievable by linear codes, then every single equality and inequality stated in the proof continues to hold up to a correction term δ( ) where δ( ) → 0 as → 0. From linearity, we can find a suitable choice of subspaces at s 1 , s 2 , . . . , s k+m so that each source s i is transmitting an independent message at rate R i − δ ( ), where δ ( ) → 0 as → 0.
This completes the justification of the summary in Table III . In particular, the reduction works in full generality for linear codes. There are technical difficulties with showing that the reduction goes through for zero-error asymptotically achievable rates or vanishing error achievable rates when general codes are used. It is not known whether the reduction will work in these cases.
D. Proof of Theorem 7
Proof: Consider the network in [9, Fig. 3 ], for which linear codes were shown to be insufficient to achieve capacity. This network can be converted into a 10-unicast network using the construction in [32] . By applying our construction, we find a two-unicast network in which the rate point (9, 10) is achievable by non-linear codes but not by linear codes.
E. Proof of Theorem 8
Consider the 6-unicast Vámos network in [10, Fig. 13 ]. This network is shown in [10] to be matroidal (as defined by them in Definition V.1), and hence the best bound that can be obtained using Shannon inequalities on the maximum uniform rate achievable is 1. However, a unit rate per unicast is shown to be not achievable for this network. By applying our construction treating the Vámos network as a block B, we get a two-unicast network with desired rate pair (5, 6) . This can be naturally viewed as an 11-unicast network N with unit rate requirement for each unicast session.
Consider the auxiliary 11-unicast network N obtained by removing the block B from N and fusing the respective source and destination nodes of B, i.e. fusing s i with t i for i = 1, 2, . . . , 6. It is easy to verify that the butterfly coding scheme proposed in the proof of Theorem 6 can provide a linear coding scheme that achieves unit rate for each of the 11 source-destination pairs of N . This linear coding scheme naturally makes N a matroidal network (as elaborated in [10, Th. V.4]).
The restriction of the matroids corresponding to the network in block B and the network N to the intersection of their ground sets yields the full rank matroid on six elements. This is obviously a modular matroid, as defined in [10, Sec. IV-A]. Using [10, Lemma IV.7] (which guarantees the existence of a proper amalgam of matroids as long as their restrictions to the intersection of the ground sets is modular), we obtain that the 11-unicast network N is matroidal too.
Since the 11-unicast network N is matroidal, Shannon inequalities cannot rule out achievability of unit rate for each of the 11-unicast sessions or alternately, achievability of (5, 6) for the two-unicast network. However, if (5, 6) were achievable in the two-unicast network, then the construction would imply achievability of unit rate for each session of the 6-unicast Vámos network, which is proved to be impossible in [10] . Hence, (5, 6) is not achievable in the two-unicast network constructed from the Vámos network.
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