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ABSTRACT
Sequences of stereotyped actions are central to the everyday lives of humans and
animals, from the kingfisher’s dive to the performance of a piano concerto. Lashley
asked how neural circuits managed this feat nearly 6 decades ago, and to this day
it remains a fundamental question in neuroscience. Toward answering this question,
vocal performance in the songbird was used as a model to study the performance of
learned, stereotyped motor sequences. The first component of this work considers
the song motor cortical zone HVC in the zebra finch, an area that sends precise
timing signals to both the descending motor pathway, responsible for stereotyped
vocal performance in the adult, and the basal ganglia, which is responsible for both
motor variability and song learning. Despite intense interest in HVC, previous research
has exclusively focused on describing the activity of small numbers of neurons recorded
serially as the bird sings. To better understand HVC network dynamics, both single
units and local field potentials were sampled across multiple electrodes simultaneously
in awake behaving zebra finches. The local field potential and spiking data reveal
a stereotyped spatio-temporal pattern of inhibition operating on a 30 ms time-scale
vi
that coordinates the neural sequences in principal cells underlying song. The second
component addresses the resilience of the song circuit through cutting the motor
cortical zone HVC in half along one axis. Despite this large-scale perturbation, the
finch quickly recovers and sings a near-perfect song within a single day. These first
two studies suggest that HVC is functionally organized to robustly generate neural
dynamics that enable vocal performance. The final component concerns a statistical
study of the complex, flexible songs of the domesticated canary. This study revealed
that canary song is characterized by specific long-range correlations up to 7 seconds
long—a time-scale more typical of human music than animal vocalizations. Thus, the
neural sequences underlying birdsong must be capable of generating more structure
and complexity than previously thought.
vii
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1Chapter 1
Introduction
1.1 Motivation
Stereotyped sequences of actions are central to the everyday lives of humans and
animals. Remarkably, our brains can learn something as complex as a golf swing or a
piano concerto and perform it effortlessly years later. How is the brain plastic enough
to quickly learn each component of these sequential behaviors and then step through
them with exact fidelity years later? Lashley asked how neural circuits managed this
feat nearly 6 decades ago (Lashley, 1951), and to this day it remains a fundamental
question in neuroscience.
A simple answer to this question, originally posed by Hebb (2002), supposes that
a group of cells, or cell assembly, encodes each component of a sequence. As the
sequence repeats during the learning process, cell assemblies form links through simple
correlation-based learning rules to encode their order. The assemblies eventually form
a geometric chain, to be rattled off in a ballistic cascade of activation during sequence
execution. Variants of this idea include the complete transmission line (Griffith, 1963),
the avalanche (Grossberg, 1969), and the synfire chain (Abeles, 1991). Others have
proposed models with no chain connectivity between excitatory neurons that are able
to repeat stereotyped dynamical trajectories using networks of highly interconnected
excitatory and inhibitory neurons (Rabinovich et al., 2001). Yet, no one has observed
a clear instantiation of any of these neural models in vivo.
2So, the central question of this thesis is how can we experimentally distinguish
between these neural models of stereotyped motor sequence generation?
One approach is to use the most experimentally tractable animal model that can
produce stereotyped motor sequences. Rodents produce stereotyped sequences in
their grooming rituals (Colonnese et al., 1996) and to a certain extent their ultrasonic
vocalizations (Holy and Guo, 2005); however, the neural circuitry underlying both
grooming and ultrasonic vocalizations remains undefined. Moreover, the grooming
rituals can be difficult to quantify and it is unclear if ultrasonic vocalizations are
either learned or even centrally controlled. Invertebrates such as the larval zebra fish
present an appealing alternative given recent advances in imaging calcium dynamics
in large numbers of neurons during fictive swimming (Ahrens et al., 2012). Yet, it has
not been shown if the larval zebra fish is capable of a motor behavior more complex
than swimming. Another promising alternative is to study skilled reaches in mice
(Azim et al., 2014), though the central motor circuits underlying this behavior remain
undefined. On the other hand, songbirds present a unique opportunity to study
learned, stereotyped motor sequencing. Birdsong—an easily quantifiable sequential
behavior—is both learned and reproducible on a millisecond time-scale, with zebra
finches recapitulating the same song for years (Lombardino and Nottebohm, 2000).
Moreover, the neural circuitry that produces song is well-defined (Nottebohm et al.,
1976). For the work described in this thesis we use the songbird as a model system to
test some of these theories of motor sequence generation.
1.2 Research outline
This thesis is divided into two parts of approximately equal length. The first part is
focused on an attempt to characterize network dynamics of the song motor cortical
zone HVC in zebra finches through in vivo electrophysiology.
3• Chapter 2 describes an experiment where we recorded both single units and local
field potentials (LFPs) in the zebra finch HVC during singing. The recordings
were performed with a custom carbon fiber array of our own design that allowed
us to sample across the spatial extent of HVC while avoiding the immune
response typically seen in much larger, stiffer commercial probes (Polikov et al.,
2005). A detailed analysis of the LFP revealed a stereotyped 30 Hz pattern in
HVC network dynamics during song. Excitatory and inhibitory neurons were
entrained to opposite phases of this LFP, strongly suggesting that inhibitory
neurons gate excitatory neuron firing.
• Chapter 3 discusses the development of the carbon fiber electrode array that
enabled the experiment described in Chapter 2. The array is comprised of a
16 channel bundle that has the same diameter as a typical single commercial
microwire. Upon breaching the surface of the brain, each wire of the bundle
splays like the bristles of a paintbrush. This critical splaying property allowed
us to densely sample HVC across space in a minimally invasive manner. In
our hands, we were able to record from single neurons over time-scales much
longer than those reported from recordings using high-impedance (≈ 3 MΩ)
wires mounted on a motorized microdrive (Fee and Leonardo, 2001).
• Chapter 4 covers some computational methods used in Chapter 2 that were
originally developed to characterize time series such as LFPs and birdsong. These
methods are based on a high resolution time-frequency histogram called the
spectral density image, a technique that visualizes and quantifies the variability
of a signal in both time and frequency.
In the second part we turn to a pair of experiments that attempt to distinguish
between models of motor sequencing without the use of electrophysiology.
4• Chapter 5 details a functional dissection of HVC. We bisected the nucleus along
the anterior-posterior axis and despite the damage to HVC, birds recovered
within 48-72 hours and produced a song statistically indistinguishable from their
pre-bisection song. This recovery can take place even in the absence of auditory
feedback or motor practice, demonstrating the robustness of HVC. In light of
recent data from other groups (Day et al., 2013; Stauffer et al., 2012) this data
also suggests that HVC may be organized anisotropically, with functional clusters
in the anterior-posterior direction. Following up on this result by recording LFPs
with a dense planar array that samples uniformly in all directions can resolve
this potentially fundamental aspect of the nucleus.
• Finally, Chapter 6 discusses a statistical characterization of the complex song of
the Belgian waterslager canary. The song of the domesticated canary is quite
different from the zebra finch—it is much longer (tens of seconds), and over the
course of a song the canary repeats the same vocal element for around a second
and then switches to another. Thus, there is a separation of time-scales between
the individual vocal elements and the phrases (i.e. the repetition groups). We
find that there are long-range correlations in the transition structure between
phrases that extend up to 7 seconds long—a time-scale longer more typical of
human music (Hennig et al., 2011; Rankin et al., 2009; Voss and Clarke, 1975)
than birdsong (Jin and Kozhevnikov, 2011; Katahira et al., 2011). The canary’s
vocal motor circuitry is quite similar to the zebra finch’s (Nottebohm et al.,
1976), and this surprising complexity in their vocal production suggests that
HVC may be more than a simple linear sequence generator. Electrophysiological
investigation of the canary HVC could reveal the neural correlates of hierarchical
motor behaviors and flexible sequence generation with long-range correlations.
5I conclude with a discussion of future directions based on these experiments in Chapter
7.
1.3 Background
In this section I review some of the fundamental aspects of birdsong behavior, as well
as the anatomy and physiology of the song motor circuit. I focus on zebra finches
since they are the songbird species used for the majority of the work described in
this thesis. The basics of canary song behavior are discussed in the introduction to
Chapter 6.
1.3.1 Zebra finch song
The song of the male zebra finch holds particular significance for the animal, serving
as both a courtship display and a means of communicating identity (Williams, 2004).
Each song bout consists of many repetitions of a canonical or dominant motif that
spans .5-1 seconds (Williams, 2004), occassionally with minor variations (Sossinka
and Bo¨hner, 1980). A motif is comprised of 3-7 smaller vocal elements called syllables
that range from tens to hundreds of milliseconds in duration (Immelmann, 1969;
Price, 1979). Syllables can be further divided into elements of coherent time-frequency
structure (Williams, 2004). Importantly, each syllable is highly stereotyped from
rendition to rendition in the adult, with an average coefficient of variation in duration
3.28%± 2.05% SD (Glaze, 2006). Given this stereotypy and that adult zebra finches
can produce 50-250 motifs per hour in isolation (Pytte et al., 2011), zebra finch song
is a well-suited model for the study of sequential motor behaviors.
And like many skilled motor behaviors in humans, the song is learned. For the
first few weeks after hatching, a juvenile male memorizes a salient tutor song, perhaps
from his father or a sibling. Then, 30-45 days post-hatch (DPH) the bird enters a
6sensorimotor phase that begins with vocal babbling or subsong. As a late juvenile
(> 45 DPH) the finch starts to sing plastic song, which consists of more stereotyped
vocalizations that begin to resemble the tutor. In the plastic phase, birds can pursue a
diversity of strategies in attempting to mimic their tutor—some obsessively perseverate
on individual syllables and others attempt to produce the full song sequence (Liu
et al., 2004). Finally, after three months of extensive vocal practice (> 90 DPH), the
bird’s song becomes “crystallized”. Here, the song assumes its adult form that the
bird will produce for the rest of his life. The zebra finch is considered a “closed-ended
learner”, which means that they do not learn new vocal elements after this 3 month
period of flexible vocal exploration (Zevin et al., 2004). However, adult zebra finches
are still plastic enough to modify both the spectral and the temporal characteristics
of individual syllables through conditional auditory feedback (CAF) (Ali et al., 2013;
Andalman and Fee, 2009). The song degrades significantly after deafening in the adult,
an effect that is reversed by lesions of the basal ganglia (Brainard and Doupe, 2001;
Hamaguchi et al., 2014). Thus, song is actively maintained in adulthood, a property
that we exploit in preliminary experiments discussed in Section 7.1.
Also of note is the dramatic change in variability in the presence of a female
(directed song). Even in juveniles, the presence of the female leads to a sharp
reduction in spectral and duration variability in song (Aronov and Fee, 2012; Kojima
and Doupe, 2011). It has been suggested that changes in brain temperature (Aronov
and Fee, 2012) and a reduction of variability in spiking in the song motor circuit are
possible mechanisms mediating this social-context mediated effect (Hessler and Doupe,
1999; Kao et al., 2005).
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Figure 1·1: Diagram of the song circuit. Vocal motor pathway connections are shown in red, and
anterior forebrain pathway are connections shown in blue. Figure reproduced from Aronov et al.
(2008).
1.3.2 Overview of the song motor circuit
The song motor circuitry in the zebra finch can be divided into two primary pathways:
the vocal motor pathway (VMP) and the anterior forebrain pathway (AFP). These two
pathways serve complementary functions: the VMP mediates adult, stereotyped vocal
performance and the AFP underlies vocal exploration and learning (Aronov et al.,
2008; Olveczky et al., 2005). This functional classification has been straightforward to
test since the output of each pathway converges on the same nucleus in the descending
motor pathway—the robust nucleus of the arcopallium (RA). Bilateral lesions of the
output of the VMP, HVC, cause adults to revert to juvenile-like babbling (Aronov
et al., 2008), and targeted electrical and optical stimulation of HVC during tutor
exposure leads to significant impairment of song learning (Roberts et al., 2012). Given
that HVC receives inputs from the auditory system (Akutagawa and Konishi, 2010;
Vates et al., 1996), it is natural to conclude that HVC interfaces the sensory experience
of the tutor song with the motor program that is learned to produce it.
Reversible inactivation of the output of the AFP (LMAN) in juveniles results in
switching from variable subsong to obsessive repetition of adult-like vocal elements
(Olveczky et al., 2011). Electrical stimulation of LMAN in adult Bengalese finches
during singing generates short, targeted acoustic perturbations (Kao et al., 2005).
8Additionally, the AFP has been shown to mediate fast learning in CAF studies where
the bird must shift the pitch of a targeted syllable to avoid playback of aversive
white noise (Andalman and Fee, 2009; Tumer and Brainard, 2007). If the AFP is
inactivated after multiple days of learning, the pitch will revert back to the outcome
of the previous day’s learning; this strongly implies that the VMP learns new motor
programs slowly, while the AFP rapidly generates fluctuations to explore advantageous
variations (Andalman and Fee, 2009).
This learning is reminiscent of stochastic optimization techniques such as simulated
annealing (Kirkpatrick et al., 1983), where the global minimum of an energy landscape
is determined through a combination of “slow” gradient descent and “fast” random
exploration. On a slower time-scale, the algorithm attempts to walk down the path
of steepest descent in order to find the global minimum, while on a faster time-scale
noise is injected into the path to both quickly sample the immediate environment
of the walker and to kick it out of local minima. By analogy, one might consider
the VMP a walker in vocal-motor space that slowly traverses the energy landscape,
while the AFP injects fast random variations about the current position. This analogy
has been appreciated by modelers of birdsong learning, who have proposed that the
song circuit is implementing a variant of stochastic optimization called the actor-critic
model (Houk et al., 1995). In the actor-critic conception of the song system, HVC
is the actor, some part of the auditory system is the critic (Keller and Hahnloser,
2008), and LMAN is the experimenter (Doya and Sejnowski, 1998; Fiete et al., 2007).
Otherwise put, HVC plays the actor by producing the current motor plan that best
matches the tutor song, the auditory system evaluates whether the actor matches the
desired output (either the tutor or whatever helps to avoid aversive feedback), and
LMAN experiments to see if a variation on the motor plan will produce a better match.
Advantageous variations from the experimenter are then learned by the actor—a
9process that no one has directly observed.
1.3.3 The vocal motor pathway
Figure 1·2: Diagram of the song circuit to show recurrent thalamocortical loops and bilateral
communication pathways. Figure adapted from Ashmore et al. (2005).
Though the function of the VMP has been made clear from lesion studies, what
do we know about its anatomy? There is a strong projection from HVC to RA that
appears to be non-topographic (Foster and Bottjer, 1998). RA has a weak myotopic
projection to the hypoglossal nucleus (nXII) (Vicario, 1991) and another projection
to brainstem nuclei that control breathing (Sturdy et al., 2003; Wild, 1993). Then,
neurons in the caudal portion of nXII directly innervate the muscles controlling the
syrinx (Vicario and Nottebohm, 1988; Wild, 1993). The lack of topography in the
HVC to RA projection, in addition to aspects of HVC and RA physiology discussed in
Section 1.3.5, has led some to speculate that HVC neurons projecting to RA (HVCRA)
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provide temporal control of song through addressing multiple points in RA. And, in
turn, different RA neurons address different muscle groups in the bird’s vocal organ
(Fee et al., 2004). That is, a one-to-many projection from HVC to RA would allow
individual HVCRA neuron bursts to coordinate the activity of multiple muscles at a
single point in time. Together, these data paint a picture of the VMP as a simple
motor control hierarchy.
Unfortunately this picture is complicated by the existence of two recurrent thalam-
ocortical loops. The first loop begins with a projection from the dorsal portion of RA
to the dorsomedial posterior nucleus of the thalamus (DMP). DMP then projects to
medial magnocellular nucleus of the anterior neostriatum (MMAN), and finally MMAN
projects back to HVC (Vates et al., 1997). The importance of this pathway remains
unclear as bilateral MMAN lesions have relatively weak effects such as modulating
the variability of syllable sequencing (Foster and Bottjer, 2001). Yet, despite the
subtlety of this effect, MMAN shares functional signatures with other key nuclei in the
song motor circuit—increased immediate early gene transcription factor ZENK (an
acronym for Zif-268, Egr-1, NGFIA, and Krox-24) expression during singing (Jarvis
and Nottebohm, 1997) and selectivity for playback of the bird’s own song (BOS) under
anesthesia (Williams et al., 2012). The second recurrent loop starts with a projection
from HVC to the dorsomedial nucleus of the intercollicular complex (DM), a part of
the vocal-respiratory network. DM then projects to the nucleus uvaeformis of the
thalamus (Striedter and Vu, 1998), which completes the loop through a projection
to HVC (Williams and Vicario, 1993). Unilateral UVA lesions appear to have little
to no effect in adult birds (Coleman and Vu, 2005), and the few recordings that
have been made in UVA show no clear song-locked activity (McCasland and Konishi,
1981). Thus, at the moment, there is no simple functional interpretation of either
thalamocortical loop.
11
A further complication is introduced when considering how HVC communicates
across hemispheres. Stimulation of the left and right HVCs cause song cessation at
non-overlapping points (Wang et al., 2008), suggesting control of the syrinx switches
between the two hemispheres multiple times in a single song. Moreover, simultaneous
multi-unit recordings in left and right HVC reveal points of high synchrony at “key
transitions” in the song (Schmidt, 2003). What pathways mediate communication
between the left and right HVC? There are no direct projections linking them, but
there are two paths through the VMP thalamocortical loops. One through DMP,
which projects to MMAN in both hemispheres (Vates et al., 1997), and another from
DM that project to the left and right UVA (Striedter and Vu, 1998). Unilateral lesions
of RA in the adult, which sever both of these pathways, result in severe deficits in vocal
production (Ashmore et al., 2008). Interestingly, unilateral lesions of HVC mostly
affect song sequencing (Williams et al., 1992), a relatively subtle effect compared to
biilateral lesions that cause adults to revert to juvenile-like subsong (Aronov et al.,
2008). As for the UVA pathway, bilateral lesions of UVA cause severe deficits in
singing, while the aforementioned unilateral lesions have virtually no effect (Coleman
and Vu, 2005). Given the subtle effect of bilateral MMAN lesions (Foster and Bottjer,
2001), the exact role of bilateral coordination remains an open question. All the same,
despite the unresolved function of either the recurrent loops or the bilateral pathways,
conceiving of the VMP as a strictly feedforward motor control hierarchy is at best a
useful simplification.
1.3.4 The anterior forebrain pathway
The other major pathway of the song circuit, the AFP, begins with a projection from
HVC to the striatopallidal nucleus Area X. Then, the pallidal neurons of Area X
project to the dorsolateral division of the medial thalamus (DLM). DLM, in turns,
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projects to LMAN, which sends bifurcating axon collaterals to both RA and back
to Area X (Nixdorf-Bergweiler et al., 1995; Vates and Nottebohm, 1995; Vates et al.,
1997). Lesions of LMAN or Area X have been shown to have a minimal effect in
adult birds (Bottjer et al., 1984; Olveczky et al., 2005; Scharff and Nottebohm, 1991;
Sohrabji et al., 1990). However, lesions of either DLM or LMAN in juveniles result in
a large increase in song stereotypy (Aronov et al., 2008; Goldberg and Fee, 2011; Kao
et al., 2005; Olveczky et al., 2005). This source of variability is still present in adult
birds, as bilateral lesions of HVC in adult birds lead to a regression to juvenile-like
babbling (Aronov et al., 2008). Thus, it appears that the output of the AFP drives
vocal exploration through injecting noise into RA. Yet, complicating matters, lesions
of Area X in juveniles have an opposing effect—song variability increases even into
adulthood (Scharff and Nottebohm, 1991; Sohrabji et al., 1990). It remains an open
question how the output of the AFP generates song variability while the input of the
AFP appears to be involved in song crystallization.
Yet, progress on the AFP has been made on other fronts. Tracer injections into
the X →DLM →LMAN →X pathway revealed a closed topographic loop (Luo et al.,
2001), and a recent series of single-unit recordings show a strong resemblance to the
physiology of the mammalian basal ganglia (Goldberg et al., 2010, 2012; Goldberg
and Fee, 2010, 2012). The physiology suggests that the zebra finch basal ganglia can
respond to premotor timing signals from HVC since one class of striatal neuron in
Area X reliably fires at the same point in time during singing (Goldberg and Fee,
2010). Similar firing patterns have been observed in mammals, where striatal neurons
show elevated firing rates at distinct times in a motor task (Berke, 2008; Jin et al.,
2014). In birds, such a timing signal or premotor bias in striatal neurons can address
a particular patch in Area X, and the signal can be carried through a labeled line
across the loop from DLM to LMAN and back to Area X. (Additionally, a pathway
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from RA to DLM was recently discovered (Goldberg and Fee, 2012), which could also
serve to inject a premotor bias into the AFP.) Given the presence of a topographic
loop and a strong timing signal, if a particular variation leads to a desirable outcome
at the appropriate point in song, then the timing and identity of the variation could
be encoded by the synapse between the HVCX and striatal neuron. It is known that
dopamine in Area X decreases during directed song (Leblois et al., 2010), which may
lead to reduced variability in vocal production in the presence of a female (Hessler
and Doupe, 1999; Kao et al., 2005), or if a particular variation in song lead to another
desirable outcome. Still, the basic mechanisms of how the AFP injects noise into RA,
and how beneficial noise is incorporated into the VMP, remain to be directly observed.
1.3.5 HVC physiology
With an understanding of the function and organization of the song circuit, we now
turn to the detailed physiology of the premotor cortical zone HVC—the focus of
this thesis. For decades, neurons in HVC have been divided into three broad classes:
neurons that project to RA (HVCRA ), striatal-projecting neurons (HVCX ), and local
interneurons (HVCI ) (Katz and Gurney, 1981). And since HVC sits at the interface
between the motor and auditory systems, for technical reasons researchers initially
characterized the physiology of HVC using auditory responses in an anesthetized,
head-fixed preparation. One of the first such studies found that under urethane
anesthesia a subset of HVCX neurons responded to simple acoustic stimuli such as
white noise or tone bursts (Katz and Gurney, 1981). Another group found similar
auditory responsiveness to natural song elements in HVC in anesthetized birds, along
with strong responses in hypoglossal motor neurons at a longer latency that were
abolished by lesions of HVC or RA (Williams and Nottebohm, 1985). The auditory
responses in HVC are interesting in their own right, demonstrating temporal context
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sensitivity not typically found in the primary auditory zones (Lewicki and Arthur,
1996). And, foreshadowing some of the results we discuss in Chapter 2, Mooney (2000)
found that the cross-correlation between auditory responses in HVCRA and HVCI
neurons peaks at ≈ 25 ms, while the HVCX and HVCI cross-correlation peaks close
to 0 ms. This suggests a potential back and forth between the HVCRA and HVCI
cells. More generally, these studies support the idea that HVC acts as a sensory-motor
structure.
This view is supported by a critical study in awake, behaving swamp sparrows and
Bengalese finches, which revealed that HVCX neurons have auditory responsiveness to
song playback when birds are awake and not singing (Prather et al., 2008). Remarkably,
playback of a given bird’s own song elicited activity in HVCX neurons that “mirrored”
the same neuron’s motor activity during song production. This suggested that HVCX
neurons could be the neural substrate for sensory-motor integration–where the sensory
response to one’s song could map on to an efference copy sent to the basal ganglia.
Similar effects have recently been observed in intracellular recordings in awake,
behaving zebra finches (Hamaguchi et al., 2014). Yet, Hamaguchi et al. (2014) did not
find a reliable response to auditory stimuli that overlapped with song production in
HVCX neurons. This would provide a convenient mechanism to mediate sensory-motor
learning for song learning and song maintenance, and earlier researchers were well
aware of this possibility. One of the earliest recordings in HVC of singing birds
found no response of HVC neurons to the playback of an interfering conspecific song
during song production (McCasland and Konishi, 1981). Moreover, in the canary,
McCasland and Konishi (1981) could not elicit an auditory response in HVC until
seconds after the song had ended. This suggested that auditory inputs to the nucleus
were actively gated out until it was no longer in a “motor state” (McCasland and
Konishi, 1981). Additionally, McCasland and Konishi (1981) found no evidence that
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deafening significantly altered HVC responses during singing. This lack of auditory
sensitivity in HVC during singing has been corroborated by many recent studies
(Hamaguchi et al., 2014; Kozhevnikov and Fee, 2007; Prather et al., 2008) (though
one study found subtle changes in interneuron firing rate in response to white noise
playback in Bengalese finches (Sakata and Brainard, 2008)). Thus, while HVC may
show sensory responses in the awake, quiescent bird, there is ample evidence that
during singing HVC firing patterns strictly reflect a motor and not a sensory code.
What is the logic behind this code? The development of small microdrives allowed
for the isolation of single neurons during singing, and in the mockingbird individual
HVC neurons fired bursts of action potentials at the same point in song over multiple
repetitions (McCasland, 1987). HVC neurons appeared to sparsely code for particular
points in time throughout the song. Next, similar manual microdrives were used to
record single units in zebra finches, but the motor response during singing appeared to
be dense and complicated, though still highly stereotyped (Yu and Margoliash, 1996).
Improvements to the microdrive (Fee and Leonardo, 2001) paved the way for a seminal
study in which single units were isolated and identified through antidromic activation
in the singing zebra finch (Hahnloser et al., 2002). Hahnloser et al. (2002) found that
HVCRA neurons burst at a single point in song at 613 ± 210 Hz for 6.1 ± 2 ms (±
indicates SD) with < 1ms onset jitter between repetitions of the same song. HVCI
neurons showed the same dense, complex pattern found in Yu and Margoliash (1996),
while HVCX cells appeared to share the same sparse coding properties of HVCRA
neurons, though they tended to burst more than once per motif (Kozhevnikov and Fee,
2007). Given that the downstream neurons in RA burst at many points throughout
the song (Leonardo and Fee, 2005), it has been proposed that there is a many-to-one
projection from HVCRA neurons (Fee et al., 2004). This convergence would allow single
HVCRA neurons to act as the ticks of a clock, each tick triggering the recruitment of
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multiple muscle groups as needed throughout the song.
To test this “clock hypothesis”, Long and Fee (2008) focally cooled both HVC and
RA as the bird sang. They found that the song slowed in roughly linear proportion
to the reduction in HVC temperature, while cooling of RA had a minimal effect.
This established that HVC dynamics are critical for song timing. Then, intracellular
recordings in HVCRA neurons during singing revealed that bursts were all-or-none
events, likely mediated by L-type calcium channels (Long et al., 2010). Together, the
cooling effect, sparse bursting in the projection neurons, and the all-or-none property
of these bursts have been interpreted as support for the synfire chain model of HVC
(Abeles, 1982; Long et al., 2010). A synfire chain consists of groups of excitatory
neurons forming the “links” of a chain, with each group projecting to the next in a
highly redundant feedforward geometry. All cells are given a threshold non-linearity
such that they only fire in response to a synchronous volley of spikes at their inputs.
These two properties result in the extremely reliable propagation of sparse bursts
from the first group to the last, with no accumulation of jitter in spike timing. The
sparse, stereotyped firing of cells in the synfire chain resemble the responses of single
HVCRA neurons during singing. The synfire chain also provides a simple explanation
of the cooling results: slowing down the integration time constants of all cells will
uniformly slow the propagation of the sequence. And the key mechanism of the synfire
chain—the threshold non-linearity—could be implemented through an L-type calcium
channel-mediated active process in the dendrites.
While the synfire chain is one of the more prominent models of HVC, others have
been proposed (Drew and Abbott, 2003; Gibb et al., 2009). Of these alternatives,
the model proposed by Gibb et al. (2009) is unique in its attempt to grapple with
many of the more detailed measurements collected from in vitro preparations. One
of the more unique findings to date has been the demonstration of extremely long
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afterhyperpolarizations (AHPs) in HVCX neurons, on the order of 400-600 ms, in
response to tetanic stimulation (Dutar et al., 2000). The effect is abolished by the
mGluR antagonist (2S, 3S, 4S)-2-methyl-2-(carboxycyclopropyl)glycine (MCCG). A
similar AHP can be induced through application of the mGluR agonist aminocy-
clopentane dicarboxylic acid (ACPD), which is then blocked if the G protein-coupled,
inwardly-rectifying potassium channel (GIRK) and sodium channel blocker QX-314 is
also applied simultaneously. Along with other data, this supports the idea that GIRK
channels mediate a long AHP in HVCX neurons. This mechanism could perhaps
explain the extreme sparseness of both projection neuron subtypes, however AHPs of
much shorter timescales (on the order of 10 ms) are found in HVCRA neurons (Dutar
et al., 1998). Another important result came from later slice recordings from Mooney
and Prather (2005), which provided evidence that HVCRA neurons supply convergent
input to HVCI neurons that, in turn, synapse onto both HVCRA and HVCX neurons.
Given the small sample size in that dataset, whether this connectivity scheme is
prevalent in HVC was not confirmed in vitro until recently (Kosche and Long, 2014).
If in fact disynaptic inhibition is preferred over direct excitatory synapses between
HVCRA neurons, this would present a serious challenge to any model that relied purely
on connections between excitatory neurons to generate the neural sequences that
underly song.
But, no one has directly observed the HVC network in singing birds. Previous
studies of HVC have only characterized the activity of small numbers of single neurons
recorded serially (Hahnloser et al., 2002; Kozhevnikov and Fee, 2007; Long et al., 2010;
Yu and Margoliash, 1996). This brings us to the essential motivation for the work
detailed in this thesis: there is currently a mismatch between the spatial scale of models
describing HVC dynamics and the experimental data collected from singing birds.
The aim of this thesis is to bridge this gap and take a first step toward understanding
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HVC at the network scale.
Part I
Characterizing network dynamics
in HVC
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Chapter 2
Network dynamics of HVC in singing
zebra finches
This chapter is a reproduction of a paper current in review.
2.1 Introduction
Intensive interest has focused on the question what network properties give rise to the
sequential ordering and precision of time cells. This question is particularly intriguing
for the time cells underlying vocal production in the songbird premotor cortical area
HVC. These cells fire a burst of action potentials at just one or two times in a song.
One subtype drives downstream areas controlling the vocal organ (Hahnloser et al.,
2002), and another guides exploratory trial and error learning (Fee and Goldberg, 2011)
in the basal ganglia. The song motor circuit achieves millisecond precision of spike
timing while generating neural sequences up to one second long in the zebra finch, and
perhaps much longer in other species. Most current models of HVC assume that both
the sequencing and precision of time cells is achieved through a redundant, feedforward
geometry (i.e. synfire chain) (Long et al., 2010). However, HVC contains 40,000-
100,000 neurons (Wang et al., 2002), and the relationship between local spike times
and large-scale network dynamics is not known. To ask what network mechanisms
underly time cell generation in HVC, we leveraged the local field potential (LFP),
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which reflects ensemble neural activity over a length scale on the order of 100 µm in
the intact brain (Dombeck et al., 2009; Katzner et al., 2009; Xing et al., 2009). To
study the relationship between single neurons and networks in HVC, we developed a
16 channel carbon fiber electrode array to chronically record multi-channel LFPs and
single units (n=68 putative interneurons and n=19 projection neurons, see Section 2.4)
in adult male zebra finches (n=14 birds) during singing (Guitchounts et al., 2013).
2.2 Results
To date, LFPs have not been described in HVC in the singing bird. For individual
birds, stereotyped LFP structure appears in the 10-100 Hz frequency range as song
begins, and rapidly disappears during inter-motif gaps in sound, and at the end of song
(Figure 2·1b, see also Figure 2·2). Many frequency bands of the LFP are phase-locked
to song behavior, but the peak of this synchronization is at 30 Hz (Figure 2·1d). We
found that this band is also the only frequency band that shows a strong spike-field
coherence for interneurons (p < .01; t-test, Bonferonni corrected, Figure 2·1d). This
frequency band has also been implicated in motor function in primates (Rubino et al.,
2006) and speech perception and production in humans (Giraud et al., 2007). In
the following, we further examine the significance of this 30 Hz rhythm for vocal
production in zebra finches.
On a single electrode in HVC, the phase and amplitude of the trial-averaged LFP
in the 30 Hz band is virtually indistinguishable from one day to the next (Figure 2·1a).
In contrast to this stereotypy, the single-trial LFPs were more variable (Figure 2·2).
This trial-to-trial variability of the LFP was not just noise; at some points in the song,
the LFP was phase coherent across trials, while other portions of the same song were
incoherent across trials (Figure 2·3), leading to a low amplitude trial-averaged LFP at
that point in time.
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Figure 2·1: A stereotyped 30 Hz rhythm underlies vocal production in songbird pre-
motor cortex area HVC. a, Trial-averaged LFPs from a single electrode on 3 consecutive days
are shown aligned to song. The phase and magnitudes are conserved from one day to the next.
Shaded region indicates 2 SEM (n=130 for Day 0, and n=200 for Days 1 and 2). b, For another
bird, the spectral density images of the song (top) and LFP (bottom) as well as the average
Gaussian-windowed short-time Fourier transform of the LFP (STFT, middle) are aligned, revealing
a stereotyped time-frequency structure in the LFP that emerges as the bird begins to sing and
disappears during the short gap between songs (n=64 trials). c. Time-points of high acoustic
contrast within syllables are significantly correlated with a high phase locking index (PLI, see Section
2.4) across electrodes, close proximity to LFP peaks, and low interneuron firing rates (p < 1e− 13
for all 3 comparisons, Wilcoxon rank-sum test, Q1 and Q4 indicate the first and fourth quartiles
respectively). d, The average change in the PLI between song and awake quiescence across trials for
a given electrode is shown for frequencies ranging from 0-200Hz. Black shading indicates the 99%
bootstrap confidence interval. The blue bar indicates the frequency range where interneuron single
units were significantly phase-locked to the Local field potential (p < .01, Bonferroni corrected).
Both measures indicate an important role for the 30 Hz rhythm in song production.
We next asked whether the time-locked variations in the LFP structure could
be related to points of high acoustic contrast within syllables. The magnitude of
acoustic contrast at a given time in the birds song was computed using an automated
time-frequency analysis (Lim et al., 2013). We found that points of high acoustic
contrast—the key transitions—within syllables correlated with high LFP synchrony
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Figure 2·2: LFP details. Broadband and filtered LFPs, showing trial averaged LFPs and a
random sample of single-trial traces. a, the LFP is bandpass filtered from 5-200 Hz (6th-order
Elliptic filter, .2 dB passband ripple, 40 dB stopband attenuation). b, LFP bandpass filtered from
25-35 Hz, same trials and format as top.
across the extent of HVC and pauses in the otherwise high interneuron firing rates.
During these same periods, the average phase of the LFP was zero—indicating that
peaks in the LFP were associated with high rates of acoustic change (p < 1e− 13 for
all 3 comparisons, Wilcoxon rank-sum test, Figure 2·1c). This result is synergistic
with a recent report that firing probabilities of single neurons in HVC are modulated
at key transitions in a biophysical model of vocal production (Amador et al., 2013),
and also consistent with an earlier report of cross-hemispheric synchrony of multi-unit
activity at key song transitions (Schmidt, 2003).
Far from acoustic transitions the LFPs in different zones of HVC desynchronize
(Figure 2·1c). We sought to quantify the spatial correlation length of the HVC LFP by
implanting 4 four-electrode bundles of carbon fiber electrodes (n=5 birds), separated
by approximately 200 µm. LFPs recorded from electrodes in the same bundle were
highly similar, while those from different bundles revealed phases that were shifted
by as much as 180 at some points in song (Figure 2·4a). This rule held true for the
population (p=1.6092e-11, two-sample t-test, Figure 2·4b). Since we could not be
certain of the relative position of the carbon bundles due to the flexibility of the carbon
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Figure 2·3: Phase variability of the LFP is temporally structured. a, An example of
the trial-averaged LFP power (red), phase locking index (PLI, blue), and trial-averaged LFP
(black, magnitude shown in green) from the same channel. b, The magnitude, or envelope, of
the trial-averaged LFP is best explained by temporal variations in phase consistency, rather than
temporal variations in power. c, LFP phase consistency is significantly different between song,
inter-syllable gaps, and the period just before and after song (***, p < .001 two-sample t-test,
Bonferonni corrected). Error bars indicate 2 SEM. d, A 2D histogram of the PLI and LFP power
aligned to song onset and offset. Phase locking but not average beta power is strongly modulated
during singing.
fibers, we also examined the spatial extent of LFP correlations using commercially
available arrays with rigid and defined geometries. Implants of silicon probes (n=2
birds) and micro-wire arrays (n=3 birds) revealed that LFPs are highly correlated up
to 50-100 µm along the dorsoventral axis and up to 175 µm along the mediolateral
axis (Supplementary Figure 2·5). The correlation length along the mediolateral axis is
comparable to the length scales described in cat and primate sensory cortex (Katzner
et al., 2009; Xing et al., 2009) and rodent motor cortex (Dombeck et al., 2009). Figure
2·6 illustrates the details of the spatio-temporal LFP pattern in one bird, measured at
6 points along the medio-lateral axis of HVC. Moments of transient synchronization
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across the medio-lateral extent of HVC are followed by periods of increasing phase
dispersion, and this spatio-temporal structure repeats from one day to the next as the
bird sings a stereotyped song (Figure 2·6).
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Figure 2·4: Interneurons and LFPs are locally synchronous. a, Trial-averaged LFPs from
three 4-wire bundles (wires within a bundle are spread over 25 µm zones while the typical distance
between bundles was 200 µm). b, Multi-unit activity and LFPs are more similar between nearby
electrodes than than between distant electrodes (***,p < .001 two-sample t-test). Error bars
indicate 2 SEM. c, An example of multi-unit (top) and trial-averaged LFP data (bottom) from 3
channels in a single bird. d, For a given pair of recording sites, LFP similarity predicts interneuron
firing pattern similarity (r=0.48294 p=6.5539e06, blue and red dots highlight recording pairs shown
in panel c).
The LFP reflects synchronous synaptic and spiking activity, over a length scale of
approximately 100 µm (Dombeck et al., 2009; Katzner et al., 2009; Xing et al., 2009).
Given the spike-field coherence between interneurons and LFPs at 30 Hz (Figure 2·1d),
we anticipated that local interneuron firing patterns would be correlated on the same
length scale as the LFP correlations. This correlation is confirmed in a population
analysis, which shows that the LFP similarity at two recording sites predicts the
interneuron firing pattern similarity at the same locations (Figure 2·4d) (r=0.48294,
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Figure 2·5: LFPs are correlated over a 100 µm length scale. a, Shown is the average
Pearson correlation coefficient for trial-averaged LFPs recorded on two separate electrodes as a
function of distance along the dorsoventral and mediolateral axes. This data was collected using
four-shank silicon probes (Neuronexus). b, Same as a using data collected with rigid microwire
arrays (TDT). Error bars indicate 2 SEM.
p=6.5539e06). This pattern is evident in single trials (Figure 2·4c), and in an ensemble
analysis across all neurons (Figure 2·4d). We conclude that in a 30 ms time-scale,
a stereotyped spatio-temporal pattern of inhibition unfolds in HVC during singing
(Figure 2·6), and the correlation length of the pattern is on the order of 100-200 µm
(Supplementary Figure 2·5).
How does the spatio-temporal pattern of inhibition influence the timing of projec-
tion neurons? We found that the majority of projection neurons fired in the peaks
of the LFP, precisely out of phase with inhibitory interneurons that fire in the the
troughs of the LFP (Figure 2·7). This demonstrates that the 30 Hz pattern of inhi-
bition (revealed in the LFP) defines when a projection neuron can fire. Since gaps
in interneuron spiking are both precise and highly stable for months (Guitchounts
et al., 2013), we conclude that the stereotyped spatio-temporal pattern of inhibition is
an essential scaffold that defines the timing of projection neurons in HVC, and may
underlie the long term stability of zebra finch song.
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Figure 2·6: A stereotyped spatio-temporal 30 Hz pattern underlies premotor cortical
activity during song Trial-averaged LFP patterns on two consecutive days shown for six electrodes
in HVC, simultaneously recorded (175 µm spacing arranged along the mediolateral axis). Each
tick mark indicates the timing of the local LFP peak, and the color indicates the phase relative to
the average phase of all electrodes at that time point. A syllable specific pattern of phase-shifts
between electrodes is stable across days. Points where all electrodes are synchronous tend to occur
at times of high acoustic contrast in song (Figure 2·1c).
2.3 Discussion
Current biophysical models for time cell generation in HVC are based on a topological
chain of feedforward connections, or synfire chain. This theory assumes that other
than a redundant, feedforward chain linking projection neurons, there is no mesoscopic
organization to the neural activity (Long et al., 2010). In contrast to the current
isotropic models of HVC dynamics, experimental studies have indicated the presence
of temporal inhomogeneities (Amador et al., 2013) as well as spatial anisotropies in
functional connectivity (Day et al., 2013; Graber et al., 2013; Nottebohm et al., 1982;
Poole et al., 2012; Stauffer et al., 2012). The present study reveals that in contrast
to theories involving an isotropic network of cells, HVC is organized into spatially
coherent zones of interneuron activity, and that the timing of one or more projection
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Figure 2·7: Projection neurons and interneurons fire at distinct phases of the 30 Hz
LFP rhythm. a, Example rasters of spikes aligned to trial-averaged LFPs from 3 consecutive
days demonstrate cell type specific phase locking. b, An ensemble analysis shows that projection
neuron burst times are tightly tuned to the peak of the LFP (n=34 bursts) and interneuron firing
rate peaks are tuned to the trough (smooth firing rates were computed using a Gaussian kernel,
σ = 5ms, n=1248 peaks and n=789 troughs). Projection neurons fire in troughs of inhibition.
neuron types is governed by a stereotyped spatio-temporal pattern of inhibition (Gibb
et al., 2009).
Previous studies have shown that excitatory and inhibitory cell populations are
interconnected in HVC (Mooney and Prather, 2005), but modeling studies have
assumed that inhibition primarily guards against runaway excitation (Long et al.,
2010). Our results reveal a far more extensive role for inhibition in defining the
neural sequences underlying song. The selection of which projection neurons fire at
a given point in time may well be influenced by chains of excitatory neurons, but a
coarse-grained 30 Hz rhythm in local interneuron activity also defines the local window
of opportunity in which these cells fire. In this process, the stereotypy of the local 30
Hz dynamics provides a spatio-temporal pattern (Figure 2·6) that orchestrates neural
sequence generation.
It has been shown that recurrent interactions between inhibitory and excitatory
neurons generate periodic cycles of inhibition in vivo (Cardin et al., 2009), and in
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primate motor cortex, propagating waves in the beta LFP are thought to contain
information about movement planning (Rubino et al., 2006). Our results suggest
that a fundamental description of song production in HVC will be based on both a
fine grained description of principal neuron connectivity as well as a coarse grained
dynamical theory for spatio-temporal patterns of inhibition. The integration of these
two scales of description may help to explain intriguing properties of neural sequence
generating circuits (Harvey et al., 2012; MacDonald et al., 2011; Pastalkova et al.,
2008) such as their process of self-organization, or their robustness (Poole et al., 2012),
and precision (Hahnloser et al., 2002; Long et al., 2010).
2.4 Methods
2.4.1 Subjects and electrophysiology
All procedures were approved by the Institutional Animal Care and Use Committee of
Boston University (protocol number 09-007). Data were collected from 22 adult zebra
finches (> 120 DPH); of these 22, 12 were implanted with 16-channel carbon fiber
bundles, 5 were implanted with 4 4-channel carbon fiber bundles, 3 were implanted
with tungsten microwire arrays (Tucker Davis Technologies), and 2 were implanted
with four-shank silicon probes (Neuronexus). A full description of the array is
given in Chapter 3. All arrays were implanted .7 mm anterior and 2.3 mm lateral
of the midsagittal sinus at a depth of .4-.7 mm (head angle 30) using previously
described methods (Guitchounts et al., 2013). All songs used in this study were
undirected (i.e. no female was present). In a subset of the implants the position was
verified antidromically with bipolar stimulating electrodes placed in Area X (Hahnloser
et al., 2002). Excitatory projection neurons and putative interneurons were identified
based on their unique firing properties. In previous studies, antidromically identified
projection neurons were shown to produce sparse, time locked bursts. Putative
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interneurons produced dense tonically active, time-locked firing patterns (Hahnloser
et al., 2002). All neurons recorded in this study fell into one of these two categories.
The downstream targets of the projection neurons were not identified. Local field
potentials (n=134 sites) were extracted from the same electrodes used to record single
units after spike removal, and all statements about spike-field relationships were also
confirmed with analysis in which the LFPs were extracted from nearby electrodes,
indicating that no cross-contamination between spikes and fields influenced these
results.
2.4.2 Data analysis
Extracellular voltage traces were multiplexed and digitized at 25 kHz on the headstage
and transferred to a PC over USB (Intan RHA2000). Song was recorded using a
head-mounted microphone glued to the headstage (Guitchounts et al., 2013). All offline
analyses were performed using custom software written in MATLAB (Mathworks).
To isolate single units offline, the extracellular voltage traces were bandpass filtered
between 600 and 11000 Hz (12th-order Elliptic filer, .2 dB passband ripple, 40 dB
stopband attenuation) and sorted using standard offline spike sorting techniques
(Sahani, 1999; Tolias et al., 2007). For the LFPs, voltage traces were first median
filtered (1 ms frame) to remove spikes (Pesaran et al., 2008), then lowpass filtered with
a 400 Hz corner frequency (4th-order Butterworth filter) and downsampled to 1 kHz.
To isolate the beta LFP, the downsampled LFP was bandpass filtered between 25-35
Hz (6th-order Elliptic filter, .2 dB passband ripple, 40 dB stopband attenuation). All
filtering was performed forwards and backwards to correct for phase distortion. Songs
were aligned using previously described methods (Guitchounts et al., 2013). Spike-field
coherence was estimated by computing the complex short-time Fourier transform with
a 512 ms Hanning window. The cross spectra were first averaged across time for each
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trial, and then averaged across trials (same number of trials per neuron). The 99%
confidence interval was estimated using a bootstrap over trials (1000 replicates), and
the null coherence was computed from the theoretical null distribution (Jarvis and
Mitra, 2001). Significant values were considered points where the lower bound of the
confidence interval exceeded the null coherence. A Bonferonni correction was applied
for the number of frequency bins.
2.4.3 Spike sorting
First, positive and negative-going threshold crossings in the 600-11000 Hz bandpassed
extracellular voltage traces were detected. The threshold was set to four times the
bandpassed signals robust standard deviation. Then, a 1.1 ms window centered on the
negative peak was saved. The spikes were then re-aligned to the negative peak after
upsampling by a factor of 8 using cubic splines. Features of the aligned spike windows
were computed using robust principal components analysis (Sahani, 1999). A mixture
of Gaussians model was fit to the spike features using the split and merge expectation
maximization algorithm (Tolias et al., 2007), and the number of components in the
mixture was determined by fitting models with 2-7 components and choosing the
model with the minimum Bayes Information Criterion (Tolias et al., 2007). Unit
quality was then assessed by signal-to-noise ratio and refractory period violations.
For the multi-unit analysis (Figure 2·4b) all threshold crossings above 3 standard
deviations of the bandpassed signal were included.
2.4.4 Spectral density images
To compute the spectral density image for multiple aligned renditions of the same
LFP, we used previously described methods (Poole et al., 2012). First, a sparse, binary
time-frequency representation of each rendition was generated using auditory contours.
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Then, the binary representations were combined by summing across all renditions.
In this representation, a false-color plot (Figure 2·1b top and bottom) represents the
probability of a binary contour passing through a given point in the time-frequency
plane. A more complete description is given in Chapter 4.
2.4.5 Quantifying acoustic contrast in song
Acoustic contrast was quantified using a variation on a previously published method
for automatic labeling of phone boundaries in human speech (Dusan and Rabiner,
2006). In contrast to the Mel-frequency cepstral coefficient (MFCC) feature vector
used previously, the segmentation routine of Dusan and Rabiner (2006) was applied
to a feature vector adapted to birdsong and based on a recently described contour
representation of sound (Lim et al., 2013). Following the methods of (Lim et al., 2013),
we calculated time-frequency contours for timescales 1, 1.45, 2.1, 3 ms, and for angles
0, 30, 60, 90, 120, 150 in each timescale. Each contour was assigned a p-value based
on its length relative to the distribution of contour lengths for white noise using the
same parameter settings (Figure 2·8). Only contours where p < .05 were included in
this analysis. Each remaining contour was then assigned a numerical value equal to
the integrated power along the contour, and these contour scores were summed across
all frequencies from 0 to 8 kHz at each time point (Figure 2·8) and z-scored. This sum
replaced the MFCC feature vector in the method of Dusan and Rabiner (2006), where
we used an applied regression window of 28 ms. The regression coefficients across all
parameters sets were combined by summing their absolute values at each point in time
and then z-scored independently for each syllable. The resulting acoustic contrast score
represents how rapidly the statistical properties of time-frequency contours change at
a given point in the song. Further details of the method are given in Chapter 4.
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Figure 2·8: Quantifying acoustic contrast in song. a, Top, A spectrogram of one bird’s motif
with peaks in acoustic contrast denoted by white vertical bars. Middle, The feature matrix used to
quantify acoustic contrast, consisting of contour scores summed from 0 to 8 kHz for 24 parameter
settings. Bottom, Sum of the absolute value of the regression coefficients for each row in the feature
matrix, following the method of Dusan and Rabiner (2006), using a 28 ms regression window. Peaks
in this trace are localized to time points where the statistical distribution of time-frequency contours
changes rapidly. b, The length distributions for time-frequency contours at a single parameter
setting for birdsong and white noise. P-values were assigned to each contour according to its length
relative to the white noise distribution for the same parameters. Only time-frequency contours
where p¡.05 were included in the analysis.
2.4.6 Phase locking
The phase locking index (PLI) was computed using previously described methods
(Lachaux et al., 1999). The instantaneous phase angle, φ(t), of the bandpassed LFP
was computed by taking the angle of the Hilbert transform. Then the PLI for a given
electrode across trials is defined as PLIt =
1
N
∣∣∣∑Nn=1 exp(jφ(t, n))∣∣∣, where φ(t, n) is the
phase at each point in time t and trial n. And the PLI across both electrodes and trials
is defined as PLIt =
1
N
∣∣∣∑Nn=1 1E∑Ee=1 exp(jφ(t, n, e))∣∣∣ where φ(t, n, e) is the phase at
each point in time t, trial n, and electrode e. To compute the PLI across frequencies
(Figure 2·1d), we first extracted the phase angle for each point in time and frequency
from the raw downsampled LFP using the complex-valued short-time Fourier transform
34
(STFT). The PLI was computed for each time-frequency point and then averaged
across time during either song, PLIsongf , or awake quiescence PLI
quiet
f . We then took
the z-score of the difference between the two averages, z
[
PLIsongf − PLIquietf
]
. Finally,
the z-transformed difference was averaged across all LFP channels.
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Chapter 3
Methods 1: A splaying carbon electrode
array
This chapter is a reproduction of previously published work (Guitchounts et al., 2013).
3.1 Introduction
A powerful approach to the study of learning involves tracking neural firing patterns
across time. Optical methods for stable recording are developing rapidly (Harvey
et al., 2012) but the temporal resolution of electrical recordings remains unsurpassed,
and chronically implanted microelectrodes are central to scientific studies of neural
circuit function in behaving animals, and central to the development of intracranial
brain-machine interfaces in humans (Donoghue, 2008). In primate motor cortex,
relatively large neurons can be tracked for weeks (Dickey et al., 2009; Fraser and
Schwartz, 2012; Tolias et al., 2007) using commercially available electrode arrays.
This has enabled researchers to study the stability of motor tuning (Chestek et al.,
2007; Rokni et al., 2007) and the process of memory formation (Kentros et al., 2004;
Thompson and Best, 1990); and it has provided the basis for brain machine interface
technologies (Koralek et al., 2012).
Over time, chronically implanted electrodes are severely limited by a tissue reaction
that eventually encapsulates the electrode, killing neurons in the vicinity of the
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electrode. The limitations of this tissue response are particularly acute if the goal is
recording from densely packed neurons in small brains. For a silicone array whose cross-
section is 15x200 µm, histological markers of gliosis and neuron death reveal tissue
damage extending up to 300 µm or more from the implant (Biran et al., 2005). This
length-scale of tissue damage does not prohibit long term recording from pyramidal
neurons in primate cortex whose large polarized dendrites and large somas (up to 100
µm) produce a strong signal for extracellular recording. However, the length scale of
tissue damage becomes prohibitive when recording from many cell types in smaller
organisms. For example, in the songbird nucleus HVC (used here as a proper name),
somas are only 8-15 µm in diameter (Mooney and Prather, 2005) and closely-packed
in clusters making soma-soma contact (Scott et al., 2012). Dendrites in HVC are
also compact (40-100 µm radius), and spherical in shape rather than polarized (Katz
and Gurney, 1981; Lewicki, 1996; Mooney and Prather, 2005). To isolate the weak
signal generated from these cells, electrodes with small recording surfaces are advanced
with motorized microdrives, allowing µm-scale control over electrode positioning. The
absence of any report of single neuron isolation in HVC with a fixed chronic electrode
implant underscores the difficulty of recording small cells with an implant whose
damage length scale is large relative to the target neurons. Examples of multi-day
recordings in mouse hippocampus can be found (Kentros et al., 2004; Koralek et al.,
2012) that employ movable tetrode microwires, but recording methods that make
this process more efficient are needed. Ultimately, to facilitate long term recordings
from densely packed neurons in small animals, and to improve the longevity of human
and primate neural interfaces, electrode designs are needed that reduce chronic tissue
damage. Increasing attention to the limitations of current microelectrode technologies
has led to the strong conclusion that the cross-section of implanted electrodes must be
minimized to reduce chronic disruption of the blood brain barrier (Biran et al., 2005;
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Polikov et al., 2005). Orthogonal pressures are driving an increase in the number
of recording sites per implant, but increasing the density of recording sites may be
counter-productive if the implant size also increases.
Recently proposed carbon fiber ultramicroelectrodes promise to reduce damage
upon implantation, and may partially evade immune rejection (Kozai et al., 2012).
Glass insulated carbon fibers have been used for cyclic voltammetry and extracellular
recording for some time (Armstrong-James and Millar, 1979; Garris et al., 1994), but
the essential advance of the proposed microthread electrode involves doing away with
the large-diameter glass insulation in favor of a thin (1 µm) layer of parylene deposited
over a small (3-7) µm diameter carbon fiber. This also serves to dramatically reduce
the stiffness of the implant, another factor hypothesized to contribute to tissue damage
(Subbaroyan et al., 2005). The small profile over the full length of the electrode,
in principle, could provide for minimal chronic tissue damage and neuron death.
The small scale of the proposed carbon microthread electrode makes implantation
challenging. Practical methods for building and implanting high channel-count carbon
fiber electrodes remain undefined. The present study describes one such design.
The 16 channel carbon fiber array described here has a final cross-section of
approximately 26 µm, on par with single micro-wires in commercial microwire arrays
(30-50 µm wires in all Tucker Davis microwire arrays, for example.) The principal
innovations of this work arise from carbon fiber manipulations using the elements of
fire, air and water: burning partially submerged carbon fibers leads to a consistent
electrode tip preparation. Drawing carbon fibers through an air-water interface leads
to surface-tension driven bundling of the fibers, resulting in an implantable array.
To test the design, we examined song coding in zebra finches—a uniquely tractable
test-bed for assessing chronic electrode stability. Zebra finch song is a stereotyped
natural behavior produced by a distinctive learned pattern of neural activity. As the
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bird sings, each of three cell types in pre-motor nucleus HVC–interneurons, basal
ganglia-projecting neurons, and motor output neurons–discharge in a stereotyped,
characteristic pattern with minimal spike-time jitter (<1 ms for motor output neurons)
between renditions of the same song (Hahnloser et al., 2002; Kozhevnikov and Fee,
2007).
The various cell types in HVC are small (8-15 µm), and synchronous elevated firing
rates of interneurons during song make isolation of single units challenging. Current
approaches to recording the three cell types in HVC require the use of high impedance
electrodes positioned close to individual cells using a motorized microdrive (Fee and
Leonardo, 2001). Neurons isolated in this manner in HVC are typically not recorded
for a time-scale longer than tens of minutes. Using fixed implants of the carbon fiber
arrays described here, we recorded unambiguous single units in HVC over timescales
of 4-12 hours, and sorted multi-unit clusters over time-scales of months. We find that
the precise temporal patterns recorded in HVC are stable over the time-scales of our
recordings. This feature provides a means of validating signal stability independently
of spike waveforms, providing a useful test-bed to assess chronic recording methods.
3.2 Results
3.2.1 Fire sharpening the array
The underwater firing process exposed 89± 17 (SD) µm of insulation as measured by
confocal microscopy (n = 34 tips), leaving sharpened, uniform tips (see SEM images
in Figure 3·1c and fluorescent parylene images in Figure 3·2). The torching process
produced tips with an average impedance of 1.26 MΩ (n = 210 tips) (Figure 3·3a).
Impedances measured in vivo after implanting showed a wide range of values in the
weeks following implant (Figure 3·3b).
39
Figure 3·1: Array assembly. a, Left, Diagram of the 3D-printed plastic block with wells for 16
carbon fibers. Fibers are threaded through the wells on the top of the block and exit through the
hole on the bottom. Middle, To expose the connector-side ends of the fibers from parylene, the
fibers are heated by passing them through a gas/oxygen torch. Right, The wells are then filled with
conductive silver paint to make electric contact with an Omnetics connector, which slides into the
plastic block wells. b, Fire-sharpening of electrode tips. Left, the assembled array is lowered into a
water bath with the tips of the carbon fibers protruding above the surface of the water. Bottom,
SEM image of a blunt cut carbon fiber electrode, with insulation frayed near the tip. Middle, A
gas/oxygen torch is passed over the surface of the water, burning the carbon and the insulating
parylene down to the water surface. Bottom, After passing the torch over the exposed tips, the
carbon fiber tapers to a sharp point. Right, The array is then taken out of the water, with the tips
pointing down; surface tension acts to bring the carbon fibers into a single tight bundle. c, The
assembled array. The 16-electrode bundle is approximately 26 µm in diameter (upper right). The
immersion tip burning process exposes approximately 89 µm of carbon (lower right).
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Figure 3·2: Wide-field imaging of a coated carbon fiber. a, Left, wide-field image of a
carbon fiber coated in fluorescent Parylene-C, after it had been fire-sharpened. Middle, UV filter
image for the same fiber. Right, Merged images of the wide-field and fluorescence view shows that
the fire sharpening method exposes an average of 89± 17 µm. B, Another example fiber.
3.2.2 Acute recordings
To initially assess the viability of carbon fiber electrode arrays for recording at various
depths we recorded extracellular signal acutely in anesthetized or awake head-fixed
birds (n=4 cells from 4 birds). Figure 3·4 shows average waveforms from well-isolated
neurons and spike trains recorded in auditory area Field L in awake head-fixed birds
with an SNR of 9.18 and 3.00 (Figure 3·4a and 3·4d, respectively); in premotor nucleus
HVC in an anesthetized bird with an SNR of 21.64 (Figure 3·4b) and in basal ganglia
nucleus Area X in an anesthetized bird with an SNR of 3.50 (Figure 3·4c). Carbon
fiber arrays were thus able to measure signals from a range of cell types across a
variety of brain regions, including a recording zone 3.0 mm deep (Area X).
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Figure 3·3: Electrode impedances. a, Histogram of the fire-sharpened pre-implant electrode
impedance (n = 210 fibers; median = 1.0MΩ). b, Impedance of fibers in 7 implanted arrays
measured at various time points after implanting. Colors indicate fibers grouping into arrays. The
pre-implant impedances (in saline) in corresponding colors are shown at Day 0.
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Figure 3·4: Average waveforms of isolated single units recorded acutely with 16 chan-
nel carbon fiber arrays. a, A unit recorded in auditory area Field L in an awake head-fixed bird
(SNR=9.18). b, A unit from the pre-motor nucleus HVC in an anesthetized bird (SNR=21.64). c,
An isolated unit found in the basal ganglia of an anesthetized bird (SNR=3.50). d, A unit recorded
in Field L of an awake, head-fixed bird (SNR=3). Insets show corresponding spike trains . Inset
scale bars: (A) 200 µV, 50 s; (B) 400 µV, 100 s; (C) 100 µV, 1 s; (D) 100 µV, 5 s. Pink indicates
standard deviation.
3.2.3 Single-unit recordings in freely behaving birds
Our primary goal was to develop an electrode capable of tracking single units and
small multi-unit clusters over extended periods of time. Thus, to assess the reliability
and longevity of single cell signal, we implanted 16 channel carbon fiber arrays into
the premotor nucleus HVC (n=10 birds), an area that produces precise neural firing
patterns that ultimately drive muscular sequences to produce song (Long et al., 2010).
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Spikes were aligned to all renditions of a given vocal element for a single day and
displayed as a raster plot (Figure 3·5). Figure 3·7 shows one such raster from a
putative HVC interneuron (classified as single-unit by the standard criterion—see
Section 3.3) recorded over a period of 15 days. Average waveforms and ISIHs from
the 1st, 7th and 14th days are consistent throughout the period (Figure 3·6). The
average firing patterns are also stable over these time-scales.
Figure 3·5: Single-unit recording in a singing bird. Example of a putative interneuron
recorded in the pre-motor nucleus HVC aligned to song. Top, the time-frequency histogram of
aligned renditions of the same song motif. Middle and Bottom, spike raster from a single unit
aligned to song and a raw trace from the same channel.
Additionally, in some cells we found distinctive waveforms and discharge patterns
characteristic of principal neurons; that is, sparse high-frequency bursting aligned to
a single point in the birds song (Figure 3·9). The cell recorded for this figure met
the standard criterion for single unit isolation (projection neurons of various signal
qualities are shown in Figures 3·8 and 3·10). Prior recordings of this neuron type have
required high impedance electrodes mounted on motorized microdrives that allow for
fine positioning of the electrode in the vicinity of the neuron (Hahnloser et al., 2002).
This is the first report of HVC projection neuron recordings from immobile chronic
implants. The yield and longevity of all recorded neuron types are reported below.
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Figure 3·6: Clusters for the chronic signal shown in Figure 3·5b. Top row, overlaid spike
waveforms. Middle row, spike waveform histograms. Bottom row, spike ISIHs. The SNR changed
from 2.39 on Day 1 of recording (left column) to 3.29 on Day 7 (middle column) and 2.09 on Day
14 (right column).
On two occasions, a portion of the sharpened tip of an electrode apparently entered
a cell, yielding intracellular-like traces that were stably held for 12 hours in one case
and 36 hours in the next (Figure 3·11). The intracellular-like cells recorded in area
X and HVC were characterized by high amplitude spikes and positive subthreshold
voltage ramps prior to spikes or bursts and stereotyped hyperpolarizing potentials
following the burst in the area X cell. In these rare recordings a portion of the
uninsulated (80 µm) tip must have remained outside the cell (Angle et al., 2012).
3.2.4 Simultaneously recorded traces
Of particular interest in multi-electrode recordings is not only the longevity of single-
unit signal, but the ability to record multiple signals at once. In chronic implants of
carbon fiber arrays, high quality multi-unit signal was often present on the majority
of electrode contacts, though multiple rigorous single units were not recorded simulta-
neously on any implant (SNR> 2.8 and 0 ISI violations, see Section 3.3). Figure 3·12
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Figure 3·7: Chronic recording stability in the singing bird. Top, A putative HVC interneu-
ron (single unit by the standard criterion) in bird recorded over 15 days. Bottom, raw traces from
the same channel on Days 1, 7 and 14. Signal fading (as on day 14) indicates periods of partial loss
of cell isolation.
shows fifteen simultaneously recorded multi-unit channels five days post-implant out
of 16 total channels (fourth channel from the top is bridged to reference; channel not
shown is the microphone trace). With the small diameter and proximity of electrodes,
individual neurons were occasionally visible on multiple channels simultaneously. Fea-
tures of correlated signal across channels (i.e. tetrode effect) are commonly necessary
to isolate densely packed neurons, but these features were not used here. However,
45
Figure 3·8: Example projection neuron recordings of various signal qualities. Song-
aligned rasters from 6 neurons show the effect of signal quality on unit isolation. As signal quality
decreases, the number of contaminating non-burst error spikes increases. All units except the one
shown in the bottom left raster meet the standard criteria for single units (see Section 3.3). The
raster in the top left met the more stringent criterion.
Figure 3·13 shows two examples of channels with common signal on two channels
from birds implanted with 16 channel arrays. This figure illustrates the potential of
improving single unit isolation based on multi-electrode features in future carbon fiber
electrode designs.
3.2.5 Yield and single unit stability
Single units defined by standard criteria were defined as containing (1) adequate SNR
(> 1.1) and (2) a minimal fraction of ISIs shorter than a refractory period of 1 ms
(< 5%). After discarding clustered units that did not meet these criteria, we recorded
an average of 5.3 neurons per bird as defined by the standard criterion (see Section
3.3) (n=6) that ranged from as few as 2 neurons to as many as 8. This count includes
both putative interneurons and projection neurons, classified according to their firing
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Figure 3·9: A principal cell recorded in HVC. Top, Song-aligned spike raster of a putative
RA-projecting neuron. Bottom, The raw voltage trace from rendition 199 out of 500 song renditions
recorded across 1 hour and 26 minutes. Insets show the average waveform with SD and ISI
distribution.
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Figure 3·10: Single trial voltage traces from 3 rasters shown in Figure 3·8. The single
trial voltage traces are shown with the identified spikes indicated by a red asterisk. Colors match
rasters from Figure 3·8.
patterns.
Four rigorous single units (n=3 interneurons and n=1 projection neuron) (SNR> 2.8
and 0% ISI violations) were found in a set of n=4 implants. Finally, 16 projection
neurons that did not meet the rigorous single unit criteria were recorded in at total of
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Figure 3·11: Intracellular-like traces in singing birds with carbon fibers. a, a bursting
cell with high amplitude positive peaks recorded from a bird implanted in Area X. Top, sonogram of
the song; middle, spike raster; bottom, low-pass filtered traces showing prominent LFP modulation
during spiking. b, A similar cell recorded from a bird implanted in HVC. Unfiltered traces during
a call, across two days (top); and during singing (bottom).
n=10 implants (SNR< 2.8, though for this population all cells had 0% ISI violations
except two, which had 0.3%). These cells produce a single burst one or two stereotyped
times in the song, and single unit isolation could be confirmed in spite of the low SNR
values. For this population of cells, we computed the fraction of contaminating spikes
(spikes occurring within 100 ms of the burst, but outside a 10 ms window around the
average burst time). The fraction of contaminating spikes ranged from F=0.425 in
the most marginal case to F=0.008 in the best case, with an average of 0.128± .135
(SD). Examples of these raster plots are illustrated in Figure 3·8.
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Figure 3·12: Simultaneously recorded activity. Signal from 15 simultaneously recorded
channels during singing (one channel was used for the microphone trace). Fourth trace from the
top is the reference electrode. (The reference electrode is always one of the carbon fibers in the
bundle.) These signals were not sortable by our criteria.
Figure 3·13: a and c, Example traces recorded from a chronically implanted bird showing
correlated signal on two channels. Pink stars indicate example times for spikes present on both
channels. b and d, scatter plots of spikes amplitudes on the two channels showing correlated
signal. Events do not fall on the unity line (dotted line), suggesting that the common signal is not
explained by cross-talk.
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Figure 3·14: Example stability of spike features and firing pattern in rigorous single
units. Left, The total elapsed time from the first trial (top), peak amplitude (second from top),
spike width (second from bottom, in samples at 200 kHz) and root-mean-square error of the average
instantaneous firing rate estimated in a sliding 25 trial window (bottom, see Section 3.3) are shown
across trials. Right, trial-averaged spike waveform. Colors match the elapsed time shown on the
left. In the top example, both spike features and the firing pattern sharply change on the same
trial. The bottom example demonstrates the utility of a stable firing pattern (see Figure 3·18 for
the spike raster). Though the spike features drift from trial to trial, the firing pattern remains
stable, allowing for reliable unit identification through continuous changes in the waveform. The
firing variability measure used here is sensitive to variability in song duration, and the 15% change
seen over the course of the day is accurate, and not the result of imprecision in spike identification.
To assess the stability of isolated units, we followed the methodology of (Dickey
et al., 2009; Fraser and Schwartz, 2012) (see Section 3.3). From one day to the next,
a stable waveform indicated continuity of recording from a single neuron. However,
considering the population of all neurons recorded, waveform shapes were not unique,
nor were ISIHs. One solution is to increase the dimensionality of the waveform shape
by considering projections of the waveform on additional channels. However, in HVC
of adult songbirds, a more powerful approach is possible based on the unique spike
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Figure 3·15: Stability of sorted multi-unit ensembles and single units. Top, Stability of
sorted multi-unit ensembles. These points represent single units by standard criteria. The 107 day
example from Figure 3·17 is excluded from this plot. Bottom, Stability of rigorous single units,
which were isolatable based on threshold alone.
patterns produced by different neurons in HVC (Hahnloser et al., 2002; Kozhevnikov
and Fee, 2007). For each neuron observed here, spike timing patterns were unique and
stable across time (Figure 3·16 and 3·17.). This is true both for clusters consisting of
small numbers of cells (Figure 3·16), single interneurons (Figure 3·14), and projection
neurons (Figure 3·8).
Of the 27 neurons that passed the standard SNR and ISIH quality criteria (n=6
implants), we analyzed the 18 standard quality cells that were stable for more than
one day (for the other 9, no suitable clusters on the same electrode channel were found
after the first recording session). Of this set of 18, the cluster quality varied, with
5/18 having < 1% ISI violations and the rest < 5%. The longevity of each recording
is shown for each of 18 standard cells in Figure 3·15. Of this total, 11/18 were stable
for one week, 6/18 for two weeks, and 4/18 for 30 days. Projection neurons were not
recorded for more than 2 days.
For the rigorous single units (n=4) we analyzed all putative cell types. The
longevity of each single unit recording is shown for each of 4 neurons in Figure 3·15,
which ranges from 4 to 12 hours. (Outside of this time-scale, the cells fell below the
threshold for rigorous single units, though they were still isolatable based on standard
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Figure 3·16: Sorted multi-unit stability. a, Four signals recorded in HVC on different channels
in one bird. Each site was recorded on two sessions for each neuron. (Units were sortable by the
standard criterion). Firing patterns on different electrodes are distinct across the small ensembles,
but similar for any given ensembles two recording sessions. Days post implant of recordings are
shown to the right of each raster. b, Principal components analysis of the firing rate patterns
shown in a. Each dot indicates the average projection of the firing patterns for an entire day and
colors indicate separate channels.
criteria that allowed for some error.)
Figure 3·17: An HVC interneuron recorded on sessions 107 days apart. Analysis on
waveform shape, ISI distribution and firing pattern classifies the recordings as the same sorted cell,
based on the standard criterion. Days post implant are shown on the left of each raster.
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Figure 3·18: Spike raster for bottom example from Figure 3·14. All trials included in the
analysis for the bottom example from Figure 3·14 are shown in order from left to right.
3.3 Methods
3.3.1 Carbon microthread arrays
4.5-µm diameter carbon fiber threads (Goodfellow USA, Grade UMS2526) form the
basis of the array. (Youngs modulus of 380 GPa compared to tungstens 400 GPa:
volume resistivity 1000 µΩcm compared with 5.4 µΩcm for tungsten.). Epoxy sizing
was removed by heating fibers at 400◦ C for 6 hours (Lin et al., 1998) using a Paragon
SC2 kiln (Paragon). A 1 µm layer of Parylene-C (di-chloro-di-p-xylylene) (Kisco) was
then deposited using an SCS Labcoter 2 (PDS-2010, Specialty Coating Systems) using
2.3g of parylene and factory settings as follows: Furnace, 690◦ C; Chamber Gauge,
135◦ C; Vaporizer, 175◦ C; and Vacuum at 15 vacuum units above base pressure.
The integrity of the coating was verified through bubble testing initially, and defects
were never found. Fourteen coated fibers and 1 coated or uncoated fiber (for the
reference) were threaded through a custom plastic block designed in SolidWorks
(Dassault Systems) and 3-D printed using stereolithography (Realize Inc) (one channel
out of the possible 16 was used for the microphone trace and one was shorted with
the reference, making a total of 14 electrophysiology channels) (Figure 3·1a, left). The
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block contains 16 wells (18x27 mils) that funnel the carbon fibers through a small
aperture (12 mils in diameter) (block design files are available upon request). At this
stage the carbon fibers exiting the aperture are splayed. On the top side, the block
was cut to fit the straight tails of an Omnetics connector (A79038-001, Omnetics).
Fibers at the mating end of the carbon were briefly passed through a gas/oxygen torch
to remove insulation for making electrical contact (Smith Equipment) (Figure 3·1a,
middle). The fibers were then connected to an Omnetics connector using conductive
silver paint (Silver Print part no. 842-20G, MG Chemicals), which was spread into
the wells housing the carbon fibers. The connector was pressed into the silver-filled
wells and glued to the plastic block using light bonded dental acrylic (Flow-It ALC,
Pentron Clinical) (Figure 3·1a, right).
Initially, the carbon fiber bundle was blunt cut with surgical scissors (Fine Science
Tools) or a razor blade to expose the insulation. This resulted in widely varying
impedances, often as high as 4 MΩ (measured at 1kHz with a Bak Electronics IMP-2
impedance tester). All impedance measures reported here are in phosphate buffered
saline solution (Sigma Aldrich D5773 SIGMA). We next tried embedding the wires
in carbowax (polyethylene glycol) and cutting using a vibratome, but this also did
not reduce impedance. We then tried grinding the tips of the fibers on a spinning
plate (a modified hard drive) for up to 30 minutes, but this did not produce desirable
impedance either. To produce a consistent low-impedance tip, we developed a process
of fire-sharpening with a gas/oxygen torch (flame 4.5 mm across, 7.5 mm in length).
The key innovation involves holding the array underwater while burning exposed
tips (Figure 3·1b). With the array secured in a water bath with carbon fiber tips
protruding above the surface of the water (Figure 3·1b, left), the carbon was burned
down to the surface of the water with the torch (Figure 3·1b, middle). The water
acted as a flame retardant/insulator, providing control over the amount of Parylene-C
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taken off of the tip of the carbon. This had two desirable effects: (1) sharpening
the tip of the bundle, and (2) lowering the tip-impedance to an acceptable range
for extracellular recording (Figure 3·3). By comparison, we found blunt-cutting of
the Parylene insulated electrodes to produce widely varying impedance values and
unreliable signals. Figure 3·1b, left panel, shows one blunt-cut electrode, revealing
a carbon recording surface recessed from the cut Parylene surface. A recent study
found it necessary to surface treat parylene-insulated carbon fibers with PEDOT for
recording chronic extracellular signals (Kozai et al., 2012). The large surface area of
the exposed carbon in the fire sharpened electrode may explain why chronic signals
were found in the present study without additional surface modifications required in
the previous study.
In a final step, the array was slowly drawn out of the bath with the wires facing
down. In this step, surface tension pulls together the splayed fibers into a single
bundle, and this bundle remains together after the fibers dry (Fig 1b, right), allowing
the entire bundle to be implanted. Figure 3·1c shows the (approximately 250 mg)
assembled 16 channel array. This final weight is comparable to commercially available
electrode arrays with a similar number of contacts (300 mg for a 16 channel Omnetics
TDT array, 140 mg for a 16 channel H-style probe from Neuronexus, and 130 mg for
a 16 channel microwire array from Microprobes). In the final construction, the wires
converged in one bundle with a bundle diameter of 26 µm (Figure 3·1c). Each fiber
terminated in uninsulated carbon, in a conical profile. The length of this cone was
89± 17 (SD) µm. The diameter of the bundle, along the full length of the array, is
smaller than single wires in most commercial arrays (33-50 µm for all Tucker Davis
microwire arrays).
Considering the time required to insulate the carbon, burn the fibers, and test
impedance, array construction typically takes 3-4 hours for an experienced electrode
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builder. In a sample of 16 arrays constructed by an expert, an average of 92± 8 (±
indicates SD) of the wires were functional (n = 210 fibers), where functional electrodes
are defined as having an impedance lower than 4 MΩ. For an experienced electrode
builder, the failure rate is low.
3.3.2 Surgical Procedure
All procedures were approved by the Institutional Animal Care and Use Committee
of Boston University (protocol number 09-007). Zebra finches (n = 14; 4 for acute
experiments, 10 for chronic HVC recordings and 2 for intracellular-like recordings)
(> 120 days post-hatch) were anesthetized with 4.0% isoflurane and maintained at
1 − 2% isoflurane during the aseptic surgical procedure. The analgesic Meloxicam
(120 µL) was injected intramuscularly into the breast at the start of the procedure
and the animal was placed into a stereotaxic instrument. Feathers were removed from
the scalp and a Betadyne solution applied. Bupivicane (50 µL) was then injected
subcutaneously into the scalp before an incision was made along the AP axis.
The skull over HVC was localized using stereotactic coordinates (30 head angle;
0.7 mm AP, 2.3 mm ML, 0.4-0.7 mm DV), and the the outer bone leaflet removed
at the location of HVC with a dental drill. The lower bone leaflet was carefully
removed with an opthalamic scalpel, similar to implant procedures for recording with
microdrives (Long et al., 2010), exposing a hole of 100 µm diameter. A minimal
durotomy was performed using an opthalamic scalpel (typical durotomy was less
than 50 µm.). Electrodes were mounted on a digital manipulator attached to the
stereotax and slowly lowered through the durotomy. During insertion into the brain,
the carbon fibers would occasionally begin to visibly splay. After lowering the array
to the appropriate depth, the position in the song nucleus HVC was verified using
antidromic stimulation from a bipolar electrode implanted in downstream Area X
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(Hahnloser et al., 2002). After verifying the position of the array, the craniotomy was
covered with the silicone elastomer Kwik-Sil (World Precision Instruments) and the
array was glued into place using light-bonded acrylic (Flow-It ALC, Pentron) along
the entire length of the electrode shank, such that no portion of the carbon fiber
bundle was left exposed or loose.
The same surgical procedure was followed for the acute recordings in Area X
and HVC. For acute recordings in auditory area Field L, adult (> 120 DPH) female
zebra finches were anesthetized with 4% isoflurane (maintained at 1 − 2%) and a
custom-made stainless steel head-post was glued to the scalp over the left hemisphere.
The birds were then given several hours to recover, after which they were head-fixed
in a soundproof chamber. Recordings were made from spontaneously active cells in
Field L. Following the acute recordings, birds were euthanized using 200 µL sodium
pentobarbital (250 mg/kg) injected into the breast muscle.
3.3.3 Electrophysiological Recording
Acute recordings were performed using an RZ-5 BioAmp Processor and Medusa
Pre-Amplifier (Tucker-Davis Technologies). Data was sampled at 25 kHz with filter
cutoffs set to 300 Hz and 20 kHz. (Data from the acute recordings were not impacted
by any aliasing due to the proximity of the high frequency filter and the sampling
rate. See Figure 3·2.) To record from behaving birds, we used the Intan Technologies
16 channel multiplexing headstage (RHA2116 with unipolar inputs) paired with the
RHA2000-EVAL board for acquisition at 25 kHz. These head stages were configured
with a fixed 11kHz lowpass filter. To send signals from the headstage to the evaluation
board (RHA2000-EVAL), a custom flex PCB cable was designed that connected the
headstage to a commutator (9-Channel SwivElectra, Crist Instruments), which then
passed signal to the RHA2000-EVAL. All data was analyzed off-line using a series of
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custom MATLAB (Mathworks) scripts. During the experiment birds were recorded
continuously for five days each week and left off the flex-PCB cable for two days
a week. To record singing, a miniature microphone (Knowles Acoustics; Digi-Key
catalog # EM-23046-P16) was glued to the Intan headstage and recorded through
an electrode channel, following a protocol that is now available online (http://
www.intantech.com/files/Intan_RHA2000_microphone_app_note.pdf). For the
data recorded here, the reference electrode for all channels and microphone was an
uninsulated carbon fiber bundled along with 15 insulated fibers. Prior to spike sorting,
this reference signal was occasionally replaced offline with a common average reference
subtraction (Ludwig et al., 2009). In preliminary tests, referencing to one of the
insulated electrodes also works fine. In practice, the referencing is accomplished by
bridging the reference channel on the Intan headstage to an arbitrary electrode pin
on the Intan headstage. (Note that the online protocol for microphone recording
referenced above should be modified to ground one of the electrodes, so that the
reference signal can be recorded. Subtracting the reference from the microphone signal
offline will provide a cleaner microphone signal, though in practice referencing the mic
to the brain works well most of the time, since the two signal amplitudes are of very
different scales. )
3.3.4 Data Analysis
Song bouts were detected by looking for threshold crossings in the average power of
the microphone trace between 2-6 kHz. Song syllables were clustered using previously
defined methods (Poole et al., 2012), see also Chapter 4. We used a manual cluster
cut to train a support vector machine (Cortes and Vapnik, 1995), which subsequently
identified all instances of that syllable automatically.
To analyze single-unit activity, voltage traces were aligned to singing and high
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pass filtered with an 800 Hz cutoff (2nd order Butterworth filter). A threshold was
set to 4σn, where σn is an estimate of the noise level, σn = median
{
|x|
.6745
}
(Quiroga
et al., 2004). After detecting positive- and negative-going threshold crossings, we took
a 1.1 ms window centered on the threshold crossing and re-centered on the absolute
minimum after interpolating by a factor of 8 using cubic splines. Features of the
aligned spike windows were computed using principal components analysis (Abeles
and Goldstein, 1977). We fit a mixture of Gaussians model to the features using
the Expectation Maximization algorithm (Dempster et al., 1977), and to detect the
number of components in the mixture we fit models with 2-7 components, and chose
the best model by minimum description length (Rissanen, 1978).
We assessed the quality of clustering using signal-to-noise ratio (SNR), defined
as the peak-to-peak voltage of mean spike waveform divided by the six times the
standard deviation of the signal with all spikes removed. Only units exceeding a
SNR of 1.1 were included for additional analysis (Ludwig et al., 2009). Additionally,
inter-spike-interval histograms (ISIHs) were checked for refractory period violations,
and the L-ratio and Isolation Distance were used to assess the quality of unit isolation
(Schmitzer-Torbert et al., 2005). The spike-sorting analysis described above applies
an accepted standard for sorted single units that results in signals of varying degrees
of isolation
In addition to this analysis, we applied a more stringent analysis for unambiguous
single units which required a minimum SNR of 2.8 and 0% ISI violations, which is
sortable based on amplitude-threshold alone. For these rigorous single units, we also
required stability of firing pattern as illustrated in Figure 3·14. In this chapter we
report both on standard single units, or sorted multi-unit, and rigorous single units,
making clear which criteria applies to each statement.
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3.3.5 Sorted multi-unit and single unit stability using spike features and
spike train statistics
A critical question in chronic studies is whether two different clusters on separate days
represent the same neuron. To approach this problem quantitatively, we used methods
developed in (Dickey et al., 2009; Fraser and Schwartz, 2012; Tolias et al., 2007). In
brief, the similarity between mean waveforms and inter-spike-interval histograms were
used as measures of the likelihood that clusters across recordings sessions represent
the sorted multi-unit ensemble site. For waveform similarity, we used the Fisher-
transformed peak normalized cross-correlation; for ISIH similarity, we used the Jensen
Shannon divergence (Lin, 1991), a commonly used probability distance measure.
In HVC of an adult songbird, it is also possible to confirm recording stability by
examining raster patterns across time. For neurons classified as stable by the methods
described above, we found consistent firing patterns across time (Figure 3·16). This
point is discussed in greater detail in the results section.
To verify the stability of rigorous single units, we continuously tracked the spike
height, spike width, and change in firing pattern across bouts of singing. The change
in firing pattern was assessed by computing the average smoothed instantaneous
firing rate (Gaussian window, σ = 5 ms) (Leonardo and Fee, 2005) over a 25 trial
sliding window and taking the root-mean-square error between successive window
averages. Synchronous changes in spike features and the firing pattern indicated that
the single-unit signal had been lost or contaminated by other cells.
3.3.6 Imaging
Scanning Electron Microscopy images of the carbon fiber arrays were taken at the
Boston University Photonics Center using a Zeiss Supra 55VP Field Emission Scanning
Electron Microscope. Confocal images were taken with an Olympus 1X70 microscope.
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For fluorescence imaging of electrode tips, we coated UMS carbon fibers with Parylene-
C containing 1% anthracene (141062 Sigma Aldrich) which fluoresces in ultraviolet
light. Images were acquired using Olympus MagnaFIRE software and measurements
of the length of the carbon fiber tip exposed from Parylene were made in Adobe
Illustrator CS6 by merging the fluorescence with wide-field images.
61
Chapter 4
Methods 2: Time-frequency methods for
characterizing birdsong and local field
potentials
4.1 Introduction
Characterizing the fine structure of vocal behavior is a critical problem in birdsong.
Even in a behavior as stereotyped as adult zebra finch song, there can be a significant
amount of variability both its timing (Glaze, 2006) and spectral features (Andalman
and Fee, 2009). And characterizing this variability can be difficult given the number
of features one can use to describe song (Tchernichovski et al., 2000). The typical
approach is to first generate a time-frequency representation of the microphone
signal and then use this to compute a series of features, e.g. fundamental frequency,
Wiener entropy, and amplitude modulation, each of which constitutes a time-series
x(t)ff , x(t)we, x(t)am, etc.. Then, to derive a scalar value that represents a particular
syllable, one averages the time-series across the duration of that syllable, yielding
xffn , x
we
n , x
am
n , etc. for each trial n. Quite simply, the variability of the syllable is
summarized as the variance over one of these scalar values, σ(xffn )
2. Yet, how does
one choose a feature a priori? What if one wanted to analyze variability on a finer,
sub-syllabic time-scale?
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This chapter describes a high-resolution method based on a sparse time-frequency
representation (Gardner and Magnasco, 2006; Lim et al., 2012) that can be used to
visualize and quantify variability in time and frequency.
4.2 Auditory contours
First, we compute a sparse, high resolution time-frequency representation of a given
signal using what we call auditory contours (Lim et al., 2012). The first step of the
analysis involves computing two STFTs, the first using a Gaussian window,
χ(t, ω) =
∫
e−(t−τ)
2/2σ2eiω(t−τ)x(τ)dτ (4.1)
and the second using a derivative of the Gaussian window.
η(t, ω) =
2
σ
∫
(τ − t)e−(t−τ)2/2σ2eiω(t−τ)x(τ)dτ (4.2)
Then, taking the real and imaginary parts of the ratio,
η/χ = |S|eiφ (4.3)
it has been shown that (Gardner and Magnasco, 2006),
∂φ
∂τ
= ω +
1
σt
I(η/χ) (4.4)
∂φ
∂ω
= − 1
σt
R(η/χ) (4.5)
The zeros in (4.3) form closed loops in the time-frequency plane (Lim et al., 2012).
The contours are formed out of shorter fragments of these closed loops, where the
breakpoints are defined by zeros of the complex Gabor transform—points of effective
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phase randomization. The fragments connecting these zeros, due to the analytic
structure of the Gabor transform, vary smoothly in phase across time. These fragments
are called contours, which trace small components of sound in the time-frequency
plane that have a coherent phase. One may then multiply a binary mask defined by
the location of the contours with the Gabor transform computed in (4.1). This yields
a sparse representation that retains amplitude.
4.3 Using the basis of auditory contours for syllable extrac-
tion and alignment
For all of the studies described in this thesis, syllables or motifs were aligned using
a set of features derived from the ratio (η/χ). The complex phase φ of the ratio
(η/χ) (4.3) provides an exact measure of the direction of maximal spectral derivative.
This direction of maximum spectral derivative has been employed previously in the
characterization of zebra finch song, with slightly different mathematical definitions
(Tchernichovski et al., 2000). From these terms, we calculated spectral features: the
local power in the sonogram |χ|, |cos(φ)|, and a measure of how quickly the local
spectral derivative is changing in time ∂(cos(φ))
∂t
, and frequency ∂(cos(φ))
∂ω
. These features
were first computed for a user-selected template, then the Euclidean distance between
the template and the signal was computed in a sliding window. Troughs in the distance
were considered potential matches and a decision boundary was drawn by the user.
This process can also be performed in a semi-automated fashion through standard
supervised clustering algorithms. In our experience, a support vector machine with a
quadratic kernel has worked well.
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Figure 4·1: Features used for clustering birdsong. Each image shows a different feature for
the same song.
4.4 Spectral density images for characterizing variability in
time and frequency
After a group of syllables has been extracted, a set of contours is computed for
each rendition. In order to remove noisy contours, we take the product of the
contour mask and the Gabor transform and then threshold the resulting image
(this parameter is determined empirically, newer variations of this method allow for
automated thresholding, see Section 2.4). Since the contours are binary, summing over
all renditions yields a probability density in time and frequency, S(f, t). Specifically, a
single contour image calculated at a given resolution is a sparse, binary time-frequency
image or spectrogram C(f, t), which we compute for each syllable n, denoted C(f, t, n).
The spectral density image is then defined as S(f, t) =
∑N
n=1C(f, t, n)/N where N
is the number of binary images. By definition, S(f, t) is the probability of finding a
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contour in pixel (f, t) in a single sample, and we typically represent the value S(f, t)
using color scale. These images provide a direct representation of the variability of
syllable form for every point in time and frequency. Examples are given in Figures
2·1c, 6·4a, 5·3, and 4·2.
Since the starting matrices C(f, t) are sparse and high precision, the spread of the
acoustic energy revealed in S(f, t) may be narrower than the resolution of standard
sonograms, for sparse stereotyped song elements. When interpreting these images,
it must be understood that variations in frequency or timing of auditory contours
both lead to a spread in spectral density; separating these sources of variability is not
generally possible without additional analysis such as time-warping (Gardner et al.,
2005).
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Figure 4·2: Spectral density image of birdsong. Top and middle, Binary contours for two
separate trials. Bottom, A spectral density image created by summing the binary contour images
from all trials (n=265).
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4.5 Spectral density images and similarity scores
We define a simple similarity measure between two syllable contour images Ci and
Cj to be Ci · Cj; With this definition, the average similarity between two groups
A and B is just SA · SB, the inner product of their spectral density images. The
average similarity between a one specific syllable Ck and an ensemble of syllables B
is Ck · SB. To quantify the separability of two distributions we use the d measure,
d′ = (µA − µB)
√
1
2
(σ2A + σ
2
B), or the difference in mean similarity scores in units of
pooled standard deviation.
To compute within-group similarity, a simple measure is to compute the similarity
between each syllable Ci and the group, A, Ci ·SA. Then, standard summary statistics
can be used to characterize this distribution, e.g. a high central tendency and low
variance indicates a highly similar distribution. To compute the similarity as a function
of time and frequency, one could use a two-dimensional entropy filter to quantify the
“smearing” of the spectral density imagei, which results from variability in both time
and frequency. It should be noted that without time warping, one cannot disentangle
variance due to changes in duration or changes in the spectral structure.
Part II
Probing the connectivity of HVC
and the complexity of the behavior
it generates
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Chapter 5
The song must go on: resilience of HVC
This chapter is a reproduction of previously published work (Poole et al., 2012).
5.1 Introduction
Little is known about the geometry of connections within HVC. Axon collaterals
of single projection neurons ramify within HVC (Mooney and Prather, 2005), and
dye injections in one side of the nucleus densely fills axons on the opposite side,
but measures of how the density of collateral synapses falls off with distance have
not been performed (Foster and Bottjer, 1998). The sparse coding and cooling
results in HVC (see Section 1.3.5) suggest that principal neurons in HVC could be
geometrically organized in chains, which is not an improbable form of anatomical
organization—the specific sequence of anatomical connections can arise through spike
time dependent plasticity (Fiete et al., 2010). As a baseline it must be assumed
that HVC does not act alone in temporal sequence generation since it forms part of
cortico-thalamic and cortico-basal ganglia loops (see Section 1.3.3). A chain of neural
connections could exist in HVC, or in the cortico-thalamic loop, or a combination
of both. Evidence for anatomical chains could in principle be found by detailed
anatomical reconstructions (Denk and Horstmann, 2004) or through paired recordings
that demonstrate a relationship between spike timing and local connectivity. Neither
of these approaches is presently feasible in the short-term, but simpler experiments
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can provide constraints on how the circuit functions.
In the present study, we examine the consequences of a large-scale perturbation to
the geometry of the song circuit. We demonstrate the following: the song nucleus HVC
can be severed in half—generating a complete disconnection of axons that mediate
communication between the medial and lateral regions of HVC-without significant
long-term disruption of song. Short-term changes to song include an increase in
acoustic variability and a slowing of the time-scale of song. However, these changes are
rapidly reversed, and the majority of the song recovery process proceeds independently
of hearing and singing. This result demonstrates that the circuit geometry underlying
song is robust to long-range disconnection, and offline plasticity mechanisms are
capable of restoring baseline song in the absence of song behavior.
5.2 Results
Figure 5·1: Coronal section of HVC post-transection. A 100 µm thick coronal section of
HVC in the right hemisphere is shown (lateral to the right, medial to the left). Neurons of HVC
are retrogradely labeled from downstream Area X with fluorescent dextran. The arrow indicates
the location of the transection, fully bisecting the nucleus (scale bar 200 µm).
The song nucleus HVC was completely transected bilaterally in normal adult male
zebra finches (N=5) and transections were confirmed histologically (Figure 5·1). To
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first approximation, transection of HVC left song largely intact. This can be seen in
sonograms (Figure 5·2) as well as spectral density images that superimpose renditions
of song in a single time-frequency plot (Figure 5·3, see Section 5.4).
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Figure 5·2: Samples of song pre- and post-transection. Representative song motifs from
two birds (a and b), with individual syllables labeled. Song is temporally elongated in the first day
post-transection. Distortion of spectral structure and an increase in variability is also visible, but
both effects disappear by the end of the recovery period.
Upon closer inspection we found that transection led to a transient increase in
song variability. We first quantified this by examining syllable similarities using Sound
Analysis Pro (Tchernichovski et al., 2000) focusing on a single syllable type chosen
for each bird (see Section 5.4). Two scores were computed, a template score that
quantified how spectrally similar each rendition was to a pre-transection template,
and an all-to-all score that quantifies how stereotyped a group of renditions are. The
scores were then grouped by day relative to transection and then by time of day into
morning, midday, and evening groups. The top of Figure 5·4 shows the full time-course
of the effect of bilateral HVC transection for a single bird, while Figure 5·5 (second
row) shows summary statistics for the group. The distribution of both the template
and all-to-all similarity scores shifts downward relative to the pre-transection baseline
distribution immediately post-transection (p < .05, one-tailed permutation test, see
legend of Figure 5·4) and then recovers within 2-3 days. These Sound Analysis Pro
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similarity scores must be regarded as a compound measure, impacted by spectral
variability, duration, and duration variability. We next examined these components
of song stereotypy separately, and found both an increase in spectral variability for
many birds (quantified in Figure 5·7) and a systematic increase in the time-scale and
time-scale variability of song (quantified in Fig. 6A and 6B). The effects on duration,
duration variability, and spectral feature variability disappeared within a few days
post-transection (Figure 5·2, 6 and S1).
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Figure 5·3: Spectral density images of song pre- and post-transection. Top, Spectral
density images (see Section 5.4) demonstrate the perturbation and recovery of syllable structure
following bilateral HVC transection in a male zebra finch. Bottom, The same effect is observed in a
bird deafened before the transection. In both the top and bottom the progression of syllables is
labeled as follows: 1, Pre-surgery; 2, Day 1 of singing post-surgery; 3, Day 2 of singing,; 4, Day 4 of
singing.
We next performed transections on deafened birds (N=4). All birds were adults
with a minimum age of 140 days post-hatch in order to avoid the rapid degradation of
song that accompanies deafening in young birds (Lombardino and Nottebohm, 2000).
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The time course for a single bird is shown in the bottom of Figure 5·4. Summary
statistics reveal, as in the normal-hearing transections, a transient and significant
increase in duration (Figure 5·6A) and duration variability (Figure 5·6B), and also a
transient and significant decrease in similarity scores (Figure 5·5) post-transection.
Over the time-scales we examined, song duration returned to baseline levels in deafened
birds, and although template similarity scores recovered dramatically, they did not
return completely to baseline.
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Figure 5·4: Time course of recovery for normal-hearing and deafened birds. Top,
Median similarity scores are plotted over time for both all-to-all and template analyses of a single
syllable following bilateral HVC transection (see Section 5.4). Error bars in this figure represent
the median absolute deviation from the median (MAD), and time points are labeled according to
days since transection. Bottom, Same plot for a bird deafened prior to HVC transection.
We next examined whether recovery was dependent on singing. In this experiment
birds were prevented from singing for 4 days post-transection (see row 5 in Figure 5·5).
The structure of the first songs recorded (5 days after surgery) revealed that recovery
can proceed subliminally without singing. In particular, songs reached baseline
similarity scores in comparison to pre-surgery song templates. A small (relative to
the transection groups) but significant shift in the all-to-all scores was detected (Fig
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5.), indicating a slight increase in song variability relative to baseline, as well as a
remaining two percent increase in song duration (Figure 5·6). By these measures, song
recovery proceeded nearly to completion over four days without singing.
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Figure 5·5: Statistical analysis of song similarity time course. Top, All-to-all similarity
scores were grouped across birds within each experiment condition into 6 time points: Pre is all
data collected before the transection, and the time axis is relative to the first day of singing post
surgery (either the first or second day post surgery). Median scores were normalized to reflect
the percentage of the Pre point. Bottom, Same plot for the template similarity scores. Error bars
indicate the first and third quartiles. A break in the abscissa indicates the 4-day gap between
the surgery and first post-transection song production for the Song Arrest conditions. *, p < .05,
one-tailed comparison of median between condition and sham.
To confirm that singing and song recovery were disassociated, we examined whether
a correlation between singing rate and recovery existed for the two groups that
were allowed to sing during the recovery phase (Normal and Deafened). Song was
automatically detected from microphone recordings using custom scripts coupled with
visual confirmation (see Section 5.4). We found no significant correlation between
singing rate and recovery rate measured in intervals of days (p > .05).
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Figure 5·6: Statistical analysis of syllable duration time course. Top, The median duration
(given as a percentage of the median Pre duration) is plotted for each experimental group. Error
bars indicate the first and third quartiles. The statistical tests follow those outlined in the legend
for Figure 5·5. Bottom, The MAD of the duration is shown for each experimental group. This shows
that the variance, in addition to median duration, increases transiently post-transection. Error
bars indicate the 95% bootstrap confidence interval of the MAD. *, p < .05, one-tailed comparison
of MAD between condition and sham.
5.3 Discussion
The principal finding of this study is that the song pattern in zebra finches is robust to
complete bilateral transection of the medial and lateral portions of nucleus HVC. The
disconnection results in a small-scale transient increase in song variability, duration,
and duration variability that is reversed on a time-scale of days. The recovery process
for these minor acoustic changes is largely independent of hearing and can proceed
subliminally without singing.
Prior studies have reported that song recovery after partial HVC lesions requires
intact hearing, with dramatic disorganization of song seen for deafened birds subject
to partial HVC lesion. In the present study, the perturbation to song is smaller than
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Figure 5·7: Time courses of spectral feature variance for all normal-hearing birds
subject to transections. Each bird is shown in a separate plot. All points are labeled relative
to the day of the transection. Most birds show a significant increase in spectral variability at the
first time point after surgery, followed by a rapid recovery. To compute spectral variability, we first
computed the mean entropy, entropy variance, mean amplitude, mean gravity center, mean pitch
goodness and mean pitch for all renditions of a given syllable at a given time point (see Section 5.4
for the clustering procedure). These diverse features were then normalized to common units by
subtracting the mean of the points preceding the transection and dividing by standard deviations.
In the figure we show the MAD of the feature score at each time point, averaged over all features
(shown as filled circles). The error bars reflect the 95% bootstrap confidence interval (*, p < .05,
one-tailed comparison between median of all pre-transection songs and median at each time point).
that reported for the partial HVC lesions. Due to the effect of an electrolytic lesion on
fibers of passage, the size of microlesions quantified with Nissl stain can be misleading.
For the transections reported here, neurons that lie close to the transection that
project to Area X can still be backfilled by dye injection after the transection (Figure
5·1), indicating that long range connections out of the nucleus can remain intact very
close to the transection. The recovery in the absence of hearing and in the absence of
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singing is not perfect; a small but detectable shift from baseline stereotypy remains in
the groups with altered hearing and song prevention. Presumably, the scale of this
hearing dependent portion of the recovery would increase with added damage to fibers
of passage.
The disruption and recovery of song after transection focuses on a relatively small
effect on duration and spectral structure. The central observation is that direct
communication between the medial and lateral portions of HVC is not essential for
song pattern production. Without additional information about the microstructure of
HVC anatomy, we can only speculate why the song pattern is robust to transection.
Hahnloser et al. (2002) have shown that nearby HVCRA projection neurons can fire at
distinct times, suggesting that if an anatomical chain in HVC underlies the temporal
pattern of song, the chain may not map onto a simple spatial mode such as a traveling
wave. Given the density of projection neurons in HVC and the duration of song,
100 projection neurons could code for each 5-10 ms unit of time (Fee et al., 2004).
If these 100 cells were distributed throughout HVC, then it remains likely that two
geometrically intact chains would remain on each side of a bisection. The feedforward
redundant geometry of the synfire chain is one network model for temporal sequence
production that can, in principle, survive the loss of a large fraction of synapses.
Since HVC and its thalamic input area UVA are part of a recurrent cortical-
thalamic loop, every stage of the pathway can causally impact activity in all other
stages. Cooling of HVC but not the downstream nucleus RA leads to a slowing of
song, indicating that biophysical time constants within HVC are fundamental to song
timing (Long and Fee, 2008). It is however possible to separate the serial order of a
neural sequence from its timing. The cooling results are consistent with an alternative
model in which HVCs input from the upstream thalamic nucleus UVA is responsible
for selecting the specific group of cells that fires at each time point; to be consistent
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with previous results, the response time of an HVC burst to an UVA kick would need
to depend critically on HVC temperature. This alternative model does not propose
independent timing circuitry outside of HVC since a delay in HVC response to UVA
could propagate through the loop and could slow the next UVA burst at a later time.
In this model, the geometry of connections throughout the entire loop could define the
specificity of the sequential ordering of song, while leaving critical timing biophysics in
HVC. At present, the specificity and frequency of UVA inputs to HVC are not known.
The distinction between the two models described above is a matter of degree.
The relative importance of HVC biophysics to song timing, combined with the sparse
coding of HVC principle neurons suggests that anatomical chains within HVC are
a probable basis for the song sequence. HVC also receives frequent synchronizing
inputs from the thalamus that keep the two hemispheres moving in lock-step (Schmidt,
2003). A distributed and redundant chain in HVC combined with frequent, specific
synchronizing input from the thalamus could create a circuit particularly robust to
the transection perturbation described here.
Following HVC transection, song slows, and the recovery of song duration is
complete even if the bird is prevented from hearing, and nearly complete even for
birds prevented from singing. The slowing of song post-transection is consistent with
the view that summation of excitatory input required to trigger action potentials
at each step of a chain is delayed due to reduced synaptic drive from the loss of
long-range axonal inputs. On the time-scale of recovery that we have observed—3
to 4 days—homeostatic mechanisms could up-regulate the strength of remaining
synapses to maintain the equilibrium balance of excitation and inhibition (Turrigiano
et al., 1998). This would not necessarily require singing since the songbird engages in
spontaneous replay of song patterns in sleep (Dave and Margoliash, 2000); sleep is
known to impact the structure of song in juvenile birds (Deregnaucourt et al., 2005),
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and sleep may be involved in offline network and synaptic homeostasis (Frank et al.,
2001; Vyazovskiy et al., 2008, 2009).
The robustness of neural circuits for animal behavior have been appreciated at least
since the studies of Lashley (1950), demonstrating a minimal effect of local cortical
disconnection that preserved thalamic inputs. The HVC transections prove that even
the most stereotyped of animal behaviors can be strikingly resilient to long-range
disconnection at the cortical level. If stereotyped serial transitions of cell assemblies
underlie aspects of animal behavior and human cognition, then the resilience of neural
chain dynamics to noise and other insults is of central importance to the operation of
neural memory systems. Pressures to build dynamical patterns that are robust to the
vagaries of development or other forms of internal and external noise have reached an
extreme in the zebra finch. For this species, mate choice drives song both to increased
complexity and increased stereotypy. The resilience of the circuit to perturbation
suggests that the bird has resolved these simultaneous constraints by building a high
degree of redundancy into the circuit.
5.4 Methods
5.4.1 Subjects and animal care
Birds were kept on a 14hr light-dark cycle. Prior to selection birds were housed in
sound-proofed recording chambers and allowed to acclimate for at least 4 days, during
which time they were screened for singing frequency and distinctiveness of individual
syllables. Every bird used in this experiment came from the Boston University breeding
colony and was kept in standard conditions (protocol number 11-026). All procedures
in this experiment were approved by the Boston University Institutional Animal Care
and Use Committee (protocol number 11-027).
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5.4.2 Experimental groups
Group 1 (n=5) received a bilateral HVC transection followed 3-7 days later by bilateral
injection of retrograde dextran tracer into Area X, directly downstream of HVC. Group
2 (n=3) acted as a control group, which received sham transections. Group 3 (n=4)
was deafened and allowed to recover for 1-2 weeks before receiving the same bilateral
HVC transection and subsequent dye injection. Group 4 (n=4) underwent transection
and was then prevented from singing for 4 days. Group 5 (n=3) acted as another
control group that we prevented from singing in the absence of any transection. Birds
singing activity was recorded continuously from the time they entered the recording
chamber to the time of euthanasia. All subjects were euthanized with urethane and
the brains of groups 1, 2, and 4 were extracted and stored in 4% paraformaldehyde
solution for at least one day. We then sectioned the brains into 100-micron coronal
slices using a Vibratome and mounted them sequentially in glycerol. The full series
of sections containing retrogradely labeled HVC cells were inspected by fluorescence
microscopy to confirm complete transection (Figure 5·1).
5.4.3 HVC transections
Sterile HVC transection proceeded by first anesthetizing birds with 1.5−3% isoflurane
in oxygen and holding them at a fixed head-angle (approx. 45◦ angle for the upper
beak). Betadine scrub and bupivicaine injection (4 mg/kg) were followed by scalp
incision. We made craniotomies over left and right HVC with a dental drill and
ophthalmic scalpel, extending the full length of the desired transection. A sharp
ophthalmic scalpel (Fine Science Tools) under stereotactic manipulation was moved
in the A/P direction at a distance 2.3 mm from the midline, to gradually cut the
dura without compressing the brain, then progressively deeper until a transection 1.0
mm deep and 1.0 mm long was complete. We then filled the bilateral craniotomies
80
with Kwik-Cast (World Precision Instruments) silicone elastomer, and sealed the scalp
incision with Vetbond (3M). Meloxicam (1 mg/kg) analgesic was delivered orally for
three days post-surgery.
5.4.4 Dextran dye injections
The surgery preparation is identical to that of transection, except we made the
craniotomies over Area X bilaterally. A Nanoject II device, with injection needles
fashioned out of glass micropipettes, was used to make one to three 23 nL injections
of either 488 nm or 555 nm fluorescent dextran dye into Area X. Injections were made
either with a single dose in the center of the area, or three or four separate injections
around the periphery. The two methods yielded similar patterns of HVC labeling.
5.4.5 Deafening
Sterile deafening procedure was achieved through bilateral cochlear extraction. Birds
were anesthetized with isoflurane (see Section 5.4.3) and an incision in the skin over
the external meatus was made and the skin retracted. We then extracted the columella
(inner ear bone) with footplate attached with forceps. A fine fire-sharpened tungsten
hook was fabricated and then inserted through the oval window and manipulated to
grasp and remove the cochlea. Similar to the other procedures, we sealed the skin
with Vetbond.
5.4.6 Control surgeries
Sham transections were conducted in a manner identical to HVC transections, except
that we made the cuts in an area adjacent to HVC at a distance of approximately 3.2
mm from the midline. Cuts made in this way were of the same proportions as those
in HVC transections.
81
5.4.7 Song prevention
Prevention of singing was attempted by multiple means for 8 experimental birds-for
example, holding the birds on a rotary-platform (Barnstable), which was triggered
by a Tucker-Davis RX8 digital signal processor that detected song. We found that
automated song prevention did not completely stop the most determined singers, and
so we ultimately relied on continual human intervention we sat next to the cage, and
observed the behavior of the birds continuously. When postural cues, introductory
notes, or elevated calling rates indicated that a bird was about to sing, the cage was
manually shifted or moved to a new location. A maximum of two birds could be
effectively monitored at a time, housed in a single cage. In all cases an observer was
present for the duration of waking hours during the non-singing week, and during the
night automated monitoring of song was used to confirm the absence of singing in the
dark.
5.4.8 Automated syllable clustering
Syllable clustering was performed using methods outlined in Chapter 4.
5.4.9 Spectral density images
A full description of the spectral density image method is given in Chapter 4.
5.4.10 Quantification of syllable similarity
We used Sound Analysis Pro (version 2.062) (Tchernichovski et al., 2000) in similarity
batch mode operating under default parameter settings: feature calculation, amplitude
baseline 70 dB, frequency range of Wiener entropy and amplitude 430-4300 Hz,
dynamic alteration between cepstrum and mean frequency enabled; similarity score
options, pitch 1, FM 1, AM 1, entropy 1, goodness 1, time warping tolerance .05.
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Under these settings, similarity scores were generated to quantify: (1) the variability
among renditions of a syllable (generated by all-to all comparisons within a given
syllable type), and (2) the likeness of syllable renditions to pre-surgery template
renditions throughout a birds course of singing post-surgery. These two distinct sets
of similarity scores are referred to as all-to-all and template, respectively.
Both measures were computed for all renditions of a given syllable at each time
point. The template comparison in particular can be impacted by changes in either
duration or spectral variability, and is included here only to illustrate that all measures
of song structure examined show a similar transient perturbation. To demonstrate that
some birds undergo an increase in spectral variability independent of song timing, we
computed the dispersion of various spectral features that are independent of duration
and show their time courses in Figure 5·7.
5.4.11 Quantification of syllable duration
Syllable boundaries were defined by first aligning syllables as described above. Power
threshold crossings in the frequency band 300-1200 Hz defined the onset and endpoint
of the syllable precisely. Visual inspection of all labeled boundaries confirmed a low
incidence of inaccurate labeling (< 5% of syllables).
5.4.12 Automated song detection
To count the number of song bouts for each bird, we conducted an automated survey
of the microphone recordings using threshold crossings in the power ratio of the
2000-4000 Hz band versus all frequencies outside that band. Segments of the recording
labeled as song bouts were then visually inspected for errors.
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5.4.13 Statistical comparisons
All statistical comparisons (Figures 5·5, 5·6, and 5·7) were made using a one-tailed
Monte Carlo permutation test of the difference between either the median (Figure
5·5) or the MAD (Figures 5·6 and 5·7) (10,000 randomizations for each test). All test
were subjected to a post-hoc Bonferonni correction.
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Chapter 6
Long-range order in canary song
This chapter is a reproduction of previously published work (Markowitz et al., 2013).
6.1 Introduction
Brains build complex behaviors from simple modules (Fodor, 1985; Minsky, 1988).The
ultimate example is speech where sequences of phonemes form words that in turn
are rearranged to form sentences. So too, the complex performances of a musician
or swordfighter are composed of discrete motor gestures that may be composed of
more elementary motor modules or muscle synergies (Llina´s, 2002). Songbirds, in
their own ways, build complex vocal forms from elementary units known as syllables.
Among the 4500+ species of songbirds, simple and complex songs can be found, and
a rich history of detailed song descriptions can be found across a wide variety of
literature (Catchpole, 1976; Falls and Krebs, 1975; Gentner and Hulse, 1998; Gil
and Slater, 2000; Kroodsma, 1977; Lemon et al., 2010; Okanoya, 2004; Slater, 1983;
Todt and Hultsch, 1998). However, quantitative information about the statistical
complexity of song is available only for a few species (Falls and Krebs, 1975; Gentner
and Hulse, 1998; Gil and Slater, 2000; Lemon et al., 2010; Okanoya, 2004; Todt and
Hultsch, 1998). Birdsong has often been described in terms of first-order transition
statistics, e.g. between adjacent syllables (Scharff and Nottebohm, 1991) in the zebra
finch or syllable chunks (Gu¨ttinger, 1979; Todt and Hultsch, 1998) in the nightingale
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and Bengalese finch. However, analysis of the Bengalese finch song also reveals non-
adjacent dependencies where transition probabilities between syllables depend not
only on the current active syllable, but also one or more prior syllables sung (Jin and
Kozhevnikov, 2011; Kakishita et al., 2008; Katahira et al., 2011). Formally, this implies
that song syntax must be modeled with a second-order or higher order Markov chain.
Higher-order Markov chains can also be represented through first-order statistics in a
hidden Markov model (HMM). In the latter case, statistically complex sequences will
require a large number of hidden states, relative to the number of observed syllables.
In addition to the detailed quantitative studies of syntax in Bengalese finches in
laboratory settings, many field studies have described an array of influences on the
delivery of song. For example, some species such as the swamp sparrow engage in
antiphonal song type-matching—selecting a song that best matches what the neighbor
just sang (Prather et al., 2008). In this case, an auditory stimulus is involved in
the selection of elements from a vocal repertoire, and the choices are not simply
determined by the current motor state (Sakata and Brainard, 2006). Other examples
of complex vocal behavior can be found for species that sing many song types. In
some cases, e.g. with Western Meadowlarks and American Redstarts, the probability
of producing a given song type decreases after the first time it is delivered in a bout
of singing, and as a result, the full repertoire of songs is expressed more frequently
than expected if the selection of songs was random (Falls and Krebs, 1975; Lemon
et al., 2010). In a related example of song performance memory, nightingales can
pause for a few seconds, and then resume singing where they left off in a ordered set
of songs (Hultsch and Todt, 1989). Taken together, numerous threads suggest that
songbirds can maintain a memory trace for songs recently heard or sung for at least a
few seconds. If syllables sung or heard can introduce a memory trace that lasts for
seconds, and if this memory trace can impact future decisions about what to sing,
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then a substrate exists that could introduce long-range correlations between decision
points in song. How deep is the memory for past choices in song among the most
elaborate singers?
One of the most complex singers that can be easily reared in a laboratory setting is
the domesticated canary. Here we investigated the long, complex songs of the Belgian
Waterslager strain. We show that their songs are governed by long-range correlations
in syntax at multiple hierarchical levels. The time a bird spends repeating a syllable
or the choice of what to sing next depends on the history of the song and correlations
between the past and present can extend over durations up to 10 seconds. Canary
song, like most popular music, contains structure in a range of time-scales through
which sequence flexibility is balanced by long-range order (Levitin, 2010). The neural
basis of these long-range correlations may provide insight into how complex behaviors
are assembled from more elementary, stereotyped behavioral modules.
6.2 Results
6.2.1 Phrase time-scales
The smallest indivisible unit of the domesticated canary’s song is the syllable, a stereo-
typed sound that typically ranges from 20 to 200 ms in duration. The adult repertoire
usually contains between 25-35 distinct syllable types whose acoustic forms are learned
by an interplay between innate programming and flexible imitation (Gardner et al.,
2005). Syllables are repeated multiple times to form a phrase, which can range from
500 ms to 3 s, and phrases are flexibly chained together to form songs (Figure 6·1),
typically 5-15 s long (Belzner et al., 2009). In the present context, the term phrase
type refers to the syllable type repeated in a given phrase.
These two fundamental units of the canary song—syllables and phrases—form
distinct time-scales. Syllable durations range from 28 to 480 milliseconds, while phrase
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Figure 6·1: Sonograms show a relationship between phrase duration, the context of a
phrase, and future choices. Phrases consist of repetitions of elementary units—the syllables.
Distinct phrase types are indicated by colored bars beneath each sonogram. On the right side of
each sonogram is a barcode summary of all occurrences of the phrases shown in the sonograms.
The phrases before (left) and after (right) the gray phrase are color-coded by syllable identity, and
the length of the bars in each row indicates duration of the phrase. A square flanks each barcode
to indicate the scale, with the width corresponding to 2 seconds and the height to 20 trials. A, A
case where the duration of a phrase predicts the future path—the barcode is sorted by duration of
the black phrase. Short black bars on the bottom of the barcode typically lead to blue, while long
black bars at the top typically lead to green. B, A case where the identity of the starting phrase
(red, yellow, or purple) determines which phrase type comes after the black/gray phrase (green or
magenta for example.) The barcode in this panel is sorted by the phrase that comes before the
black/gray phrase.
time-scales are on the order of a second (1.3375-1.3589 95% bootstrap confidence
interval of the median), while the full song is an order of magnitude longer (Figure
6·1 and Figure 6·2). Figure 6·2b shows that there is no general correlation between
syllable duration and phrase duration (r=.013, p=.90); canaries persist on a single
syllable for a duration that is roughly one second, whether the syllable is short or long
(Gu¨ttinger, 1985). To produce a phrase of the characteristic duration, the shortest
syllables are repeated 20-30 times, while the longest syllables are repeated only 3-4
times. We discuss later the implications of a phrase time-scale that is not simply
related to syllable time-scales.
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Figure 6·2: Phrase length is defined by a typical time-scale and depends on context.
a, Probability density of phrase durations for all 6 birds (mode=.9416, .8132-1.407 95% bootstrap
confidence interval, median=1.3482, 1.3375-1.3589). b, A scatter plot of phrase duration plotted
against syllable duration for 6 birds reveals no general correlation between phrase length and
syllable length (r=.013,p=.90). c, Examples of the effect of phrase context on phrase duration.
Each group of points (separated by dotted lines) indicates the duration of a different phrase type,
while the colors (arbitrary) indicate different preceding phrase types.
6.2.2 Correlations between phrase durations and syllable choices
As a group, there is no general correlation between phrase length and syllable length
(Figure 6·2b). However, particular syllable types do have their own characteristic
phrase lengths, and the duration of specific phrases can vary depending on the context
in which they occur. Specifically, we found highly significant mutual dependence
between the length of specific phrases and the phrase type sung before or after the
phrase (Figure 6·1a and Figure 6·3) (81 phrase types examined in 6 birds, p < .001
Fisher-Freeman-Halton test, see Section 6.4). For a given phrase type, the length of a
phrase can depend on the recent history of the song. Moreover, the choice of what to
sing at a branch-point can depend not only on the currently active syllable, but also
on the amount of time elapsed since the onset of the last phrase.
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Figure 6·3: Pie charts of p-values for association tests. Charts computed using data from
two observers are shown for six birds (each column is a different bird). The graphical conventions
of the pie charts follow Figure 6·2b from the main text. Yellow indicates the proportion of syllables
with highly significant interactions at the level p < .01, orange .05 > p ≥ .01, and blue p ≥ .05.
6.2.3 Syllable stability across the phrase
Renditions of what appeared to be the same syllable in short and long phrases might
show subtle distinctions acoustically. If they are distinct, then the apparent long-range
correlations could be more simply described by nearest neighbor rules in the syllable
sub-types (Jin and Kozhevnikov, 2011). Here we sought to provide a methodology
for direct visual representation of syllable variability. To proceed, we first isolated all
renditions of a chosen syllable based on an automated template matching procedure
(see Section 6.4). We confirmed by visual inspection of sonograms that all examples of
the chosen syllable were extracted, with no errors. We then separated the syllables into
three groups depending on whether they came from short, medium or long phrases.
(Phrase durations were discretized into three bins of uniform time-span, an arbitrary
choice.) We then generated spectral density images (see Section 6.4) for each group.
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The spectral density image provides a quantitative representation of syllable form and
its variability across multiple renditions. In the spectral density image, color scale
indicates the probability of finding a time-frequency contour (Lim et al., 2012) at a
given point the time-frequency plane. For a few syllables, visual inspection of the
spectral density image revealed no variation for syllables drawn from different phrase
duration bins (Figure 6·4a).
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Figure 6·4: Renditions of the same syllable in short, medium and long phrases are
highly similar. A, Spectral density images were computed for matching syllables in phrases of
different relative durations. The images were taken from 2 different birds. B, Similarity scores
reflect the acoustic similarity between individual sounds and the spectral density image for a group
of sounds. Here, we computed the similarity scores of the same syllable extracted from short,
medium and long phrases with respect to the spectral density image for syllables extracted from
short phrases. These distributions show that phrase duration does not affect the acoustic form.
Top, similarity scores for the syllable type from the middle row in Figure 6·4a. Top, similarity
scores for the syllable type from the third row in Figure 6·4a.
This qualitative observation can be quantified using a similarity score based on
the spectral density images (see Section 6.4). Specifically, we computed the all-to-all
overlap of binary contour images by computing the inner product between all pairs.
91
Then, the all-to-all scores were sorted by their corresponding phrase groups and the
distributions were compared using a Kolmogorov-Smirnov (KS) test and a d′ measure
(see Section 6.4). By the KS test, the distributions were distinct (p < .01), however
the scale of the acoustic differences was very small by our measure. In all cases d′ < 0.2
(see Section 6.4), indicating that the average differences between syllable shapes in
different groups were smaller than the variations within a given group (Figure 6·4b).
Corroborating measurements were found using scores computed from acoustic features
defined in the Sound Analysis Pro for MATLAB package (Tchernichovski et al., 2000).
For these scores, d′ < 0.1.
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Figure 6·5: Some syllables have context-dependent transitional forms. a, shown on the
left are two example sonograms of the same phrase with different preceding phrases. In the two
contexts, the first syllable of the phrase has a different transitional form (highlighted by the red and
blue boxes). The image on the right is a color channel merge of two spectral density images, which
were computing using the first syllable of all phrases in the two different contexts (top sonogram
context is the red channel and bottom sonogram context the blue channel). b, the same effect is
shown for a different phrase from a different bird.
In this analysis, we chose the most stable syllables. In other syllable types
(particularly the fastest syllables), a systematic shift in acoustic form may occur over
the course of a phrase. Also, for many phrase types in canaries, the first syllable
of a new phrase type shows a structure that matches neither the preceding nor the
succeeding phrase. If a switch in syllable forms is made in the central motor control
loops, the syringeal or respiratory pattern may require a finite time to reconfigure.
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Ongoing phonation during this period of reconfiguration may produce syllable forms
that differ from the steady state syllable forms (Gardner et al., 2001). Figure 6·5
reveals that these specific context dependent effects can be acoustically significant.
Excluding the special case of the first transitional syllables in a new phrase, in the
syllables analyzed here, changes in form in different contexts were too small to allow a
single instance of a syllable to be reliably assigned to short, medium, or long phrases
using scores based on either SAP features or spectral density images.
6.2.4 Second order Markov structure of phrases
Canary song is organized around a mesoscopic structure, the phrase. Is the larger
sequence of song explained by a first-order Markov process in phrases, or is phrase
sequencing more complex than a first-order Markov process? To examine this possibil-
ity, we first observed that the succession of phrases is quite constrained—each phrase
is typically followed by just a few downstream possibilities (Figure 6·6a). The top
three or four transitions account for most of the variations that follow a given phrase.
We next examined the entropy of phrase sequences of various lengths, and compared
this entropy with random sequences that preserve only first-order transition statistics.
We found that the entropy of phrase sequences is almost as high as a first-order model
would imply (Figure 6·6b). However, the match is not perfect, and for sequences
4-6 phrases long, it is clear that the set of song sequences is smaller than the set of
possible sequences in a first-order random model. Song is thus more ordered than a
first-order Markov process acting on phrase types.
To examine further the constraints placed on canary phrase sequences, we first
tested all phrase types for statistically significant second-order structure. Specifically,
for a sequence of three phrases XYZ, we asked whether the phrase type X impacted
the phrase type probabilities for Z, for a given phrase type Y. The test reveals that
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Figure 6·6: Canary phrase sequences are more ordered than a first-order Markov
process. a, For each phrase type the magnitude of transition probabilities to the next phrase are
shown sorted by probability. The rapid decay of the traces indicates that most syllables are followed
by just a few high probability transitions. Canaries (magenta) do not simply emit phrases at random,
as in the zero-order Markov case (green). b, Block entropy is the entropy computed for sequences
of n phrases, i.e. the block size (see Section 6.4). The block entropy was computed for the actual
phrase labels (canary), a randomization that only preserved phrase occurrence probabilities (zero-
order Markov), and a randomization that only preserved nearest-neighbor transition probabilities
(first-order Markov). Block entropy grows slowly with block size (n) for canary song, relative to the
random models. This slower entropy growth hints at the existence of structure beyond a first-order
Markov chain in phrase types.
this mutual dependence exists for 70% of all examined phrase types (p < .001, Fisher-
Freeman-Halton test, see Figure 6·3). Here too, a high-resolution analysis of selected
examples using spectral density images confirmed that the acoustic form of the syllable
in position Y can remain relatively constant even when flanked by diverse phrase
types in position X or Z (Figure 6·7a). As for the earlier analysis of syllable forms in
phrases of different lengths, this observation was quantified both with spectral density
similarity scores (d′ < 0.35) and through the use of SAP scores (d′ < 0.1), indicating
that variations of syllable form within each group are larger than the separation
between syllable forms in different syntactic contexts. (As before, there are detectable
differences between the distributions, p < .01 two-sample Kolmogorov-Smirnov test).
It is not known whether peripheral motor variables such as air pressure or muscular
tone change over the course of a long canary song. Time-dependent changes in the
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Figure 6·7: Spectral density images demonstrate that syllables occurring in different
contexts are highly similar. a, Spectral density images of syllables with different surrounding
phrases reveal acoustic similarity. As in Figure 6·4a, spectral density images were computed for
matching syllables that occur in different contexts; that is, different surrounding phrase types of
earlier or later phrases. The particular phrase shown is highlighted in bold just above the image.
The images were taken from 2 different birds. As in Figure 6·4a, each row contains the same syllable
type in three context groups that are acoustically indistinguishable by our statistical test. b, With
the spectral density image from the magenta group as a reference, syllables occurring in different
sequences have overlapping similarity score distributions. The syllable types match those shown in
Figure 6·7a.
periphery could impact the acoustic details of song (Elemans et al., 2008; Gardner et al.,
2001; Mindlin et al., 2003). We examined how syllable form changed when syllables
occurred early or late in song, for a fixed phrase context defined by the immediate
preceding syllable. Pairwise similarity analysis was performed for all syllables examined
in the phrase-context analysis described in the preceding paragraph. Grouping syllables
into renditions that occur before or after the median song duration for a given bird,
detectable differences in acoustic form could be found between groups for all syllable
types analyzed (p < .01 two-sample Kolmogorov-Smirnov test, n=3 syllable types).
The d′ value of the group differences is comparable to the changes reported in the
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previous paragraph for phrase context. For song position effects, spectral density based
similarity scores reveal d′ < 0.2 and SAP similarity scores, d′ < 0.1. To summarize
the analysis of syllable stability: a memory for past phrase choices impacts future
phrase choices or phrase durations, and this memory may have a very limited impact
on the acoustic form of some syllables (see Figure 6·7b). It is possible that the minor
acoustic changes in syllables can be largely explained by small-scale drift in peripheral
control variable.
6.2.5 The long-range order of canary song sequences
The previous analysis indicated that second-order correlations introduce a statisti-
cally detectable shift in phrase transition probabilities for most phrase types, but
these second-order effects could be weak. Still, weak higher-order correlations could
in principle explain the gap between a first-order random model and canary song.
However, the next stage of analysis revealed that while higher-order correlations are
weak for many phrase types, for some phrase types, strong long-range rules apply to
the delivery of song.
To examine how long-range correlations varied by phrase type, we constructed
a prediction suffix tree (PST) (Ron et al., 1996) to represent each bird’s song. A
PST provides a visual representation of how past information in a sequence impacts
transition probabilities. Formally, the tree is built from a collection of Markov chains,
one for each phrase type. Each chain is initialized as a zero-order Markov chain, and
the order is increased only if the information gained by looking further back in time
justifies the added complexity (see Section 6.4). In Figure 6·8, the PST is displayed
radially, with each syllable arranged around the inner circle. For a given syllable, the
number of nodes between the tree trunk and the outer branches indicates the order of
the Markov chain for that syllable. For a syllable impacted by high-order correlations,
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Figure 6·8: Prediction suffix trees (PSTs) reveal long-range structure in canary song.
Letters are arbitrary labels for phrase types. PSTs are shown for all 6 birds. The length of the
branch terminating in a given phrase type indicates the extent to which syllable history impacts
transition probabilities. A branch 5 nodes long indicates that one must look 5 phrases back in the
song to accurately predict the transition probabilities from the terminal node at the center. Each
node is shown as a pie chart representing the outgoing transition probabilities from that sequence
of phrases (for each bird, syllables are assigned arbitrary colors). The nodes are scaled according to
their frequency. Nodes that can be grouped together (chunked) without significantly reducing the
power of the model are labeled with blue text.
that syllable on the trunk of the PST tree will be connected to long, multi-branched
limbs. Similar methods were recently used in the analysis of Bengalese finch syntax
(Kakishita et al., 2008).
As a control, we used a 10-fold cross-validation procedure. Prediction suffix trees
were computed for the training data, and then the average negative log-likelihood
of the test data was computed for each tree (Figure 6·9). The PST that leads to
the minimum in average negative log-likelihood on the test set is considered the best
fit. The depth of the best fit ranged from 4 to 7 phrases in the six birds examined
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Figure 6·9: Cross-validation confirms that prediction suffix trees (PSTs) are not over-
fitting the data. PSTs were fit to 90% of the data and tested on the held-out 10% in a 10-fold
cross-validation procedure for different values of pmin, which sets the minimum frequency a sequence
has to occur to be considered. If is too small, overfitting is guaranteed, and suffix trees will appear
artificially deep. Shown is the performance of the PSTs for all six birds. Using average negative
log-likelihood to measure performance, the test performance typically peaks at pmin = .005. Below
this value the test performance begins to degrade and sharply diverges from training performance,
a clear sign of overfitting. Plot order matches Figure 6·8.
here. This corresponds to a propagation of song information over a time-scale of
approximately 5 to 10 seconds. Many syllables in this analysis showed no significant
structure beyond first-order; just a few syllables are governed by long-range rules.
(The prevalence of second-order structure revealed in Figure 6·3 suggests that the
PSTs provided a conservative estimate of statistical depth for many syllables.) The
structure of example songs with long time-scale correlations is illustrated in Figure
6·10 where the syllable identity of the phrase at the top of a chain impacts transition
probabilities many phrases later. (Figure 6·11 contains similar song barcodes showing
the full song context for the examples in Figure 6·10.) In the examples given in Figure
6·10, the history of previous syllable selections can impact future syllable transitions
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Figure 6·10: Decisions at branch points in song can impact syllable transition proba-
bilities 5 phrases later. Each panel corresponds to a different bird. For a given panel, the colors
in each part of the panel signify the same syllables. Left: letters (arbitrarily chosen for each bird)
indicate a single phrase type, and arrows indicate phrase transitions. Entry and exit paths are
color-coded and the exit paths are sorted and scaled by their transition probability. For instance,
on the far left, if the bird sings T →B →D, then K is most likely to follow, whereas a J would most
likely follow if he sang U →B →D. The light dotted arrows indicate other possible paths of exiting
a block with p > .05. For these other paths, the destination syllable is not shown. Top right: song
barcodes illustrate this effect for all occurrences of the phrase-block analyzed on the left. A square
flanks each barcode to indicate the scale, with the height corresponding to 2 seconds and the width
to 20 trials. Barcodes of the full song sequences are given in Figure 6·11. Bottom right: example
sonograms provide examples of how the entry path to a block of phrases changes the exit path.
over 4-5 intervening phrases, spanning a time-scale of up to ten seconds.
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Figure 6·11: Full song barcodes for the examples given in Figure 6·1 and Figure 6·10
allow for direct visualization of long-range rules. These barcodes represent the full song
sequence corresponding to the examples given in Figure 6·1 and Figure 6·10. a, Barcodes for the
example from Figure 6·1a centered on the first occurrence of the black phrase. b, Barcodes for
the example in Figure 6·1b centered on the black and gray phrases. c, Barcodes for the example
from the middle of Figure 6·10 centered on the first occurrence of N (shown here in blue). d,
Barcodes for the example from the bottom of Figure 6·10 centered on the first occurrence of X. All
colors match the phrases used in the corresponding parts of Figure 6·1 and Figure 6·10, all other
colors are arbitrarily assigned. A square flanks each barcode to indicate the scale, with the width
corresponding to 2 seconds and the height to 20 trials.
6.2.6 Reducing PST Markov order through phrase chunking
The apparent statistical depth of the phrase structure could be reduced when sequences
of phrases occur as a unit (Jin and Kozhevnikov, 2011; Kakishita et al., 2008). In
sequence DABN for example, the choice of syllable D impacts choices after N, implying
a fourth-order correlation. However, the PST transition probabilities for nodes A, B
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and N all have equivalent or near-equivalent values. The state space can be reduced
to D(ABN)—a second-order model in phrase sequence “chunks.” In the process of
constructing a PST, the nodes that can be collapsed into a single chunk without
changing the predictive power of the model are internal nodes. These nodes do not
impact the transition probability at the end of a chain, but just provide a connection
from the leaves of the tree to the trunk. In Figure 6·8 internal nodes are labeled with
blue text labels. (Here internal nodes are defined as those nodes that would not have
been added to the PST on their own strength, but are simply added to show the
connections from the outer branches to the core of the graph. As such, the definition
of internal node depends on the parameters used in the PST fit.) After collapsing
internal nodes in these figures, the maximum depth of the suffix trees reduce from a
range of 4-7 to a range of 2-3 in the 6 birds analyzed here, whereas the log-likelihood
of the model changed, on average, by less than 1 percent, indicating that sequence
chunks could be regarded as monolithic states without impacting the quality of the
model.
6.2.7 First-order models
The PST provides a particularly compact representation of long-range dependencies in
song. The compactness of the PST representation is emphasized by comparison of the
PST graph with its corresponding probabilistic finite automaton (PFA) (Ron et al.,
1996)—a first-order transition model that can be more easily related to first-order
dynamical models of neural activity. Figure 6·12 illustrates the graph structure of
the PFA for one bird, whose PST is given in the top of Figure 6·8. To render the
PFA visually interpretable, 363 edges were deleted from this figure that occur with
less than 20 percent probability (more complete PFAs are shown in Figure 6·14). We
emphasize that in spite of the complexity of Figure 6·12 and Figure 6·14, the PFA
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is only a statistical model for phrase transitions. The model does not account for
phrase durations, or the fact that phrase durations depend on the recent history of the
songa point documented earlierthese features should be addressed in a more complete
statistical model.
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Figure 6·12: Probabilistic finite automata (PFA) computed from prediction suffix
trees (PSTs) reveal the complexity of canary song. The PFA shown here corresponds to
the PST from the left of Figure 6·8. Edges represent transitions between states, and the width
indicates the probability of a given transition. Transitions from one state to another always result
in the production of a new phrase type. For instance, the edge connecting ZDAB to BN represents
the probability of singing N after ZDAB, which leads to the state BN. All edges with transition
probabilities below .2 were removed for visualization (see Figure 6·14 for a more complete PFA).
6.2.8 Tests for simple patterns
We next examined whether the long-range correlations followed a simple adaptation
rule. Long-range correlations could appear if the probability of a given phrase transition
decays with the frequency of its use. That is, as each phrase transition occurs, its
subsequent probability of occurrence is decreased. In the cases examined in Figure
6·13, no simple rule was observed—the most frequent syllable transition from a given
phrase can increase or decrease in likelihood as a function of the number of times the
phrase is produced in a given song. Over the transitions that we could analyze for
this property, 33% strictly increased while 50% decreased, and 13% both increased
and decreased over the course of a song (17/52, 26/52 and 7/52, respectively).
We then checked to see if the statistical depth of canary song could be explained
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Figure 6·13: Shown are the transition probabilities from two different phrases sung
by the same bird as a function of repetition number. Left, as phrase X is repeated, the
most probable phrase transition from X to G decays, while the transition to S increases. Right the
opposite effect is seen in the same bird. The most probable transition, from H to X, increases as H
is repeated.
by limitations on song duration. The concern here is that some branches in the path
of song might lead to unusually long songs that could be prohibited for physiological
reasons. We analyzed all examples of context-dependencies and found no evidence for
this effect (Figure 6·11). This search for simple rules explaining the apparent depth of
canary song was not exhaustive, and a more extensive analysis involving additional
samples from other canaries is needed.
6.3 Discussion
Canary song is built from elementary units, the syllables, repeated in groups to
form a mesoscopic structure, the phrase. Phrases are flexibly sequenced to form
songs. Correlations among phrase choices can extend over time-scales of 7-10 seconds.
This observation significantly extends the time-scales that must be considered in
dynamical models for song generation. We first discuss the time-scale of a single
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phrase. Dynamical theories for the central control of song are, in various forms,
attractor models (Hanuschkin et al., 2011; Jin, 2009; Katahira et al., 2007a,b; Long
et al., 2010; Yildiz and Kiebel, 2011). If each phrase type is a separate attractor (or
closed neural chain) in canaries, then the phrase transition could be produced by a
kick that recurs every second or so, inducing a hop from one attractor to another.
Statistically, the phrase durations of canary song could also be described by a POMMA
model (Jin and Kozhevnikov, 2011) if each syllable has a self-return probability that
decreases with each repeat, as long as the adaptation rate scales inversely with syllable
duration. More simply, phrase time-scales could be introduced into first order models
like POMMA by introducing an adaptation that changes as a function of time rather
than syllable repeats. Experiments are needed to determine whether canary phrase
time-scales are defined by a fine-tuning of syllabic adaptation rates or a separate
phrase transition process with its own intrinsic time-scale. Whatever the mechanism of
defining phrase durations, it apparently does not need to be informed by any auditory
experience with natural canary song, since birds reared in acoustic isolation also
develop canary-typical phrase structure (Gardner et al., 2005).
The observed structure of canary song significantly extends the time-scale of long-
range correlations documented in bird song. For example, the sequence CDABNE from
the top of Figure 6·8 has an average duration of eight seconds and the sequence YFHX
from the bottom of Figure 6·8 has an average duration of ten seconds. Long-range
rules in canary song can be compactly described, by 4th -7th order Markov processes
acting on phrases, or a 2nd-3rd order Markov process acting on larger units that
include blocks of multiple phrases.
A suffix tree of depth 7 for 30 phrase types could in principle have 307 nodes, and
even a third order process in 30 phrase types could have 303 nodes. In contrast to this
large state space, the PSTs included in Figure 6·8 are quite sparse. The first-order
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Figure 6·14: Probabilistic finite automata (PFA) for all 6 birds analyzed. For visualiza-
tion, all edges where p < .05 have been removed, and all edges where p < .2 are shown in thin
light gray lines. Each PFA is completely determined by its corresponding PST. Top left PFA
corresponds to top left PST in Figure 6·8; top right to bottom; middle left to top middle; middle
right to bottom middle; lower left to top right; and lower right to lower right.
generative models for the canary songs represented by the PFA diagrams contain
only 47-56 states representing syllables or syllable strings. This is not greatly larger
than the number of observable syllables (17-26). For canary song, the PST provides a
particularly compact representation of syntax dependencies. The compactness of this
representation is clear in comparisons between the PST tree and its corresponding
first-order models (Figure 6·14). The speed and convergence properties of the PST
algorithm make it possible to quickly cross-validate the structure of the PST over
large ensembles of trials, defining the point at which over-fitting occurs. Taken
together, these properties suggest that the PST analysis will be generally useful for
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characterizing the structure of birdsong syntax.
Statistically complex phenomena that are best described by higher-order Markov
processes such as the PST can be generated by simple physical processes. For example,
if circulating neuromodulators in song nuclei depend on the syllables that are sung,
and if syllable transitions themselves depend on the hypothetical neuromodulator,
then stochastic variations in the beginning of a song could impact future transition
probabilities, generating apparent “long-range rules”. In this scenario, additional
information is needed to explain why some syllables show strong long-range rules, and
others behave in a simple first-order manner.
On a fine-grained scale, neural dynamics should be captured by a first-order
statistical process. In statistical terms, long-range correlations in syntax imply that
multiple hidden states can give rise to the observable syllable. This duplication of states
statistically does not imply that the motor program for a syllable is duplicated—the
smallest change in a syllable program satisfies the duplication of hidden states. Recent
studies in Bengalese finches have observed that the stereotyped neural program for a
syllable depends on its context in particular, changes were observed in Basal Ganglia
projecting neurons in nucleus HVC (Fujimoto et al., 2011), and subtle acoustic changes
in syllable form were observed for syllable in different contexts (Jin and Kozhevnikov,
2011). Whatever the mechanism of the long-range rules in canaries, the neural variables
that carry the memory for past song choices can exert a powerful effect on transition
statistics without significantly altering the acoustic form of syllables. This observation
is supported through the high-resolution “spectral density” images introduced here to
characterize syllable variability.
Canary phrase structure and canary syllable form appear to be encoded by separable
processes. This distinction is supported by the observation that phrase time-scales are
not simply predicted by syllable time-scales. Another line of evidence arises in studies
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of song learning in juvenile canaries. As juveniles, canaries can learn to imitate artificial
songs that lack normal phrase structure (Gardner et al., 2005). Rising testosterone
levels that occur with the onset of the breeding season cause a rearrangement of
song—the imitated syllables are reorganized into phrased repetitions. In this artificial
tutoring paradigm, what is most dramatically reprogrammed in the transition to
adulthood is not syllable acoustic structure, but the sequential organization of the
syllables.
Many questions remain about the neural basis of phrase structure in canary song,
but we may also wonder about the relevance of the long-range rules for the natural
behavior of the species. Is the statistical depth of song an epiphenomenon of little
ethological relevance, or do canaries show preferences for songs with long-range order?
Can a canary fine-tune the long-range rules to match a tutor song, or can a bird
be trained to alter rule-sets in different behavioral contexts? These questions are
addressable since canaries readily imitate artificial songs designed to pose specific
questions about their vocal learning processes (Gardner et al., 2005).
Lashley emphasized that the control of serial order in behavior is one of the most
important and least understood aspects of neuroscience over 60 years ago (Lashley,
1951). Songbirds have provided an opportunity for examining sensory-motor learning
of stereotyped neural sequences; dynamical models for song sequence generation have
generally focused on stringing together bursts of neural activity in a long chain of
elementary states (Hahnloser et al., 2002; Long et al., 2010). This representation is
remarkably similar to observed neural dynamics in zebra finches and Bengalese finches,
and can be related to simple first-order statistical models for song production (Jin and
Kozhevnikov, 2011; Katahira et al., 2011). However, the long-range rules that govern
canary song extend to time-scales of 10 seconds, and persist while a bird vocalizes five
or six intervening phrases, consisting of dozens of syllables each. How is information
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in the song circuit transferred over these time-scales? Answers to this question may
provide general principles of how complex behaviors with long-range correlations are
assembled from simple modules.
6.4 Methods
6.4.1 Ethics Statement
The care of animals in this study was carried out in accordance with Boston University
IACUC protocol number 09-007.
6.4.2 Song recording
Canaries (Belgian Waterslager strain) used in this study were a gift from Fernando
Nottebohm. Birds were isolated at least two weeks before recording in soundproof
boxes and kept on a light-dark cycle matched to the external annual light cycle in
Boston (Boston University IACUC protocol number 09-007). All birds were at least
one year old before isolation. Song was recorded between the months of March and
April.
6.4.3 Song labeling and software
Spectrograms of the song were calculated in MATLAB (Mathworks, Natick, MA), and
the beginning, end, and syllable identity of each phrase was marked on the image by
visual inspection. For all data described here, two independent observers annotated the
songs. Observer 1 and observer 2 annotated 33,469 and 36,447 phrases, respectively,
between 6 birds (see Table S1 for the number of phrases analyzed for individual birds).
The annotated sonograms were then scanned and converted into strings, and statistical
analysis of the strings was performed using custom MATLAB scripts. Zero to two
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syllables were excluded per bird because the syllable form consisted of subtypes that
could not be labeled consistently.
 Bird 1 Bird 2 Bird 3 Bird 4 Bird 5 Bird 6 
Observer 1 4606 6920 6264 5965 5832 3882 
Observer 2 5609 7175 6676 6580 6460 3947 
Repertoire 22 26 22 17 18 20 
 
Table 6.1: The total number of phrases analyzed by each observer for individual birds. The
bottom row contains the repertoire size for each bird.
6.4.4 Inter-observer correlations
To ensure that the phrase labeling was consistent, we first checked for qualitative
similarity in the proportion of p-values for the Fisher-Freeman-Halton test computed
from each set of labels (Figure 6·3). Then to quantify the similarity, we looked at the
correlation in test statistic values from each dataset for the same syllable type (mean
Pearson correlation coefficient, .9407 ±.0445 SD).
6.4.5 Mutual dependence analysis
For each bird (6 total), we first examined the mutual dependence between a given
phrase’s duration and the path into or out of the phrase. That is, in a given phrase
sequence XYZ, we examined the mutual dependence between the length of phrase
Y and identity of the syllable type in phrase X or the identity of the syllable type
in phrase Z, which we call MD(dur, pathin) and MD(dur, pathout), respectively. We
discretized phrase durations by terciles and then used a variation of the Fisher test
for contingency tables suitable for arbitrarily large, sparse contingency tables referred
to as the Fisher-Freeman-Halton test (Freeman and Halton, 1951). Significance values
for the test were then computed using a standard Monte Carlo procedure where the
contingency tables were randomized while preserving the marginal values (i.e. the row
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and column totals), and to derive a p-value we calculated 1,000,000 randomizations
for each test (Agresti et al., 1979). Using the same method, we also examined the
mutual dependence between the syllable identity of phrase X and the syllable identity
of phrase Z, for each Y, which we label MD(pathin, pathout).
6.4.6 Automated syllable clustering and alignment
Custom MATLAB (Mathworks, Natick, MA) scripts were used for automated syllable
clustering using methods described in Chapter 4.
6.4.7 Spectral Density Images and Similarity Scores
Similarity scores were computed using methods outlined in Chapter 4.
6.4.8 Prediction Suffix Trees
To test for the existence of structure beyond second-order (as in theMD(pathin, pathout)
test), we constructed prediction suffix trees (PSTs), which have previously been used
for a variety of applications including data compression (Begleiter et al., 2004) and
protein family prediction (Bejerano and Yona, 2001), but have not yet been applied to
the analysis of song syntax. A suffix tree can be thought of as a set of variable order
Markov chains—one chain for each element—in this case, one chain for every phrase
type in the canary song. The algorithm to construct PSTs examines all strings up to
length L that end in a particular syllable type. Starting with a zero-order Markov
assumption, the algorithm then examines whether looking further into the past adds
predictive information about the future sequence of the song. If looking further into
the past for a syllable type adds information about the likely outcomes after singing
the syllable, then the order of the Markov chain for that syllable type is increased.
The algorithm is constructed to check all possible combinations and orders (up to a
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set maximum to save computation time).
The algorithm uses four parameters chosen by the user:
1. L, the maximum Markov order to check. Higher orders are not calculated for
computational efficiency.
2. pmin, a probability dictating that rare strings are disregarded. For example, to
compare the transition probabilities from sequence XY against those from Y
alone, p(XY ) must exceed pmin.
3. gmin and α, which together specify a probability dictating that rare transitions are
ignored. For example, if sequence XY passes condition 2, then it will be evaluated
as part of the suffix tree if, for a given syllable Z, p(Z|XY ) ≥ (1 + α)gmin. gmin
also specifies the amount of smoothing applied to transition probabilities per
(Ron et al., 1996).
4. r, a quantity that defines the minimum information gain required to increase
the Markov chain order. Specifically, it must be true that p(Z|XY )/p(Z|Y ) ≥ r
or p(Z|XY )/p(Z|Y ) ≤ r, to justify adding XY to the suffix tree rather than
terminating with Y.
We used a 10 fold cross-validation procedure to ensure that the PSTs were not
overfitting the data. For each bird, we randomly split the data into 10 partitions,
keeping 9 for training and using the 10th for testing. We repeated the procedure 3
times and assessed PST performance using average negative log likelihood over both
the training and test sets. Overfitting was characterized both by a degradation in
test set performance, and by a divergence in performance between the training and
test sets. The parameter with the most dramatic effect on model performance was
pmin. The same parameters were used across all birds: L = 7, pmin = .007, gmin = .01,
α = 17.5, and r = 1.6.
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6.4.9 Song Duration Effects
For the examples given in Figure 6·1 and Figure 6·10 we found no evidence for song
duration explaining context-dependence. The mutual dependence between phrase
duration and the following syllable seen in Figure 6·1a could be explained if the bird
needed to stop after singing a long gray phrase, skipping from the blue phrase to the
green phrase. The barcodes for the full song sequences (Figure 6·11a) do not bear this
out. The green phrase can follow a long gray phrase in a short bout that is less than
half the duration of many other bouts. In another example, the phrase block in the
center of Figure 6·1b (dark and light gray) can be followed by the magenta, brown
or green phrase. If the red phrase precedes the block green usually follows, whereas
magenta usually follows when yellow precedes the block. Song duration cannot explain
this long-range dependency since the green or magenta phrase can follow the block in
the middle of a relatively short bout, or near the end of a much longer bout (Figure
6·11b). Full song barcodes for the other examples in Figure 6·10 (Figure 6·11c and
Figure 6·11d) show that song duration cannot explain these long-range dependencies
either.
6.4.10 Sound Analysis
To validate the similarity scores based on auditory contours, we compared acoustic
features for the phrase groups shown in Figure 6·4 and Figure 6·7 using Sound Analysis
Pro for MATLAB (Tchernichovski et al., 2000). For each syllable in each phrase
group we computed the amplitude modulation (AM), frequency modulation (FM),
amplitude, entropy and the gravity center of the frequencies in a sliding 1 ms window.
Then, each feature vector was normalized to Z-scores. A pairwise distance matrix
between all syllables was then computed using the Euclidean distance between the
normalized features. (The syllables are aligned in the earlier extraction step, so the
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distance measure is computed for aligned time points, then summed over all time
points in the syllable. )
The differences between two groups of syllables is computed as the d′ separation
between the self-similarity and cross-similarity scores. That is, the mean similarity
for syllables within a group compared with the mean similarity for pairs of syllables
drawn from different groups. This similarity is reported in units of standard deviation
d′ = µa−µb√
1
2
σ2A+σ
2
B
In all cases we found d′ < .1.
6.4.11 Block Entropy
To compute block entropy we used standard methods based on Shannon entropy (Rao,
2010). The maximum entropy line in Figure 6·6 assumes symbols are emitted with
uniform probability.
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Chapter 7
Conclusion
7.1 Future directions
7.1.1 Mapping out the cellular mechanisms underlying reinforcement learn-
ing
The songbird affords a unique opportunity to study the cellular mechanisms of
reinforcement learning. As mentioned in Chapter 1, juvenile zebra finches learn to
mimic a tutor song through both motor practice and sensory experience. Intuitively,
the process of vocal development is simply the process of reinforcement learning—
the juvenile tries different variations in his motor output, and useful “experiments”
are reinforced and incorporated into the motor program. HVC neurons sit at the
interface between the auditory and motor systems and are known to be critical for
song development (Roberts et al., 2012), so a natural question to ask is how their
firing patterns change over the course of vocal development. However, maintaining
unambiguous stable recordings of a significant number of single neurons in HVC on
the time-scale of months is currently not feasible.
Yet, a subtler form of this reinforcement learning is still present in the adult.
Maintenance of stereotyped adult song requires auditory feedback, with song degrading
on the time-scale of days to weeks after the loss of hearing (Lombardino and Nottebohm,
2000; Tschida and Mooney, 2012). This breakdown in song stereotypy is an active
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process, blocked by lesions of the AFP (Brainard and Doupe, 2001). Moreover, adult
song can be “decrystallized” in a temporally specific manner over the course of months
by playing a burst of white noise at a particular point during the bird’s song (Leonardo
and Konishi, 1999). Much faster learning can be engaged in a variation of this
paradigm where the white noise playback is made contingent on a particular feature
of the bird’s song (conditional auditory feedback, CAF). Here, a threshold is set in
either pitch or duration for a particular syllable, and white noise is played as soon as
the feature in the targeted syllable crosses the threshold (Ali et al., 2013; Andalman
and Fee, 2009). Within a matter of hours, the bird learns to change his vocal output
to avoid the white noise feedback. As predicted by reinforcement learning theory, the
capacity for learning new sounds is a function of the baseline variance of acoustic
features (Charlesworth et al., 2012; Tumer and Brainard, 2007), perhaps analogous in
this respect to motor learning in humans (Wu et al., 2014).
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Figure 7·1: An example of multi-unit firing rate rapidly increasing in response to
white noise feedback. Top, Sample sonogram of the song used for aligning neural activity.
Bottom, Multi-unit activity (raw voltage traces filtered from 500-5000 Hz, rectified and smoothed
with a Gaussian kernel, σ = 5 ms) over the course of a single day. White noise feedback was turned
on at the point indicated by the black arrow. Here, white noise played continuously during singing
and was inversely proportional to the amount of multi-unit activity, thus the bird had to drive
activity up to decrease the volume of the white noise. Multi-unit activity dramatically increased
within a matter of hours after turning on the feedback.
Finding the neural correlates of even this rapid sensory-motor learning has proved
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elusive, as previous extracellular and intracellular recordings of HVC projection neurons
have failed to find a response to white noise in HVC during singing (Hamaguchi et al.,
2014; Kozhevnikov and Fee, 2007) (though responsiveness has been observed in HVCI
neurons in Bengalese finches, (Sakata and Brainard, 2008)). But, lesion studies
suggest where this learning might be taking place. If a bird is subjected to CAF
over multiple days, lesions of the AFP cause the bird to revert to the previous day’s
learning (Andalman and Fee, 2009). This implies that the AFP mediates fast learning
that occurs within a single day, and then this learning is incorporated into another
circuit—in all likelihood the VMP (HVC or RA). But, how this rapid learning is
encoded by the AFP (on the time-scale of hours) and how it becomes consolidated by
the rest of the song system (on the time-scale of > 24 hours) remain open questions.
If, for instance, variability generated by the AFP were incorporated into HVC how
might one observe it? It is possible that any one of the approximately 50,000 neurons
in HVC (Ward et al., 1998) modifies its firing properties to accomodate the feedback
contingency, yet experimenters have access to only a few neurons simultaneously and
only for a matter of minutes or hours at best. Thus, the sample sizes may simply
be too small than is necessary to observe even this rapid sensory-motor learning.
To avoid looking for a needle in a haystack, we propose a hack—place the needle
ourselves. That is, we propose a variant of CAF where the auditory feedback is made
contingent on the activity of single HVC, LMAN, or Area X neurons. The aim is to
steer plasticity to cells already under observation. In this paradigm the bird can only
escape aversive white noise playback by modulating the firing rate of an isolated single
unit, similar to a recent study in the rodent (Koralek et al., 2012). We currently have
preliminary multi-unit data suggesting that an adult zebra finch can quickly modulate
the firing rate of HVC ensembles to avoid CAF (Figures 7·1 and 7·2). And unlike
previous feedback experiments (Sakata and Brainard, 2008), we were able to drive
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multi-unit activity either up or down based on the noise playback contingency. If
the paradigm proves useful, we can map out the exact latencies that enable adaptive
plasticity by the varying the time delay between detected neural signals and white
noise playback.
Given the results of Chapter 2, one could also attempt to address different cell types
in HVC by targeting the feedback to a particular phase of the 30 Hz LFP—peaks for the
projection neurons and troughs for the interneurons. We have already programmed
digital signal processors (DSPs) to perform LFP-phase-contingent feedback, and
preliminary data showing that this is technically feasible is given in Figure 7·3. The
group delay of the LFP filter was calibrated to 31 ms to match the delay between
a motor command in HVC and the corresponding vocal output (this delay was also
used in the multi-unit experiments). This estimate is based primarily on data from
RA stimulation (Fee et al., 2004) (≈ 15-20 ms delay between electrical stimulation
and a detectable pitch shift). Other groups have estimated the latency from HVC
directly using electrical stimulation, but the effects of electrical stimulation in HVC
are much more complex and imprecise (Ashmore et al., 2005; Vu et al., 1994).
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Figure 7·2: Histogram summarizing 6 pilot feedback experiments. The root-mean-square
(RMS) of multi-unit activity is summarized for 6 feedback experiments where the bird had to either
push multi-unit activity up or down to reduce the volume of aversive white noise.
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Figure 7·3: A demonstration of LFP-phase-contingent feedback. Top, Spectrogram of a
feedback trial. Here, the white noise was notch filtered from 4-6 kHz in order to allow offline song
alignment. Middle Probability of feedback delivery when it is targeted to the 30 Hz peak (red) or
trough (blue) across all trials in a single day. Bottom, Average LFP filtered using the same finite
impulse response (FIR) filter implemented on the DSP (25-35 Hz bandpass, order 1500 Kaiser
window, β = 3, 30 dB stopband attenuation).
7.1.2 Documenting the stability of population dynamics and single units
It has been suggested that the LFP could act as a stable control signal for motor
brain-machine-interfaces (BMIs) (Andersen et al., 2004; Hwang and Andersen, 2009;
Mehring et al., 2003). HVC in the zebra finch presents a nearly ideal model system to
test the stability of the LFP, given both the extreme stereotypy of the behavior and the
well-defined physiology (Hahnloser et al., 2002). Moreover, Chapter 2 demonstrates a
tight link between the LFP, aspects of song behavior, and the activity of single units.
Thus, we would have precise predictions about how changes in different features of
the LFP—frequency, power, and phase—would map on to changes in single neuron
firing and vocal production.
So, does the LFP drift in a motor system that must generate one of the most
stereotyped behaviors in nature? In a subset of the implants used for the study
detailed in Chapter 2 we were able to track LFPs on the same electrode for months,
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or in some cases up to a year. In one example, we found that both the amplitude and
phase of the trial-averaged 30 Hz LFP was highly stereotyped across 250 days (Figure
7·4).
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Figure 7·4: Stability of the 30 Hz LFP over long time-scales. The trial-averaged 30 Hz
LFP is shown for a single electrode across 250 days.
A simple follow up is to track the LFP over a larger cohort of adults. With a larger
sample size we could ask if certain features (e.g. phase or amplitude) more stable than
others. And, if we can drive changes in multi-unit or single-unit spiking through CAF,
does it also drive changes in the LFP? Does the mesoscopic pattern degrade after
deafening—a process known to both decrystallize song and modify the physiology
of HVCX neurons? If so, this could guide decisions for the design of human BMIs.
Furthermore, since the LFP is technically simpler to track over long time-scales than
single units (especially using non-invasive technologies such as µECoG (Ledochowitsch
et al., 2013)), it would be straightforward to monitor the LFP at many locations in
HVC throughout vocal development. Is the 30 Hz LFP correlated with aspects of
vocal production in early juveniles? Does the LFP become more or less correlated
over space? These studies would provide important insights into the formation and
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maintenance of these mesoscopic patterns.
7.1.3 Probing the functional anatomy of HVC
A long-standing question concerning HVC is whether it is functionally organized.
Previous studies have hinted at a possible rostrocaudal bias of connections between
HVC neurons (Day et al., 2013; Nottebohm et al., 1982; Poole et al., 2012; Stauffer
et al., 2012). Despite this, no study has reported any spatial correlations in HVC
activity in singing birds until the work described in Chapter 2. Unfortunately, given
the large spacing of current commercial probes, we could not sample the LFP in a
uniform grid across HVC—the electrode arrays were inserted to span the mediolateral
axis only. With advances in minimally invasive surface electrode arrays (Ledochowitsch
et al., 2013) it should be possible to densely sample the LFP across HVC in both the
mediolateral and rostrocaudal directions. Full coverage of HVC may reveal a much
simpler spatiotemporal evolution of the 30 Hz. For instance, the peak phase may
flow in a traveling wave in rostrocaudal bands, an effect that could yield the complex
pattern along the mediolateral axis documented in Chapter 2 (Figure 2·6).
7.1.4 Follow up studies of the canary
Though the song circuit is mostly conserved between the canary and the zebra finch
(Nottebohm et al., 1976), the vocal behavior of the canary is quite unique. First, there
is a strong separation of time-scales between syllables (20-200 ms) and phrases (1
s). Do single HVCRA neurons repeat for each repetition, or is there a more complex
code? Here, the canary presents an opportunity to understand the neural code for
hierarchical motor behaviors. And given the large variety of time-scales at the level of
the syllable, we can determine if the time-scale of the HVC LFP is independent of
time-scales present in the behavior. Second, the canary produces flexible sequences of
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phrases with correlations up to 7 seconds long, as described in Chapter 6. Whether
this structure is learned or spontaneous, recording from identified neurons in canary
HVC would be the first step toward a mechanistic understanding of how motor circuits
can generate flexible sequences with long-range correlations—something that humans
are able to do effortlessly, as in speech or music.
7.1.5 Large-scale recordings in the songbird
A critical limitation of the songbird is its size and neck strength. Similar to the
mouse, the songbird can only carry ≈ 1.5 g on its head (Fee and Leonardo, 2001),
which excludes the use of most high channel count (> 16) commercial headstages.
Moreover, the size of the tethers used to transmit the signal to a commutator or the
recording apparatus will scale linearly with the number of channels in the absence of
multiplexing. As a result, extracellular recordings in awake, behaving songbirds have
been performed with extremely low channel counts (1-3) relative to modern rodent
studies (Bere´nyi et al., 2014; Yamamoto and Wilson, 2008). This has limited the scope
of questions one can ask about the physiology of the song circuit, as previous studies
have focused on the detailed physiology of a small number of neurons (Hahnloser
et al., 2002; Long et al., 2010; McCasland, 1987; Yu and Margoliash, 1996).
Recent advances in multiplexing headstages (Du et al., 2011) will dramatically
increase the number of channels one can record from songbirds and other small
animals. In fact, a recent startup has advertised a 256 channel multiplexing headstage
that is light enough to be carried by a zebra finch (< 1.3 g) and only requires an
extremely minimal-footprint 6 wire cable (http://www.e3neuro.com/e-cube.html).
This increase in the number of channels by two orders of magnitude, in combination
with new high-channel count probe designs (Du et al., 2011; Guitchounts et al., 2013),
will enable recording from large numbers of neurons in multiple sites throughout the
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song motor circuit.
What new questions can we now ask with this technology? One first-order question
is how HVCX neurons communicate with striatal populations in Area X. This could
reveal the logic employed by the song motor circuit to enable increased variability
and plasticity at specific points in song in response to CAF. It is hypothesized that
HVCX neurons send a timing signal to striatal neurons that allows variability to be
temporally localized (Fee and Goldberg, 2011). Do HVCX neurons become more
coherent with striatal neurons during periods where the bird must learn to rapidly
change his song? In the rodent, making sensory feedback contingent on the activity of
populations in motor cortex results in increased coherence between spikes in motor
cortex and the dorsal striatum (Koralek et al., 2012). One could imagine a similar rule
underlying both song learning in the juvenile and song maintenance in the adult. And
this question is especially tractable in juvenile finches where one can force syllable-wise
acquisition of a full song by presenting one new syllable at a time—first A, then AB,
and finally ABC. In this paradigm, each syllable appears to be learned and then
crystallized in turn as it is presented (Ravbar et al., 2012). During this learning, does
communication between HVCX and Area X reflect the ’focus’ of vocal exploration on
newly presented syllables?
A related question is how rapid changes in song are “transferred” from the AFP
to the VMP, as in pitch-based CAF (Andalman and Fee, 2009). Given the temporal
specificity of the effect—the bird only shifts his pitch for the targeted syllable–one
might speculate that HVC is involved. If so, how does HVC accomodate this rapid
learning? Recent data from intracellular recordings reveal an indirect pathway from
LMAN to HVC via the midbrain (Hamaguchi and Mooney, 2012). A follow up to the
neural activity-based CAF proposed in Section 7.1.1 is simply to record much larger
populations of neurons in both LMAN and HVC. Indeed, if “more is different”, then
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it may be that the logic of the song circuit is only evident at the scale of networks,
rather than the scale of single neurons (Anderson, 1972).
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 Operating Systems:  MAC, GNU/Linux, Windows, BSD 
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