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Abstract—Phase retrieval (PR) aims to recover a signal from
the magnitudes of a set of inner products. This problem arises
in many audio signal processing applications which operate on a
short-time Fourier transform magnitude or power spectrogram,
and discard the phase information. Recovering the missing phase
from the resulting modified spectrogram is indeed necessary in
order to synthesize time-domain signals. PR is commonly addressed
by considering a minimization problem involving a quadratic loss
function. In this paper, we adopt a different standpoint. Indeed,
the quadratic loss does not properly account for some perceptual
properties of audio, and alternative discrepancy measures such as
beta-divergences have been preferred in many settings. Therefore,
we formulate PR as a new minimization problem involving Breg-
man divergences. Since these divergences are not symmetric with
respect to their two input arguments in general, they lead to two
different formulations of the problem. To optimize the resulting
objective, we derive two algorithms based on accelerated gradient
descent and alternating direction method of multipliers. Experi-
ments conducted on audio signal recovery from spectrograms that
are either exact or estimated from noisy observations highlight
the potential of our proposed methods for audio restoration. In
particular, leveraging some of these Bregman divergences induce
better performance than the quadratic loss when performing PR
from spectrograms under very noisy conditions.
Index Terms—Phase retrieval, Bregman divergences,
accelerated gradient descent, alternating direction method of
multipliers, audio restoration.
I. INTRODUCTION
DATA reconstruction from phaseless measurements is aproblem that arises in various fields including X-ray crys-
tallography [1], optics [2] and astronomy [3]. This task, hereafter
termed phase retrieval (PR), is also ubiquitous in audio signal
processing, where much research has focused on the processing
of nonnegative time-frequency representations such as short-
time Fourier transform (STFT) magnitude or power spectro-
grams. Processing STFT spectrograms results in discarding or
not accounting for the phase information: it is then necessary to
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retrieve the missing phase in order to synthesize time-domain
signals. Therefore, PR is of paramount importance for tasks
that involve audio signal reconstruction from incomplete time-
frequency observations. Consequently, it has attracted some
attention for many applications such as speech enhancement [4]–
[6], source separation [7]–[10] or audio restoration (e.g., click
removal [11] or time-frequency inpainting [12]).
PR consists in recovering a signal x ∈ CL from nonnega-
tive measurements r ≈ |Ax|d ∈ RK+ , where A ∈ CK×L is the
measurement matrix and d is usually equal to 1 or 2, depending
whether one considers magnitude or power measurements. This
problem is inherently ill-posed as different signals can generate
identical measurements. Thus, x can only be recovered up to
several ambiguities which depend on A. In particular, the STFT
magnitude of a considered signal cannot uniquely represent this
signal without specific constraints or a priori knowledge about
part of the samples [13]. For example, estimation is subject to
a global phase ambiguity, as the magnitude spectrograms of x
and cx are identical when c ∈ C and |c| = 1. PR is commonly
formulated as a nonconvex minimization problem involving a
quadratic loss function, as follows:
min
x∈CL
E(x) := ‖r− |Ax|d‖22. (1)
Problem (1) may be tackled with conventional optimization
algorithms such as gradient descent [14], [15], alternating pro-
jections [16], [17], majorization-minimization [18], alternating
direction method of multipliers (ADMM) [19], [20], and lever-
aging the structure of time-frequency measurements [21], [22].
An extensive review of those algorithms from a numerical per-
spective can be found in [23]. Convex optimization approaches
are also considered in [24]–[27] by lifting the problem to a
higher dimensional space (i.e., solving a constrained quadratic
problem involving xxH) and relaxing the rank-one constraint.
However, they are impracticable for processing audio signals, as
they square the dimensionality of the problem [28]. The Griffin-
Lim algorithm (GLA) [29], a variant of the Gerchberg-Saxton
algorithm (GSA) [16] adapted to STFT measurements, is one
of the most popular techniques in the audio literature and is
generally considered as a baseline for signal recovery. PR has
also been tackled using signal modeling [11], [30], [31] or deep
neural networks [32]. However, optimization-based approaches
remain efficient, provide theoretical guarantees and may still be
used with model-based approaches [33], [34].
Even though a considerable amount of research has been
conducted to tackle the PR problem as described in (1), such an
approach suffers from one drawback when it comes to audio.
Indeed, it is well established that the quadratic loss is not
the best-suited metric for evaluating discrepancies in the time-
frequency domain. For instance, it does not properly characterize
the perceptually-related properties of audio such as its large
dynamic range [35].
As such, in this work we propose to replace the quadratic
loss function in (1) by alternative divergences which are more
appropriate for audio signal processing [35]. We consider gen-
eral Bregman divergences, a family of loss functions which
encompasses the beta-divergence [36], [37] and some of its well-
known special cases, the generalized Kullback-Leibler (KL)1
and Itakura-Saito (IS) divergences. These are acknowledged
for their superior performance in nonnegative audio spectral
decomposition [38]–[41], audio inpainting [42], and music anal-
ysis [43], [44]. Besides, these divergences naturally arise from
a statistical perspective. For instance, minimizing the KL diver-
gence between an observed spectrogram and a parametric one
assumes that the observations follow a Poisson model. Similarly,
minimizing the IS divergence implies a multiplicative Gamma
noise model [40]. In order to be as general as possible, we
consider any nonnegative power d (we do not restrict to either
1 nor 2) and we account for the fact that these divergences
are not symmetric with respect to their input parameters in
general, which actually leads to tackling two different problems.
To optimize the resulting objective, we derive two algorithms,
based on accelerated gradient descent [45] and ADMM [46].
We experimentally assess the potential of our approach for PR
on music and speech restoration tasks. Our experimental results
show that some of the proposed methods compare favorably
or outperform traditional methods based on the quadratic loss.
In particular, the proposed gradient algorithm based on the KL
divergence or the beta-divergence withβ = 0.5 seems promising
when the spectrogram is corrupted, showing more robustness
than the algorithms based on quadratic loss.
The rest of the paper is organized as follows. Section II reviews
several baseline algorithms for PR. Section III describes the PR
problem extended to Bregman divergences and the two proposed
algorithms. Section IV presents the experimental results for
audio signal recovery applications. Finally, Section V draws
some concluding remarks. For the sake of generality, we assume
x to be complex-valued everywhere in Sections II and III.
Transposition to the real-valued case is discussed in Section IV
and in Appendix D.
Mathematical notations:
 A (capital, bold font): matrix, whose (m,n)-th entry is
denoted A(m,n).
 x (lower case, bold font): column vector, whose t-th entry
is denoted x(t).
 z (regular): scalar.
 |.|, ∠(.), (.)∗: magnitude, complex angle, and complex
conjugate, respectively.
 T, H: transpose and Hermitian transpose, respectively.
 R, I: real and imaginary part functions.
 , (.)d, fraction bar: element-wise matrix or vector multi-
plication, exponentiation, and division, respectively.
1We will simply term it “KL divergence” in this paper for brevity.
 IL: identity matrix of size L.
 PS : projection operator on the set S.
II. RELATED WORK
In this section, we present three state-of-the-art approaches
related to our own contributions: alternating projections
(Section II-A), gradient descent (Section II-B), and ADMM
(Section II-C). Note that PR being a non-convex optimization
problem, the outputs of the descent methods considered in this
paper are influenced by the initialization.
A. Alternating Projections
In the seminal work [29], the authors address the PR problem
(1) with d = 1 and with A being the STFT operator. They
propose to alternate projections onM, the set of time-frequency
coefficients whose magnitude is equal to the observed measure-
ments, and C, the set of consistent coefficients, that is, complex
coefficients that correspond to the STFT of time-domain sig-
nals [47]. More formally, we have:
M = {x̃ ∈ CK | |x̃| = r} and C = {x̃ ∈ CK | x̃ = AA†x̃},
(2)
where x̃ is a vector of complex-valued time-frequency coeffi-
cients and A† = (AHA)−1AH is the Moore-Penrose pseudo-
inverse of A (which encodes the inverse STFT), and where here
−1 denotes the matrix inverse. When the window used in the
STFT is self-dual (i.e., it leads to perfect reconstruction if used
for both analysis and synthesis), we haveAHA = IL and as such
A† = AH (see Appendix A for more details about the STFT
and duality). We make such an assumption throughout the paper
(without loss of generality). The two projections then write:
PM(x̃) = r x̃|x̃| and PC(x̃) = AA
Hx̃. (3)
AlthoughM is not a subspace and is not convex, we still callPM
a projection since it maps an element of CK to its closest element
inM (in the mean squared error sense), which is unique [48],
[49] whenM is defined as in (2). Alternating these projections
results in GLA, which is proved to converge to a critical point of
the quadratic loss in (1) [29]. Alternatively, this algorithm can
also be obtained by majorization-minimization [18].
In [49], an accelerated version of GLA, termed Fast GLA
(FGLA), is proposed with a Nesterov-like scheme with constant
acceleration parameter. FGLA was shown experimentally to
reach lower local minima of the problem (1) with d = 1, yet
without theoretical convergence guarantee. Other improvements
of GLA include real-time purposed versions [50], [51] and its
extension to multiple signals for source separation [52], [53].
GLA is similar to GSA [16] as they are both alternating
projection algorithms. They yet differ in that GSA uses the
discrete Fourier transform (DFT) as the measurement operator
and accounts for an additional constraint on the support of the
time-domain signal to make the solution unique. For GLA, this
constraint is not necessary as uniqueness can be obtained thanks
to the redundancy of the STFT [54].
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B. Gradient Descent
In [14], Candès et al. address the PR problem (1) with power
measurements (i.e., d = 2) and a general measurement matrix
A (such as Gaussian random or DFT vectors). They propose to
minimize the error E with a gradient method. As the objective
function implies complex quantities but is not holomorphic (i.e.,
not complex-differentiable), the authors express the gradient
using the Wirtinger formalism [55] detailed in Appendix B. This
leads to:
∇E(x) = AH[(Ax) (|Ax|2 − r)]. (4)
The gradient algorithm update then writes:
xt+1 = xt − μt+1∇E(xt), (5)
where t is the iteration index and μt stands for the step size
at iteration t. This approach is called the Wirtinger flow algo-
rithm [14].
C. ADMM
1) Minimization Problem: In [20], Liang et al. express PR
as the following constrained problem by introducing auxiliary
variables for the magnitude and phase of Ax:
min
x∈CL,u∈RK+ ,θ∈[0;2π[K
‖r− u‖22 s.t. Ax = u eiθ, (6)
which is equivalent to (1) when d = 1. From (6) one can derive
the augmented Lagrangian:






‖Ax− u eiθ‖22, (7)
where λ is the vector of the Lagrange multipliers corresponding
to the constraint Ax = u eiθ and ρ is the penalty parameter.








λt+1 = λt +Axt+1 − ut+1  eiθt+1 . (10)
The closed-form expressions of (8) and (9) are provided in [20].
This procedure forms a special case of our proposed algorithm
presented in Section III-C.
2) Feasibility Problem: In [19], Wen et al. address PR with
DFT measurements as a feasibility problem. Instead of (1), they
consider the following formulation:
find x ∈ CL s.t. x ∈ SF ∩ S0, (11)
where SF is the set of signals whose DFT magnitude is r and
S0 is the set of signals respecting an additional constraint (in
optics, a typical constraint is that the signal is real-valued and
nonnegative). They derive the following ADMM updates:
xt+1 = PS0(qt − pt),
qt+1 = PSF (xt+1 + pt),
pt+1 = pt + ρ(xt+1 − qt+1). (12)
The authors also note that for a penalty parameter ρ = 1, this
algorithm is equivalent to the hybrid input-output algorithm,
which is well-known in optics [17].
In a similar fashion, Masuyama et al. [56] use ADMM to
tackle PR with STFT measurements (like in GLA) as a feasibility
problem:
find x̃ ∈ CK s.t. x̃ ∈M∩ C. (13)
Note that similarly as in Section II-A, we use the notation x̃
to highlight that this approach operates in the (complex-valued)
time-frequency domain. They derive the following updates:
x̃t+1 = PM(q̃t − p̃t),
q̃t+1 = PC(x̃t+1 + p̃t),
p̃t+1 = p̃t + x̃t+1 − q̃t+1. (14)
This algorithm will be referred to as GLADMM. One can note
than when p and p̃ are equal to 0, the algorithms defined by (12)
and (14) are respectively equivalent to GSA and GLA.
III. PROPOSED METHODS
In this section, we first propose a generalization of problem
(1) to the family of Bregman divergences (Section III-A). Then,
relying on some of the related works presented in Section II,
we derive two algorithms based on accelerated gradient descent
(Section III-B) and ADMM (Section III-C).
A. Phase Retrieval With General Bregman Divergences
We propose to generalize the problem (1) by substituting the
quadratic loss by a general Bregman divergence. A Bregman
divergence Dψ is defined from a generating function ψ as
follows:





dψ(y| z) = ψ(y)− ψ(z)− ψ′(z)(y − z), (16)
where ψ is a strictly-convex scalar function, continuously-
differentiable on a closed convex definition domain with deriva-
tive ψ′, see, e.g., [57]. We here further assume that ψ is twice-
differentiable with second derivative ψ′′. Dψ is always convex
with respect to its first argument, but not necessarily with respect
to its second one [58].
The motivation for using Bregman divergences is two-fold.
First, they encompass several divergences that are well suited for
audio spectrograms such as KL or IS, as illustrated in Table I.
Second, writing those divergences under the form (15)–(16) will
ease the derivations, as will be seen hereafter.
As Dψ is not necessarily symmetric with respect to its input









J (x) := Dψ(|Ax|d | r). (18)
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TABLE I
TYPICAL BREGMAN DIVERGENCES GENERATING FUNCTIONS WITH THEIR FIRST AND SECOND DERIVATIVES. THE KL AND IS DIVERGENCES ARE LIMIT CASES OF
THE BETA-DIVERGENCE FOR β = 1 AND β = 0, RESPECTIVELY. THE QUADRATIC LOSS IS OBTAINED FOR β = 2
We will refer to problems (17) and (18) as “right PR” and “left
PR” respectively.
B. Gradient Descent and Acceleration
Similarly to [14], we first propose a Wirtinger gradient descent
algorithm to minimize the objective functions defined in (17)
and (18). The gradients of a general Bregman divergence with
respect to its first and second arguments are given by
∇zDψ(y | z) = ψ′′(z) (z− y), (19)
∇yDψ(y | z) = ψ′(y)− ψ′(z). (20)
Using the chain rule [59], we obtain:
∇
→
J (x) = (∇|Ax|d)H[ψ′′(|Ax|d) (|Ax|d − r)], (21)
∇
←
J (x) = (∇|Ax|d)H[ψ′(|Ax|d)− ψ′(r)], (22)
where the derivative ψ′ and second-derivative ψ′′ are applied
entrywise and∇|Ax|d denotes the Jacobian of the multivariate
function x→ |Ax|d (the Jacobian being the extension of the
gradient for multivariate functions, we may use the same no-
tation ∇).2 Using differentiation rules for element-wise matrix
operations [59], we have:
∇|Ax|d = d
2
diag(|Ax|d−2  (Ax))A. (23)
Expressions of ψ, ψ′ and ψ′′ for some typical Bregman diver-
gences are given in Table I.
We rewrite the gradients (21) and (22) in the following com-
pact form:
∇J(x) = (∇|Ax|d)H gψ, (24)





for “right” PR, gψ = ψ
′′(|Ax|d) (|Ax|d − r), (25)
for “left” PR, gψ = ψ
′(|Ax|d)− ψ′(r). (26)




[|Ax|d−2  (Ax) gψ] . (27)
2Note that the gradient is not properly defined in some cases when one or
more coefficients of Ax are zero-valued. We present in Appendix E a detailed
and rigorous treatment of this potential issue.
Using a constant step-size μ, our generic gradient algorithm
writes:
xt+1 = xt − μ∇J(xt). (28)
Similarly as in FGLA [49], we furthermore use a Nesterov-like
acceleration scheme [45] resulting in the following updates:
qt+1 = xt − μ∇J(xt),
xt+1 = qt+1 + η(qt+1 − qt), (29)
where η is the acceleration parameter.
Remark: When considering a quadratic loss (i.e., ψ(z) =
1
2z
2), problems (1), (17) and (18) become equivalent. In par-













which is nothing but the GLA update given by alternating the
projections in (3). This shows that GLA can be seen as a gradient
descent applied to the PR problem (1).
C. ADMM Algorithm
In a similar fashion as in [20], we propose to reformulate PR
with Bregman divergences as a constrained problem. We detail
hereafter the left PR problem, and a similar derivation can be
conducted for its right counterpart. The problem rewrites:
min
x∈CL,u∈RK+ ,θ∈[0;2π[K
Dψ(r |u) subject to (Ax)d = u eiθ,
(32)
from which we obtain the augmented Lagrangian:
L(x,u,θ,λ) = Dψ(r |u) +R
(




∥∥(Ax)d − u eiθ∥∥2
2
, (33)
where ρ is the penalty parameter. The first step of our ADMM
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To that end, we first rewrite L as:











Therefore, problem (34) can be equivalently formulated as:
{ut+1,θt+1} = argmin
u≥0,θ
Dψ(r |u) + ρ
2








With u fixed, the second term in (36) is minimized when the
phase of ht is equal to θ. Thus, θ is updated as follows:
θt+1 = ∠ht. (38)
The problem in u can then be formulated as:
ut+1 = argmin
u≥0
Dψ(r |u) + ρ
2
‖|ht| − u‖22. (39)
As shown in Appendix C, the minimization problem (39) re-
mains unchanged when the positivity constraint on u is disre-
garded. The u update can therefore be written
ut+1 = proxρ−1Dψ(r | ·)(|ht|), (40)
where proxf denotes the proximal operator of a convex func-
tion f . The expressions of proxf for some of the divergences
considered in our experiments are given in Appendix C.
The second step of our ADMM algorithm consists in updating




Since only the second term on the right-hand side of (35) depends
on x, this problem rewrites:
xt+1 = argmin
x∈CL














The final step of our ADMM algorithm consists in updating the
Lagrange multipliers λ, as follows:
λt+1 = λt + ρ(Axt+1 − ut+1  eiθt+1). (44)
The whole ADMM procedure then consists in iteratively apply-
ing the updates given by (40), (43) and (44).
The derivation of the updates for the left PR problem is similar,
and the resulting algorithm is unchanged, except for the update
of u in (40), which becomes:
ut+1 = proxρ−1Dψ(· | r)(|ht|). (45)
D. Implementation
We have presented gradient descent and ADMM algorithms
for phase retrieval in the general case. We now address some
specificities of audio signal recovery from a phaseless spectro-
gram, i.e., when A is the STFT matrix and x is real-valued. The
STFT matrix A and its inverse are large structured matrices that
allow for fast implementations of matrix-vector products of the
forms Ax and AHy based on the fast Fourier transform [60],
[61]. In that setting, one handles time-frequency matrices of size
M ×N , where M is the number of frequency channels and N
the number of time frames, rather than vectors of sizeK =MN .
As such, we provide in Algorithms 1 and 2 the pseudo-code
for practical implementation of our accelerated gradient and
ADMM algorithms, respectively, in the time-frequency audio
recovery setting.
For generality, we assumed x ∈ CL in the previous sections.
However, audio signals are real-valued and this deserves some
comments. As shown in Appendix D, the estimates xt remain
real-valued under the following conditions. In a nutshell, a signal
is real-valued if and only if its STFT X ∈ CM×N is frequency-
Hermitian, that is:
X(m,n) = X(M −m,n)∗. (46)
When R is the spectrogram of a real-valued signal and when
Algorithms 1 and 2 are initialized with a frequency-Hermitian
matrixX, all the time-frequency matrices involved in the updates
remain frequency-Hermitian (because operations only involve
sum and element-wise product with frequency-Hermitian matri-
ces). This in turn ensures that the variablex remains real-valued.
As such, the STFT and inverse STFT (iSTFT) operations in
Algorithms 1 and 2 need only return/process the first M2 + 1
frequency channels (usually termed “positive frequencies”), as
customary with real-valued signals [62].
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More rigorously, we may also re-derive our gradient and
ADMM algorithms for x ∈ RL, using real-valued differenti-
ation instead of Wirtinger gradients (and involving the real and
imaginary parts ofA in the objective function). This is addressed
in Appendix D which shows that we indeed obtain the same
algorithms.
IV. EXPERIMENTS
In this section, we conduct experiments on PR tasks. We first
assess the potential of the proposed algorithms for recovering
signals from exact (i.e., non-modified) spectrograms. Then, we
consider a PR task from modified spectrograms, as often encoun-
tered in audio applications. In the spirit or reproducible research,
the code related to those experiments is available online.3 We
also provide audio examples of reconstructed signals.4
A. Experimental Setup
1) Data: As acoustic material, we use two corpora in our
experiments. The first one, referred to as “speech,” is composed
of 100 utterances taken randomly from the TIMIT database [63].
The second one, referred to as “music,” comprises 100 snippets
from the Free Music Archive dataset [64]. Signals from the
“speech” corpus are 16-bits WAV files and signals from the
“music” corpus are MP3 files encoded at 256 kbps. All audio
excerpts are single-channel, sampled at 22 050 Hz and cropped
to be 2 seconds long. The STFT is computed with a 1024
samples-long (46 ms) self-dual sine window [61] (leading to
an effective number of 513 frequency bins) and 50% overlap.
We used the librosa Python package [65].
2) Methods: PR is conducted using the algorithms presented
in Section III under different settings as described next.
3https://github.com/phvial/PRBregDiv
4https://magronp.github.io/demos/jstsp21.html
a) Proposed gradient descent algorithm: We experimented
the accelerated gradient algorithm described in Algorithm 1 in
the following settings:
 KL (β = 1) for the “right” and “left” problems with d ∈
{1, 2},
 β = 0.5 for the “right” and “left” problems and with d ∈
{1, 2},
 IS (β = 0) for the “right” problem with d = 2,
 quadratic loss (β = 2) with d ∈ {1, 2} (in that case the
“right” and “left” problems are equivalent).
The “right” problems with KL, d = 1 on the one hand, and
IS, d = 2 on the other hand, correspond to standard designs in
nonnegative matrix factorization [40], [66]. The trade-off value
β = 0.5with eitherd = 1 or 2 has also been advocated in various
papers, e.g., [67].
The algorithms are used with constant step-size μ and ac-
celeration parameter η = 0.99 (like in [49]). The step-size is
empirically set to the largest negative power of 10 enabling
convergence for each loss and value of d in the setting of the
experiments reported in Sections IV-B and IV-C. A summary
of the parameter configurations and choice of loss functions is
given in Table II.
b) Proposed ADMM algorithm: Applicability of ADMM is
more limited than with gradient descent because it requires the
expression of the proximal operators (40) and (45). We here
consider the quadratic loss and “left” KL and IS problems. We
set d = 1 and ρ = 1, which corresponds to the setting used by
Liang et al. [20] for the quadratic loss (which thus falls as a
special case of our setting).
c) Other baselines and parameters: The previous algorithms
are compared with the following other baselines: GLA, FGLA
and GLADMM, presented in Section II and which use d = 1.
All the algorithms (baseline and contributed) are run for 2500
iterations (which ensures that convergence is observed for all
algorithms) and initialized with the same uniform random phase
(a single realization was used for each excerpt).
3) Evaluation Metrics: The reconstruction quality is evalu-
ated in the time-frequency domain with the standard spectral
convergence (SC) metric, which is defined in dB as:





Additionally, for the “speech” corpus, we consider the short-
term objective intelligibility (STOI) measure [68], which is
computed with the pystoi library [69]. This score is obtained
by first decomposing the clean and processed speech signals
through a DFT-like filterbank, and then computing the correla-
tion between the resulting representations’ time envelopes. It has
been shown to correlate well with subjective intelligibility mea-
surements of speech, whether in clean or noisy conditions and
at various subjective intelligibility ranges [68]. Consequently, it
has been used in several PR-related papers such as [33], [56].
Let us note that alternative evaluation metrics exist, such as
PESQ [70] or PEMO-Q [71], which are tailored for perceptually
assessing speech quality. We also computed those, and the
obtained results were overall consistent with the STOI measure,
up to some minor differences. Besides, it has been shown that
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TABLE II
SUMMARY OF SETUPS CONSIDERED IN THE EXPERIMENTS WITH THEIR PARAMETERS (LOSS FUNCTION, EXPONENT d, TYPE OF ALGORITHM AND
HYPERPARAMETER). EACH SETUP IS DESCRIBED BY A CODE THAT FOLLOWS THIS FORMAT: algorithm·loss·direction ·d
these measures are strongly correlated with STOI, notably in
PR-related tasks [72]. For these reasons, and for brevity, we did
not include these here.
To summarize, SC is directly related to the PR quadratic loss
problem (1), formulated in the time-frequency domain. On the
other hand, the perceptual STOI is more related to the applicative
needs. In both cases, the higher value, the better performance.
B. PR From Exact Spectrograms
First, we consider a PR task conducted on exact spectrograms.
In this setting, measurements are directly obtained from the
ground truth signals x, such that r = |Ax|d. These mea-
surements r are then fed as inputs to the algorithms described
in IV-A2.
The results on the “speech” and “music” corpora are pre-
sented in Figs. 1 and 2 respectively, from which overall similar
conclusions can be drawn.
The best performances in terms of SC are achieved by
GLADMM and other ADMM algorithms, which are closely
followed by algorithms optimizing the quadratic loss withd = 1.
Note however that the advantage of quadratic loss-based algo-
rithms against competing methods is less significant in terms of
STOI. As recalled above, SC is directly related to the PR problem
with quadratic loss (1) and consequently favors algorithms that
directly tackle this problem.
A performance similar to that of quadratic loss-based algo-
rithms is reached by some of the proposed alternative methods,
such as the ADMM algorithms A · IS·L1 and A ·KL·L1 and the
gradient descent algorithms GD ·05· R1, GD · KL·R2 and GD ·
KL·L2, in terms of SC and STOI (note that for the latter, the best
performing methods exhibit a lower variance than the others).
This outlines the potential of using alternative divergences to the
quadratic loss.
Besides, we observe that the performance of these methods
depend on a variety of factors. For instance, the difference
between the performance reached by GD · KL·R2 and GD ·
KL·R1, or between GD ·QD·1 and GD ·QD·2 (for both metrics
and corpora) outlines the impact of d on the reconstruction
quality. Likewise, considering a “left” rather than a “right” PR
Fig. 1. Performance of PR from exact spectrograms for the “speech” corpus,
measured with the SC (top) and STOI (bottom). Higher values correspond to a
better performance. Turquoise, orange and yellow respectively denote gradient
descent algorithms, ADMM algorithms and GLA-like algorithms. The boxes
indicate the two middle quartiles among the ten excerpts, the middle bar is for
the median, the dot for the mean, and the whiskers denote the extremal values.
problem may yield very different results (see for instance the two
corresponding gradient algorithms with β = 0.5 and d = 1).
Finally, for a given problem, the impact of the optimization
strategy (i.e., ADMM vs. gradient descent) depends on the nature
of the signals. For the “speech” corpus, ADMM algorithms (for
KL and the quadratic loss) perform mildly better than their
gradient algorithms respective counterparts. However, for the
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Fig. 2. Performance of PR from exact spectrograms for the “music” corpus
measured with the SC.
“music” corpus, A · KL·L1 significantly outperforms GD ·
KL·L1 in terms of SC.
To summarize, when retrieving a signal from an exact spectro-
gram, GLADMM and quadratic-minimizing algorithms (with
d = 1) seem to perform best. Some alternative methods yield
competitive results, but require to carefully adapt the setup
(power d, loss β, “right” or “left” formulation) and optimization
strategy (ADMM vs. gradient descent) to the problem, as well as
considering the nature of the signals (speech or music). Note than
when the data r is an exact spectrogram (i.e., r = |Ax|d), the
loss functions (17) and (18) share the same minimum value 0 and
global solutionx (up to ambiguities) for allψ. This may explain
why the somehow easier-to-optimize quadratic loss performs
well in this scenario. However this result is to be contrasted
when using modified spectrograms, as shown next.
C. PR From Modified Spectrograms
We now consider a PR task from modified spectrograms. In
audio restoration applications such as source separation [73],
audio inpainting [74] or time-stretching [75], the spectrogram
that results from diverse operations does not necessarily corre-
spond to the magnitude of the STFT of a signal. We propose to
simulate this situation by modifying the spectrograms as in [56].
We add synthetic Gaussian white noise in the time domain to
each excerpt in the “speech” corpus. For each signal, the noise
variance is chosen so that the input signal-to-noise ratio (SNR)
takes the following values: 10, 0, −10, and −20 dB. We then
apply an oracle Wiener filter [76] to the mixture in the STFT
domain: this yields a restored (even though inconsistent, cf.
Section II-A) magnitude spectrogram r which corresponds to
realistic applications [56]. To further recover a time-domain
signal, we apply the considered PR algorithms to this modified
spectrogram.
The results in terms of STOI are presented in Fig. 3. Note
that we do not report the SC, since it is mostly impacted by
the spectrogram deformation procedure, not by the subsequent
PR task. In that experiment, we observed some convergence
problems at low input SNRs for several algorithms and signals:
in these few cases, the gradient step size (which we recall was
Fig. 3. STOI for PR from modified speech spectrograms at various input SNRs.
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tuned using exact spectrogram data) was reduced by a factor
1/10.
At high input SNR (0 to 10 dB), we observe a similar
trend than in the previous experiment: GLADMM and quadratic
loss-based algorithms (with d = 1) enable better reconstruction
in terms of STOI than other categories of algorithms. This
confirms that such algorithms are appropriate for addressing the
PR problem when the spectrograms are either exact or slightly
degraded.
However, we observe a different trend at lower input SNRs,
where some algorithms based on alternative losses exhibit more
robustness to the spectrogram degradation caused by the input
noise. For instance, while ADMM algorithms overall perform
best at 10 dB input SNR, they are outperformed by alternative
algorithms such as GD · KL·L2 at lower input SNRs (from 0 to
−20 dB). Similarly and contrary to the case of high input SNRs,
GLADMM is outperformed by other GL-based or ADMM al-
gorithms. Interestingly, GD ·05· L1 and GD ·KL·R1 exhibit the
most robust behavior among gradient algorithms with d = 1:
while they perform worst at 10 dB input SNR, they actually
achieve the best performances at −20 dB input SNR. On the
other hand, the performance of several algorithms, such as GD
· KL·R2, significantly drops when more noise is added, while
they perform relatively well at high input SNRs. Finally, even
though the best performance at very low input SNR is achieved
by GD ·05· L2, GD · KL·L2 might still be a good candidate for
the task at hand: indeed, at input SNRs from 10 to −10 dB, it
outperforms its counterpart using β = 0.5, and thus exhibits a
more stable performance regarding the level of input noise.
Overall, the usefulness of PR with general Bregman diver-
gences is revealed when the spectrograms are highly corrupted
(that is, when they are retrieved using a Wiener filter from
very noisy observations), as quadratic loss-based algorithms
are outperformed by alternative loss-based algorithms in such
a scenario. This might be explained by the ability of such
divergences to better model and account for the nature of this
destructive noise.
V. CONCLUSION
We have addressed the problem of PR when the quadratic
loss is replaced by general Bregman divergences, a family of
discrepancy measures with special cases that are well-suited
for audio applications. We derived a gradient algorithm and
an ADMM scheme for solving this problem and implemented
them in the context of audio signal recovery. We evaluated the
performance of these algorithms for PR from exact and modified
spectrograms. We experimentally observed that when perform-
ing PR from exact or slightly degraded spectrograms, traditional
algorithms based on the quadratic loss perform best. However,
in the presence of high level of noise, these are outperformed
by algorithms based on alternative losses. This highlights the
potential of PR with the Bregman divergence for audio signal
recovery from spectrograms under very noisy conditions. How-
ever it is difficult to recommend a specific alternative divergence
at this stage. The choice is dependent on the amount of noise
and possibly on the nature of the data itself (e.g., speech vs
music). Gradient algorithms are very convenient because they
can be applied to any setting, however finding efficient step sizes
in every setting was challenging and this issue deserves more
attention. In that respect, our ADMM algorithms appeared more
stable with respect to the level of noise and to the nature of the
data but their applicability is more limited as they depend on the
availability of specific proximal operators for each setting.
In future work, we intend to further improve the proposed
gradient descent algorithms, notably by leveraging more re-
fined initialization schemes, and to explore other optimization
strategies such as majorization-minimization. It would be also
useful to conduct subjective listening tests to fully assess the
potential of using Bregman divergences for a phase retrieval task.
Finally, we intend to tackle PR with non-quadratic measures of
fit in frameworks where some additional phase information is




Given a signal x ∈ CL and an analysis windoww ∈ RT such
that T < L, the discrete short-time Fourier transform (STFT) is








 n = 0, . . . , N − 1 indexes time frames,
 m = 0, . . . ,M − 1 indexes frequency bins,
 H is a “hop” size.
The STFT essentially chops the signal x into windowed
segments of sizeT and applies a DFT of sizeM to each segment.
H controls the overlap between segments. H and M are user-
defined. Generally, H ≤ T . When T is even, H = T/2 corre-
sponds to a 50% overlap between segments, which is a common
choice. Generally, M ≥ T (more frequencies than samples). A
common choice is M = T , which corresponds to using a stan-
dard “square” DFT. The value of N is determined by the length
of the signal L, the length of the window T and the hop-size
H . Common practice consists in zero-padding the signal x with
T −H zeroes at the beginning and as many zeroes as needed at
the end so thatL = (T −H) +NH = T + (N − 1)H . This is
in particular needed to have perfect reconstruction at the borders
when defining an inverse-operator. We here assume that the
signal x (of length L) has undergone such zero-padding at its
borders.
Given a time-frequency matrix C ∈ CM×N and a synthesis
window v ∈ RT , an inverse-STFT can be defined through the







C(m,n)v(− nH)ei2π mM (−nH),
(49)
where  = 0, . . . , L− 1. We use the convention that w(t) =
v(t) = 0whenever t /∈ [0, T − 1]. The inverse-STFT essentially
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applies an inverse DFT to each time-frame ofC and overlap-adds
the resulting temporal signals. The windows w and v are said




w(− nH)v(− nH) = 1. (50)
In this case (and when M ≥ T ), perfect reconstruction is
achieved [61], i.e.,
SvAwx = x. (51)
The STFT can alternatively be written as a Gabor frame. In-
deed, (48) can be written as the output of inner products between
x and Gabor atoms γmn ∈ CL defined as pure windowed com-
plex exponential, such that
γmn() = w(− nH)ei2π mM (−nH). (52)
Ignoring the time-frequency ordering and collecting the Gabor
atoms into the columns of an L×MN matrix Γw, the STFT
can equivalently be obtained byΓHwx (and as suchΓ
H
w is equal to
the matrix A used in the main body of the paper). Under general
conditions [77], the matrix Γw defines a frame in the sense that
there exists positive constants α1 and α2 such that
α1‖x‖22 ≤ ‖ΓHwx‖22 ≤ α2‖x‖22. (53)
Similarly, the synthesis operator Sv can be expressed as
SvC = Γvc (54)
wherec is a vectorized version ofC. As such, the windowsw and
v are dual if and only if ΓvΓHwx = x. When the same window
can be used for analysis and synthesis with perfect reconstruction
(an example being the sine window [61]), then it can be shown
that α1 = α2 = 1 and ΓHw defines a so-called Parseval frame.
This last assumption holds everywhere in the main body of the
paper (i.e., AHA = IL).
APPENDIX B
WIRTINGER FORMALISM
A function f , which can be either complex- or real-valued,
of a complex variable x = xr + ixi can be seen as a function





























In practice, computing the derivative of f with respect to x
(resp. x∗) can be done using usual differentiation by treating




































When f is additionally real-valued, the following property holds










As an illustrative example, we derive the expression of the




‖|Ax|2 − r‖22. (61)
Applying the chain rule yields:
∇E(x) = (∇(|Ax|2 − r))H (|Ax|2 − r). (62)
Treating x∗ as a constant like in (56), the first term is given by:
∇(|Ax|2 − r) = ∇(|Ax|2) (63)
= ∇((Ax)∗  (Ax)) (64)
= diag(Ax)∗∇(Ax) + diag(Ax)∇ ((Ax)∗)
(65)
= diag(Ax)∗∇(Ax) + 0 (66)
= diag(Ax)∗A. (67)
We finally obtain:
∇E(x) = AHdiag(Ax)(|Ax|2 − r) (68)




The proximal operator of a convex function
f : RK → R ∪ {+∞} is the operator mapping a vector
y ∈ RK to the set of solutions of the following penalized
optimization problem [81]:






B. Proximal Operator of Usual Bregman Divergences
A closed-form expression of the proximal operator can be
obtained for some of the usual Bregman divergences, such as the
quadratic distance and the KL right and left divergences [81],
[82]. These are summarized in Table III.
To the best of our knowledge, the proximal operator of the IS
divergence has not been derived in closed-form in the literature.
Therefore, for the sake of completeness, we derive it hereafter.
Let us consider ψ such that ψ(z) = − log z. We consider the
problem (70) with f(x) = Dψ(x | r). Note that such a function
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TABLE III
PROXIMAL OPERATORS OF SOME STANDARD (CONVEX) BREGMAN
DIVERGENCES.W IS THE LAMBERT W FUNCTION (I.E., THE INVERSE
RELATION OF z → ZEz) APPLIED ENTRY-WISE
is defined only for vectors with nonnegative entries. However,
we can extend its definition domain to RK by considering that
Dψ(x | r) = +∞ if x /∈ RK+ [82]. We then search for x such
that ∇Q(x) = 0, where Q(x) = Dψ(x | r) + ρ2‖x− y‖22. We
have:
∇Q(x) = ψ′(x)− ψ′(r) + ρ(x− y) (71)
= r−1 − x−1 + ρ(x− y). (72)
Therefore,
∇Q(x) = 0⇐⇒ x r−1 − 1+ ρx (x− y) = 0 (73)
⇐⇒ ρx2 + (r−1 − ρy) x− 1 = 0. (74)
Finally:
proxρ−1Dψ(· | r)(y) =
1
2ρ
(−r−1 + ρy ±
√
Δ′), (75)
where Δ′ := 4ρ+ (r−1 − ρy)2. Note that this operator might
not be defined when one entry of r or x is null. To alleviate this
problem in practice, we add a small value ε 1 to these vectors,
as detailed in Appendix E for the gradient algorithm.
C. Nonnegativity Constraint in Problem (40)
Here we prove that the nonnegativity constraint on u in
problem (40) can be ignored. Let us first rewrite this problem
into scalar form, as this problem is separable entrywise:
argmin
u(k)≥0
dψ(r(k) |u(k)) + ρ
2
‖|h(k)| − u(k)‖2. (76)
We will remove the index k in what follows for clarity. We aim
to prove that:
If u < 0, dψ(r | 0) + ρ
2




If this inequality holds, then the minimizer of the function de-
fined in (76) necessarily belongs to R+. Consequently, the non-
negativity constraint can be dismissed. Equation (77) rewrites:
ψ(r)− ψ(0)− ψ′(0)r + ρ
2
|h|2 ≤ ψ(r)− ψ(u)
− ψ′(u)(r − u) + ρ
2
||h| − u|2, (78)
which is equivalent to:
ψ(0)− ψ(u) + rψ′(0)− ψ′(u)(0− u)
− rψ′(u) + ρ
2
[−2u|h|+ u2] ≥ 0, (79)
which finally rewrites:
dψ(0 |u)︸ ︷︷ ︸
term 1





[−2u|h|+ u2]︸ ︷︷ ︸
term 3
≥ 0. (80)
The latter inequality holds for the following reasons:
 Term 1 is nonnegative by nonnegativity of Bregman diver-
gences.
 Term 2 is nonnegative by convexity of ψ and nonneg-
ativity of r: ψ is convex, therefore ψ′ is monotonically
non-decreasing. As u < 0, ψ′(u) ≤ ψ′(0) and r(ψ′(0)−
ψ′(u)) ≥ 0.
 Term 3 is nonnegative because u is negative.
Therefore, (77) holds, which demonstrates that the nonnega-
tivity constraint in (40) can be dismissed. Finally, using a similar
proof, we can show that the same holds for the “left” PR problem.
APPENDIX D
ALGORITHMS DERIVATIONS FOR REAL-VALUED SIGNALS
We here discuss the adaptation of our proposed gradient and
ADMM algorithms to the specific case when the input signal is
real-valued x ∈ RL.
In this setting, the gradient algorithm can be easily deduced
from its complex-valued counterpart. Indeed, since x is real-
valued, the gradient of J simply reduces to∇RJ(x), as defined
in Appendix B. According to the property (60), this gradient is
given by:
∇RJ(x) = 2R(∇J(x)). (81)
where ∇J(x) is computed using the Wirtinger derivatives.
Consequently, the gradient update rule is similar to the complex-
valued case, up to a constant factor of 2 and with the difference
that we only need to retain the real part after applying AH (in
practice, the inverse STFT).
Regarding the ADMM algorithm, we need to address the
following sub-problem, in lieu of (42):
min
x∈RL
||(Ax)d − b||22. (82)
where we note b = ut+1  eiθt+1 − λtρ . Since we only use
ADMM algorithms with d = 1 in our experiments, we focus
hereafter on this setting. By using again (60), we compute the
gradient of the loss in (82) and set it at 0:
2R(AHAx−AHb) = 0. (83)
This yields the following solution:
x = (R(AHA))−1R(AHb). (84)
When using the STFT with a self-dual window we haveAHA =
IL and the update becomes
x = R(AHb). (85)
It is the same update as in the complex-valued case (43) up to
retaining the real part after applying the inverse STFT AH.
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APPENDIX E
REGULARIZED GRADIENT EXPRESSION
For some Bregman divergences and/or exponents d, the gradi-
ent of the loss functions (17) and (18) is not defined when one or
more coefficients ofAx are zero-valued, which leads to division
by zero and other potential numerical or conceptual issues. This
is the case, for instance, when d ≤ 1, when computing |Ax|d−2
with d < 2, or when computingψ′(|Ax|d) for a beta-divergence
such that β ≤ 1. Therefore, we propose a rigorous treatment of
this issue by considering regularized losses. More specifically,
we consider the following alternative loss for the PR right prob-







2 | (|Ax|2 + ε) d2
)
, (86)
with ε 1, such that Jε is now always defined and differen-











′′((|Ax|2 + ε) d2 ) ((|Ax|2 + ε) d2 − (r 2d + ε) d2 ).
(88)
For the PR left problem, a similar expression is obtained:
gψ,ε = ψ
′((|Ax|2 + ε) d2 )− ψ′((r 2d + ε) d2 ). (89)
We used this variant in our experiments, and implemented it in
practice with ε = 10−8.
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