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Restauration d’image biologique 3D
Re´sume´ : Dans cette the`se, nous nous inte´ressons a` la restauration d’image tridimension-
nelle de microscopie de fluorescence. Deux difficulte´s majeures dans ce syste`me d’image-
rie sont traite´es. La premie`re est le flou variable en profondeur qui est duˆ aux aberrations
induites par la variation des indices de re´fraction dans le syste`me optique et le spe´cimen
image´. La deuxie`me est le bruit qui est principalement duˆ au processus de comptage de
photons. L’objectif de cette the`se est de re´duire ces distorsions afin de fournir aux biolo-
gistes une image de meilleure qualite´ possible.
Dans la premie`re partie de cette the`se, nous e´tudions les mode`les d’approximation
du flou variable en profondeur et nous choisissons un mode`le ade´quat au proble`me d’in-
version. Dans ce mode`le, la re´ponse impulsionnelle (RI) variable en profondeur est ap-
proche´e par une combinaison convexe d’un ensemble de RIs invariables spatialement. Nous
de´veloppons pour ce mode`le deux me´thodes rapides de restauration non-aveugle par mini-
misation d’un crite`re re´gularise´, chacune d’elles est adapte´e au type de bruit pre´sent dans
les images de microscopie confocale ou a` champ large.
Dans la deuxie`me partie, nous abordons le proble`me de restauration aveugle et
proposons deux me´thodes dans lesquelles le flou variable en profondeur et l’image sont
conjointement estime´s. Dans la premie`re me´thode, la RI est estime´e en chaque voxel
du volume conside´re´ afin de laisser une grande liberte´ sur la forme de la RI, tandis que
dans la deuxie`me me´thode, la forme de la RI est contrainte par une fonction gaussienne
afin de re´duire le nombre de variables inconnues et l’espace des solutions possibles.
Dans ces deux me´thodes d’estimation aveugle, l’effet des aberrations optiques n’est pas
efficacement estime´e en raison du manque d’information. Nous ame´liorons ces me´thodes
d’estimation en alternant des contraintes dans les domaines fre´quentiel et spatial. Des
re´sultats sont montre´s en simulation et sur des donne´es re´elles.
Mots cle´s : Flou variable spatialement, microscopie de fluorescence, re´gularisation,
restauration, PSF.
3D biological image restoration
Abstract : In this thesis, we focus on the restoration of three-dimensional image of fluo-
rescence microscopy. Two major difficulties in this imaging system are considered. The
first one is the depth-variant blur due to aberrations induced by the refractive index varia-
tion in the optical system and the imaged specimen. The second difficulty is the noise due
to the photon counting process. The goal of this thesis is to reduce these distortions in order
to provide biologists with a better image quality.
In the first part of this thesis, we study the approximation models of the depth-variant
blur and choose an appropriate model for the inversion problem. In that model, the depth-
variant point spread function (PSF) is approximated by a convex combination of a set
of space-invariant PSFs. We then develop for that model two fast non-blind restoration
methods by minimizing a regularized criterion, each of these methods is adapted to the
type of noise present in images of confocal or wide field microscopy.
In the second part, we address the problem of blind restoration and propose two
methods where the depth-variant blur and the image are jointly estimated. In the first
method, the PSF is estimated at each voxel in the considered volume in order to allow high
degree of freedom on the PSF shape while in the second method, the shape of the PSF is
constrained by a Gaussian function in order to reduce the number of unknown variables
and the space of possible solutions. In both blind estimation methods, the effect of optical
aberrations is not effectively estimated due to the lack of information. We thus improve
these estimation methods by alternating some constraints in the frequency and spatial
domains. Results on simulated and real data are shown.
Keywords : Fluorescence microscopy, PSF, regularization, restoration, space-variant
blur.
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h ∈ L2 (I ) , ∇h ∈ L2 (I )3
}
,
– H = {h ∈ H1 (I ) ; h≥ 0; ∫
I
h(u)du = 1,
– F =
{
f ∈ BV (R3); f ≥ 0;I -pe´riodique},
– Fc =
{
f ∈F ; ∫
I
f (u)du = c
}
avec 0 < c <+∞ une constante positive.
Introduction ge´ne´rale
Cadre ge´ne´ral
Depuis son invention, la microscopie optique par fluorescence est devenue l’instru-
ment le plus couramment utilise´ par les biologistes en raison de sa capacite´ de visua-
liser en trois dimensions des particules et des tissus cellulaires vivants a` l’e´chelle du
microme`tre. La technique de de´tection par fluorescence permet d’observer des zones
spe´cifiques qui e´mettent de la fluorescence suite a` une excitation lumineuse adapte´e. De`s
lors, une grande varie´te´ de marqueurs fluorescents a e´te´ de´veloppe´s pour colorer des zones
d’inte´reˆt spe´cifiques dans des spe´cimens biologiques. Graˆce a` une technique de section-
nement optique, l’information mesure´e par la microscopie optique est tridimensionnelle,
celle-ci est reconstruite nume´riquement par un ordinateur relie´ au microscope.
Ces dernie`res de´cennies, la recherche dans le domaine de la microscopie et de l’optique
s’est conside´rablement e´volue´e et a donne´ naissance a` plusieurs types de microscopies afin
de satisfaire le besoin des biologistes en qualite´ et pre´cision d’imagerie. La microscopie
confocale est en particulier l’une des inventions marquantes en raison de sa capacite´ a` of-
frir une bonne re´solution en comparaison a` la microscopie classique (de l’ordre de quelques
centaines de nanome`tres) [Pawley 2006]. Elle a e´te´ introduite par Marvin Minsky en 1953
[Minsky 1988], mais n’a e´te´ commercialise´e que plus re´cemment vers la fin des anne´es
1980. Nous nous inte´ressons principalement dans cette the`se a` ce type d’instrumentation
qui a aujourd’hui envahit de nombreux laboratoires biome´dicaux et plusieurs autres do-
maines comme la science des mate´riaux.
Malgre´ les conside´rables progre`s dans le domaine de la microscopie et de l’optique,
l’image de microscopie de fluorescence reste a` pre´sent limite´e en qualite´. Ces limitations
sont essentiellement dues aux proprie´te´s intrinse`ques des instruments optiques et aux pro-
prie´te´s physiques du spe´cimen image´. La diffraction de la lumie`re a` travers les lentilles
et la contribution de la lumie`re hors focalisation aboutissent a` la pre´sence du flou dans
l’image enregistre´e. Ce flou peut varier dans l’image a` cause des aberrations optiques. Ces
aberrations sont essentiellement dues aux changements des indices de re´fractions entre
les diffe´rents milieux composant le microscope et le spe´cimen. Par ailleurs, l’image enre-
gistre´e subit aussi d’autres fluctuations comme le bruit lie´ au processus de de´tection de la
lumie`re au niveau du capteur. L’ame´lioration de ces images est donc une proble´matique
qui a occupe´ diffe´rentes communaute´s (biologistes, physiciens, mathe´maticiens, informati-
ciens). Deux voies d’ame´liorations ont e´te´ explore´es. La premie`re voie, mate´rielle, a donne´
naissance a` diffe´rents nouveaux dispositifs d’imagerie comme par exemple la microscopie
multiphotonique [Ko¨nig 2001]. La seconde voie est les me´thodes nume´riques dans les-
quelles le processus de formation d’image est mode´lise´ par des formules mathe´matiques
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que l’on cherche a` inverser. C’est la proble´matique de la restauration nume´rique d’image
qui est le sujet de ce travail.
Dans la plupart des me´thodes de restauration, le flou est suppose´ line´aire et inva-
riable spatialement (SI). Le mode`le mathe´matique d’observation est donc repre´sente´ par
une convolution par une fonction de flou tridimensionnelle qui repre´sente la re´ponse
impulsionnelle du microscope. Cette dernie`re est aussi appele´e fonction d’e´talement de
point ou ”Point Spread Function” (PSF) en anglais. Une large gamme d’algorithmes
de de´convolution ont e´te´ de´veloppe´ dans la litte´rature pour l’inversion de ce mode`le
[Dey 2006].
Ne´anmoins, en pre´sence d’aberration optique, la re´ponse impulsionnelle n’est plus
la meˆme en tout point de l’image. Celle-ci varie suivant la distribution des indices
de re´fraction entre les diffe´rents milieux composant le microscope et le spe´cimen. Par
conse´quent, la convolution n’est plus une bonne mode´lisation du processus de formation
d’image. Par ailleurs, la conside´ration d’une PSF diffe´rente en tout point de l’image conduit
a` un temps de calcul prohibitif.
Il existe des me´thodes de restauration d’image affecte´e par les aberrations, aussi bien
en biologie qu’en d’autres domaines comme l’astronomie. La plupart des approches qui
existent dans la litte´rature sont, soit tre`s simplistes conduisant a` une mauvaise reconstruc-
tion, soit pre´cises mais tre`s demandeuses en temps de calcul, ce qui limite leur utilisation
pour des images volumineuses de microscopie de fluorescence.
L’objectif de cette the`se est de de´velopper des me´thodes de restauration d’images mi-
croscopiques 3D affecte´es par les aberrations optiques, tout en assurant un temps de calcul
raisonnable. Deux cadres d’estimation sont conside´re´s dans cette the`se. Le premier est le
cadre d’estimation non-aveugle dans lequel la PSF est suppose´e connue. Le deuxie`me est
le cadre d’estimation aveugle dans lequel la PSF est suppose´e inconnue.
Principales contributions
Nous donnons ici les principales contributions de cette the`se pour la restauration
d’image microscopique 3D en pre´sence d’aberrations optiques :
– Nous e´tudions l’impact des aberrations optiques sur le comportement de la re´ponse
impulsionnelle. En vue de limiter le nombre de parame`tres de la PSF lors de l’esti-
mation de celle-ci, nous e´tudions l’approximation gaussienne de la re´ponse impul-
sionnelle.
– Nous e´tudions les mode`les d’approximation du flou spatialement variable (SV) du
fait que l’utilisation d’une PSF diffe´rente en tout point de l’image est re´dhibitoire en
terme de temps de calcul. Nous montrons qu’un mode`le similaire a` celui pre´sente´
dans [Hirsch 2010] permet d’assurer un bon compromis entre le temps de calcul et
la pre´cision d’approximation. Dans ce mode`le, la PSF SV est approche´e par une
combinaison convexe d’un ensemble de PSF SI.
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– Nous proposons deux me´thodes rapides de restauration non-aveugle permettant l’in-
version du mode`le de flou SV conside´re´. La premie`re me´thode est adapte´e au bruit
gaussien pre´sent dans les images de microscopie de fluorescence a` champ large et la
deuxie`me me´thode est adapte´e au bruit poissonien pre´sent dans les images de micro-
scopie confocale. Nous comparons ces me´thodes avec l’une des me´thodes de l’e´tat
de l’art [Maalouf 2010].
– Nous proposons deux me´thodes de restauration aveugle dans lesquelles l’image nette
et l’ensemble des PSFs SI sont conjointement estime´es. Dans la premie`re me´thode,
nous ne conside´rons aucune parame´trisation de la PSF, nous estimons les intensite´s
des PSFs SI en chaque voxel de leur support afin de laisser une grande liberte´ sur la
forme de celles-ci. Dans la deuxie`me me´thode, nous conside´rons une parame´trisation
gaussienne des PSFs, nous estimons alors les parame`tres des fonctions gaussiennes.
Ceci re´duit le nombre de variables a` estimer et l’espace des solutions possibles, et
contraint aussi la forme des PSFs. Nous testons et comparons ces deux approches
d’estimation sur des images simule´es et re´elles de microscopie de fluorescence.
– Nous e´tudions mathe´matiquement la question de l’existence d’une solution au
proble`me de minimsation de fonctionnelle de´finie pour la restauration aveugle.
– Nous proposons de rajouter une contrainte de phase sur la PSF afin d’ame´liorer en-
core l’estimation de celle-ci.
Organisation du manuscrit
Nous de´composons ce manuscrit en quatre chapitres :
– Le premier chapitre introduit la microscopie de fluorescence, les diffe´rentes sources
de de´gradations dans celle-ci, et la formulation mathe´matique de ces de´gradations.
Nous pre´sentons e´galement un mode`le que nous utilisons dans cette the`se pour le
calcul nume´rique de la re´ponse impulsionnelle du microscope, qui prend en compte
les aberrations optiques. Nous e´tudions l’impact des aberrations sur le comportement
de la PSF et e´tudions l’approximation de cette dernie`re par une fonction gaussienne.
– Le deuxie`me chapitre est de´die´ a` la restauration non-aveugle de l’image de micro-
scopie de fluorescence. Dans ce chapitre, nous pre´sentons tout d’abord l’e´tat de l’art
sur les me´thodes de restauration. Nous pre´sentons ensuite notre approche de res-
tauration en pre´sence d’aberration dans laquelle la PSF SV est approche´e par une
combinaison convexe d’un ensemble de PSFs SI. Deux crite`res sont conside´re´s se-
lon que l’on s’inte´resse a` la microscopie a` champ large ou confocale. Pour chacun
d’eux, nous proposons un algorithme rapide d’optimisation adapte´. Nous appliquons
deux me´thodes rapides d’optimisation suivant le crite`re conside´re´. Nous comparons
finalement ces me´thodes a` l’une des me´thodes de l’e´tat de l’art sur des donne´es si-
mule´es et re´elles.
– Le troisie`me chapitre est consacre´ au proble`me de restauration aveugle dans le-
quel la PSF SV est suppose´e inconnue. Apre`s avoir pre´sente´ l’e´tat de l’art, nous
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pre´sentons deux me´thodes d’estimation jointe de la PSF SV et de l’image nette.
Dans la premie`re me´thode non-parame´trique, la PSF est estime´e en tout point de son
volume pour assurer une liberte´ d’e´volution de sa forme, tandis que dans la deuxie`me
me´thode parame´trique, la forme de la PSF est contrainte par la parame´trisation gaus-
sienne dans le but de re´duire le nombre de variables a` estimer et l’espace des solu-
tions possibles.
– Dans le quatrie`me chapitre, nous cloˆturons ce the`se en proposant certaines perspec-
tives de travail. En vue d’ame´liorer les me´thodes pre´ce´dentes, nous proposons de
contraindre encore la PSF en la mode´lisant par sa phase de de´focalisation (connue
par le syste`me optique) et sa phase d’aberration (inconnue). Une me´thode d’esti-
mation de la phase est ajoute´e a` l’estimation jointe du chapitre 2 afin de prendre en
compte des contraintes sur la PSF a` la fois dans le domaine spatial et dans le domaine
fre´quentiel.
CHAPITRE 1
Microscopie de fluorescence 3D
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Introduction
Permettant d’observer des cellules a` l’e´chelle de quelques centaines de nanome`tres,
la microscopie de fluorescence tridimensionnelle (3D) est devenue l’instrument incontour-
nable des biologistes. Ne´anmoins, l’utilisation d’un tel instrument reste aujourd’hui limite´e
a` cause des arte´facts que pre´sentent les images issues de ce syste`me optique. Ces arte´facts
lie´s aux proprie´te´s intrinse`ques des instruments optiques et aux proprie´te´s physiques des
capteur et du spe´cimen image´, sont ine´vitables. L’information mesure´e est principalement
entache´e par deux types de distorsions : un flou qui n’est pas homoge`ne dans le volume de
l’objet et un bruit qui de´pend de l’objet observe´. Afin de s’affranchir de ces distorsions et
obtenir une image de meilleure qualite´, il est essentiel de comprendre les origines de ces
distorsions. Le but de ce premier chapitre est alors de pre´senter tout d’abord le syste`me
de microscopie de fluorescence 3D et d’identifier ensuite les diffe´rentes sources de dis-
torsions qui peuvent affecter ces images. A` partir de cela, nous donnons une formulation
mathe´matique de la chaıˆne de de´gradation d’image qui sera conside´re´e dans cette the`se.
Enfin, nous pre´sentons quelques solutions mate´rielles qui ont e´te´ propose´es pour ame´liorer
la re´solution des images d’un tel instrument.
6 Chapitre 1. Microscopie de fluorescence 3D
1.1 Pre´sentation du syste`me
Le principe de fonctionnement de la microscopie de fluorescence [Fujimoto 2009]
est fonde´ sur le phe´nome`ne de fluorescence que posse`de certaines substances. Nous
de´finissons ici ce phe´nome`ne, ensuite nous introduisons les deux types de microscopies
de fluorescence auxquelles nous nous inte´ressons dans cette the`se : la microscopie de fluo-
rescence conventionnelle ou a` champ large et la microscopie de fluorescence confocale.
1.1.1 Phe´nome`ne de fluorescence
La fluorescence est une faculte´ de luminescence dont disposent certaines substances.
Elle est base´e sur une variation des niveaux d’e´nergie des mole´cules. Sous l’effet d’une irra-
diation lumineuse approprie´e, la mole´cule absorbe les photons et change d’e´tat e´nerge´tique.
Elle passe d’un e´tat d’e´quilibre a` e´tat excite´ et passe a` un niveau d’e´nergie supe´rieur.
Pour retrouver son e´tat fondamental, la mole´cule perd la meˆme quantite´ d’e´nergie ab-
sorbe´e par dissipation sous la forme d’e´mission d’un photon. Le diagramme de Jablonski
[Lakowicz 2006, Valeur 2012] pre´sente´ dans la figure 1.1 illustre cette variation de niveau
d’e´nergie aboutissant au phe´nome`ne de fluorescence.
L’e´nergie e´mise sous forme lumineuse (Eem ∝ 1λem , λem e´tant la longueur d’onde de
la lumie`re d’e´mission) est donc infe´rieure a` l’e´nergie d’excitation (Eex ∝ 1λex , λex e´tant
la longueur d’onde de la lumie`re d’excitation). En conse´quence, la longueur d’onde de
la lumie`re d’e´mission λem est toujours plus e´leve´e que la longueur d’onde de la lumie`re
d’excitation λex. On parle de de´placement spectral de Stokes [Lakowicz 2006] (voir figure
1.2).
FIGURE 1.1 – Diagramme de Jablonski des e´tats e´nerge´tiques de la fluorescence : En absor-
bant un photon, la mole´cule passe d’un e´tat d’e´quilibre S0 a` un niveau d’e´nergie supe´rieur
S2. Pendant cet e´tat d’excitation, la mole´cule perd une partie de son e´nergie par dissipation
et atteint le niveau d’e´nergie S1. Pour retrouver son e´tat fondamental S0, la mole´cule e´met
un photon avec une e´nergie Eem, qui est infe´rieure a` celle absorbe´e Eex.
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FIGURE 1.2 – De´placement de Stokes : Le spectre d’e´mission (la courbe en rouge) est
toujours de´cale´ par rapport au spectre d’excitation (la courbe en bleu) dans la direction des
longueurs d’onde λ supe´rieures.
1.1.2 Microscopie de fluorescence conventionnelle
L’imagerie de fluorescence est base´e sur le phe´nome`ne de fluorescence de´crit ci-dessus.
L’image collecte´e par le de´tecteur est forme´e par la lumie`re e´mise par un spe´cimen fluo-
rescent, apre`s sa stimulation par une onde d’excitation. Un marqueur fluorescent ou fluo-
rochrome est souvent utilise´ pour colorer l’e´chantillon, ce qui permet d’observer des struc-
tures cellulaires dans un spe´cimen translucide par augmentation du contraste. Ces fluoro-
chromes sont des substances chimiques capables d’e´mettre de la lumie`re de fluorescence
apre`s excitation lumineuse. Divers types de fluorochromes ont e´te´ de´veloppe´s par les bio-
logistes en fonction des applications et des proprie´te´s des mole´cules que l’on souhaite
observer. Par exemple, le DAPI est un fluorochrome qui est capable de se lier a` l’ADN, ce
qui permet de visualiser les noyaux des cellules.
Dans la microscopie de fluorescence conventionnelle, aussi appele´e a` champ large ou
a` epifluorescence, l’excitation de ces photons est re´alise´e par une source spectralement
e´tendue (lumie`re blanche). Tout fluorochrome se trouvant sur la trajectoire de cette lumie`re
e´met des photons dans toutes les directions. Seulement une partie de ces photons e´mis sera
collecte´e par l’objectif du microscope. L’ouverture nume´rique du microscope caracte´rise
le coˆne d’acceptance limite des photons (tout photon a` l’exte´rieur de ce coˆne ne participe
pas a` la formation de l’image), cf figure 1.5. Ces photons sont ensuite collecte´s par le
de´tecteur, une came´ra CCD (Charge-Coupled Device, ou dispositif a` transfert de charge) ou`
l’image sera forme´e. Une se´rie de coupes transversales du volume de l’objet est enregistre´e
sur le de´tecteur, ce qui permet d’obtenir une image de l’e´chantillon en trois dimensions
(3D). Cette technique de coupes se´rie´es optiques est re´alise´e par la variation du plan de
focalisation soit par le de´placement relatif de la platine portant l’e´chantillon, soit par le
de´placement de l’objectif.
Notons que les ondes d’illumination et de de´tection e´tant spectralement dissocie´es (cf.
figure 1.2), elles sont diffe´rencie´es par un dispositif optique (filtre dichroı¨que). Un miroir
dichroı¨que et un jeu de filtres optiques servent a` se´lectionner les longueurs d’onde d’exci-
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tation et d’e´mission et ainsi a` accorder le syste`me en fonction des spectres absorption et
d’e´mission du marqueur fluorescent.
Figure 1.3 (a) montre les chemins optiques pour la de´tection d’un point dans le plan
focal de l’objectif. Notons aussi que dans la microscopie conventionnelle, l’image d’un
point en dehors du plan de focalisation est aussi pre´sente dans le plan de de´tection. De
ce fait, l’image d’un plan, si elle contient bien l’information du plan observe´, est aussi
de´grade´e par les informations en provenance des autres plans.
1.1.3 Microscopie de fluorescence confocale
La microscopie confocale a` balayage laser (en anglais ”Confocal Laser Scanning Mi-
croscopy”, CLSM) [Inoue´ 2006, Pawley 2006] est venue pour pallier le de´faut de la micro-
scopie conventionnelle. En effet, dans la microscopie classique, l’ensemble du spe´cimen
est illumine´ et la lumie`re de fluorescence de´tecte´e provient de l’ensemble de l’e´chantillon.
L’ame´lioration de la re´solution en CLSM vient d’un filtrage spatial des photons. La lampe
d’illumination est remplace´e par une source cohe´rente, et un ste´nope´ (ou pinhole en an-
glais), place´ au foyer optique de l’objectif, ame´liore la focalisation du faisceau laser sur
l’e´chantillon. Un second ste´nope´, place´ au foyer optique conjugue´ de l’objectif, d’ou` le
nom de ”con-focal”, filtre les photons en provenance des plans non-focaux et a` destination
du de´tecteur (cf. figure 1.3 (b)). Le dispositif ainsi de´crit repre´sente une imagerie ponc-
tuelle (une zone infiniment petite), l’information bidimensionnelle est alors obtenue par
un balayage du faisceau laser sur l’ensemble de la zone d’analyse de l’e´chantillon. Le ba-
layage d’un plan se fait ligne par ligne suivant les axes (OX) et (OY ) par rotation des
miroirs des galvanome`tres. Le de´placement suivant l’axe optique (OZ) est effectue´ graˆce
au de´placement de l’objectif ou le spe´cimen, ce qui permet de reconstruire nume´riquement
l’image 3D par un ordinateur relie´ au microscope.
La microscopie confocale offre une re´solution axiale supe´rieure a` la microscopie
conventionnelle. Cependant le re´glage de l’ouverture du ste´nope´ la rend plus difficile a`
utiliser : si cette ouverture est trop petite, le de´tecteur ne captera pas assez de photons pour
former une image de bonne qualite´ en termes de rapport signal sur bruit ; si elle est trop
grande, le gain de re´solution sera diminue´ par la collection des photons hors du plan de
focalisation.
Dans cette the`se, nous nous inte´ressons principalement a` ce type d’instrumentation i.e.
microscopie de fluorescence confocale.
1.2 Les principales distorsions
Diffe´rents e´le´ments contribuent a` la distorsion de l’image de microscopie de fluores-
cence. Chaque e´le´ment ajoute des de´gradations provenant d’une construction imparfaite,
ou de phe´nome`nes physiques difficiles a` e´viter. L’image mesure´e pre´sente un flou et un
bruit qui peuvent eˆtre plus ou moins re´duits suivant les conditions d’acquisition. La figure
1.4 pre´sentant des coupes d’une image 3D de cellules d’une plante de muguet (convallaria
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(a) (b)
FIGURE 1.3 – Pre´sentation des principales techniques de microscopie de fluorescence. (a)
La microscopie a` champ large, (b) la microscopie confocale : le ste´nope´ filtre la lumie`re
provenant des plans hors-focalisation.
majalis) prise par un microscope confocal, illustre combien les images CLSM sont corrom-
pues par ces deux types de distorsions. Nous discutons dans cette section les origines de
ces distorsions.
FIGURE 1.4 – Coupes d’une image 3D de cellules de muguet (convallaria majalis) prise
avec un micoscope confocal de type LSM 780 c©INRA. Les parame`tres d’acquisition de
cette image sont les suivants : objectif a` immersion avec une ouverture nume´rique de 1.4,
les longueurs d’ondes d’e´mission et d’excitation sont respectivement centre´s a` 560nm et
600nm. Les pas d’e´chantillonnage radial et axial sont respectivement 50nm et 150nm, pour
respecter l’e´chantillonnage de Nyquist.
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1.2.1 Flou
Nous proposons ici de faire un tour sur les principales phe´nome`nes physiques contri-
buant a` l’apparition du flou sur les images de microscopie de fluorescence.
1.2.1.1 Diffraction
La diffraction [Sharma 2006] est un phe´nome`ne optique qui apparaıˆt lorsque la lumie`re
interagit avec des objets ou d’ouvertures de taille similaire ou plus petite que sa longueur
d’onde. En effet, lorsque la lumie`re provenant d’une source ponctuelle traverse une ouver-
ture circulaire de tre`s petite taille, elle ne produit pas un point lumineux comme image,
mais un disque central brillant entoure´ par de nombreux anneaux concentriques, comme
pre´sente´ dans la figure 1.6. Cette image de diffraction est connue sous le nom de ”taˆche
d’Airy”. La diffraction est conside´re´e comme l’une des sources de de´gradation les plus
importantes puisque tous les instruments optiques sont forme´s de petites ouvertures cir-
culaires. La microscopie de fluorescence en particulier posse`de un ensemble de lentilles
condense´es dans l’objectif dont la taille est limite´e par son ouverture nume´rique. Soient
θmax l’angle que forme, avec l’axe optique (OZ), le rayon le plus extreˆme pe´ne´trant dans
l’objectif et ni l’indice de re´fraction du milieu d’immersion. L’ouverture nume´rique que
l’on notre par NA pour ”Numerical Aperture” en anglais, refle`te la quantite´ de lumie`re qui
pe´ne`tre dans l’objectif (cf. figure 1.5). Elle s’exprime comme suit :
NA = nisin(θmax) (1.1)
Lorsque l’ouverture nume´rique est faible (i.e. NA ≤ 0,7), le syste`me est conside´re´ pa-
raxial et lorsqu’elle est e´leve´e (i.e. NA ≥ 0,7), le syste`me est conside´re´ non-paraxial
[Pankajakshan 2009a]. Un objectif est dit a` sec quand l’objectif et la lamelle sont se´pare´s
par de l’air (nair = 1). Il est dit a` immersion quand le milieu est de l’eau (neau = 1,33) ou
de l’huile (nhuile ≥ 1,5).
FIGURE 1.5 – L’ouverture nume´rique NA = ni sin(θmax) de´termine l’angle maximale θmax
que fait le rayon le plus e´carte´ possible qui peut rentrer dans l’objectif, avec l’axe optique
(OZ).
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FIGURE 1.6 – Image de diffraction : (a) image de la taˆche d’Airy en 2D, (b) repre´sentation
en 3D, la troisie`me dimension e´tant l’intensite´.
1.2.1.1.a Limite de re´solution
La re´solution late´rale du microscope est limite´e par la diffraction. La re´solution est
de´finie comme e´tant la distance minimale se´parant deux points discernables, lorsqu’ils sont
vus a` travers l’instrument. Le crite`re de Rayleigh est commune´ment utilise´ pour de´terminer
cette valeur. En d’autres termes, deux objets ponctuels sont tout juste re´solus suivant le
crite`re de Rayleigh, si le maximum central de la figure de diffraction du premier point
coı¨ncide avec le premier minimum de la figure de diffraction du second point (cf. figure
1.7). La re´solution peut varier suivant le type d’instrument. Nous donnons l’expression de
celle-ci telle qu’elle est pre´sente´e dans [De Meyer 2008] :
– Pour un microscope conventionnel, la re´solution late´rale est :
RWFMXY =
0,61λem
NA
(1.2)
– Pour un microscope confocal, la re´solution late´rale est :
RCLSMXY =
0,4λem
NA
(1.3)
avec λem la longueur d’onde de la lumie`re d’e´mission. Ainsi, le pouvoir de re´solution
late´rale d’un objectif est proportionnel a` la longueur d’onde de λem et inversement pro-
portionnel a` son ouverture nume´rique NA. Dans la pratique, des objectifs a` haute ouverture
nume´rique seront donc choisis pour re´duire la taille de la taˆche de diffraction et ame´liorer
la re´solution.
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(a) (b) (c)
(d) (e) (f)
FIGURE 1.7 – La re´solution est la capacite´ a` se´parer deux points discernables vus a` travers
le microscope. La premie`re ligne montre l’image de deux points vus a` travers un syste`me
limite´ par la diffraction, la deuxie`me ligne montre une ligne d’intensite´ de l’image 2D,
prise suivant l’axe (OX). ((a) et (d)) correspondent a` deux points re´solus, ((b) et (e)) cor-
respondent a` deux points qui touchent la limite de re´solution et ((c) et (f)) correspondent a`
deux points non-re´solus.
La re´solution axiale est donne´e par la profondeur de champ du microscope. Cette
dernie`re est aussi caracte´ristique de l’objectif. La profondeur de champ correspond a` la
zone de l’axe optique (OZ), pour laquelle des points de l’axe sont simultane´ment fo-
calise´s (i.e. l’image de tous ces points est conside´re´e comme nette), voir figure 1.8. Le
crite`re de Rayleigh (dans l’espace fre´quentiel) est souvent utilise´ pour de´terminer cette
valeur. La re´solution axiale de´pend aussi du type de syste`me et s’exprime comme suit
[De Meyer 2008] :
– Pour un microscope conventionnel :
RWFMZ =
2λemni
NA2
(1.4)
– Pour un microscope confocal :
RCLSMZ =
1,4λemni
NA2
(1.5)
La re´solution radiale est meilleure que la re´solution axiale pour les deux types de syste`mes
a` champ large et confocal. Le flou sera alors plus e´tale´ suivant l’axe (OZ) que suivant les
axes (OX) et (OY ).
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FIGURE 1.8 – Profondeur de champ : ensemble de points suivant l’axe (OZ) qui sont si-
multane´ment focalise´s.
1.2.1.2 De´focalisation
En microscopie optique, pour qu’une image soit nette, il faut que l’objet soit place´
dans le plan focal du syste`me optique. Lorsque celui-ci est de´cale´ du plan focal ou a une
e´paisseur importante, il en re´sulte une image floue (voir figure 1.9).
En microscopie a` champ large, e´tant donne´ que la totalite´ de l’e´chantillon est e´claire´e
par un faisceau de lumie`re blanche, la lumie`re collecte´e contient la fluorescence e´mise par
le plan focal mais aussi celle e´mise par les plans adjacents a` celui-ci. La lumie`re provenant
des plans non-focaux aboutit ainsi a` un flou de de´focalisation.
Le flou de de´focalisation est conside´rablement re´duit en microscopie confocale. En
effet, dans ce syste`me, l’e´chantillon, n’est plus e´claire´ par une lumie`re blanche mais par
un pointeur laser qui balaie l’e´chantillons plan par plan et point par point. L’excitation
n’est plus globale mais assimilable a` un point. De plus, la de´tection se fait a` travers un
ste´nope´ (”pinhole” en anglais) qui est place´ dans un plan focal conjugue´ au plan focal de
l’objectif. Ceci permet de rejeter la lumie`re provenant des plans non-focaux (voir figure
1.3 (b)). Ne´anmoins, bien que ce ste´nope´ re´duit conside´rablement le flou de de´focalisation,
il re´duit aussi le rapport signal sur bruit [Pankajakshan 2009a]. En effet, plus l’ouverture
du ste´nope´ est petite, plus la quantite´ de lumie`re transmise est faible, et plus le rapport
signal sur bruit est faible. Un des moyens les plus simples pour ame´liorer le rapport signal
sur bruit est d’allonger le temps d’acquisition et d’augmenter ainsi le nombre moyen de
photons. Cependant, ceci n’est pas la meilleure solution e´tant donne´ que la fluorescence
de´croıˆt avec le temps d’exposition (c’est le phe´nome`ne de photoblanchissement) et de´truit
les tissus vivants (c’est le phe´nome`ne de phototoxicite´).
14 Chapitre 1. Microscopie de fluorescence 3D
FIGURE 1.9 – Les lentilles composant l’objectif font concentrer la lumie`re provenant d’un
point source situe´ dans le plan focal (en rouge) en un point unique dans le plan confocal.
Cependant, l’e´mission de la lumie`re en dehors du plan de focalisation (en bleu) aboutit a`
un flou dans le plan de de´tection (plan confocal des lentilles).
1.2.1.3 Aberration
Il existe principalement deux types d’aberrations qui peuvent affecter la qualite´ d’une
image microscopique : les aberrations chromatiques et les aberrations ge´ome´triques.
1.2.1.3.a Aberrations chromatiques
Les aberrations chromatiques sont dues a` la de´composition de la lumie`re blanche en
plusieurs bandes de couleurs, chacune ayant une longueur d’onde diffe´rente. La lumie`re
sera alors focalise´e a` diffe´rentes positions suivant la longueur d’onde de la lumie`re. Ce
type d’aberrations est fortement re´duit en microscopie confocale graˆce a` l’utilisation d’une
lumie`re cohe´rente comme le laser, il ne reste que les aberrations chromatiques lie´es a`
la de´tection. En microscopie classique, lorsque une lumie`re blanche est utilise´e, ce type
d’aberration peut eˆtre corrige´e dans les objectifs dites apochromatiques.
1.2.1.3.b Aberrations ge´ome´triques
Les aberrations ge´ome´triques, appele´es aussi aberrations monochromatiques lie´es a` des
parame`tres ge´ome´triques comme l’angle d’inclinaison des rayons lumineux, sont plus im-
portants. En particulier, les aberrations sphe´riques sont les plus pre´ponde´rantes en micro-
scopie confocale. Ce type d’aberrations correspond a` un e´cart entre la marche the´orique
des rayons lumineux (pour laquelle le syste`me est re´gle´) et la marche re´elle des rayons, a`
cause du changement des indices de re´fractions entre les milieux traverse´s. Dans les condi-
tions ide´ales i.e. en absence de tout type d’aberrations, l’image d’une onde plane incidente
par une lentille ide´ale est une onde sphe´rique (cf. figure 1.10 (a)). Cependant, en pre´sence
d’aberrations, l’onde sortant du syste`me optique est de´forme´e et n’est plus sphe´rique. La
surface d’onde de´pend de la marche des rayons (cf. figure 1.10 (b)). Il est possible de
distinguer deux types de de´formations de surface d’onde :
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– De´formations dues a` la forme sphe´rique des lentilles : les rayons traversant la lentille
ne se focalisent pas au meˆme endroit a` cause de la diffe´rence d’e´paisseurs de la
lentille au bord et au centre. Ces aberrations peuvent eˆtre re´duites en utilisant des
lentilles dites asphe´riques.
– De´formations dues aux changements des indices de re´fraction entre les diffe´rents
milieux composant le syste`me : le milieu d’immersion de l’objectif, la lamelle et le
spe´cimen (voir figure 1.11). Chaque milieu est caracte´rise´ par un indice de re´fraction
(IR), donc par une vitesse de propagation de lumie`re. Lorsque la lumie`re traverse
l’interface (nomme´ dioptre) entre deux milieux d’IRs diffe´rents, elle est de´vie´e de sa
trajectoire initiale. La de´viation de´pendra de l’angle d’incidence du rayon et du rap-
port entre les IRs des deux milieux. Ces aberrations s’accentuent lorsque le spe´cimen
a` imager est non-homoge`ne (ayant diffe´rents IRs). Dans cette the`se, nous donnons
une attention particulie`re a` ce type d’aberrations dont l’impact sur la qualite´ d’image
est discute´ ci-dessous.
1.2.1.3.c Effets des aberrations sphe´riques
En microscopie de fluorescence, le milieu d’immersion est ge´ne´ralement choisi de sorte
que son IR soit le plus proche possible de celui de la lamelle (e.g. l’huile a un IR de
1.515 proche de celui du verre). Le changement d’IRs entre ces deux milieux est alors
ne´gligeable. Le changement d’IRs entre la lamelle et le spe´cimen n’est ge´ne´ralement pas
ne´gligeable et induit les effets suivants :
– Le rayon se focalise a` une position le long de l’axe (OZ), diffe´rente de ce qu’elle
devrait eˆtre dans un syste`me ide´al sans saut d’IR. La distance entre le bas de la la-
melle et le point de focalisation est appele´e position de focalisation nominale (en
anglais ”Nominal Focal Position (NFP)”), dans le cas d’un syste`me ide´al sans va-
riation d’IR (cf. figure 1.11) et position de focalisation re´elle (en anglais ”Actual
Focal Position (AFP)”) dans le cas d’un syste`me optique avec variation d’IRs. Le
de´calage de focalisation est la diffe´rence entre ces deux valeurs. Souvent, l’IR de
milieu d’immersion ni est plus grand que celui du spe´cimen ns, ce qui implique
d’apre`s la relation de Snell-Descartes ni sinθi = ns sinθs que θi ≤ θs. Cela veut dire
que le plan de focalisation observe´e est plus proche de la lamelle que celui observe´
dans un syste`me sans aberrations (cf. figure 1.11). La position de l’objet image´ va
paraıˆtre plus loin de la lamelle. En revanche, si ni est infe´rieur a` ns, la focalisation est
plus e´loigne´e de la lamelle que dans le cas d’un syste`me ide´al sans aberrations. La
position de l’objet observe´ sera alors plus proche de la lamelle que sa vraie position
qui correspond a` un syste`me sans aberrations.
– Le point image´ ne se trouve pas au plan de focalisation suppose´, ce qui conduit a`
l’augmentation du flou, notamment le flou de de´focalisation. De plus, pour la meˆme
raison, la lumie`re qui pe´ne`tre dans le ste´nope´ (pinhole) peut eˆtre moins importante
que dans un syste`me ide´al. Ceci re´duit a` la fois la re´solution spatiale et l’intensite´
observe´e.
Des illustrations de ces phe´nome`nes sont propose´es a` la section 1.4.2.
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(a)
(b)
FIGURE 1.10 – L’image d’une onde plane par un syste`me optique ide´al (sans aberrations
sphe´riques) est une onde sphe´rique (a). En pre´sence d’aberrations, la surface d’onde est
de´forme´e (b).
FIGURE 1.11 – Diffe´rence de marches des rayons lumineux a` travers les diffe´rentes couches
du syste`me (le milieu d’immersion et la lamelle sont suppose´s de meˆme IR, le spe´cimen
a un IR diffe´rent). Le rayon en rouge, correspondant a` un cas ide´al sans aberrations
sphe´riques, se focalise a` une position nominale (NFP). Le rayon en bleu, correspondant
aux conditions re´elles, en pre´sence d’aberrations sphe´riques, se focalise a` une position
re´elle (AFP).
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1.2.2 Bruit
En plus des de´formations liste´es ci-dessus, les images de microscopie de fluores-
cence sont essentiellement contamine´es par trois types de bruit : un bruit photonique lie´
a` l’e´mission de photons, un bruit thermique lie´ a` l’e´lectronique du capteur et un bruit de
fond lie´ aux interfe´rences de photons parasites. Ces types de bruit peuvent eˆtre plus ou
moins importants suivant le type de syste`me utilise´, confocal ou a` champ large.
1.2.2.1 Bruit de photon
Ce bruit est intrinse`que a` la nature photonique de la lumie`re. L’e´mission discre`te des
photons implique un processus de comptage au niveau du capteur qui suit une statistique
de Poisson. Autrement dit, a` partir de No photons e´mis suite a` une excitation lumineuse
d’un point, seulement Ni photons sont collecte´s au niveau du de´tecteur avec une probabilite´
distribue´e suivant une loi de Poisson de moyenne et de variance No (i.e. Ni ∼ Poisson(No)).
Ce type de bruit est important lorsque l’intensite´ de la lumie`re mise en oeuvre est faible.
Les images de microscopie confocale sont en particulier domine´es par ce type de bruit
e´tant donne´ que le nombre de photons atteignant le de´tecteur est limite´ par l’ouverture du
ste´nope´. En revanche, en microscopie a` champ large, la totalite´ de l’e´chantillon est illu-
mine´e, le flux de photons qui arrive au de´tecteur, est alors e´leve´. Dans ce cas, la statistique
poissonienne tend vers une statistique gaussienne de moyenne et de variance de´pendant du
signal.
1.2.2.2 Bruit de de´tecteur
Ce bruit est d’origine thermique, lie´ a` l’e´lectronique du capteur. Il est duˆ a` l’agitation
naturelle des e´lectrons, qui augmente avec la tempe´rature du capteur, conduisant ainsi a`
l’apparition d’e´lectrons parasites au niveau du capteur. Le bruit re´sultant est e´galement
appele´ bruit d’obscurite´. Il est ge´ne´ralement mode´lise´ par une statistique gaussienne dont
la moyenne et la variance peuvent eˆtre facilement estime´es par l’estimateur de Maximum
de Vraisemblance (MV) [Pankajakshan 2009a]. Aujourd’hui, il existe plusieurs techniques
permettant de re´duire efficacement ce bruit, par exemple par refroidissement du capteur.
1.2.2.3 Bruit de fond
Ce bruit est duˆ a` la pre´sence de photons parasites dans le syste`me, soit par auto-
fluorescence, soit par re´flexion de la lumie`re, ou encore par diffusion des fluorescences
dans l’e´chantillon. Ces photons parasites se superposent avec ceux provenant des fluo-
rochromes excite´s, re´sultant ainsi en une information entache´e. En effet, meˆme dans un
endroit ou` il n’y a aucun objet visible, il y a toujours quelque faible luminosite´ en raison
de la diffusion de la lumie`re. Le bruit de fond est plus conside´rable dans les images de
microscopie a` champ large ou` tous les fluorochromes situe´s sur le trajet lumineux sont
excite´s. Le bruit de fond est ge´ne´ralement approche´ par une constante qui peut eˆtre estime´e
a` partir d’une re´gion ne contenant pas de signal.
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Pour conclure cette section, nous notons que d’autres types de fluctuations comme le
bruit de lecture, le photoblanchissement, etc, peuvent apparaıˆtre dans les images de micro-
scopie de fluorescence. Nous nous limitons dans ce travail aux types de distorsions de´crites
dans cette section.
1.3 Formulation mathe´matique
Apre`s avoir identifie´ les diffe´rentes sources de de´gradation en microscopie de fluo-
rescence, nous en donnons dans cette section la mode´lisation mathe´matique couramment
adopte´e dans la litte´rature. Nous montrons sur la figure 1.12 un sche´ma simple de la chaıˆne
de de´gradation d’image que nous formulons par une expression mathe´matique. Pour ce
faire, nous introduisons dans le paragraphe suivant quelques notations mathe´matiques.
FIGURE 1.12 – Chaıˆne de de´gradation d’image en microscopie de fluorescence.
1.3.1 Notations mathe´matiques
Soient les notations suivantes :
– O un ensemble borne´ de R3, qui de´signe l’espace objet, celui-ci correspond au sup-
port de l’objet avant de´gradation.
– I un ensemble borne´ de R3, qui de´signe l’espace image, celui-ci correspond au
support de l’image recueillie au niveau du de´tecteur.
– f ∈L 1 (O, R+ ) repre´sente l’image originale. Celle-ci correspond a` la fluorescence
de l’objet ou le nombre de photons qui partent de l’objet.
– H˜ : L 1 (O, R+ )→ L 1 (I , R+ ) un ope´rateur qui mode´lise les de´gradations de
l’optique (i.e. le flou essentiellement),
– q∈L 1 (I , R+ ) est l’image de´grade´e par l’optique avant discre´tisation. Celle-ci est
l’image de f par l’ope´rateur H˜ i.e. q = H˜ ( f ).
– I d un ensemble borne´ de N3, qui de´signe l’espace image discre´tise´. Celui-ci cor-
respond au support de l’image discre`te forme´e au niveau du de´tecteur.
– qd : I d → R+ est une version discre´tise´e de l’image floue q. En effet, les donne´es
enregistre´es au niveau du capteur sont e´chantillonne´es : l’intensite´ est enregistre´e
pour un nombre fini de points de l’espace image. Pour chaque voxel i ∈ I d , l’in-
tensite´ enregistre´e au niveau du capteur correspond au nombre de photons dans un
volume e´le´mentaire Vi i.e. qd(i) =
∫
Vi
q(u)du =
∫
Vi
H˜ ( f )du, ∀i ∈I d .
– g : I d → N est l’image floue et bruite´e forme´e au niveau du capteur. Celle-ci suit
une statistique de bruit que l’on note par N (.) qui de´pend des intensite´s de qd i.e.
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g ∼ N (qd).
Nous explicitons dans ce qui suit l’ope´rateur de flou H˜ et la statistique de bruit N (.), ce qui
nous permet d’e´crire le mode`le de de´gradation final.
1.3.2 Mode`le de flou
La fonction d’e´talement de point (”Point Spread Function (PSF)” en anglais) ou
re´ponse impulsionnelle est la re´ponse du syste`me optique a` une distribution d’intensite´
ponctuelle (distribution de Dirac) dans le volume de l’objet. Elle mode´lise toutes les dis-
torsions que subit le front d’onde en provenance d’un point source dans l’objet, apre`s avoir
traverse´ les diffe´rentes couches du syste`me optique. Nous notons par h˜(u,u′), la re´ponse
du syste`me a` une impulsion place´e au point u′ = (x′,y′,z′) dans le volume de l’objet O ,
exprime´ en un point u = (x,y,z) dans l’espace du de´tecteur I . Elle est positive et norma-
lise´e :
h˜ :I ×O → R+(
u,u′
) 7→ h˜(u,u′) (1.6)∫
I
h˜
(
u,u′
)
du = 1, ∀u′ ∈ O (1.7)
A` cause des aberrations optiques, la PSF varie suivant la position du point source dans le
domaine objet (ceci sera illustre´ dans le paragraphe 1.4.2). L’image floue q de´pendra de
toutes ces PSFs ainsi que de l’intensite´ de l’image originale :
q(u) = H˜ ( f )(u) =
∫
O
h˜
(
u,u′
)
. f
(
u′
)
du′ (1.8)
Lorsque les indices de re´fraction varient en strates ou en couches planes, la PSF varient
uniquement en profondeur (un exemple de syste`me a` deux couches est : le milieu d’im-
mersion a un IR similaire a` celle de la lamelle et le spe´cimen est homoge`ne avec un IR
diffe´rent). L’expression (1.8) s’e´crit :
q(x,y,z) =
∫
O
h˜
(
x,y,z,x′,y′,z′
)
. f
(
x′,y′,z
)
dx′ dy′ dz′
=
∫
O
h˜
(
x− x′,y− y′,z,z′) . f (x′,y′,z) dx′ dy′ dz′ (1.9)
Comme la PSF est invariable suivant les axes (OX) et (OY ), la de´gradation par H˜ revient
a` calculer de multiples convolutions bidimensionnelles. Ces convolutions doivent eˆtre cal-
cule´es pour chaque z′ et z, les coordonne´es axiales des espaces objet et image respective-
ment. Le calcul de cette ope´ration est couˆteux en temps de calcul (la complexite´ de calcul
est de l’ordre de O
(
n2z nx nylog(nx ny)
)
). C’est pourquoi dans de nombreux travaux, la PSF
est suppose´e stationnaire i.e. la PSF ne de´pend pas des coordonne´es objet. La relation
pre´ce´dente s’e´crit alors sous forme d’un produit de convolution.
Dans un produit de convolution, l’image f et la PSF stationnaire h sont suppose´es
de´finies sur R3 afin de pouvoir utiliser la proprie´te´ de la transforme´e de Fourier (TF) (voir
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l’e´quation (1.11)). Le produit de convolution de f et h s’e´crit alors comme suit :
H ( f )(u) =
∫
R3
h
(
u−u′) . f (u′) du′
=
∫
R3
h
(
u′
)
. f
(
u−u′) du′ (1.10)
avec H l’ope´rateur de flou stationnaire. L’avantage du produit de convolution est de re´duire
conside´rablement la complexite´ de calcul. En effet, le produit de convolution devient une
simple multiplication point a` point dans l’espace de Fourier :
T F (H ( f ))(k) = T F (h)(k) .T F ( f )(k) (1.11)
ou` k ∈ R3 sont les coordonne´es tridimensionnelles dans l’espace de Fourier et T F ( f )
de´signe la transforme´e de Fourier de f et se calcule comme suit :
T F ( f )(k) =
∫
R3
f (u) .e− j k u du (1.12)
avec j le nombre complexe tel que j =
√−1.
1.3.2.1 Notations discre`tes
Comme les observations sont discre`tes, l’image que l’on cherche a` reconstruire
nume´riquement est aussi discre`te et de meˆme taille que l’image observe´e. En effet, nous
conside´rons l’approximation suivante : les volumes Si e´tant de meˆme taille (|Vi| = 1, ∀i ∈
I d), nous avons :
qd(i) =
∫
Vi
q(u)du = |Vi|q(i) = q(i), ∀i ∈I d (1.13)
Nous introduisons les notations suivantes en discret :
– f :I d → R+ la version discre`te de f ,
– h˜ :I d×I d → R+ la version discre`te de la PSF spatialement variable h˜,
– h :I d → R+ la version discre`te de la PSF spatialement invariable h,
– H˜(.) l’ope´rateur de flou spatialement variable de´fini pour des fonctions a` variables
discre`tes (H˜(f) = ∑
i′∈N3
h˜(i, i′) .f (i′) , i ∈I d),
– H(.) l’ope´rateur de flou spatialement invariable de´fini pour des fonctions a` variables
discre`tes (H(f) = ∑
i′∈N3
h˜(i− i′) .f (i′) , i ∈I d).
En discret, il est parfois plus commode d’exprimer le produit de convolution sous forme
d’une multiplication matrice-vecteur. Les voxels de l’image discre`te sont range´es, en sui-
vant l’ordre lexicographique, dans un vecteur que l’on note par f ∈ Rn, avec n la taille de
l’image. Les coefficients de la PSF sont range´s dans une matrice de taille n×n que l’on
note par H. Elle est circulante par blocs circulants par blocs circulants (duˆ a` la dimension
3). La convolution circulaire est alors calcule´e par la multiplication matrice-vecteur sui-
vante Hf. Les roˆles peuvent eˆtre inverse´s et la convolution circulaire peut eˆtre mode´lise´e
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comme suit Fh ou` F ∈Rn×Rn est une matrice qui repre´sente la convolution par l’image f
et h ∈ Rn est un vecteur qui repre´sente la PSF.
Dans le cas d’un flou spatialement variable comme donne´ par l’e´quation (1.8) en
continu, l’ope´ration de de´gradation peut e´galement eˆtre exprime´e en discret par une multi-
plication matrice-vecteur H˜ f, la matrice H˜, contenant les coefficients des diffe´rentes PSFs,
n’est pas force´ment circulante.
Nous conside´rons dans ce travail, le cas d’un flou variable en profondeur comme donne´
par l’e´quation (1.9). Nous proposons dans le chapitre suivant une approximation de cette
ope´ration de de´gradation afin de re´duire le couˆt calculatoire et en vue de re´duire le nombre
de variables inconnues lors de l’estimation de la PSF.
1.3.3 Mode`le de bruit
Nous de´finissons ici le mode`le de bruit que nous conside´rons dans cette the`se. Comme
nous l’avons vu dans la sous-section 1.2.2, il existe essentiellement trois types de bruit qui
peuvent entacher l’imagerie de microscopie de fluorescence : le bruit photonique, le bruit
de de´tecteur et le bruit de fond.
Le bruit photonique (cf. paragraphe 1.2.2.1), duˆ a` la nature photonique de la lumie`re,
est ine´vitable et mode´lise´ par une statistique de Poisson. Concernant le bruit de de´tecteur
(cf. paragraphe 1.2.2.2), il est souvent suppose´ blanc gaussien de moyenne nulle et de
variance identique sur tous les pixels. Le bruit de de´tecteur peut eˆtre aise´ment atte´nue´
par un pre´-re´glage du de´tecteur et par sa maintenance a` une tempe´rature ade´quate pour
l’acquisition. C’est pourquoi, nous ne le prenons pas en compte dans notre mode´lisation.
Des mode`les de bruit plus e´labore´s comme un me´lange de bruit gaussien-poissonien sont
pre´sente´s par exemple dans [Paul 2010, Luisier 2011]. L’estimation des parame`tres d’un
tel mode`le a fait l’objectif de nombreux travaux, nous citons par exemple [Jezierska 2011]
ou` une me´thode fonde´e sur l’algorithme d’Espe´rance-Maximisation a e´te´ de´veloppe´e. Un
mode`le plus complet ade´quat pour la simulation de bruit en microscopie confocale, incluant
toute la chaıˆne de distorsion (y compris le bruit d’e´chantillonnage, de quantifications, etc),
est pre´sente´ dans [Herberich 2012a].
Le bruit de fond (cf. paragraphe 1.2.2.3), suppose´ homoge`ne et invariable dans tout le
volume, est approche´ par une constante bg > 0 de faible valeur. Cette constante peut eˆtre
facilement estime´e a` partir d’une re´gion ne contenant pas l’objet (en prenant simplement
la moyenne des voxels dans cette re´gion).
Ainsi, le processus d’acquisition de chaque voxel i ∈ I d suit une loi de Poisson de
parame`tre qdi +bg.
De´finition 1. On dit que la variable ale´atoire X suit une loi de Poisson de parame`tre
λ et on e´crit X ∼P (λ ), lorsque les valeurs de X sont les entiers naturels a et la loi de
probabilite´ de X est de´finie par :
Pr (X = a) = e−λ
λ a
a!
(1.14)
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Les observations g(i), i ∈I d repre´sentent un nombre de photons et sont donc dans N.
g(i) est une re´alisation d’un processus de Poisson de moyenne et variance qdi +bg :
g (i)∼P
(
qdi +bg
)
∼P
∫
Vi
H˜ ( f )(u)du+bg
 (1.15)
La probabilite´ conditionnelle de g(i) s’e´crit alors comme suit :
Pr
g(i)/∫
Vi
H˜( f )(u)du+bg
=
(∫
Vi
H˜( f )(u)du+bg
)g(i)
e
−
(∫
Vi
H˜( f )(u)du+bg
)
g(i)!
(1.16)
E´tant donne´ que les observations g(i) sont inde´pendantes deux a` deux, la probabilite´ jointe
conditionnelle s’e´crit :
Pr(g/ f , H˜) = ∏
i∈I d
Pr
g(i)/∫
Vi
H˜( f )(u)du+bg

= ∏
i∈I d
(∫
Vi
H˜( f )(u)du+bg
)g(i)
e
−
(∫
Vi
H˜( f )(u)du+bg
)
g(i)!
(1.17)
En discret, l’e´quation ci-dessus s’e´crit comme suit :
Pr(g/f, H˜) == ∏
i∈I d
(
H˜(f)(i)+bg
)g(i)
e−(H˜(f)(i)+bg)
g(i)!
(1.18)
1.4 Mode´lisation de la PSF
Nous nous inte´ressons maintenant a` la mode´lisation de la PSF. La mesure de la PSF
est possible en pratique [Cole 2011], en observant des billes fluorescentes qui ont une taille
proche de la limite de re´solution du syste`me, jouant le roˆle de d’un Dirac. Cependant,
cette mesure est limite´e, car le signal est ge´ne´ralement tre`s faible par rapport au bruit.
On pre´fe`re donc parfois utiliser un mode`le permettant le calcul the´orique de la PSF. Si
l’avantage de ce mode`le est l’absence de bruit, son de´faut est de ne pas prendre en compte
la nature souvent tre`s complexe du syste`me d’acquisition. Il existe plusieurs mode`les de
PSF the´oriques qui ont e´te´ e´tablis dans la litte´rature en se basant sur l’optique ge´ome´trique.
Ils diffe`rent principalement dans la pre´cision qu’ils offrent et dans le couˆt calculatoire. Ils
peuvent eˆtre divise´s en deux familles :
– les mode`les vectoriels tels que [Richards 1959, To¨ro¨k 1995, Haeberle 2004], prenant
en compte la polarisation de la lumie`re, sont les plus pre´cis et les plus couˆteux en
termes de temps de calcul.
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– les mode`les scalaires tels que [Hopkins 1955, Stokseth 1969, Gibson 1989,
Born 2003], ayant une repre´sentation relativement simple, sont moins pre´cis et plus
rapides a` calculer.
La seconde famille est plus utilise´e par la communaute´ puisqu’elle pre´sente un couˆt
calculatoire relativement faible pour une pre´cision proche de celle de la premie`re famille.
Historiquement, l’e´tude de ces mode`les a commence´ dans les anne´es cinquante
[Hopkins 1955, Born 1959]. Les premiers mode`les ne prennent pas en compte les aber-
rations dues aux changements d’IRs entre les diffe´rents milieux du syste`me [Gibson 1989,
Hopkins 1955]. Re´cemment, ces aberrations ont e´te´ introduites ou` seules les changement
d’IRs entre trois milieux plans (i.e. le milieu d’immersion, la lamelle et le spe´cimen
qui est suppose´ homoge`ne) sont conside´re´s [Frisken Gibson 1991, Booth 1998]. L’e´tude
autour de ce sujet a ensuite progresse´ en proposant une mode´lisation des aberrations
dans un spe´cimen he´te´roge`ne (ayant un IR variable) [Hiware 2011]. Une bonne pre´cision
de mode´lisation a e´te´ obtenue par une technique dite de trace´ de rayon [Sharma 1982,
KAM 2000, Kam 2001]. L’ide´e est de calculer la trajectoire du rayon lumineux depuis
l’illumination jusqu’a` la de´tection au niveau du capteur. Ne´anmoins, la mise en place de
cette technique ne´cessite la connaissance de l’IR en tout point de l’objet, ce qui est au-
jourd’hui irre´alisable en pratique. Par ailleurs, meˆme si la distribution d’IR de l’objet est
disponible, le calcul du trace´ des rayons est tre`s complexe et de´pend de la ge´ome´trie de
l’objet.
Nous utilisons un mode`le scalaire se basant sur l’approximation de Stokseth
[Stokseth 1969] pour la ge´ne´ration de PSFs et la simulation d’image floue de microsco-
pie de fluorescence. Un terme d’aberration lie´ aux variations d’IRs [Booth 1998] est ajoute´
a` ce mode`le comme de´crit dans [Pankajakshan 2009a]. L’avantage de ce mode`le est qu’il
offre une pre´cision de mode´lisation proche de celle des mode`les vectoriels pour un temps
de calcul relativement faible. Nous notons dans la suite par ht la PSF calcule´e par un tel
mode`le, soient htWFM pour un syste`me a` champ large et htCLSM pour un syste`me confocal.
Nous e´tudions ensuite le comportement de la PSF en fonction des aberrations. E´tant donne´
que le mode`le the´orique pre´sente certaines limitations comme la de´pendance de plusieurs
parame`tres inaccessibles en pratique, et la lenteur de calcul, nous proposons de l’appro-
cher par une fonction gausssienne donne´e par quelques parame`tres (trois ou quatre). Nous
e´tudions cette approximation en pre´sence des aberrations sphe´riques.
1.4.1 Mode`le de Stokseth
Les microscopes de fluorescence sont caracte´rise´s par deux types de de´formations :
de´formation de la lumie`re d’illumination et de´formation de la lumie`re de de´tection. La
PSF d’intensite´ arrivant sur le de´tecteur s’e´crit [Egner 2006] :
ht(x, y, z) ∝| hill(x, y, z) |2| hdet(x, y, z) |2, (1.19)
ou` hill(x, y, z) ∈ C appele´e PSF cohe´rente d’illumination, correspond a` l’amplitude de
l’onde d’illumination et hdet(x, y, z) ∈ C appele´e PSF cohe´rente de de´tection, est l’am-
plitude de l’onde de de´tection.
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Dans le microscope a` champ large, tous les points de l’objet sont e´claire´s simul-
tane´ment par une lumie`re blanche. L’amplitude de l’onde d’illumination hill est alors sup-
pose´e constante d’apre`s la the´orie e´tablie dans [Born 1999]. La PSF d’un microscope a`
champ large peut alors s’e´crire comme suit [Born 1999, Egner 2006] :
htWFM(x, y, z) ∝| hdet(x, y, z) |2 (1.20)
Dans le microscope confocal, un ste´nope´ est utilise´ afin de limiter la lumie`re hors-
focalisation. La PSF d’un microscope confocal est alors exprime´e comme suit :
htCLSM(x, y, z) ∝| hill(x, y, z) |2
(
D(x, y)∗ | hdet(x, y, z) |2
)
(1.21)
ou` D(x, y) est une fonction qui caracte´rise l’ouverture du ste´nope´. Elle tend vers une dis-
tribution de Dirac pour des faibles ouvertures du ste´nope´ (autour de 1AU 1). La PSF se
simplifie alors comme suit :
htCLSM(x, y, z) ∝| hill(x, y, z) |2| hdet(x, y, z) |2 (1.22)
Lorsque les longueurs d’onde d’illumination et de de´tection sont assez proches, hill
et hdet peuvent eˆtre suppose´es e´gales, il s’ensuit alors | hill(x, y, z) |2'| hdet(x, y, z) |2
[Egner 2006]. L’expression ci-dessus de la PSF du microscope confocal devient :
htCLSM(x, y, z) ∝| hill(x, y, z) |4'| hdet(x, y, z) |4 (1.23)
1.4.1.1 Expression de la PSF cohe´rente
Notons par hA la PSF cohe´rente associe´e a` une longueur d’onde donne´e λ (celle-ci
correspond a` hill pour une illumination et a` hdet pour une de´tection). On a donc :
htWFM(x, y, z) ∝| hA(x, y, z) |2 (1.24)
htCLSM(x, y, z) ∝| hA(x, y, z) |4 (1.25)
L’e´tude pre´sente´e dans [Stokseth 1969] montre que celle-ci peut eˆtre calcule´e a` partir de
la transforme´e de Fourier inverse d’une fonction que l’on notera par P(.), dite fonction
pupille. Cette dernie`re correspond a` l’amplitude et la phase du front d’onde produit par un
point source a` la sortie de l’objectif [Stokseth 1969] :
hA (x, y,z) = T F−12D (P(kx, ky,z))
=
∫
ky
∫
kx
P(kx, ky,z)exp( j (kxx+ kyy))dkx dky (1.26)
1. AU : Airy Unit en anglais. C’est une unite´ de mesure de diame`tre du ste´nope´ (pinhole) en microscopie
confocale. Elle correspond au diame`tre du disque d’Airy du microscope. Sa valeur diffe`re suivant les proprie´te´s
du syste`me conside´re´. Elle s’exprime en fonction de la longueur d’onde d’excitation λex, et de l’ouverture
nume´rique NA du syste`me comme suit : 1AU = 1.22λexNA nm
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ou` (x, y, z) ∈ R3 et (kx,ky,kz) ∈ R3 sont respectivement les coordonne´es spatiales et
fre´quentielles. La fonction pupille P(kx, ky,z) de´crit alors les diffe´rentes turbulences af-
fectant le front d’onde en traversant les interfaces du syste`me optique. Elle est exprime´e en
fonction de la coordonne´e z correspondant a` la position du plan de focalisation :
P(kx, ky, z) = A(θi)exp( jk0ϕ (θi, θs, z)) χC (kx, ky) (1.27)
avec
– k0 =
2pi
λ
le nombre d’onde de la lumie`re se propageant dans le vide,
– θs l’angle que fait le rayon lumineux se propageant dans le spe´cimen avec l’axe
optique (OZ),
– θi l’angle que fait le rayon lumineux propageant dans le milieu d’immersion avec
l’axe optique (OZ) (cf. figure 1.11). Ce dernier est infe´rieur a` l’angle d’incidence
maximal θmax donne´ par l’ouverture nume´rique de l’objectif (θi < θmax), cf. figure
1.5. L’angle θi est lie´ aux coordonne´es fre´quentielles kx et ky par la relation θi =
arcsin

√
k2x + k2y
ki
, avec ki = 2pi niλi le nombre d’onde de la lumie`re se propageant
dans le milieu d’IR ni.
– A(θi) est une fonction dite fonction d’apodisation de l’objectif qui s’exprime comme
suit :
A(θi) =

√
cos(θi) pour une illumination
1√
cos(θi)
pour une une de´tection
(1.28)
– χC est une fonction indicatrice qui repre´sentent la quantite´ de lumie`re qui rentre dans
l’objectif :
χC (kx, ky) =
{
1 Si (kx, ky) ∈C
0 Sinon
(1.29)
avec C = {(kx, ky) ∈R2;
√
k2x + k2y < k0 NA} le support de la fonction pupille (limite´
par l’ouverture nume´rique de l’objectif).
– ϕ (θi, θs, z) est une phase mode´lisant les diffe´rents types de distorsions que su-
bit le front d’onde en traversant le syste`me. Elle est de´compose´e en deux termes
[Pankajakshan 2009a] :
ϕ (θi, θs, z) = ϕd (θi, z)+ϕa (θi, θs) (1.30)
Le premier terme ϕd (θi, z) est lie´ au phe´nome`ne de de´focalisation explique´e dans le
paragraphe 1.2.1.2 et le second terme ϕa (θi, θs) est lie´ aux aberrations sphe´riques
explique´es dans le paragraphe 1.2.1.3. La fonction indicatrice (e´quation (1.27)) tra-
duit la quantite´ de lumie`re qui rentre dans l’objectif. Nous donnons dans ce qui suit
l’expression de chacun de ces termes.
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1.4.1.2 Phase de de´focalisation
D’apre`s [Stokseth 1969], l’expression de ϕd (θi, z) est donne´e par :
ϕd (θi, z) = ni
(√
t2+2 t z+(zcosθi)2− tzcosθi
)
(1.31)
ou` t est la distance entre l’objectif et un point image.
En effectuant un de´veloppement limite´, il est montre´ que pour des faibles valeurs de θi,
l’expression ci-dessus se simplifie comme suit :
ϕd (θi, z)' ni z(1− cosθi), θi 1 (1.32)
1.4.1.3 Phase d’aberrations
Cette phase mode´lise la diffe´rence de chemins optiques entre les conditions ide´ales
suppose´es par le constructeur, et les conditions re´elles d’observation. L’expression de la
phase d’aberration a e´te´ e´tablie dans [Booth 1998, Jacobsen 2011, Egner 2006] pour un
syste`me optique a` deux couches : le milieu d’immersion a un IR que l’on note par ni, et le
spe´cimen a un IR que l’on note par ns. Elle est exprime´e comme suit :
ϕa (θi, θs) = d (nscosθs−nicosθi) (1.33)
ou` d est la distance de focalisation nominale. Cette expression peut s’e´tendre facilement a`
un syste`me a` K couches :
ϕa (θ1, ..., θK , d2, ...,dK) =
K−1
∑
k=1
dk+1 (nk+1cosθk+1−nkcosθk) (1.34)
ou` nk, θk, dk, k ∈ {1, ..., K} sont respectivement l’IR, l’angle de propagation, et l’e´paisseur
du ke´me milieu. Nous e´tudions dans le paragraphe suivant l’impact des aberrations
sphe´riques sur la PSF dans le cas d’un syste`me a` deux couches.
Remarque 1. Une autre formulation de la PSF the´orique, largement utilise´e dans la
litte´rature, est celle propose´e par Born et Wolf [Born 1959]. Elle a e´te´ modifie´e par Gib-
son et Lanni pour inclure les aberrations sphe´riques [Frisken Gibson 1991]. Dans cette
formulation, la PSF cohe´rente s’e´crit comme suit :
hA (x, y,z) =
B
z
∫
0
1
J0
(
k0aρ
√
x2+ y2
z
)
exp( jW (ρ))ρdρ (1.35)
avec B une constante, ρ =
√
kx2+ ky2, a une constante qui correspond au rayon de l’ou-
verture de l’objectif (exprime´ dans le plan focal arrie`re), J0 (.) la fonction de Bessel
de premie`re espe`ce et d’ordre zero, et W (ρ) la phase d’aberration. La comparaison de
cette formulation avec celle de Stokseth est pre´sente´e dans [Gibson 1989]. La principale
diffe´rence entre ces deux formulations est que dans la formulation de Born et Wolf, la foca-
lisation sur un plan Z se fait par le de´placement du de´tecteur, l’objet e´tant fixe´, tandis que
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Cadre 1 Re´sume´ du mode`le the´orique de PSF
– En microscopie a` champ large : htWFM(x, y, z) ∝| hA(x, y, z) |2.
– En microscopie confocale : htCLSM(x, y, z) ∝| hA(x, y, z) |4.
avec :
hA (x, y,z) =
∫
ky
∫
kx
P(kx, ky,z)exp( j (kxx+ kyy))dkx dky,
P(kx, ky, z) = A(θi)exp( jk0ϕd (θi, z)+ϕa (θi, θs)) χC (kx, ky) ,
ϕd (θi, z)' ni z(1− cosθi),
ϕa (θi, θs) = d (nscosθs−nicosθi) ,
χC (kx, ky) =
{
1 Si (kx, ky) ∈C
0 Sinon
, avec C = {(kx, ky) ∈ R2;
√
k2x + k2y < k0 NA}.
la formulation de Stokseth correspond a` un microscope avec un de´tecteur fixe et un objet
en mouvement. Le mouvement de l’objet donne a` la variation de la distance entre l’objet
et la lamelle, ce qui aboutit a` une expression de PSF diffe´rente de celle de la mode´lisation
de Born et Wolf ou` cette distance est invariable. Ceci est de´montre´ dans [Gibson 1989].
Le second type de syste`me est plus fre´quemment rencontre´ en microscopie 3D. Notons que
dans certains autres types de syste`me, le de´placement en Z se fait par le mouvement de
l’objectif, ce qui re´sulte en les de´placements relatives de l’objet et du de´tecteur.
1.4.2 E´tude des PSFs avec aberrations
Afin de pouvoir pallier le phe´nome`ne d’aberration, il est important de comprendre son
impact sur la PSF. Pour ce faire, nous e´tudions ici la variation de la PSF en fonction des
aberrations. Nous conside´rons deux cas :
– un syste`me optique paraxial avec une ouverture nume´rique de 0.6,
– un syste`me optique non-paraxial avec une ouverture nume´rique de 1.4.
Nous ge´ne´rons pour ces deux types de syste`me des PSFs a` diffe´rentes profondeurs entre
0µm et 60µm. L’excitation et l’e´mission sont suppose´es a` des longueurs d’onde res-
pectives de λex = 560nm,λem = 600nm. Les pas d’e´chantillonnage late´ral et axial sont
respectivement 50nm et 150nm. Ces valeurs des pas sont choisies par le crite`re de Ny-
quist [Pankajakshan 2009a]. Comme le flou est plus important en Z qu’en (X , Y ), le pas
d’e´chantillonnage axial est plus grand que le pas d’e´chantillonnage radial. L’objectif, sup-
pose´ d’un grossissement de 100X , est plonge´ dans l’huile d’IR 1.515. L’IR du spe´cimen est
suppose´ le meˆme dans tout le volume de l’objet mais de valeur variable entre 1.33 et 1.515
suivant le test conside´re´ afin de simuler de fortes ou de faibles aberrations. Par exemple,
dans le premier test, nous avons conside´re´ une valeur de 1.33 pour simuler de fortes aber-
rations. Pour cette configuration, nous avons calcule´ par le mode`le pre´sente´ dans 1.4.1 les
PSFs a` diffe´rentes profondeurs. Pour chacune des PSFs, nous avons mesure´ les valeurs
suivantes : le de´calage de focalisation suivant l’axe (OZ) (i.e. la diffe´rence entre l’AFP
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et la NFP), l’intensite´ maximale, la largeur a` mi-hauteur (LMH) suivant l’axe (OZ) et la
largeur a` mi-hauteur suivant l’axe (OX). Ces valeurs sont pre´sente´es dans la table 1.1 pour
le syste`me non-paraxial et dans la table 1.2 pour le syste`me paraxial. D’apre`s ces tables,
nous pouvons tirer les conclusions suivantes :
– Dans le cas non-paraxial, lorsque l’on augmente la profondeur, l’intensite´ maximale
de la PSF de´croıˆt, le de´calage de focalisation en Z augmente en valeur absolue, et la
largeur a` mi-hauteur (radiale et axiale) de la PSF augmente e´galement.
– Dans le cas paraxial, seule le de´calage de focalisation augmente en valeur absolue
avec la profondeur, les largeurs a` mi-hauteur et l’intensite´ maximale sont pratique-
ment inchange´es. Notons aussi que la variation du de´calage de focalisation dans le
cas paraxial est moins important que dans le cas non-paraxial. Par exemple a` 60µm
de profondeur, le de´calage en valeur absolue est de 2.25µm dans le cas non-paraxial
tandis qu’il ne de´passe pas 0.9µm dans le cas paraxial.
Afin de mieux illustrer ces conclusions, nous pre´sentons dans la figure 1.14 les profils
d’intensite´ des PSFs a` diffe´rentes profondeurs suivant l’axe (OZ) pour les deux syste`mes
paraxial et non-parxial. Par ailleurs, dans le cas non-paraxial, nous pouvons remarquer sur
la figure 1.14 (a), l’apparition de petites lobes a` gauche du lobe principal pour les PSF cal-
cule´es a` une grande profondeurs, ce qui induit une dissyme´trie axiale de la PSF. Pour mieux
voir cela, nous montrons dans la figure 1.13, des coupes axiales et radiales pre´sente´es a` une
e´chelle logarithmique de deux PSFs d’un syste`me non-paraxial : la premie`re PSF pre´sente´e
dans la figure 1.13 (a) est calcule´e a` une profondeur nulle et la deuxie`me PSF pre´sente´e
dans la figure 1.13 (b) est calcule´e a` une profondeur de 10µm. Ces images montrent que la
premie`re PSF est bien syme´trique par rapport a` la NFP (les coupes radiales sont pratique-
ment les meˆmes au dessus et au dessous de la NFP). Cependant ceci n’est pas le cas pour
la deuxie`me PSF (voir figure 1.13 (b)). De plus, pour mieux comprendre le comportement
(a) NFP = 0µm
(b) NFP = 10µm
FIGURE 1.13 – Influence de la variation d’IR sur la PSF : Coupes (X , Z) (pre´sente´e dans la
premie`re colonne a` gauche) et (X , Y ) (pre´sente´es dans les autres colonnes) de deux PSFs
calcule´es respectivement a` des profondeurs de 0µm (a) et 10µm (b). Les images sont
pre´sente´es a` une e´chelle logarithmique.
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(a) NA = 1,4 s (b) NA = 0.6
FIGURE 1.14 – Profils d’intensite´ suivant l’axe (OZ) des PSFs calcule´es a` diffe´rentes pro-
fondeurs : 0nm, 5nm, 15nm, 25nm et 60nm pour deux syste`mes ayant respectivement une
ouverture nume´rique de (a) NA = 1,4 et (b) NA = 0,6.
de la re´ponse impulsionnelle en fonction des aberrations, nous avons trace´ dans les figures
1.15 et 1.16 le de´calage de focalisation en Z et le maximum d’intensite´ en fonction de la
profondeur nominale NFP pour des valeurs de ns variant entre 1.33 et 1.5. Nous pouvons
remarquer que le de´calage de focalisation est d’autant plus important que la variation d’IR
est e´leve´e. Quant au maximum d’intensite´, il de´croıˆt plus ou moins rapidement suivant la
variation d’IR. Cependant, il est quasiment constant pour le syste`me paraxial, meˆme pour
les grandes variations d’IR. En outre, nous comparons la PSF affecte´e par les aberrations
(a) NA = 1,4 s (b) NA = 0.6
FIGURE 1.15 – Variation du de´calage de focalisation axiale (en µm) en fonction de la
profondeur nominale NFP (en µm) pour diffe´rentes variations d’IR i.e l’IR du milieu d’im-
mersion e´tant fixe´ a` 1.515, nous avons fait varier l’IR du spe´cimen entre 1.33 et 1.515. Les
courbes sont trace´es pour un syste`me non-paraxial (a) et un syste`me paraxial (b).
sphe´riques (a` une profondeur non-nulle) avec celle non-aberre´e (a` une profondeur nulle).
En effet, dans certains des travaux pre´ce´dents, par exemple dans [Pankajakshan 2009a]
ou` le spe´cimen est suppose´ non-e´pais, la PSF est suppose´e la meˆme dans tout le volume
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(a) NA = 1,4 s (b) NA = 0.6
FIGURE 1.16 – Variation de l’intensite´ maximale de la PSF en fonction de la profondeur
nominale NFP (en µm) pour diffe´rentes variations d’IR i.e. l’IR du milieu d’immersion
e´tant fixe´ a` 1.515, nous avons fait varier l’IR du spe´cimen entre 1.33 et 1.515. Les courbes
sont trace´es pour un syste`me non-paraxial (a) et un syste`me paraxial (b).
NFP (µm) De´calage en
z (µm)
Max
d’intensite´
(×10−3)
LMH en z
(µm)
LMH en
(x, y) (µm)
0 0 23,577 0,45 0,15
10 -0,30 5,979 0,90 0,25
20 -0,45 3,672 1,20 0,35
30 -0,55 2,771 1,35 0,35
40 -0,60 2,280 1,65 0,35
60 -2.25 1,767 1.95 0.35
TABLE 1.1 – Variation des proprie´te´s de la PSF en fonction de la profondeur nominale pour
un syste`me non-paraxial NA = 1,4.
NFP (µm) De´calage en
z (µm)
Max
d’intensite´
(×10−3)
LMH en z
(µm)
LMH en
(x, y) (µm)
0 0 0,836 2,85 0.35
10 -0.15 0,836 2,85 0.35
20 -0.3 0,835 2,85 0.35
30 -0.45 0,835 2,85 0.35
40 -0.6 0,836 3,00 0.35
60 -0.9 0,836 3,00 0.35
TABLE 1.2 – Variation des proprie´te´s de la PSF en fonction de la profondeur nominale pour
un syste`me paraxial (NA = 0,6).
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de l’objet, souvent celle juste au dessous de la lamelle est conside´re´e. Il est alors impor-
tant d’e´valuer l’erreur engendre´e par une telle approximation. Dans la figure 1.17 nous
pre´sentons la variation de cette erreur en fonction de la profondeur pour diffe´rentes varia-
tions d’IR. Nous remarquons qu’elle croıˆt rapidement avec la profondeur, notamment dans
le cas non-paraxial ou` l’erreur se stabilise a` une valeur maximale. Cette stabilisation de l’er-
reur s’explique par le fait que le lobe principal des PSFs profondes est totalement de´cale´ par
rapport a` celui de la PSF a` 0µm de profondeur, qui se trouve centre´e, ce qui aboutit a` une
erreur de 100%. Pour comparer uniquement la forme des PSFs (le de´calage e´tant ignore´),
nous pre´sentons dans la figure 1.18, l’erreur obtenue pour des PSFs profondes recentre´es
i.e. recale´es sur la PSF a` 0µm de profondeur. Nous remarquons que l’erreur de´croıˆt de plus
que 25% pour le syste`me non-paraxial (cf. figure 1.18(a)). Cette erreur devient quasiment
nulle pour le syste`me paraxial (cf. figure 1.18(b)). Ainsi, dans le cas paraxial, la forme de
la PSF est invariante en profondeur, uniquement le de´calage de focalisation qui augmente
en profondeur.
(a) NA = 1,4 s (b) NA = 0.6
FIGURE 1.17 – Variation de l’erreur quadratique entre la PSF imme´diatement au dessous de
la lamelle h0 (a` une profondeur nulle) et la PSF hNFP a` une profondeur donne´e entre 0µm et
60µm en fonction de la profondeur nominale NFP (en µm) pour diffe´rentes variations d’IR
i.e. l’IR du milieu d’immersion e´tant fixe´ a` 1.515, nous avons fait varier l’IR du spe´cimen
entre 1.33 et 1.515. Les courbes sont montre´es pour un syste`me non-paraxial (a) et un
syste`me paraxial (b).
1.4.3 Approximation gaussienne de la PSF
Bien que le mode`le de ge´ne´ration de PSF pre´sente´ dans la sous-section 1.4.1 soit effi-
cace pour la mode´lisation des diffe´rentes de´formations introduites par le syste`me, il reste
couˆteux en terme de temps calcul (ne´cessite le calcul de nz transforme´es de Fourier en 2D
dont la complexite´ de calcul est de l’ordre de O(nx ny log(nx ny)) ou` nx, ny, et nz repre´sentent
le nombre de pixels suivant chacune des dimensions) et peu pratique pour re´soudre le
proble`me de restauration. En effet, il de´pend des parame`tres physiques du syste`me qui
sont difficiles a` ajuster pour des spe´cimens inconnus (e.g. l’IR du spe´cimen et la profon-
deur du point image´). En effet, une tre`s petite erreur dans la calibration des IRs (de l’ordre
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(a) NA = 1,4 (b) NA = 0.6
FIGURE 1.18 – Variation de l’erreur quadratique entre la PSF a` une profondeur nulle h0
et la PSF a` une profondeur donne´e hNFP recentre´e, en fonction de la profondeur nominale
NFP (en µm) pour diffe´rentes variations d’IR i.e. l’IR du milieu d’immersion e´tant fixe´
a` 1.515, nous avons fait varier l’IR du spe´cimen entre 1.33 et 1.515. Les courbes sont
montre´es pour un syste`me non-paraxial.
de 0.01) entraıˆne une grande perturbation de la PSF.
Re´cemment, un mode`le de PSF gaussien a e´te´ e´tudie´ pour un syste`me sans aberrations
sphe´riques [Zhang 2007]. Les avantages de ce mode`le sont nombreux : tout d’abord, il
est tre`s rapide a` calculer par rapport au mode`le the´orique. Ensuite, il ne de´pend que de
deux parame`tres (ceci est important pour re´soudre le proble`me de restauration aveugle que
l’on abordera dans le chapitre 3). Enfin, il assure certaines proprie´te´s importantes de la PSF
comme la positivite´ et la normalisation (ceci sera discute´ en de´tail dans le chapitre suivant).
Nous proposons ici de reprendre ce mode`le, pre´senter certains re´sultats d’approximation
dans le cas d’un syste`me sans aberrations sphe´riques et e´tudier son extension au cas d’un
syste`me avec aberrations sphe´riques.
1.4.3.1 Approximation gaussienne en absence d’aberrations
Dans [Zhang 2007], une fonction gaussienne donne´e par l’e´quation suivante a e´te´ pro-
pose´e pour l’approximation de la PSF en CLSM :
hGθ (x,y,z) =
1
c(σr,σz)
e
− 12
(
x2+y2
σr2
+ z
2
σz2
)
, ∀(x,y,z) ∈I ⊂ R3 (1.36)
ou` c(σr,σz) ∈ R+ est une constante de normalisation, I est un ensemble borne´ de R3,
et θ = (σr, σz) sont les parame`tres de la gaussienne. σr et σz sont les e´carts types de la
gaussienne repre´sentant respectivement l’e´talement late´ral et axial de la PSF.
La comparaison de ce mode`le a` la PSF the´orique pre´sente´ au paragraphe 1.4.1
a montre´ que si les PSFs sont normalise´es au sens de la norme L∞ (i.e. ‖ht‖∞ =
max
(x,y,z)∈I
ht(x,y,z) = 1, et ‖hGθ‖∞ = max
(x,y,z)∈I
hGθ (x,y,z) = 1), nous obtenons une bonne ap-
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proximation [Zhang 2007]. En effet, comme la PSF the´orique d’un syste`me sans aber-
rations est maximale a` l’origine, cette normalisation impose la correspondance de son
maximum d’intensite´ avec celui de la PSF gaussienne, ce qui permet d’obtenir une bonne
mode´lisation. Les expe´riences pre´sente´es dans [Zhang 2007] ont montre´ que l’erreur d’ap-
proximation (en comparaison avec le mode`le the´orique) ne de´passe pas 2.2% dans le cas
non-paraxial et 1.6% dans le cas paraxial pour une taille standard de l’ouverture du ste´nope´
(de l’ordre de 1AU).
Ne´anmoins, lorsque les PSFs ne sont pas normalise´es au sens de la norme L∞,
en particulier lorsqu’elles sont normalise´es au sens de la norme L1 (i.e. ‖ht‖1 =∫
I
|ht(x,y,z)|dxdydz = 1, et ‖hGθ‖1 =
∫
I
|hGθ (x,y,z)|dxdydz = 1), les maxima d’intensite´
ne se correspondent plus, ce qui aboutit a` une mauvaise approximation. La normalisation
de la PSF au sens de la norme L1 est importante car elle signifie la conservation de flux de
photons par l’optique (nous discutons ceci davantage dans le chapitre suivant). Nous cher-
chons alors a` ame´liorer cette approximation (en faisant correspondre les maxima d’intensite´
de la PSF the´orique et de la PSF gaussienne) tout en assurant la normalisation au sens de
la norme L1. Nous proposons d’ajouter une constante ε > 0 a` la fonction gaussienne, qui
permet de mettre le pic de celle-ci au meˆme niveau que le pic de la PSF the´orique. Cette
constante correspond en pratique aux faibles intensite´s autour du lobe principal qui ne sont
pas mode´lise´es par la fonction gaussienne. L’e´quation de la fonction d’approximation pro-
pose´e est la suivante :
hGθ (x,y,z) =
1
c(σr,σz,ε)
[
e
− 12
(
x2+y2
σr2
+ z
2
σz2
)
+ ε
]
, ∀(x,y,z) ∈I ⊂ R3 (1.37)
avec c(σr,σz,ε) =
∫
I
[
e
− 12
(
x2+y2
σr2
+ z
2
σz2
)
+ ε
]
dxdydz et θ = (σr, σz, ε).
Nous e´valuons l’efficacite´ de cette approximation par des tests nume´riques.
Conside´rons les deux syste`mes confocaux (paraxial et non-paraxial) dont les parame`tres
sont donne´s comme dans le paragraphe pre´ce´dent. Pour chacun des syste`mes, nous avons
ge´ne´re´ une PSF par le mode`le the´orique, la phase d’aberration e´tant mise a` ze´ro (en choi-
sissant une profondeur nulle). Nous avons ensuite estime´ la PSF gaussienne la plus proche
de la PSF the´orique en minimisant l’erreur quadratique suivante :
θˆ = ArgMin
θ
∥∥hGθ −ht∥∥22 (1.38)
E´tant donne´ que l’erreur a` optimiser n’est pas convexe par rapport aux variables θ =
(σr, σz, ε), nous avons utilise´ un algorithme de recuit simule´ [van Laarhoven 1987] pour
l’optimisation. Nous montrons dans les figures 1.19 et 1.20 ces re´sultats de comparaisons
de PSFs en e´chelle logarithmique ainsi que leurs profils d’intensite´s suivant les axes (OX)
et (OZ) dans la figure 1.21. Ces figures confirment l’efficacite´ du mode`le gaussien pour un
microscope confocal sans aberrations sphe´riques.
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FIGURE 1.19 – Approximation gaussienne de la PSF d’un syste`me non-paraxial sans aber-
ration sphe´rique ayant une ouverture nume´rique de 1,4 : la premie`re ligne et la deuxie`me
ligne montrent respectivement des coupes (X , Y ) et (X , Z), en e´chelle logarithmique, de la
PSF the´orique (gauche), la PSF gaussienne (milieu), et l’erreur d’approximation (droite).
L’erreur quadratique relative sur tout le volume de la PSF est de l’ordre de 3.5%.
FIGURE 1.20 – Approximation gaussienne de la PSF d’un syste`me paraxial sans aberra-
tion sphe´rique ayant une ouverture nume´rique de 0,6 : la premie`re ligne et la deuxie`me
ligne montrent respectivement des coupes (X , Y ) et (X , Z), en e´chelle logarithmique, de la
PSF the´orique (gauche), la PSF gaussienne (milieu), et l’erreur d’approximation (droite).
L’erreur quadratique relative sur tout le volume de la PSF est de l’ordre de 0.8%.
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(a) NA = 1,4 (b) NA = 1,4
(c) NA = 0,6 (d) NA = 0,6
FIGURE 1.21 – Approximation gaussienne de la PSF d’un syste`me sans aberrations
sphe´riques dans les deux cas paraxial et non-paraxial : profils d’intensite´ suivant l’axe
(OX) (gauche) et suivant l’axe (OZ) (droite) de la PSF the´orique (en rouge) et de la PSF
gaussienne (en vers) pour un syste`me non-paraxial sans aberration sphe´rique (premie`re
ligne (a) et (b)) et pour un syste`me paraxial sans aberration sphe´rique (deuxie`me ligne (c)
et (d)).
1.4.3.2 Approximation gaussienne en pre´sence d’aberrations
Maintenant, nous cherchons a` e´tendre l’approximation gaussienne aux cas d’un
syste`me affecte´ par les aberrations sphe´riques. Comme nous l’avons vu dans le paragraphe
1.4.2, la PSF d’un tel syste`me subit certaines de´formations de forme et des variations de po-
sition. E´tant donne´ les proprie´te´s de syme´trie d’une fonction gaussienne, les de´formations
ge´ome´triques de la PSF aberre´e ne sont pas prises en compte par une telle mode´lisation.
Seul le lobe principal est mode´lise´, les faibles rebonds entourant celui-ci e´tant ne´glige´es.
Quant au de´calage suivant l’axe z, il est mode´lise´ en introduisant un parame`tre µz comme
suit :
hGθ (x,y,z) =
1
c(σr,σz,ε,µz)
[
e
− 12
(
x2+y2
σr2
+ (z−µz)
2
σz2
)
+ ε
]
, ∀(x,y,z) ∈I ⊂ R3 (1.39)
avec c(σr, σz, ε, µz) =
∫
I
[
e
− 12
(
x2+y2
σr2
+ (z−µz)
2
σz2
)
+ ε
]
dxdydz et θ = (σr,σz,ε,µz) les pa-
rame`tres de la PSF.
Nous estimons maintenant l’erreur qui de´coule d’une telle approximation. Pour ce faire,
nous conside´rons les meˆmes conditions d’acquisition que pre´ce´demment : deux syste`mes
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de microscopie confocale ayant respectivement des ouvertures nume´rique de 0.6 et 1.4.
Pour chacun des syste`mes, nous avons ge´ne´re´ par le mode`le the´orique des PSFs a` des
profondeurs entre 0µm et 60µm. En effet, l’e´paisseur maximale qui peut eˆtre image´e est
limite´e par les proprie´te´s de l’objectif et ne de´passe pas 60µm pour des microscopes stan-
dards utilise´s par les biologistes. Nous avons ensuite estime´ la PSF gaussienne la plus
proche de la PSF the´orique en minimisant par un algorithme de recuit simule´e l’erreur
quadratique (1.38). Des coupes axiales des PSFs the´oriques, de leurs approximations gaus-
siennes, ainsi que des erreurs obtenues sont pre´sente´es en e´chelle logarithmique dans les
figures 1.22 et 1.23. Afin de mieux comparer ces deux mode`les, nous montrons les courbes
des profils d’intensite´s suivant les axes (OX) et (OZ) dans les figures 1.24. D’apre`s ces
re´sultats, nous remarquons que dans le cas paraxial, nous obtenons une tre`s bonne ap-
proximation avec une erreur infe´rieure a` 1% meˆme pour des e´chantillons e´pais de 60µm
d’e´paisseur, tandis que dans le cas non-paraxial, l’erreur d’approximation est plus impor-
tante mais ne de´passe pas 15%. Nous verrons dans le troisie`me chapitre de ce manuscrit,
qu’une telle erreur n’a pas trop d’impact sur la qualite´ de restauration tant que le lobe
principal de la PSF est bien mode´lise´.
FIGURE 1.22 – Approximation gaussienne de la PSF d’un syste`me non-paraxial avec aber-
ration sphe´rique ayant une ouverture nume´rique de 1,4 : la premie`re ligne et la deuxie`me
ligne montrent respectivement des coupes (X , Y ) et (X , Z), en e´chelle logarithmique, de la
PSF the´orique (gauche), la PSF gaussienne (milieu), et l’erreur d’approximation (droite).
L’erreur quadratique relative sur tout le volume de la PSF est de l’ordre de 8.74%, les
parame`tres de la PSF gaussienne estime´e sont σˆr = 95, σˆz = 640, µˆz =−1650.
1.5 Ame´lioration de la re´solution : solutions mate´rielles
Afin de s’affranchir de la limite de la re´solution en microscopie photonique, diverses
me´thodes ont e´te´ propose´es. Avant de se focaliser sur les me´thodes nume´riques qui consti-
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FIGURE 1.23 – Approximation gaussienne de la PSF d’un syste`me paraxial avec aberra-
tion sphe´rique ayant une ouverture nume´rique de 0,6 : La premie`re ligne et la deuxie`me
ligne montrent respectivement des coupes (X , Y ) et (X , Z), en e´chelle logarithmique, de la
PSF the´orique (gauche), la PSF gaussienne (milieu), et l’erreur d’approximation (droite).
L’erreur quadratique relative sur tout le volume de la PSF est de l’ordre de 0.35%, les
parame`tres de la PSF gaussienne estime´e sont σˆr = 148, σˆz = 1210, µˆz =−450.
tuent l’objectif de cette the`se, nous citons ici quelques unes de ces techniques.
– La microscopie STED (”stimulated-emission-depletion” en anglais ou de´ple´tion par
e´mission stimule´e) s’appuie sur les proprie´te´s quantiques de la fluorescence afin
d’autoriser ou interdire l’e´mission de fluorescence dans des zones spe´cifiques et di-
minuer ainsi la taille de la re´ponse impulsionnelle. Le dispositif expe´rimental est
forme´ de deux lasers impulsionnels synchronise´s. Le premier est utilise´ pour l’exci-
tation produisant ainsi un point focal limite´ par la diffraction. Le deuxie`me est utilise´
pour e´teindre la fluorescence provenant hors de la zone d’inte´reˆt.
– La microscopie biphotonique (et multiphotonique) tire profit du phe´nome`ne d’ab-
sorption quasi-simultane´e de deux photons : au lieu d’exciter la mole´cule par un
seul photon a` une longueur d’onde λ , celle-ci est excite´e par deux photons avec une
longueur d’onde λ2 . Ceci permet d’avoir une fluorescence restreinte uniquement au
point focal. En plus de l’ame´lioration de la re´solution spatiale, la microscopie a` deux
photons posse`de plusieurs autres avantages comme la possibilite´ d’imager des tissus
e´pais (jusqu’a` un millime`tre de profondeur).
– La microscopie SPIM (Selective Plane Illumination Microscope) ame´liore la
re´solution spatiale en e´liminant la lumie`re hors-focalisation. En effet, uniquement
le plan de focalisation optique est e´claire´, mais pas les autres plans du spe´cimen.
Il n’y a donc pas d’e´mission de lumie`re hors du plan focal. Cette technique permet
aussi de re´duire le risque de phototoxicite´ au sein de l’e´chantillon.
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(a) NA = 1,4 (b) NA = 1,4
(c) NA = 0,6 (d) NA = 0,6
FIGURE 1.24 – Approximation gaussienne de la PSF d’un syste`me avec aberrations
sphe´riques, les cas paraxial et non-paraxial sont conside´re´s : profils d’intensite´ suivant l’axe
(OX) (gauche) et suivant l’axe (OZ) (droite) de la PSF the´orique (en rouge) et de la PSF
gaussienne (en vers) pour un syste`me non-paraxial avec aberration sphe´rique (premie`re
ligne (a) et (b)) et pour un syste`me paraxial avec aberration sphe´rique (deuxie`me ligne (c)
et (d)).
– La microscopie PALM (Photo-Activation Localization Microscopy) repose sur
l’utilisation de marqueurs fluorescents photo-activables, c’est-a`-dire dont les pro-
prie´te´s de fluorescence sont controˆle´es par l’utilisateur. Ceci permet de localiser des
mole´cules individuelles en fonction de l’illumination laser utilise´e.
– L’optique adaptative est une technique qui permet de corriger en temps re´el les
de´formations e´volutives et non-pre´dictives que subit un front d’onde plan lors de
sa propagation a` travers un milieu turbulent. Elle est ne´e en astronomie en 1953 pour
compenser les perturbations de l’atmosphe`re et n’a commence´ a` entrer dans les la-
boratoires d’imagerie biome´dicale que re´cemment [Booth 2007]. La mise en place
de cette technique ne´cessite essentiellement trois composants :
– un analyseur de front d’onde mesure la de´formation du front d’onde,
– un miroir de´formable effectue la correction du front d’onde,
– un calculateur de correction pilote le miroir en fonction des informations issues
de l’analyseur.
La correction par optique adaptative n’est que partielle car elle ne corrige que les
de´formations de l’ensemble du trajet de la lumie`re jusqu’a` l’analyseur. Les aberra-
tions de la voie d’imagerie ne sont pas vues et donc pas corrige´es. Ainsi, la correction
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apporte´e n’est pas parfaite et un post-traitement est souvent ne´cessaire afin de sup-
primer les aberrations restant pre´sentes dans la voie d’imagerie.
La liste des me´thodes pour l’ame´lioration de la re´solution spatiale est plus longue.
Chaque me´thode a ces avantages et ces inconve´nients. Malgre´ cela, la microscopie de fluo-
rescence a` champ large et confocale restent tre`s re´pondues et tre`s utilise´es par les biolo-
gistes car elles sont faciles a` manipuler (la pre´paration de l’e´chantillon est relativement
simple) et permettent l’utilisation de nombreux fluorochromes varie´s, ce qui permet un
large spectre d’utilisation en biologie. Il est alors inte´ressant de travailler sur l’ame´lioration
nume´rique de la qualite´ de ces images.
Conclusion
Ce chapitre nous a permis d’introduire le syste`me de microscopie de fluorescence et
d’e´voquer les principales distorsions qui peuvent affecter ses images. Dans ce chapitre,
nous avons de´fini le mode`le mathe´matique de de´gradation d’image. Le flou, e´tant variable
en profondeur, est mode´lise´ par une ope´ration line´aire construite a` partir de diffe´rentes
PSFs, chacune associe´e a` une coupe donne´e. Pour le calcul de la PSF, nous avons pre´sente´
un mode`le the´orique fonde´ sur l’optique ge´ome´trique, qui prend en compte les diffe´rents
aspects physiques contribuant a` l’apparition du flou. Dans ce mode`le, uniquement les aber-
rations sphe´riques de´coulant d’un syste`me de variation d’IR en couches sont prises en
comptes. Ce mode`le nous a permis d’e´tudier la variation de la PSF en fonction des aberra-
tions. Nous avons montre´ que pour un syste`me a` deux couches, la PSF est de plus en plus
e´tale´e et de´cale´e par rapport au plan central lorsque l’on augmente la profondeur. Nous
avons e´galement montre´ l’approximation de cette PSF par une fonction gaussienne permet
de bien mode´liser le lobe principal de la PSF. Nous nous sommes ensuite focalise´s sur
la mode´lisation de bruit et nous avons pre´sente´ un mode`le poissonien vue la faible illu-
mination en microscopie confocale, le syste`me auquel nous nous inte´ressons. Enfin, nous
avons pre´sente´ quelques solutions optiques permettant l’ame´lioration de la qualite´ d’image
notamment en pre´sence d’aberrations sphe´riques. Nous proposons dans le chapitre suivant
des solutions nume´riques pour ce proble`me.
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Introduction
Apre`s avoir identifie´ les diffe´rents types de de´gradations qui peuvent affecter les images
de microscopie de fluorescence 3D, nous nous inte´ressons dans ce chapitre a` la restauration
nume´rique de ces images afin de permettre aux biologistes une meilleure visualisation et
interpre´tation des structures cellulaires. La restauration d’image est le traitement qui per-
met d’enlever a` la fois le flou et le bruit de l’image de´grade´e. En absence de bruit et lorsque
le flou est suppose´ stationnaire ou spatialement invariant (SI), la restauration revient a` ef-
fectuer l’ope´ration inverse d’une convolution : il s’agit d’une de´convolution. Lorsque le
flou est spatialement variable (SV), ce qui est le cas en microscopie de fluorescence, la
proce´dure d’inversion ne s’appelle plus une de´convolution mais une restauration (meˆme
en absence de bruit). Nous parlons d’une restauration ou d’une de´convolution non-aveugle
lorsque l’ope´rateur de flou est connu. Le but de ce chapitre est alors de de´velopper une
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me´thode de restauration non-aveugle pour l’imagerie de microscopie de fluorescence tout
en prenant en compte la variabilite´ du flou en profondeur (suivant l’axe (OZ)). Pour ce
faire, nous e´tudions les mode`les d’approximation du flou SV e´tant donne´ que le mode`le
(1.8) est prohibitif en terme de temps de calcul et nous de´finissons ainsi un mode`le ade´quat
au proble`me d’inversion. Nous adaptons deux me´thodes de de´convolution a` l’ope´rateur de
flou SV propose´ : la premie`re est effectue´e dans un cadre d’un bruit multiplicatif de Pois-
son (ce qui correspond aux images de microscopie confocale) et la deuxie`me est effectue´e
dans un cadre d’un bruit additif gaussien (ce qui correspond aux images de microscopie
a` champ large). Des tests et des comparaisons sont pre´sente´s sur des images simule´es et
re´elles de microscopie de fluorescence 3D.
Nous de´composons ce chapitre en six sections. Dans la premie`re section, nous posons
la proble´matique de restauration non-aveugle et nous e´voquons ses principales difficulte´s.
Dans la deuxie`me et troisie`me sections, nous pre´sentons l’e´tat de l’art des me´thodes de
restauration dans un cadre d’un flou SI, puis dans un cadre d’un flou SV. La quatrie`me
section sera de´die´e a` l’e´tude et la comparaison des mode`les d’approximation du flou SV.
La cinquie`me section sera consacre´e a` la pre´sentation de notre solution pour la restauration
prenant en compte la variabilite´ du flou en profondeur. Nous comparons dans la dernie`re
section notre approche a` l’une des me´thodes de restauration de l’e´tat de l’art.
2.1 Proble´matique
Notre objectif est de trouver une estime´e fˆ de l’image originale f a` partir de l’obser-
vation g de´grade´e par un bruit additif gaussien ou multiplicatif poissonien, et un ope´rateur
de flou H˜ variable en profondeur comme donne´e par l’e´quation (1.9). A` cause des donne´es
bruite´es, ce proble`me fait partie de la classe des proble`mes inverses mal-pose´s.
De´finition 2. La re´solution d’un proble`me de type g= H˜(f) est dite bien pose´e au sens
de Hadamard si les trois conditions suivantes sont ve´rifie´es :
1. Existence d’une solution,
2. Unicite´ de la solution,
3. Stabilite´ de la solution par rapport aux donne´es.
La premie`re condition veut dire que toute observation g a au moins un ante´ce´dent f, ce
qui veut dire que la fonction H˜ est surjective. La deuxie`me condition d’unicite´ implique que
H˜ est une injection i.e. l’ensemble des solutions de l’e´quation H˜(f) = 0 se re´duit au single-
ton nul. La troisie`me condition de stabilite´ signifie qu’une faible variation sur l’observation
implique une faible variation sur l’image reconstruite.
Suivant les notations introduites au premier chapitre, une formulation discre`te du
proble`me s’e´crit sous la forme matricielle suivante : g = H˜f, avec H˜ ∈ Rm×n la matrice
associe´e a` l’ope´rateur de flou line´aire, g ∈ Rm et f ∈ Rn.
Lorsque le rang r de la matrice H˜ ve´rifie r = m, il existe toujours une solution car
Im
(
H˜
)
= Rm. Si de plus la matrice H˜ est carre´e (m = n), H˜ est injective et la solution est
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alors unique. Ne´anmoins, cette solution est souvent instable par rapport aux donne´es. En
effet, la matrice H˜ peut eˆtre mal-conditionne´e. Le mauvais conditionnement d’une matrice
inversible H˜ se traduit par un rapport ‖H˜|‖H˜−1‖ e´leve´. Le mauvais conditionnement amplifiera
le bruit. Pour voir cela, conside´rons une perturbation b ∈ Rm des donne´es : g = H˜f+ b.
Dans le cas ou` H˜ est carre´e inversible, l’image reconstruite peut eˆtre obtenue par filtrage
inverse : fˆ = H−1
(
H˜f+b
)
= f+ H˜−1b. Lorsque H˜ est mal-conditionne´e, H˜−1b va accen-
tuer le bruit, conduisant ainsi a` une solution inacceptable. Afin de stabiliser la solution,
il est alors ne´cessaire de re´gulariser le proble`me en contraignant la solution, soit en la
forc¸ant a` appartenir a` un certain ensemble, soit en lui attribuant une densite´ de probabilite´
donne´e, traduisant certaines connaissances a priori sur l’objet. Ce type d’approche a donne´
naissance a` de nombreux algorithmes que nous de´taillons dans la section suivante.
Lorsque le nombre de donne´es observe´es est infe´rieur au nombre de donne´es a` estimer
(i.e. m < n), on parle de proble`me sous-de´termine´, et lorsque le nombre de donne´es ob-
serve´es est supe´rieur au nombre de donne´es a` estimer (i.e. n < m), on parle de proble`me
sur-de´termine´. L’ope´ration H˜ n’est pas bijective, l’unicite´ n’est donc pas assure´e. Dans ce
travail, l’image a` estimer et l’image observe´e sont suppose´es contenir le meˆme nombre de
voxels.
2.2 E´tat de l’art sur les me´thodes de de´convolution : flou SI
La re´solution du proble`me de de´convolution peut se faire par diffe´rentes manie`res :
par des approches de´terministes ou stochastiques, directes ou ite´ratives, line´aires ou non
line´aires. Nous pre´sentons ici ces diffe´rentes approches et nous proposons de les classifier
suivant le cadre d’estimation de´terministe ou stochastique. La comparaison de quelques
unes de ces me´thodes en microscopie de fluorescence 3D se trouve dans [Griffa 2010a,
Griffa 2010b].
2.2.1 Me´thodes de´terministes
Nous divisons les me´thodes de´terministes de de´convolution en deux classes, celles qui
sont effectue´es par une seule ite´ration en une seule passe, et celles qui sont effectue´es par
des algorithmes ite´ratifs.
2.2.1.1 Me´thodes directes en une seule passe
Ces me´thodes sont les plus rapides et les plus simples a` mettre en oeuvre. Elles per-
mettent d’obtenir une estime´e de la solution fˆ en une seule ite´ration souvent effectue´e dans
l’espace fre´quentiel :
fˆ = T F−1 [A.T F [g]] (2.1)
avec A un ope´rateur line´aire de´fini dans l’espace fre´quentiel, appele´ filtre inverse
fre´quentiel de H. L’inversion peut e´galement se faire dans l’espace image, si le support
de la PSF a une taille re´duite. Il existe diffe´rentes me´thodes permettant d’approcher le filtre
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inverse A. Nous les divisons en deux cate´gories : les me´thodes non-re´gularise´es, et les
me´thodes re´gularise´es.
2.2.1.1.a Me´thodes directes non-re´gularise´es
Dans ces me´thodes les plus primitives, aucune contrainte de re´gularite´ sur l’image
n’est conside´re´e. Une des me´thodes triviales de cette classe consiste a` choisir le filtre in-
verse dans Fourier suivant A = 1T F [H] . Comme nous l’avons vu au de´but de ce chapitre,
cet ope´rateur amplifie le bruit, notamment si l’ope´rateur H est mal-conditionne´ (ce qui
est souvent le cas). Une ame´lioration de cette solution est le filtre inverse ge´ne´ralise´ qui
consiste a` remplacer les fre´quences infinies de 1T F [H] par des valeurs nulles. Ceci ne re´sout
pas le proble`me car ceci revient a` multiplier le signal par une fonction porte dans l’espace
fre´quentiel, donc le convoluer par une fonction sinus cardinal (sinc) dans l’espace image,
ce qui donnera naissance a` des rebonds dans l’image reconstruite.
Une autre me´thode consiste a` re´soudre le proble`me dans l’espace image en minimisant
l’erreur quadratique suivante entre l’image observe´e g et l’image de´grade´e par le mode`le
conside´re´ H(f) :
J (f) = ‖g−H(f)‖2 (2.2)
En annulant la de´rive´e premie`re de cette fonctionnelle par rapport a` f, on obtient la solution
suivante :
fˆ = (H∗H)−1H∗g (2.3)
Cette me´thode permet d’e´crire le filtre inverse dans l’espace image mais ne pre´sente aucun
avantage par rapport aux me´thodes pre´ce´dentes. Ce type de me´thode est classe´ parmi les
me´thodes dites line´aires du fait que l’ope´rateur applique´ a` g est line´aire et peut eˆtre obtenu
directement en faisant annuler la de´rive´e premie`re du crite`re conside´re´.
Ces techniques de de´convolution d’image ne sont que des approches assez triviales qui
restent tre`s sensibles au bruit. Nous verrons au paragraphe suivant quelques me´thodes qui
ont e´te´ propose´es dans la litte´rature pour re´duire cette sensibilite´ au bruit en introduisant
une contrainte de re´gularite´ sur l’image.
2.2.1.1.b Me´thodes directes non-re´gularise´es
Une des me´thodes qui permet d’atte´nuer la sensibilite´ au bruit est le filtre de Wiener
[Wiener 1964, Jain 1989]. L’ide´e de cette me´thode consiste a` trouver le filtre inverse A qui
minimise l’erreur quadratique moyenne entre l’image vraie f et l’image estime´e fˆ :
Eg|f
[‖f− fˆ‖22] (2.4)
L’espe´rance Eg|f est calcule´e suivant la loi de g connaissant f (i.e. la statistique de bruit).
En faisant annuler la de´rive´e premie`re par rapport a` A de cette expression dans l’espace
fre´quentiel, on obtient l’expression suivante du filtre de Wiener :
A=
T F [H]∗
|T F [H]|2+ 1SNR
(2.5)
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ou` le signe ∗ signifie l’ope´rateur adjoint et SNR est le rapport signal sur bruit (cf. annexe B).
A` partir de cette e´quation, on peut remarquer que cette me´thode permet de re´duire le bruit
par rapport aux me´thodes pre´ce´dentes car lorsque le SNR est faible, le deuxie`me terme de
l’e´quation est faible, ce qui permet d’atte´nuer le bruit. Cependant, quand le bruit est faible,
le SNR est e´leve´ et le filtre A tend vers 1T F [H] . Il est important de noter que ce filtre n’est
pas trop robuste par rapport au bruit, car si T F [H]∗ est nulle, le filtre A se comporte comme
une fonction porte, ce qui a pour effet de produire des rebonds dans l’image reconstruite.
Une autre manie`re pour obtenir une solution re´gulie`re consiste a` chercher une solution
qui optimise un crite`re re´gularise´. C’est-a`-dire, au lieu de minimiser l’erreur quadratique
seule comme dans l’e´quation (2.2), minimiser un crite`re de la forme suivante :
J (f) = ‖g−H(f)‖2+α ‖K(f)‖2 (2.6)
ou` ‖K(f)‖2, K e´tant un ope´rateur line´aire (un de´rivateur), est un terme de re´gularisation
qui permet de lisser l’image f. Par exemple, un terme de Tikhonov de la forme ‖∇(f)‖2
permet de pe´naliser les fortes variations d’intensite´s entre les pixels voisins, ce qui permet
d’obtenir une image re´gulie`re. Cependant, l’utilisation de la norme l2 permet de fortement
pe´naliser les grandes variations du gradient, ce qui aboutit a` des contours lisses. Nous ver-
rons plus loin d’autres termes de re´gularisation non-quadratiques qui ont e´te´ propose´s dans
la litte´rature pour contourner ce proble`me. Le parame`tre α permet de ge´rer le compromis
entre le terme d’attache aux donne´es (i.e. le premier terme a` gauche de l’e´quation (2.6))
et le terme de re´gularisation. Nous discutons le choix de ce parame`tres dans le paragraphe
2.2.3. Le crite`re (2.6) s’e´crit facilement dans l’espace de Fourier graˆce a` la proprie´te´ de
Parseval, ce qui permet de de´duire l’expression suivante du filtre inverse fre´quentiel :
A=
T F [H]∗
|T F [H]|2+α|T F [K] |2 (2.7)
Remarquons la similarite´ entre ce filtre et celui de Wiener, le terme α|T F [K] |2 remplac¸ant
l’inverse du SNR dans l’e´quation (2.5). L’expression de ce filtre inverse est obtenue graˆce a`
la conside´ration d’un crite`re quadratique et l’utilisation des ope´rateurs circulants par bloc
(comme la convolution ou la de´rivation). Lorsque le crite`re n’est pas quadratique, une telle
expression du filtre inverse n’est plus accessible. La mise en oeuve des algorithmes ite´ratifs
pour l’optimisation de tel crite`re est alors ne´cessaire. Nous discutons ceci au paragraphe
suivant.
Enfin, meˆme si certaines des me´thodes de cette classe pre´sentent en quelques sortes une
solution pour re´duire le bruit, elles ne re´pondent pas aux attentes d’une bonne reconstruc-
tion car si ces me´thodes aboutissent a` une image re´gulie`re, elles lissent aussi les contours.
Nous verrons dans le paragraphe suivant comment il est possible d’ame´liorer la solution
par l’utilisation des fonctionnelles de re´gularisation non-quadratiques qui pre´servent les
contours.
2.2.1.2 Me´thodes ite´ratives
A` l’inverse des me´thodes directes, les me´thodes ite´ratives [Biemond 1990] sont plus
demandeuses en quantite´ de calcul car elles ne´cessitent l’application d’un filtre d’une
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manie`re ite´rative. L’ide´e de ces me´thodes est d’optimiser un crite`re re´sultant du maxi-
mum de vraisemblance des donne´es (mode`le directe de de´gradation). L’optimisation se
fait par des algorithmes ite´ratifs, souvent base´s sur une technique de descente de gradient
[Nocedal 1999, Boyd 2004, Bonnans 2006]. Ces algorithmes sont souvent arreˆte´s apre`s
quelques ite´rations au bout desquelles la solution est juge´e acceptable. Ceci constitue une
forme de re´gularisation du proble`me et l’instant d’arreˆt constitue un parame`tre de cette
me´thode de re´gularisation. Deux techniques sont souvent utilise´es pour fixer ce parame`tre.
La premie`re consiste a` arreˆter l’algorithme lorsque l’erreur entre l’image estime´e a` une
ite´ration donne´e et l’image vraie est minimale si cette dernie`re est connue. La deuxie`me
consiste a` arreˆter l’algorithme lorsque l’erreur quadratique moyenne entre l’image observe´e
g et Hfˆ (ou` fˆ est l’image estime´e) est e´gale a` la variance du bruit s’il est additif gaussien.
Nous classifions ici les me´thodes ite´ratives en trois cate´gories : les me´thodes ite´ratives
basiques (i.e. sans contraintes et non re´gularise´es), les me´thodes avec contraintes, et les
me´thodes re´gularise´es.
2.2.1.2.a Me´thodes ite´ratives basiques
Ces me´thodes cherchent a` maximiser la vraisemblance de l’observation Pr (g|f), ce
qui revient a` minimiser une fonction couˆt J (f) correspondant a` l’anti-logarithme de cette
vraisemblance, aucune contrainte sur la variable a` estimer n’est conside´re´e :
fˆ = arg max
f
Pr (g|f)
= arg min
f
− log(Pr (g|f))
= arg min
f
J (f)
Une large gamme d’algorithmes a e´te´ de´veloppe´ pour re´soudre ce type de proble`me, tout
de´pend des proprie´te´s de la fonction couˆt a` minimiser. Nous pre´sentons des exemples d’al-
gorithmes applique´s dans les cas de statistiques de bruit gaussienne et poissonienne.
Bruit gaussien : Dans le cas d’un bruit gaussien, la vraisemblance de l’observation
s’e´crit :
Pr (g|f) = 1√
2piσ
exp
(
‖g−H(f)‖2
2σ2
)
(2.8)
avec σ2 la variance de bruit, suppose´e connue. La fonction couˆt qui en re´sulte est l’erreur
quadratique suivante :
J (f) = ‖g−H(f)‖2 (2.9)
La minimisation de ce crite`re par une me´thode de descente de gradient classique
donne l’ite´ration suivante qui correspond a` une ite´ration de l’algorithme de Landweber
[LAndwEbER 1951] :
fˆk+1 = fˆk−δ∇J
(
fˆk
)
= fˆk−δH∗
(
g−H
(
fˆk
)) (2.10)
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ou` k est le compteur d’ite´ration, le signe ∗ signifie l’ope´ration adjointe, et δ est le pas
de descente. Ce dernier doit eˆtre fixe´ comme suit δ ≤ 1λmax ou` λmax la valeur propre
maximale de l’ope´rateur de convolution, afin d’assurer la convergence de l’algorithme
[Bonnans 2006]. Des versions acce´le´re´es de cette me´thode par la me´thode de gradient
conjugue´ et par le choix optimal d’un ope´rateur qui remplace H∗ se trouvent dans
[More 1978, Bertero 1998a].
Bruit poissonien : Dans le cas d’un bruit de Poisson, la vraisemblance de l’observa-
tion est donne´e par l’expression suivante :
Pr (g|f) = ∏
i∈I d
(H(f)(i))g(i) e−H(f)(i)
g (i)!
(2.11)
La fonction couˆt associe´e est la divergence de Kullback-Leibler qui s’e´crit sous la forme
suivante :
J (f) = ∑
i∈I d
g (i) log
(
g (i)
H(f)(i)
)
+H(f)(i)−g (i) (2.12)
L’algorithme le plus connu pour la re´solution de ce type de proble`me est l’algo-
rithme MLEM pour ”Maximum Likelihood Expectation- Maximization” en anglais
[Dempster 1977, Shepp 1982]. Le meˆme algorithme a e´te´ aussi introduit par Richardson-
Lucy par une approche diffe´rente [Richardson 1972, Lucy 1974]. Il existe deux versions de
cet algorithme i.e. une version multiplicative et une version additive. Une ite´ration (k+1)
de la version multiplicative est donne´e par l’e´quation suivante :
fˆk+1 = fˆk.H∗
(
g
H
(
fˆk
)) (2.13)
ou` ”.” de´signe le produit d’Hadamard (i.e. produit composante par composante). Un avan-
tage de cet algorithme est qu’il garantie des proprie´te´s importantes telles que la positivite´
(f(i) ≥ 0, ∀i ∈ I d) et la conservation de flux ( ∑
i∈I d
f(i) = c, avec c > 0 une constante
donne´e) de l’image estime´e. Nous verrons au paragraphe suivant quelques me´thodes per-
mettant d’imposer ces contraintes quand elles sont viole´es par l’algorithme d’optimisation.
2.2.1.2.b Me´thodes avec contraintes
Afin de stabiliser la solution du maximum de vraisemblance, il est parfois utile d’in-
corporer des contraintes sur la variable a` estimer. Ces contraintes peuvent eˆtre dans l’es-
pace fre´quentiel ou dans l’espace de l’image. Soit C un ensemble convexe traduisant des
contraintes line´aires de positivite´ et conservation de flux. Le proble`me d’optimisation
contraint s’e´crit comme suit :
fˆ = arg min
f∈C
J (f) (2.14)
Les algorithmes les plus classiques pour la re´solution de ce type de proble`me sont les
algorithmes de gradient projete´ [Youla 1982]. Ils consistent a` simplement projeter sur l’en-
semble C l’estime´e obtenue par une ite´ration k des algorithmes ite´ratifs pre´ce´dents :
fˆk+1 = PC
(
Q
(
fˆk
))
(2.15)
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PC de´signe la projection sur l’ensemble C et Q(.) est une fonction permettant de pas-
ser d’une ite´ration a` la suivante lorsqu’il n’y a pas de contraintes comme par exemple
les e´quations (2.10), et (2.13). Les algorithmes de gradient projete´ [Bardsley 2004,
Bonettini 2009] les plus avance´s ne suivent pas la direction du gradient pour effectuer
une descente de la fonction couˆt mais choisissent une autre direction dk qui fait de´croitre
l’e´nergie J tout en restant dans l’ensemble C. Par exemple, dans [Dai 2006, Bonettini 2009]
la direction suivante dk+1 = PC
(
Q
(
fˆk
))− fˆk est utilise´e.
Une autre me´thode d’optimisation sous contraintes line´aires est la me´thode de multi-
plicateur Lagrange [Ng 2010, Carlavan 2011] qui consiste a` formuler le proble`me (2.14)
sous la forme suivante :
fˆ = argmin
f
J (f)+∑
j
αiφ j (f) (2.16)
ou` φ j sont des fonctions de´crivant les contraintes line´aires de C et αi > 0 sont des pa-
rame`tres dits les multiplicateurs de Lagrange. Par exemple, pour une contrainte de conser-
vation de flux, on a φ j (f) = ∑
i∈I d
f(i)− c. Nous appliquons plus tard une me´thode ra-
pide d’optimisation sous contraintes [Bonettini 2009] au proble`me de restauration par un
ope´rateur de flou SV.
2.2.1.2.c Me´thodes re´gularise´es
Le but des me´thodes de de´convolution re´gularise´es est de stabiliser la solution par
rapport au bruit en introduisant des informations a priori sur l’image. La plupart des
re´gularisations permettent de lisser l’image reconstruite, ce qui permet d’e´viter l’ampli-
fication de bruit [De Mol 1992, Bertero 1999]. L’ide´e ge´ne´rale est de de´finir deux termes,
Jd (f) et Jp (f). Le premier repre´sente la fide´lite´ de l’image f aux donne´es g, et appele´
e´nergie d’attache aux donne´es. Celle-ci de´coule de la vraisemblance des donne´es comme
nous l’avons vu dans le paragraphe pre´ce´dent : Jd (f) = −LogPr (g|f). Le second terme
repre´sente l’e´nergie de re´gularisation et traduit des informations a priori que nous souhai-
tons imposer sur l’image f. L’estimation de f se fait en cherchant un compromis entre ces
deux fonctionnelles qui se peut se formuler de diffe´rentes manie`res :
– La premie`re consiste a` minimiser l’e´nergie d’attache aux donne´es Jd (f) en contrai-
gnant l’e´nergie de re´gularisation Jp (f) a` rester infe´rieure a` une e´nergie maximale
Jpmax :
fˆ = argminJd (f)
s.c. Jp (f)≤ Jpmax
(2.17)
– La deuxie`me consiste a` minimiser l’e´nergie de re´gularisation Jp (f) en contraignant
l’e´nergie d’attache aux donne´es Jd (f) a` rester infe´rieure a` une e´nergie maximale
Jdmax :
fˆ = argminJp (f)
s.c. Jd (f)≤ Jdmax
(2.18)
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– La troisie`me consiste a` minimiser la combinaison de ces deux fonctionnelles en in-
troduisant un parame`tre α , appele´ parame`tre de re´gularisation ou hyperparame`tre,
qui permet de ponde´rer l’importance de la re´gularisation par rapport au fide´lite´ aux
donne´es :
fˆ = argminJd (f)+αJp (f) (2.19)
Notons que tre`s souvent les deux premiers proble`mes (2.17) et (2.18) sont re´solus avec
une me´thode de multiplicateur de Lagrange, ce qui les rame`ne sous la forme du proble`me
(2.19).
Termes de re´gularisation : Diffe´rents termes de re´gularisation Jp (.) ont e´te´ pro-
pose´es dans la litte´rature pour lisser l’image. La plupart d’eux pe´nalisent les zones non-
lisses en attribuant une grande valeur de l’e´nergie aux re´gions pre´sentant une grande va-
riation d’intensite´s (i.e. re´gions pre´sentant de fortes valeurs du gradient). Nous citons ici
quelques unes des fonctionnelles de re´gularisation convexes :
– Re´gularisation de Tikhonov d’ordre 0 :
Jp (f) =
1
2
‖f‖22 (2.20)
– Re´gularisation de Tikhonov d’ordre 1 [Jacquelin 2003, Dey 2006] :
Jp (f) =
1
2
‖∇f‖22 (2.21)
– Re´gularisation de variation totale [Rudin 1994, Bect 2004] :
Jp (f) = ‖∇f‖1 (2.22)
– Re´gularisation base´e sur le champ ale´atoire de Markov [Zanella 2009] :
Jp (f) = ∑
i∈I d
∑
i′∈Vi
Φε
[(
f(i′)− f(i)
ω(i′)
)2]
(2.23)
avec Vi un voisinage de i, ω(i′) un parame`tre d’e´chelle et Φε (t) =
√
t+ ε2, t ≥
0, ε 6= 0.
– Re´gularisation par les ondelettes [Daubechies 2004, Chaux 2007, Dupe´ 2009] :
Jp (f) = ‖Wf‖1 (2.24)
avec W un ope´rateur de transforme´e en ondelettes.
Les deux premie`res re´gularisations de Tikhonov (e´quations (2.20) et (2.21)) pre´sentent
l’avantage d’eˆtre diffe´rentiables, ce qui permet d’appliquer les me´thodes de descente du
gradient pour l’optimisation. Cependant, leur utilisation est limite´e car elles lisses les
contours (les forts gradients sont fortement pe´nalise´s par l’utilisation d’une fonction qua-
dratique) [Dey 2006]. La re´gularisation par la variation totale (e´quation (2.22)) permet
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d’e´viter ce proble`me par l’utilisation de la norme l1. L’inconve´nient de cette re´gularisation
est qu’elle n’est pas diffe´rentiable. C’est pourquoi elle est souvent approche´e par :
‖∇f‖1 ' ∑
i∈I d
Φε
(|∇f(i)|2) (2.25)
afin de permettre la diffe´rentiabilite´ de ce type de re´gularisation, ε e´tant fixe´ a` une tre`s
faible valeur (de l’ordre de 10−8 comme sugge´re´ dans [Vogel 2002, Bonettini 2009]). Ces
re´gularisations sont un cas particulier de la quatrie`me re´gularisation base´e sur les champs
de Markov. L’avantage de ce cas ge´ne´ral (e´quation (2.23)) est de permettre un lissage et
une pre´servation de contour isotope selon le choix de la fonction Φε [Geman 1993]. La
dernie`re re´gularisation (e´quation (2.24)) permet d’imposer une contrainte de parcimonie
dans une base donne´e (ondelettes, curvelettes, etc), ce qui permet de pre´server les textures
de l’image. Une liste plus exhaustive des fonctionnelles de re´gularisation ainsi que leur pro-
prie´te´s peut eˆtre trouve´e dans [Jalobeanu 2001]. D’une fac¸on ge´ne´rale, la plupart des fonc-
tionnelles de re´gularisation s’e´crivent sous la forme suivante : Jp (f) = ∑
i∈I d
Ψ
(
|Kf(i)|2
)
avec K un ope´rateur line´aire qui peut eˆtre l’ope´rateur de gradient ou n’importe qu’elle autre
transformation. Ψ :R+→R+ est une fonction pe´nalisante (peut eˆtre quadratique, line´aire,
combinaison quadratique-line´aire, etc).
Exemples d’algorithmes ite´ratifs re´gularise´s : La plupart des algorithmes ite´ratifs
re´gularise´s sont des variantes des algorithmes ite´ratifs vus au paragraphe 2.2.1.2. En effet,
au lieu de minimiser l’e´nergie associe´e a` la vraisemblance de l’observation seule, il s’agit
de minimiser l’e´nergie d’une vraisemblance pe´nalise´e. Nous donnons deux exemples de
ces algorithmes re´gularise´s par un terme de variation totale applique´ pour des statistiques
de bruit gaussienne et poissonienne.
– Dans le cas d’un bruit additif gaussien, le crite`re re´gularise´ a` minimiser s’e´crit :
J (f) = ‖g−H(f)‖2+α‖∇f‖1 (2.26)
L’optimisation par un algorithme de descente de gradient classique nous donne la
version re´gularise´e de l’algorithme de Landweber [LAndwEbER 1951], la variation
totale e´tant approche´e par le terme (2.25) :
fˆk+1 = fˆk−δ
[
H∗
(
g−H
(
fˆk
))
−αdiv
(
∇fk
|∇fk|+ ε
)]
(2.27)
– Dans le cas d’un bruit multiplicatif poissonien, le crite`re re´gularise´ a` minimiser
s’e´crit :
J (f) = ∑
i∈I d
g (u) log
(
g (i)
H(f)(i)
)
+H(f)(i)−g (i)+α‖∇f‖1 (2.28)
L’optimisation par un algorithme de descente de gradient classique nous donne la
version re´gularise´e de l’algorithme multiplicatif de Richardson-Lucy [Dey 2006]
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donne´e par l’e´quation suivante (la variation totale e´tant approche´e par le terme
(2.25)) :
fk+1 =
fk
1−αdiv
(
∇fk
|∇fk|+ ε
).H∗( g
H(fk)
)
(2.29)
Il existe e´galement des algorithmes ite´ratifs re´gularise´s avec contraintes. Nous citons
par exemple [Lante´ri 2002, Carlavan 2011]. Ceci permet de stabiliser davantage la solution.
Nous appliquons dans notre travail (cf. section 2.5) des algorithmes rapides avec contrainte,
re´gularise´ par un terme de variation totale.
Dans ces me´thodes re´gularise´es, le choix du parame`tre de re´gularisation α influe tre`s
sensiblement sur la qualite´ de la restauration. Il est souvent ajuste´ par essais/erreurs. Nous
discutons dans le paragraphe 2.2.3 quelques me´thodes automatiques propose´es pour l’esti-
mation de ce parame`tre.
2.2.2 Me´thodes stochastiques
Au lieu de chercher a` imposer des contraintes sous forme de projection ou de
re´gularisation en adjoignant un terme supple´mentaire au terme d’attache aux donne´es, nous
pouvons travailler dans un cadre stochastique ou` toutes les variables du proble`me sont vues
comme e´tant des variables ale´atoires qui suivent des lois de probabilite´ bien de´termine´es.
L’image a` estimer f en particulier suit une loi de probabilite´ Pr( f ) qui nous permet
d’imposer certaines connaissances a priori sur l’image f (par exemple des contraintes de
re´gularite´). La loi de Bayes permet d’exprimer l’image originale en fonction de l’observa-
tion g comme suit :
Pr (f|g) = Pr (g|f)Pr (f)
Pr (g)
∝ Pr (g|f)Pr (f)
Il s’agit alors de chercher l’image f la plus probable au sens de la loi Pr (f|g) ou d’une
manie`re e´quivalente calculer l’estimation au sens du maximum a posteriori (MAP) :
fˆ = argmax
f
Pr (f|g) (2.30)
Les champs de Markov ont montre´ leur inte´reˆt pour construire des lois de probabilite´
adapte´es a` de nombreux proble`mes e´tant donne´ leur capacite´ a` mode´liser les diffe´rentes
interactions entre les pixels voisins. Il s’agit de de´finir un syste`me de voisinage entre les
pixels, appele´ clique que l’on note par c et de lui attribuer une e´nergie appele´e potentiel
de clique V (c). On peut par exemple de´finir une e´nergie qui permet de forcer les pixels
voisins a` avoir des intensite´s proches, ce qui permet de favoriser des zones homoge`nes.
L’e´nergie globale de toute l’image est la somme des e´nergies locales U(f) = ∑
c∈C
V (c), ou`
C est l’ensemble de tous les cliques de f. La probabilite´ Pr(f) s’e´crit alors sous la forme
de la distribution Gibbsienne suivante :
Pr(f) =
e−U(f)
Z
, avec Z =∑
Ωf
e−U(f) (2.31)
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avec Ωf l’ensemble de toutes les images f possibles. Graˆce a` cette forme e´nerge´tique de
la distribution de probabilite´, le calcul du maximum a posteriori (i.e. e´quation (2.30)) se
rame`ne a` la minimisation d’un crite`re comme dans l’e´quation (2.19) :
fˆ = arg min
f
− log(Pr (f|g))
= arg min
f
− [l (Pr (g|f))+ log(Pr (f))]
L’optimisation peut alors se faire par des me´thodes stochastiques telles que le recuit si-
mule´ [van Laarhoven 1987]. Ceci pre´sente l’avantage d’obtenir un minimum global meˆme
si la fonctionnelle a` minimiser est non-convexe et/ou non-diffe´rentiable. L’inconve´nient
de ces approches est la lenteur de calcul car elles font appel a` des e´chantillonneurs
[Metropolis 1953, Geman 1984, Green 1995] qui sont extreˆmement lents a` converger, no-
tamment lorsque le support de la PSF est grand. Enfin, nous notons que ce cadre sto-
chastique offre la possibilite´ d’estimer le parame`tre de re´gularisation en meˆme temps
que l’image par des approches baye´siennes [Ichir 2006, Orieux 2009]. Nous discutons le
proble`me d’estimation d’hyperparme`tres dans le paragraphe suivant.
2.2.3 Se´lection du parame`tre de re´gularisation
Les me´thodes d’estimation d’hyperparame`tres se divisent e´galement en deux classes :
les approches de´terministes et les approches stochastiques.
2.2.3.1 Cadre de´terministe
L’une des premie`res approches de´terministes consiste a` tracer le terme de re´gularisation
Jp
(
fˆα
)
(ou` fˆ = arg min
f
Jd (f)+αJp (f)) en fonction du terme d’attache aux donne´es Jd
(
fˆα
)
pour diffe´rentes valeurs de α , ce qui donne une courbe en L, d’ou` le nom L-curve de
cette me´thode. La valeur de α choisie est celle qui correspond a` la plus grande courbure
[Hansen 1992, Krawczyk-Stan´Do 2007].
Une autre me´thode de la classe des approches de´terministes est appele´e principe
de divergence ou ”discrepancy principle” en anglais [Galatsanos 1992, Desbat 1995,
Engl 1996]. Elle a e´te´ initialement propose´e pour des images de´grade´es par un bruit additif
blanc gaussien, le parame`tre de re´gularisation est choisi de sorte que ‖g−Hfˆ‖2 = nσ2, ou`
n est la taille de l’image et σ2 est la variance de bruit. Cette me´thode a e´te´ adapte´e a` des
images avec un bruit poissonien [Bardsley 2009, Le 2007, Zanella 2009].
Une autre approche est la me´thode SURE (”Stein’s Unbiased Risk Estimate”)
[Ramani 2008, Pesquet 2009, Ramani 2012] qui consiste a` trouver le parame`tre α qui mi-
nimise la moyenne des erreurs quadratiques entre l’image vraie et l’image reconstruite
E
[∥∥f− fˆα∥∥].
Les me´thodes liste´es ci-dessus sont difficilement applicables a` des fonctionnelles com-
portant plus qu’un seul parame`tre de re´gularisation. Dans [Zhu 2010], une mesure de qua-
lite´ sans re´fe´rence a e´te´ propose´e pour e´valuer la qualite´ d’une image en terme de flou et de
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bruit. Elle a a e´te´ ensuite utilise´e pour estimer les parame`tres d’un mode`le de bruit en opti-
misant cette mesure. L’avantage de cette me´thode est qu’elle peut eˆtre aise´ment applique´e
pour l’estimation d’un grand nombre de parame`tres. Nous appliquons cette me´thode pour
l’estimation des parame`tres d’une fonctionnelle que nous de´finissons dans le chapitre sui-
vant pour le proble`me de restauration aveugle.
2.2.3.2 Cadre stochastique
Dans cette approche, f est mode´lise´e par une variable ale´atoire. Ceci permet d’appli-
quer par exemple, l’estimateur de maximum de vraisemblance qui consiste a` maximiser
par rapport a` α , la vraisemblance Prα (g) = ∑
f
Prα (g|f) Prα (f) [Jalobeanu 2002]. Ceci est
e´galement le principe des me´thodes base´es sur l’algorithme Espe´rance-Maximisation (EM)
[Dempster 1977, Figueiredo 2003, Chaux 2012] qui permettent de maximiser l’espe´rance
E [Prα (g|f)]. Celles-ci permettent d’estimer le parame`tre de re´gularisation en ite´rant
deux e´tapes : la premie`re permet d’e´valuer l’espe´rance E [Prα (g|f)], et la deuxie`me per-
met de la maximiser par rapport a` α . La premie`re e´tape fait appel a` des algorithmes
d’e´chantillonnage, ce qui posera le meˆme proble`me que nous avons e´voque´ dans le pa-
ragraphe pre´ce´dent : lenteur de calcul et difficulte´ de diagonalisation des termes d’attache
aux donne´es et de re´gularisation dans le meˆme espace.
Une autre approche stochastique pour l’estimation de α est l’approche bayesienne
[Ichir 2006, Pesquet 1996, Orieux 2009] qui consiste a` conside´rer α comme e´tant une va-
riable ale´atoire. Une loi de probabilite´ a priori Pr (α) est attribue´e a` la variable α . L’esti-
mation de α peut se faire par diffe´rentes manie`res : soit au meˆme temps que l’estimation
de l’image en maximisant la probabilite´ a posteriori Pr (α, f|g), soit par marginalisation
par rapport a` l’inconnue f, soit aussi en appliquant un algorithme d’e´chantillonnage per-
mettant de calculer l’estimateur a posteriori moyen αˆ = ∑
α,f
αPr (α, f|g). Ces me´thodes
ne´cessitent aussi l’e´chantillonnage des distributions de probabilite´ sur les images, ce qui
est nume´riquement difficile et couˆteux.
2.3 E´tat de l’art sur les me´thodes de restauration : flou SV
La principale difficulte´ de la restauration avec un ope´rateur de flou SV est la complexite´
de calcul qui est tre`s e´leve´e pour des images volumineuses et/ou pour des PSFs a` support
large. En effet, l’ope´ration de de´gradation (e´quation (1.8)) n’est plus diagonalisable dans
l’espace de Fourier, les calculs doivent alors se faire dans l’espace image (la complexite´ de
calcul de cette ope´ration est de l’ordre de O
(
n2
)
). L’utilisation d’une telle ope´ration dans
un algorithme ite´ratif de reconstruction est alors prohibitive. La plupart des techniques
de restauration qui existent actuellement sont fonde´es sur des approximations du flou SV
permettant de re´duire le couˆt de calcul. Nous pouvons les diviser en trois cate´gories.
Les premie`res me´thodes sont consistent a` de´composer l’image en des sous-images
ou` le flou peut eˆtre suppose´ SI, ensuite appliquer sur chacune de ces sous-images,
l’une des me´thodes de de´convolution pre´sente´es pre´ce´demment, les sous-images obtenues
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sont apre`s rassemble´es afin de construire l’image estime´e [Trussell 1978, Ozkan 1994,
Boden 1996, Shaevitz 2007, Rˇerˇa´bek 2008]. Ceci conduit cependant a` des arte´facts de
de´composition dans l’image reconstruite. Une ame´lioration de cette me´thode est pro-
pose´e dans [Maalouf 2010] ou` les images de´convolue´es sont combine´es par des fonctions
masques permettant de lisser les transitions entre les zones adjacentes. Les e´tapes de cette
me´thode dite EMMA (”Enhanced Merging Masks Algorithm”) sont re´sume´es dans la fi-
gure 2.13 (a). Elle a e´te´ particulie`rement applique´e a` des images de microscopie a` champ
large ou` le flou est suppose´ uniquement variable en profondeur. Des de´convolutions mul-
tiples sont alors effectue´es se´pare´ment sur la totalite´ de l’image en utilisant des PSFs SI
hi, i = 1, ..., M prises a` diffe´rentes profondeurs, conduisant ainsi a` un ensemble d’images
de´convolue´es fˆ i, i = 1, ..., M, avec M le nombre de PSFs conside´re´es. Des fonctions
masques ψ i, i = 1, ..., M variables uniquement en profondeurs comme expose´ dans la fi-
gure 2.3 (a) permettent de fusionner les images re´sultats tout en e´vitant les arte´facts de
de´composition. Le couˆt de la restauration est alors M fois le couˆt d’une de´convolution.
La deuxie`me cate´gorie de me´thodes [Preza 2004, Nagy 1996, Cresci 2005,
Aubailly 2007] consiste a` utiliser un ope´rateur de flou SV dans la proce´dure ite´rative de
restauration. Dans ces me´thodes, l’ope´rateur de flou continument variable dans l’image est
approche´e par une combinaison line´aire de M ope´rateurs de flou SI digonalisables dans
l’espace de Fourier (des convolutions). Le couˆt de l’ope´ration de de´gradation se re´duit
alors a` M fois le couˆt d’une convolution. Nous utilisons ce type d’approche dans notre
solution de restauration. Nous de´taillons cette approche dans le paragraphe suivant ou`
nous comparons les mode`les d’approximation du flou SV.
La troisie`me cate´gorie est une me´thode qui a e´te´ re´cemment propose´e dans
[Escande 2012] ou` il a e´te´ montre´ qu’il est possible de diagonaliser l’ope´rateur de flou SV
dans le domaine des ondelettes, l’inversion est alors faite comme dans le cas invariable par
un algorithme primal-dual [Chambolle 2011]. Le couˆt de la restauration est alors similaire
au couˆt d’une de´convolution.
Nous notons enfin que dans certains cas, par exemple lorsque le flou varie suivant une
seule dimension ou lorsque le support de la PSF est petit, certains pre´fe`rent n’utiliser au-
cune approximation du flou SV comme dans [Hajlaoui 2010] ou` l’ope´ration de de´gradation
est calcule´e en tout point dans l’espace de l’image.
2.4 Mode`le de flou SV
Pour une plus grande ge´ne´ralite´ et une mode´lisation plus proche de la physique, nous
reprenons ici les notations continues pour f , h˜, et H˜. Le mode`le de flou spatialement va-
riable (SV) de l’e´quation (1.9) est prohibitif en terme de temps de calcul. L’approximation
de ce mode`le est alors une e´tape primordiale avant d’entamer la phase d’inversion. Les
mode`les d’approximation du flou SV qui existent dans la litte´rature peuvent eˆtre divise´s en
deux classes que nous comparons dans cette section.
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2.4.1 Premie`re classe de mode`les d’approximation du flou SV
Dans certains des mode`les d’approximation du flou SV comme [Nagy 1998,
Bardsley 2006b, Gilad 2006], l’image de´grade´e par un flou SV est vue comme e´tant
une combinaison convexe de M images de´grade´es par des PSFs SI que l’on note par
hi, i = 1, ..., M :
˙˜H ( f )(u) = ∑
1≤i≤M
ψ i (u) .
(
hi ∗ f )(u) (2.32)
ou` ψ i : R3 → [0, 1], 1 ≤ i ≤ M est un ensemble de fonctions de ponde´ration tel que :
∑
1≤i≤M
ψ i (u) = 1, ∀u ∈ R3. Nous pouvons montrer que la PSF SV associe´e a` ce mode`le
s’e´crit comme suit :
˙˜h
(
u,u′
)
= ∑
1≤i≤M
ψ i (u) .hi
(
u−u′) (2.33)
avec u = (x, y, z) une coordonne´e dans l’espace image I (espace du de´tecteur) et u′ =
(x′, y′, z′) une coordonne´e dans l’espace objet O (espace du spe´cimen). Dans ce mode`le,
l’interpolation des PSFs (cf. e´quation (2.33)) est effectue´e dans l’espace image I (les
fonctions d’interpolation ψ i de´pendent des coordonne´es image u).
2.4.2 Deuxie`me classe de mode`les d’approximation du flou SV
Dans la deuxie`me classe de mode`les d’approximation du flou SV, comme ceux pro-
pose´s dans [Preza 2004, Hirsch 2010, Yuan 2011], les fonctions de ponde´rations sont
d’abord applique´es a` l’image originale f conduisant a` une se´rie d’images, chacune d’elles
est convolue´e par une PSF SI hi, la combinaison des images re´sultant constitue l’approxi-
mation de l’image de´grade´e par un flou SV. Cette formulation est donne´e par l’e´quation
suivante :
¨˜H ( f )(u) = ∑
1≤i≤M
hi ∗ (ψ i. f )(u) (2.34)
Nous pouvons montrer que la PSF SV associe´e a` ce mode`le s’e´crit comme suit :
¨˜h
(
u,u′
)
= ∑
1≤i≤M
ψ i
(
u′
)
.hi
(
u−u′) (2.35)
L’interpolation de la PSF SV se fait dans l’espace objet O (les fonctions d’interpolation ψ i
de´pendent des coordonne´es objet u′). Comme la PSF varie en fonction de la position du
point source dans le domaine objet, l’interpolation dans le domaine objet est plus re´aliste.
Nous choisissons alors ce mode`le d’approximation et ve´rifions certaines proprie´te´s phy-
siques de ce mode`le. Nous comparons ensuite ces deux mode`les d’approximation en se
basant sur des tests nume´riques.
2.4.3 Proprie´te´s du mode`le choisi
Nous ve´rifions ici certaines proprie´te´s du mode`le choisi, lie´es au syste`me optique
comme la normalisation de la PSF et la conservation de flux. La conservation de flux si-
gnifie que le nombre de photons qui arrivent au de´tecteur est e´gale au nombre de photons
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qui sont e´mis par le spe´cimen i.e.
∫
I H˜ ( f )(u) du =
∫
O f (u
′) du′ (le syste`me optique est
suppose´ conservatif). La normalisation de la PSF signifie que le nombre de photons qui
arrivent au de´tecteur suite a` l’acquisition d’un point source place´ a` la position u′ est e´gale
a` 1 i.e.
∫
I h(u,u
′) du = 1.
Nous montrons les lemmes suivants.
Lemme 1. La conservation de flux est e´quivalente a` la normalisation de la PSF dans
le cas d’un flou SV donne´ par l’e´quation (1.8) :∫
I
[∫
O
h˜
(
u,u′
)
f
(
u′
)
du′
]
du =
∫
O
f
(
u′
)
du′, ∀ f ∈ L1 (O)
⇐⇒
∫
I
h˜
(
u,u′
)
du = 1, ∀u′ ∈ O
(2.36)
De´monstration. Supposons que la condition∫
I
[∫
O
h˜
(
u,u′
)
f
(
u′
)
du′
]
du =
∫
O
f
(
u′
)
du′, ∀ f ∈ L1 (O)
est satisfaite. En conside´rant que f (u′) est une distribution de Dirac au point a ∈ O i.e.
f (u′) = δa (u′) , ∀a ∈ O , on obtient :∫
I
∫
O
h˜
(
u,u′
)
δa
(
u′
)
du′du =
∫
O
δa
(
u′
)
du′, ∀a ∈ O
Ce qui veut dire que
∫
I h˜(u,a)du = 1, ∀a ∈ O .
Supposons maintenant que la PSF est normalise´e i.e.∫
I
h˜
(
u,u′
)
du = 1, ∀u′ ∈ O,
alors ∫
I
∫
O
h˜
(
u,u′
)
f
(
u′
)
du′du =
∫
O
f
(
u′
) [∫
I
h˜
(
u,u′
)
du
]
du′
=
∫
O
f
(
u′
)
du′
Dans le cas d’un ope´rateur de flou stationnaire i.e. une convolution, cette proprie´te´ reste
vraie si les ensembles O et I sont non-borne´s (i.e. I = O = R3). Si ces ensembles sont
borne´s, cette proprie´te´ n’est vraie que si le domaine image I contient le domaine objet O
e´tendu par le support de la PSF. Cependant, en pratique nous cherchons a` reconstruire une
image f de meˆme taille que les donne´es g i.e. nous conside´rons O = I . Dans ce cas, la
proprie´te´ d’e´quivalence entre la conservation de flux et la normalisation de la PSF n’est pas
force´ment ve´rifie´e. Nous montrons que si f est pe´riodique de pe´riode I alors nous avons
e´quivalence entre la normalisation de la PSF et la conservation de flux pour O =I ⊂ R3.
Soient alors les deux ensembles suivants :
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– A = { f ∈L 1 (I ) ,pe´riodique, de pe´riode I },
– B = {h ∈L 1 (I ) ,supp(h) = B(O, R) ⊂I }. avec supp(h) de´signe le support de
h, qui est une boule ferme´e de centre O et de rayon R > 0 incluse dans I .
Lemme 2. La conservation de flux est e´quivalente a` la normalisation de la PSF dans
le cas d’un flou SI donne´ par l’e´quation (1.8) : Soient f ∈ A et h ∈ B, nous avons :∫
I
f ∗h(u)du =
∫
I
f (u)du⇐⇒
∫
B(O,R)
h(u)du = 1 (2.37)
De´monstration. Montrons tout d’abord le lemme suivant :
Lemme 3. Soit f ∈ A, nous avons le re´sultat suivant :∫
I−{z}
f (u)du =
∫
I
f (u)du, ∀z ∈ R3 (2.38)
De´monstration. Sans perte de ge´ne´ralite´, on conside`re I = [−1, 1], et f une fonction 2-
pe´riodique.
Premier cas : z≥ 0∫
I−{z}
f (u)du =
∫ 1−z
−1−z
f (u)du
=
∫ −1
−1−z
f (u)du+
∫ 1
−1
f (u)du−
∫ 1
1−z
f (u)du (2.39)
Le premier terme de cette e´quation peut s’e´crire comme suit :∫ −1
−1−z
f (u)du =
∫ 1
1−z
f (y−2)dy
=
∫ 1
1−z
f (u)du
En remplac¸ant ce dernier re´sultat dans (2.39), nous obtenons :
∫ 1−z
−1−z f (u)du =
∫ 1
−1 f (u)du.
La preuve est similaire pour z≤ 0.
Maintenant, revenons a` la preuve d’e´quivalence entre la conservation de flux et la normali-
sation de la PSF :∫
I
f ∗h(u)du =
∫
I
∫
R3
h
(
u−u′) f (u′) du′du
=
∫
I
∫
B(O,R)
h(z) f (u− z) dzdu
=
∫
B(O,R)
h(z)
[∫
I
f (u− z) du
]
dz
=
∫
B(O,R)
h(z)
[∫
I−{z}
f (u) du
]
dz
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Graˆce au lemme 3, nous avons :∫
I
f ∗h(u)du =
∫
B(O,R)
h(z)dz
∫
I
f (u) du
Ceci nous permet de de´duire l’e´quivalence entre la conservation de flux et la normalisation
de la PSF sur B(O, R).
Remarque 2. Pour re´duire les arte´facts de bords lors de la restauration d’image,
l’image f est souvent e´tendue par des ze´ros (si les bords de l’image sont nulles) ou en
utilisant une version re´fle´chie ou pe´riodise´e de l’image [Aghdasi 1996]. Notons par I ′
le support de la nouvelle image obtenue par extension de l’ancienne image f . Comme
le produit de convolution est calcule´e par transforme´e de Fourier, l’image est suppose´e
pe´riodique de pe´riode I ′. Par conse´quent, la conservation de flux n’est plus ve´rifie´e sur
le domaine I , mais sur le domaine I ′ (i.e. la pe´riode conside´re´e dans la convolution
circulaire).
Nous ve´rifions maintenant que les proprie´te´s de normalisation de la PSF et de conservation
de flux sont respecte´es par le mode`le (2.34) et viole´es par le mode`le (2.32).
2.4.3.1 Normalisation de la PSF SV
Lemme 4. Soient f ∈ A, hi ∈ B, 1 ≤ i ≤M tels que ∫B(O,R) hi (u) = 1, et B(u′, R) une
sphe`re ferme´e de rayon R∈ [0, 1] et de centre u′ ∈R3, nous avons alors le re´sultat suivant :∫
B(u′,R)
¨˜h
(
u,u′
)
du = 1,∀u′ ∈ R3 (2.40)
De´monstration.∫
B(u′,R)
¨˜h
(
u,u′
)
du =
∫
B(u′,R)
∑
1≤i≤M
ψ i(u′)hi(u−u′)du
= ∑
1≤i≤M
ψ i(u′)
∫
B(u′,R)
hi(u−u′)du
= ∑
1≤i≤M
ψ i(u′)
∫
B(O,R)
hi(t)dt
= ∑
1≤i≤M
ψ i(u′)
= 1
Remarque 3. La normalisation de la PSF ˙˜h(u,u′) du mode`le (2.35) n’est pas
force´ment ve´rifie´e meˆme si les fonctions hi sont normalise´es car les fonctions de
ponde´ration ψ i de´pendent des coordonne´es image, coordonne´es par rapport auxquelles
l’inte´gration est calcule´e.
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2.4.3.2 Conservation de flux pour le mode`le SV
Lemme 5. Soient f ∈ A, hi ∈ B tels que ∫B(O,R) hi(u)du = 1 pour 1 ≤ i ≤ M, nous
avons : ∫
I
¨˜H ( f )(u)du =
∫
I
f (u)du (2.41)
De´monstration. On a :∫
I
¨˜H ( f )(u)du =
∫
I
∑
1≤i≤M
hi ∗ (ψ i. f )(u)du
= ∑
1≤i≤M
∫
I
hi ∗ (ψ i. f )(u)du (2.42)
Par ailleurs, comme hi, 1≤ i≤M sont normalise´es, nous obtenons a` partir du lemme 2 :
∑
1≤i≤M
∫
I
hi ∗ (ψ i. f )(u)du = ∑
1≤i≤M
∫
I
ψ i (u) . f (u)du
=
∫
I
∑
1≤i≤M
ψ i (u) . f (u)du
=
∫
I
f (u)du
Remarque 4. Pour les meˆmes raisons que pre´ce´demment (ψ i de´pendent des coor-
donne´es image), la conservation de flux n’est pas ve´rifie´e pour le mode`le (2.32).
Remarque 5. Le mode`le (2.35) pre´serve la syme´trie de la PSF tandis que ce n’est pas
le cas pour le mode`le (2.33) i.e.
∀v ∈I , si hi (u− v) = hi (v−u) alors ¨˜h(u− v,u′)= ¨˜h(v−u,u′) (2.43)
Remarque 6. Les ope´rateurs ˙˜H (.) et ¨˜H (.) sont conjugue´s l’un de l’autre. En effet,
soit < f ,g > le produit scalaire de´fini comme suit pour f ,g ∈L 2 (I ) :
< f , g >=
∫
I
f (u)g(u)du (2.44)
Notons par H i = hi ∗ . l’ope´rateur de flou SI et par H i∗ son ope´rateur adjoint, nous avons
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alors :
< ¨˜H ( f ) , g >=
∫
I
∑
1≤i≤M
H i
(
ψ i. f
)
(u)g(u)du
= ∑
1≤i≤M
∫
I
f (u)ψ i(u)H i∗ (g)(u)du
=
∫
I
∑
1≤i≤M
f (u)ψ i(u)H i∗ (g)(u)du
=< f , ∑
1≤i≤M
ψ i H i∗ (g)>
=< f , ˙˜H (g)>
=< f , ¨˜H
∗
(g)>
2.4.4 Comparaison des mode`les
Nous comparons les PSFs et les images floues obtenues par chacun des mode`les d’ap-
proximation (2.32) et (2.34) a` celles obtenues par le mode`le de re´fe´rence, dans lequel la
PSF est calcule´e par le mode`le the´orique (cf. cadre 1) et l’image floue est ge´ne´re´e par
l’e´quation (1.9). Nous avons vu dans les paragraphes pre´ce´dents que le mode`le (2.34)
est plus re´aliste que le mode`le (2.32). Nous illustrons ceci par des tests nume´riques et
nous comparons les erreurs d’approximation de ces deux mode`les. Pour ce faire, nous
conside´rons un syste`me de microscopie confocale e´quipe´ d’un objectif a` immersion 100X
(IR de 1.5) avec une ouverture nume´rique de 1.4. La lamelle et le milieu de l’objet sont
suppose´s d’IRs respectifs de 1.5 et 1.48. Les longueurs d’onde d’excitation et d’e´mission
sont respectivement de 560nm et 600nm. Les pas d’e´chantillonnages radial et axial sont
respectivement 50nm et 145nm. Pour ces parame`tres d’acquisition, nous avons ge´ne´re´ 10
PSFs a` des profondeurs variant entre 0 µm et 28.5 µm par le mode`le the´orique pre´sente´
dans le premier chapitre de ce manuscrit. Les positions des PSFs h1, ..., h10 sont choi-
sies de sorte que l’erreur entre deux PSFs successives ne de´passe pas 20%. Comme nous
conside´rons une variation uniquement en profondeur, les fonctions de ponde´ration ψ i sont
constantes suivant les axes (OX) et (OY ), et varient line´airement suivant l’axe (OZ). Un
exemple de variation line´aire de 5 fonctions de ponde´ration est pre´sente´ dans la figure 2.3
(a). Le choix des positions des PSFs ainsi que la forme des fonctions de ponde´ration sera
discute´ plus tard. Nous avons calcule´ les PSFs a` une profondeur de 6µm en utilisant les
e´quations (2.33) et (2.35) par l’interpolation de ces 10 PSFs. Les coupes axiales de ces
deux PSFs sont pre´sente´es dans les figures 2.1 (b) et (d). Nous comparons ces PSFs avec
la PSF the´orique obtenue a` la meˆme profondeur (cf. figure 2.1 (a)). Nous remarquons a`
partir des images des erreurs absolues pre´sente´es dans les figures 2.1 (c) et (e) que l’erreur
d’approximation est beaucoup plus faible pour le deuxie`me mode`le et que pour le premier
mode`le.
Nous comparons e´galement les images floute´es par chacun des mode`les (2.32) et (2.34)
a` l’image floute´e par le mode`le de re´fe´rence donne´e par l’e´quation (1.9) ou` pour chaque
coupe en Z, une nouvelle PSF est calcule´e par le mode`le the´orique de Stokseth. Nous
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(a) (b) (c)
(d) (e)
FIGURE 2.1 – Approximation de la PSF a` une profondeur de 6µm : Coupes (X ,Z) de (a)
la PSF the´orique, (b) la PSF approche´e par le mode`le (2.33), (c) l’erreur entre la PSF du
mode`le (2.33) et la PSF the´orique, (d) la PSF approche´e par le mode`le (2.35), (e) l’erreur
entre la PSF du mode`le (2.35) et la PSF the´orique.
avons ge´ne´re´ nume´riquement une image de 3 billes plonge´es dans un volume de 200×
200×190 voxels. Une coupe axiale de cette image est pre´sente´e dans la figure 2.2 (a). Les
coupes axiales des images floute´es par le premier, le second mode`le ainsi que le mode`le
de re´fe´rence sont respectivement pre´sente´es sur les figures 2.2 (b), (e) et (d). Les images
d’erreurs absolues entre l’image floue de re´fe´rence et les images floute´es par les mode`les
d’approximation (cf. figures 2.2 (c) et (f)) prouvent le succe`s du deuxie`me mode`le par
rapport au premier.
Pour finir cette e´tude, nous re´sumons dans la table 2.1, les valeurs de l’erreur quadra-
tique moyenne normalise´e (NMSE) et l’indice de similarite´ structurelle (SSIM), (cf. annexe
B) calcule´es entre les images floute´es par chacun des mode`les d’approximation et l’image
de re´fe´rence pour diffe´rents nombres M de PSFs interpole´es.
2.4.5 Forme, position et nombre de fonctions de ponde´ration
Apre`s avoir choisi le mode`le d’interpolation, une question importante est quelle est le
nombre de PSFs ne´cessaires afin d’avoir une bonne approximation et comment choisir les
fonctions de ponde´rations associe´es ?
Dans [Preza 2004], des fonctions de ponde´rations line´aires comme celles pre´sente´es
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(a) (b) (c)
(d) (e) (f)
FIGURE 2.2 – Coupes (X ,Z) de (a) l’image originale, (b) image floute´e en utilisant le
mode`le (2.32), (d) image floute´e par le mode`le the´orique de re´fe´rence, (e) image floute´e en
utilisant le mode`le (2.34), (c) et (f) pre´sentent respectivement les erreurs absolues entre les
images floute´es par les mode`les (2.32) et (2.34) et l’image de re´fe´rence (d).
Approximation du flou
SV par le mode`le ˙˜H
(e´quation (2.32))
Approximation du flou
SV par le mode`le ¨˜H
(e´quation (2.34))
NMSE SSIM NMSE SSIM
M=5 12.13 0.92 0.74 0.99
M=20 12.01 0.93 0.01 1
TABLE 2.1 – Comparaison des erreurs d’approximation de flou SV.
dans la figure 2.3 (a) sont utilise´es : a` chaque PSF hi calcule´e a` une profondeur di, corres-
pond une fonction de ponde´ration ψ i triangulaire qui est maximale a` la position di (e´gale a`
1) et qui de´croıˆt line´airement en s’e´loignant de cette position jusqu’a` atteindre une valeur
nulle a` la positions des PSFs adjacentes hi−1 et hi+1. Si la PSF hi n’a pas de pre´de´cesseur
hi−1 (ou respectivement n’a pas de successeur hi+1) alors la fonction ψ i est constante (e´gale
a` 1) dans cet intervalle de points correspondant a` des profondeurs infe´rieures a` di (res-
pectivement supe´rieures a` di). Les meˆmes fonctions de ponde´ration ont e´te´ reprises dans
[Maalouf 2010] ou` une me´thode pour le calcul automatique des positions des PSFs hi a e´te´
propose´e. L’ide´e de cette me´thode est de fixer la position de la premie`re PSF h0 et calculer
ensuite les positions des autres PSFs de fac¸on a` ce que l’erreur relative entre deux PSFs
successives hi et hi+1 ne de´passe pas un seuil fixe´ (par exemple 10%).
Une me´thode plus avance´e ou` le nombre de PSFs et les fonctions de ponde´ration
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ψ i sont estime´es par une analyse en composante principale (ACP), est propose´e dans
[Arigovindan 2010]. Dans cette me´thode, une base de donne´es de PSFs calcule´es a` toutes
les profondeurs du volume conside´re´ est suppose´e connue, l’utilisateur fixe alors l’er-
reur d’approximation, la me´thode permet de trouver un nombre minimal de PSFs les plus
repre´sentatives dans la base de donne´es ainsi que les fonctions de ponde´ration associe´es
pour l’erreur fixe´e.
Ces deux fonctions de ponde´ration i.e. fonctions triangulaires et fonctions estime´es
par ACP, sont compare´es dans [Yuan 2011]. Cette comparaison a montre´ que bien que la
me´thode base´e sur ACP offre une meilleure approximation de la PSF (toujours en compa-
raison avec la PSF the´orique), les erreurs de restauration obtenues par ces deux me´thodes
d’interpolation sont pratiquement les meˆmes.
Dans [Denis 2011], les PSFs hi et les fonctions de ponde´ration ψ i sont estime´es par
minimisation de l’erreur quadratique moyenne entre la PSF the´orique et la PSF d’approxi-
mation.
Nous proposons ici d’e´tudier le choix des fonctions de ponde´rations en comparant
diffe´rentes fonctions possibles i.e. des fonctions Spline d’ordre 1, 2 et 3 [Unser 1993a,
Unser 1993b] (voir figure 2.3 (a), (b) et (c)) a` celles qui optimisent l’erreur quadratique
(voir figure 2.3 (d)) suivant :
E =
∫
I
∫
I
[
h˜
(
u, u′
)− ¨˜h(u, u′)]2 du′ du (2.45)
ou` h˜ est la PSF SV de re´fe´rence calcule´e pour chaque profondeur par le mode`le de Stokseth
(cf. cadre 1) et ¨˜h est la PSF d’approximation calcule´e par le mode`le (2.35)). Pour une
interpolation de deux PSFs successives hi et hi+1, l’erreur s’e´crit :
E i
(
hi, hi+1
)
=
∫
I
∫
I
[
h˜
(
u, u′
)− (ψ i (u′) hi (u−u′)+ψ i+1 (u′) hi+1 (u−u′))]2 du′ du
=
∫
I
∫
I
[
h˜
(
u, u′
)− (ψ i (u′) hi (u−u′)+ (1−ψ i (u′)) hi+1 (u−u′))]2 du′ du
En annulant la de´rive´e premie`re de cette expression par rapport a` ψ i, nous obtenons l’ex-
pression suivante des fonctions de ponde´ration optimales :
ψˆ i(u′) =
∫
I
(
hi+1 (u−u′)− h˜(u, u′)
)(
hi+1 (u−u′)−hi (u−u′)) du∫
I (hi+1 (u−u′)−hi (u−u′))2 du
(2.46)
Par ailleurs, nous prenons en compte le fait que ψˆ i(u′) ∈ [0, 1] par une simple projection
des valeurs obtenues par l’e´quation ci-dessus. En conside´rant les meˆmes parame`tres d’ac-
quisition que dans le paragraphe pre´ce´dent, nous avons ge´ne´re´ par le mode`le the´orique,
des PSFs a` diffe´rentes profondeurs. Nous avons ensuite calcule´ l’approximation (2.35) en
interpolant 5 PSFs e´quidistantes deux a` deux. Les erreurs d’approximation normalise´es
calcule´es pour les diffe´rentes fonctions d’interpolation sont pre´sente´es dans la table 2.2.
Les erreurs obtenues par des fonctions Spline d’ordre 2 et 3 est pratiquement la meˆme du
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fait que la forme de celles-ci est tre`s similaire pour le faible nombre de points conside´re´s
dans l’interpolation (cf. figure 2.3). Ces fonctions donnent un erreur faible qui n’est pas
tre`s loin de celle obtenues par les fonctions optimales et celle obtenue par des fonctions
line´aires. Nous choisissons alors dans la suite les fonctions Spline d’ordre 1 pour calculer
l’approximation de la PSF SV.
La forme des fonctions de ponde´ration e´tant fixe´e, nous souhaitons de´terminer le
nombre minimal de PSFs M assurant une faible erreur de restauration. Il est cependant dif-
ficile de fixer une telle erreur car ceci de´pendra du conditionnement de l’ope´rateur de flou et
de la me´thode de restauration utilise´e. Nous proposons alors d’utiliser une me´thode inspire´e
de celle pre´sente´e dans [Maalouf 2010]. Nous fixons l’erreur maximale d’approximation,
soit par exemple 10%. Ensuite, nous fixons la premie`re PSF h1, par exemple celle calcule´e
a` une profondeur nulle. Nous de´terminons ensuite la position et le nombre des PSFs hi (cal-
cule´e par le mode`le de Stokseth) de sorte que l’erreur d’approximation (e´quation (2.45)) ne
de´passe pas l’erreur maximale fixe´e. Autrement dit, en balayant les diffe´rentes profondeurs
du spe´cimen, si l’erreur d’approximation obtenue par deux PSFs successives (la PSF hi et
la PSF hd calcule´e a` la profondeur courante d) de´passe un seuil fixe´, on positionne une
nouvelle PSF hi+1 = hd . L’algorithme que nous appliquons est le suivant :
Algorithme 1 Position et nombre des PSFs
Initialisation :
Fixer l’erreur d’approximation maximale Emax,
Fixer la profondeur maximale dmax i.e. e´paisseur du spe´cimen,
Initialiser l’indice de la PSF i = 1,
Fixer la profondeur initiale di et calculer la PSF associe´e hdi ,
hi← hdi ,
pour chaque profondeur d > di, d ≤ dmax faire
Calculer la PSF hd a` la profondeur d,
Calculer l’erreur d’approximation E obtenue a` partir de l’interpolation de hi et hd (cf.
e´quation (2.46)),
si E ≥ Emax alors
i← i+1
hi← hd
di← d
finsi
fin
si di < dmax alors
Calculer la PSF hdmax a` la profondeur dmax,
i← i+1
hi← hdmax
di← dmax
finsi
En suivant cette strate´gie, nous avons trace´ dans la figure 2.4 une carte des positions
des PSFs pour diffe´rentes variations d’IRs entre le milieu d’immersion et le spe´cimen. A`
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partir de cette figure, nous remarquons que le nombre de PSFs est plus important au de´but
qu’a` la fin du volume et que le nombre de PSFs est plus faible pour les faibles variations
d’IRs. Ceci correspond a` l’e´tude des aberrations pre´sente´e dans le premier chapitre de ce
manuscrit.
Dans ce travail, nous appliquons cette me´thode pour fixer la forme, la position et le
nombre de fonctions de ponde´ration i.e. des fonctions line´aires dont la position est fixe´e
de sorte que l’erreur d’approximation maximale est de 10%. Dans cette e´tude, la PSF est
suppose´e connue en tout point par la connaissance des parame`tres physiques d’acquisition
et l’utilisation du mode`le de Stokseth pour le calcul des PSFs. Dans le cas d’observation
re´elle, les PSFs ne sont pas connues mais peuvent eˆtre fixe´es approximativement par la
connaissance a priori des parame`tres du syste`me.
(a) (b)
(c) (d)
FIGURE 2.3 – Diffe´rentes fonctions de ponde´ration utilise´es pour calculer l’erreur d’ap-
proximation : (a) fonctions line´aires (Spline d’ordre 1), (b) fonctions quadratiques (Spline
d’ordre 2) , (c) fonctions cubiques (Spline d’ordre 3), (d) fonctions optimales obtenues en
minimisant l’erreur quadratique entre la PSF the´orique et la PSF du mode`le d’approxima-
tion.
2.5 Restauration avec un ope´rateur de flou SV
Apre`s avoir de´fini le mode`le d’approximation du flou variable en profondeur, nous nous
inte´ressons dans cette section a` la restauration par l’inversion de ce mode`le. Nous avons
pre´sente´ dans la section 2.3 une classification des me´thodes de restauration qui existent
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Spline
d’ordre 0
Spline
d’ordre 1
Spline
d’ordre 2
Spline
d’ordre 3
fonctions
optimales
Erreur
normalise´e
0.9441 0.2131 0.2082 0.2082 0.2005
TABLE 2.2 – Erreurs d’interpolation pour diffe´rentes fonctions de ponde´ration.
FIGURE 2.4 – Position des PSFs calcule´es par la technique propose´e pour diffe´rentes va-
riations d’IRs : l’IR du milieu d’immersion e´tant fixe´ a` ni = 1.515, nous avons fait varier
l’IR ns du spe´cimen entre 1.33 et 1.51. Les points en rouge correspondent a` ns = 1.33, les
points en vert correspondent a` ns = 1.36, les points en bleu correspondent a` ns = 1.39, les
points en jaune correspondent a` ns = 1.42, les points en rose correspondent a` ns = 1.45,
les points en bleu ciel correspondent a` ns = 1.48, et le point en noir correspond a` une seule
PSF pour ns = 1.515.
dans la litte´rature. La deuxie`me classe de me´thodes ou` l’inversion est effectue´e par un
ope´rateur de flou SV semble plus encouragente que la premie`re classe de me´thodes ou`
l’inversion est effectue´e sur les diffe´rentes re´gions de l’image par un ope´rateur de flou SI.
Par ailleurs, les me´thodes d’inversion par un ope´rateur SV propose´es dans la litte´rature
pre´sentent certaines limites : du fait qu’elles sont base´es sur des algorithmes d’optimisa-
tion classiques de descente de gradient, celles-ci sont tre`s lentes a` converger. Par exemple,
dans [Preza 2004], l’algorithme de MLEM [Dempster 1977, Shepp 1982] est applique´ a` la
restauration des images de microscopie de fluorescence 3D avec une PSF variable en pro-
fondeur. Aucune re´gularite´ n’est impose´e sur l’image pour re´duire la sensibilite´ au bruit. Le
meˆme principe est ensuite repris dans [Hirsch 2010] pour des images 2D de came´ra. Dans
[Nagy 1996], un algorithme plus rapide de gradient conjugue´ pre´conditionne´ est adapte´
a` un ope´rateur de flou SV, mais cet ope´rateur est classe´ parmi les mode`les de l’e´quation
(2.32), ce qui conduit a` une erreur d’approximation du flou SV e´leve´e comme nous l’avons
montre´ au paragraphe 2.4.4.
E´tant donne´ le gros volume des images de microscopie de fluorescence 3D (typique-
ment de 1104× 1104× 100 voxels) que nous traitons dans cette the`se, nous cherchons a`
appliquer des algorithmes rapides pour l’inversion de l’ope´rateur de flou SV choisi (cf.
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e´quation (2.34)). Nous conside´rons deux conditions de bruit i.e. le bruit poissonien pre´sent
dans les images de microscopie confocale a` cause de la faible luminosite´, et le bruit gaus-
sien qui domine les images de microscopie a` champ large a` cause de la forte luminosite´.
Nous proposons alors deux me´thodes de restauration rapides, chacune adapte´e a` la statis-
tique de bruit conside´re´.
2.5.1 Restauration en pre´sence de bruit de Poisson
Nous conside´rons ici le bruit de Poisson pre´sent dans les images de microscopie confo-
cale. L’image de´grade´e g suit une loi de poisson de moyenne et variance ¨˜H(f) + bg.
Les fonctions de ponde´ration ψ i et les PSFs hi sont fixe´es comme dans la section
2.4.5. Diffe´rentes me´thodes de de´convolution (cf. section 2.2) peuvent eˆtre adapte´es a`
l’ope´rateur de flou SV conside´re´. Les approches stochastiques (cf. paragraphe 2.2.2)
sont tre`s couˆteuses en temps de calcul, notamment pour la statistique de bruit poisso-
nienne qui ne peut eˆtre facilement diagonalisable dans l’espace de Fourier. L’utilisation
de ces me´thodes pour l’imagerie 3D de microscopie confocale est alors prohibitive. Les
me´thodes de´terministes relativement plus rapide. Nous proposons d’utiliser une approche
de´terministe afin d’estimer l’image f. Nous cherchons a` minimiser le crite`re re´gularise´ sui-
vant :
J (f) = ∑
i∈I d
[ ¨˜
H(f)(i)+bg−g (i) log
( ¨˜
H(f)(i)+bg
)]
+α ‖∇f‖1 (2.47)
Nous pouvons facilement montrer que cette fonctionnelle est convexe, strictement convexe
si les donne´es g sont strictement positives. Diffe´rents algorithmes d’optimisation peuvent
eˆtre applique´s. Par exemple, un des algorithmes les plus utilise´s est La me´thode de Newton
[Boyd 2004] assure une convergence rapide mais elle est inapplicable a` notre proble`me a`
cause du couˆt de calcul e´leve´ de la matrice Hessienne pour le grand volume de donne´es
traite´. Une me´thode re´cemment propose´e dans [Bonettini 2009] permet d’approcher l’in-
verse de la matrice hessienne par une matrice rapide a` calculer. Il s’agit de la me´thode de
gradient projete´ remis a` e´chelle ou ”Scaled Gradient Projection (SGP) method ” en anglais.
Nous choisissons cette me´thode pour re´soudre notre proble`me d’optimisation. L’avantage
de cette me´thode est qu’elle permet une convergence rapide tout en incorporant naturelle-
ment des contraintes sur la variable a` estimer.
Dans ce qui suit, nous pre´sentons tout d’abord la me´thode SGP sous sa forme ge´ne´rale.
Nous montrons ensuite comment nous l’avons applique´e a` notre proble`me d’estimation.
Nous la testons enfin sur des images simule´es et re´elles de microscopie confocale et nous
la comparons avec la version re´gularise´e de l’algorithme de RL adapte´e a` l’ope´rateur de
flou SV conside´re´.
2.5.1.1 Algorithme SGP
La me´thode SGP a e´te´ propose´e dans [Bonettini 2009] pour la re´solution de proble`mes
d’optimisation convexe de la forme suivante :
min J(x)
x∈Ω
(2.48)
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ou` x = (x1, ..., xn)T ∈ Rn est un vecteur de dimension n, Ω ⊂ Rn est un ensemble
convexe ferme´, et J : Ω → R est une fonction convexe diffe´rentiable. Pour la fonc-
tionnelle conside´re´e (e´quation (2.47)), nous utilisons une approximation re´gulie`re de la
norme l1 (cf. e´quation (2.25)). La me´thode SGP a e´te´ initialement applique´e au proble`me
de de´convolution d’image par minimisation du crite`re de Kullback-Leibler sans aucun
terme de re´gularisation et avec des contraintes de positivite´ et de conservation et de flux
[Bonettini 2009]. Cette me´thode a e´te´ ensuite applique´e au proble`me de de´bruitage d’image
ou` un terme de variation totale a e´te´ conside´re´ [Zanella 2009]. Nous l’avons adapte´ au
proble`me de restauration d’image avec un flou variable et un bruit de Poisson, en utilisant
une re´gularisation par variation totale.
Tout le succe`s de cette me´thode provient de l’utilisation d’une technique ade´quate de
se´lection du pas de descente ainsi que d’une matrice dite matrice de remise a` e´chelle ou
”scaling matrix” en anglais. Cette matrice permet d’approcher l’inverse de la matrice hes-
sienne de la fonctionnelle conside´re´e et d’obtenir ainsi des proprie´te´s quasi-Newton, ce
qui permet de faire converger l’algorithme en un faible nombre d’ite´rations. La me´thode
permet de re´soudre le proble`me (2.48) en approchant le point fixe suivant :
x∗ = PΩ,S (x∗−δS∇J(x∗)) (2.49)
ou` δ est un scalaire positif correspondant au pas de descente et S ∈Rn×Rn est une matrice
syme´trique de´finie positive qui correspond a` la matrice de remise a` e´chelle. PΩ,S : Rn→Ω
est l’ope´rateur de projection sur l’ensemble Ω exprime´ comme suit :
PΩ,S(x) = arg min
y∈Ω
‖y−x‖S (2.50)
ou` ‖.‖S est la norme de´finie comme suit pour une matrice S syme´trique de´finie positive :
‖x‖S =
√
xT Sx. (2.51)
Des techniques de choix du pas de descente et de la matrice de remise a` e´chelle sont
propose´es dans [Bonettini 2009] afin que la matrice (δS) utilise´ dans l’e´quation (2.49) per-
met d’approcher l’inverse de la matrice hessienne de J(.). δ est calcule´ par une me´thode
d’alternance adaptative des lois de Barzilai Borwein [Barzilai 1988, Frassoldati 2008,
Bonettini 2009], et S est calcule´e a` partir des conditions Karush-Kuhn-Tucker (KKT)
comme nous l’expliquons plus loin. Par ailleurs, la convergence de la me´thode SGP
[Bonettini 2009] est prouve´e lorsque les composantes diagonales (si)1≤i≤n de S ve´rifient :
1
L
≤ si ≤ L, L > 1 (2.52)
ou` L est une constante de tre`s grande valeur (autour de 1010 comme sugge´re´ dans
[Bonettini 2009]) pour assurer le fait que S de´finie positive a` valeurs borne´es. L’algorithme
propose´ est e´nonce´ comme suit :
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Algorithme 2 Optimisation par SGP
Initialisation :
Choisir le vecteur de parame`tres initial x(0),
Choisir des scalaires γ,θ ∈ [0, 1], ε = 10−10 et un nombre R > 0,
Choisir les bornes δmin et δmax telles que 0≤ δmin ≤ δmax,
k← 0
re´pe´ter
E´tape 1 : Choisir δ (k) ∈ [δmin, δmax] et la matrice de remise a` e´chelle S(k) (ceci sera
discute´ plus tard).
E´tape 2 : Projection : y(k) = PΩ,S
(
x(k)−δ S(k)∇J(x(k))).
E´tape 3 : Choisir la direction de descente : d(k) = y(k)−x(k).
E´tape 4 : Choisir λ (k) = 1 et Jmax = max
0≤ j≤min(k,R−1)
J(x(k− j)).
E´tape 5 : Choisir le pas de descente λ (k)
re´pe´ter
si J(x(k)+λ (k)d(k))≤ Jmax+ γλ (k)∇J(x(k))d(k) alors
Aller a` l’e´tape 6
sinon
λ (k) = θ λ (k) et aller a` l’e´tape 5
finsi
jusqu’a` λ (k) ≤ ε;
E´tape 6 : x(k) = x(k)+λ (k)d(k) et k← k+1
jusqu’a` le crite`re d’arreˆt est ve´rifie´;
Comme illustre´ dans [Bonettini 2009], le choix ade´quat du pas de descente par l’al-
ternance des lois de Barzilai-Borwein (BB) donne´es par les e´quations suivantes permet
d’assurer une convergence rapide de l’algorithme propose´ :
δ (k)1 =
z(k−1)T S(k)−1S(k)−1z(k−1)
z(k−1)T S(k)−1t(k−1)
(2.53)
δ (k)2 =
z(k−1)T S(k)S(k)−1t(k−1)
t(k−1)T S(k)S(k)t(k−1)
(2.54)
avec z(k) = x(k)−x(k−1) et t(k) = ∇J(x(k))−∇J(x(k−1)), k e´tant le compteur des ite´rations.
L’alternance ”adaptative” entre ces deux lois est re´alise´e par le biais d’une variable τ(k) qui
permet d’e´viter de stagner en une seule re`gle et de be´ne´ficier des avantages des deux lois.
A` partir d’une valeur initiale τ(0) ∈ [0, 1], l’alternance entre ces lois se fait comme suit :
si δ
(k)
2
δ (k)1
≤ τ(k) alors
δ (k) = min{δ ( j)2 , j = max{1, k−Rδ}, ..., k}
τ(k) = 0.9τ(k)
sinon
δ (k) = δ (k)1
τ(k) = 1.1τ(k).
fin
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ou` Rδ un entier fixe´.
En ce qui concerne le choix de la matrice de remise a` e´chelle S, il doit assurer une
convergence rapide sans pour autant augmenter le couˆt calculatoire. Par exemple, l’utili-
sation de la matrice d’identite´ est rapide a` calculer mais n’acce´le`re pas de convergence
de l’algorithme car ceci revient a` effectuer une me´thode de descente de gradient classique
dans laquelle le pas de descente est calcule´ par les lois de Barzilai-Borwein. L’utilisation de
l’inverse de la matrice hessienne ame´liore la vitesse de convergence mais le calcul de cette
dernie`re est lent. Nous donnerons plus tard une expression de la matrice S qui ame´liore la
vitesse en convergence par rapport a` la me´thode RL tout en assurant un faible couˆt calcu-
latoire.
Nous montrons dans le paragraphe suivant comment nous appliquons l’algorithme SGP
pour minimiser la fonctionnelle (2.47).
2.5.1.2 Algorithme SGP pour la restauration SV
Conside´rons les notations vectorielles-matricielles introduites dans le premier chapitre
de ce manuscrit. Les images originale et de´grade´e sont respectivement repre´sente´es par des
vecteurs f,g∈Rn. Les PSFs sont mode´lise´es par des matrices Hi ∈Rn×n, i= 1, ..., M circu-
lantes par blocs circulants par blocs circulants. Les convolutions circulaires sont calcule´es
par multiplication matrice-vecteur (Hif). Les fonctions de ponde´ration sont mode´lise´es par
des matrices diagonales ψ i ∈ Rn×n, i = 1, ..., M. La fonction a` minimiser s’e´crit comme
suit :
J(f) = 1T
(
∑
1≤i≤M
Hiψ if+bg
)
−gT log
(
∑
1≤i≤M
Hiψ if+bg
)
+α ‖∇f‖1 (2.55)
ou` 1 ∈Rn et bg ∈Rn sont des vecteurs constants (dont les composantes sont toutes e´gales)
mode´lisant respectivement le vecteur unite´ et le bruit de fond.
Nous appliquons a` cette fonctionnelle la me´thode SGP avec les contraintes de positivite´
et de conservation de flux. Il suffit alors d’exprimer le gradient ∇J et la matrice de remise
a` e´chelle S, le reste de l’algorithme est comme de´crit dans le paragraphe pre´ce´dent. Notons
par ∇JR (f) le gradient du terme de re´gularisation (i.e. variation totale), le gradient de la
fonctionnelle globale s’e´crit comme suit :
∇J(f) = ∑
1≤i≤M
ψ iHiT
(
1−Y−1g)+α∇JR (f) (2.56)
ou` Y est une matrice diagonale donne´e par Y = diag
(
∑
1≤i≤M
Hiψ if+bg
)
. Comme les PSFs
sont normalise´es, nous avons ∑
1≤i≤M
ψ iHiT 1 = 1. L’expression (2.56) est donc simplifie´e
comme suit :
∇J(f) = 1− ∑
1≤i≤M
ψ iHiTY−1g+α∇JR (f) (2.57)
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D’une manie`re similaire a` [Zanella 2009], nous de´composons le gradient du terme de
re´gularisation ∇JR (f) en deux termes positives V R (f) ,UR (f) ∈ R+n comme suit :
−∇JR (f) =UR (f)−V R (f) (2.58)
Un exemple d’une telle de´composition est donne´ en annexe A. Nous obtenons alors :
−∇J(f) =
(
∑
1≤i≤M
ψ iHiTY−1g+αUR (f)
)
− (1+αV R (f)) (2.59)
Un minimum f∗ de la fonction (2.55) ve´rifie f∗∇J(f∗) = 0. Ainsi, une ite´ration minimisante
de J(f) s’e´crit comme suit :
f(k+1) = Z(k)
−1
f(k)
(
∑
1≤i≤M
ψ iHiTY (k)
−1
g+αUR
(
f(k)
))
(2.60)
ou` Z(k) est une matrice diagonale donne´e par Z(k) = diag
(
1+αV R
(
f(k)
))
. L’e´quation ci-
dessus peut eˆtre vu comme une version re´gularise´e de l’algorithme de Rishardson-Lucy
(RL). Son avantage par rapport a` celle de l’algorithme classique de RLTV [Dey 2006] (cf.
e´quation (2.29)) est qu’elle pre´serve la positivite´ de l’estime´e f, ceci est graˆce a` la technique
de de´composition du gradient du terme de re´gularisation. En outre, on peut montrer que
l’e´quation (2.60) peut eˆtre exprime´e comme suit :
f(k+1) = f(k)−Z(k)−1f(k)∇J
(
f(k)
)
(2.61)
Cette ite´ration correspond a` une ite´ration de l’algorithme SGP pour δ (k) = 1 et pour S(k)
exprime´e comme suit :
S(k) = diag
(
Z(k)
−1
f(k)
)
(2.62)
Pour assurer la condition (2.52), les composantes diagonales si(k), i = 1, ..., N de S(k) sont
ajuste´es comme suit :
si(k) = min{L, max{1L , si
(k)}}, i = 1, ..., N, L > 1. (2.63)
L doit eˆtre fixe´ a` une grande valeur (e.g. L = 1010 dans nos tests, comme sugge´re´ dans
[Bonettini 2009]). En calculant ∇J(f) comme dans (2.59) et en choisissant S comme dans
(2.62) et (2.63), nous pouvons facilement appliquer l’algorithme SGP pour l’estimation de
f.
2.5.1.3 Tests et comparaison
Nous testons la me´thode propose´e sur des images simule´es et re´elles de microscopie
confocale (CLSM). Nous pre´sentons des comparaisons avec deux autres me´thodes. Tout
d’abord, nous montrons l’inte´reˆt de la restauration par un ope´rateur SV en comparant notre
me´thode a` la restauration classique par une PSF SI. Ensuite, nous montrons l’inte´reˆt de
72 Chapitre 2. Restauration non-aveugle
la me´thode SGP en la comparant avec la me´thode RL-TV adapte´e a` une PSF SV. Pour
e´valuer nos re´sultats, nous utilisons deux me´triques de qualite´ qui nous permettent de com-
parer l’image restaure´e a` l’image originale de re´fe´rence. La premie`re me´trique est l’erreur
quadratique moyenne normalise´e (NMSE) et la deuxie`me est l’indice de similarite´ structu-
relle (SSIM) permettant de comparer les structures des deux images. Ces deux me´triques
sont explicite´es en annexe B. Par ailleurs, nous donnons les temps de calculs de nos al-
gorithmes, ceux-ci sont exe´cute´s sur une machine ayant un micro-processeur a` 8 coeurs
cadence´s a` 2.40GHz.
2.5.1.3.a Test sur une image simule´e de CLSM :
Simulations des donne´es Notre premier test est effectue´ sur une image de 128×
128× 128 voxels, de quatre billes ayant chacune un diame`tre de 2.25µm (cf. figure 2.7
(a)). L’image de´grade´e est suppose´e acquise par un microscope confocal ayant un ob-
jectif a` immersion (IR = 1.515), de grossissement 100X , et d’ouverture nume´rique 1.2.
Les billes sont suppose´es plonge´es dans un milieu d’IR 1.46. Les longueurs d’onde des
lumie`res d’excitation et d’e´mission sont respectivement 560nm et 600nm. Le diame`tre de
l’ouverture diaphragme (pinhole) est de 1AU . Les pas d’e´chantillonnage late´ral et axial
sont respectivement de 0.06µm et 0.25µm. C’est pourquoi les billes apparaissent aplaties
en coupes (X , Z). Connaissant tous ces parame`tres d’acquisition, nous avons ge´ne´re´ 128
PSFs par le mode`le the´orique (cf. paragraphe 1.4.1), chacune correspond a` une coupe en
Z. Nous avons applique´ ces PSFs a` l’image originale de billes de la figure 2.7 (a) en sui-
vant le mode`le (1.9). Nous avons ensuite ajoute´ a` cette image une constante de bruit de
fond bg = 10−8 et un bruit de Poisson. L’image obtenue avec un rapport signal sur bruit de
20,25dB est pre´sente´e dans la figure 2.7 (b). A` cause des aberrations sphe´riques, les billes
sont de´place´es de leurs positions initiales. La restauration de cette image est effectue´e en
fixant le parame`tre de re´gularisation a` α = 10−3.
Test et comparaison avec la restauration SI : Pour effectuer la restauration va-
riable en profondeur, nous avons conside´re´ 7 PSFs dont les positions sont choisies de telle
sorte que l’erreur d’approximation par rapport a` la PSF the´orique ne de´passe pas 10%, la
premie`re PSF e´tant prise juste au dessous de la lamelle (a` une profondeur nulle). Les fonc-
tions de ponde´ration sont constantes suivant les axes (OX) et (OY ) et varient line´airement
suivant l’axe (OZ). Une coupe axiale de l’image restaure´e par notre me´thode d’inversion
est pre´sente´e dans la figure 2.7 (d). Nous comparons ce re´sultat avec celui obtenu avec une
seule PSF, celle qui se trouve imme´diatement au dessous de la lamelle, cf. figure 2.7 (c).
Afin de mieux comparer ces re´sultats, nous montrons dans la figure 2.5 les lignes d’in-
tensite´ le long de l’axe (OZ) passant a` travers les centres des billes. Celles-ci montrent
l’avantage de notre me´thode par rapport a` la restauration par une PSF SI. En effet, la
forme et la position des billes qui se trouvent au fond de l’e´chantillon (i.e. dans le sens
de croissance du z) sont mieux reconstruites avec notre me´thode propose´e. Par ailleurs,
nous donnons dans la table 2.3, les temps de calcul moyen ainsi que les valeurs moyennes
de NMSE et SSIM calcule´es entre chacune des images restaure´es et l’image originale pour
30 re´alisations de bruit de poisson. Ces re´alisations sont des images dont les valeurs des
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voxels sont tire´es ale´atoirement suivant un processus de Poisson multidimensionnel ayant
pour moyenne et variance l’image floue a` laquelle est ajoute´e la constante de bruit de fond.
Ces re´sultats montrent l’avantage de la restauration SV malgre´ son temps de calcul e´leve´
par rapport a` celui de la restauration avec une PSF SI.
FIGURE 2.5 – Profils d’intensite´ passant par les centres des billes le long de l’axe (OZ) de
l’image originale (bleu), de l’image de´grade´e (rouge), de la restauration avec une PSF SI
(bleu ciel), et de la restauration avec l’ope´rateur ¨˜H (rose).
Bruit Poisson Gauss
Flou SI SV SI SV
NMSE moyen (%) 80.80 4.8234 60.50 32.02
SSIM moyen 0.5246 0.9746 0.56 0.746
Temps moyen (mn) 2.62 6.99 3.2 8
TABLE 2.3 – Comparaison des restaurations par une PSF SI et une PSF SV (i.e. ope´rateur
¨˜H) pour des images simule´es de microscopies confocale et a` champ large.
Comparaison avec la me´thode RL-TV [Dey 2006] adapte´e a` un flou SV Nous
comparons notre me´thode de restauration SV base´e sur l’algorithme SGP a` l’algorithme
RLTV [Dey 2006] donne´e par l’e´quation (2.29) adapte´e a` l’ope´rateur de flou SV (il suffit
de remplacer dans cette e´quation l’ope´rateur SI H par l’ope´rateur SV ¨˜H). Une coupe axiale
de l’image obtenue par cette me´thode est pre´sente´e dans la figure 2.7 (e). Les lignes d’in-
tensite´ le long de l’axe (OZ) passant par les centres des billes restaure´es (cf. figure 2.6),
montrent que la me´thode RLTV aboutit pratiquement a` la meˆme solution que celle obtenue
par l’algorithme SGP. Les valeurs de NMSE et SSIM pre´sente´es dans la table 2.4, montrent
que la solution obtenue par SGP est le´ge`rement meilleure. Ne´anmoins, les temps de calculs
pre´sente´s dans cette table montrent une petite diminution de temps de calcul par SGP par
rapport a` RLTV.
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FIGURE 2.6 – Profils d’intensite´ passant par les centres des billes le long de l’axe (OZ) de
l’image originale (bleu), de l’image de´grade´e (rouge), de la restauration avec la me´thode
RLTV adapte´e a` un ope´rateur de flou SV ¨˜H (bleu ciel), et de la restauration avec avec la
me´thode propose´e utilisant l’algorithme SGP adapte´e a` l’ope´rateur ¨˜H (rose).
Bruit Poisson + ope´rateur SV Gauss + ope´rateur SV
Me´thode RLTV SGP Landweber Fornasier et al.
NMSE moyen (%) 5.49 4.8234 32.05 32.02
SSIM moyen 0.9709 0.9746 0.745 0.746
Temps moyen (mn) 7.70 6.99 10 8
TABLE 2.4 – Comparaison des restauration par une PSF SI et une PSF SV (i.e. ope´rateur
¨˜H) pour des images simule´es de microscopies confocale et a` champ large.
(a) (b) (c) (d)
(e) (f)
FIGURE 2.7 – Restauration d’une image simule´e de CLSM avec un bruit de Poisson :
Coupes (X ,Z) de l’objet originale (a) de l’observation (b), de la restauration avec la
me´thode propose´e utilisant l’algorithme SGP adapte´e a` l’ope´rateur ¨˜H (c), de la restaura-
tion avec une PSF SI (d), de la restauration avec l’algorithme RLTV adapte´e a` l’ope´rateur
¨˜
H (e), de la restauration avec la me´thode EMMA (f).
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2.5.1.3.b Test sur une image re´elle de CLSM
Notre deuxie`me test est effectue´ sur une image re´elle d’un objet fantoˆme : des billes
fluorescents de diame`tre de 100nm sont plonge´es dans le polyme`re d’IR approximatif de
1.45. L’e´chantillon pre´pare´ est observe´ avec un microscope confocal Zeiss LSM 510 e´quipe´
d’un objectif a` immersion 100X (IR de 1.33) d’ouverture nume´rique 1.4. L’excitation est
effectue´e avec un Laser HeNe (longueur d’onde d’environ 543nm) et la de´tection est ef-
fectue´e en utilisant un filtre passe-bande 560− 600nm. Les pas d’e´chantillonnage radial
et axial sont respectivement 50nm et 145nm. La projection du maximum d’intensite´ sur
le plan (X , Z) de l’image enregistre´e est pre´sente´e dans la figure 2.8 (a). Nous pre´sentons
e´galement dans la figure 2.8 (d), le re´sultat de restauration avec une PSF SI prise juste au
dessous de la lamelle. Les billes restaure´es sont de´cale´es par rapport a` celles observe´es
car la PSF SI conside´re´e n’est pas centre´e dans son volume a` cause du changement d’IRs
entre le milieu d’immersion (l’eau) et la lamelle (le verre). En effet, le syste`me conside´re´
est a` trois couches : milieu d’immersion, lamelle et spe´cimen. Nous remarquons un le´ger
de´calage des billes restaure´es par une PSF SV (cf. figure 2.8 (b)) par rapport a` celles res-
taure´es par une PSF SI graˆce a` la prise en compte des aberrations sphe´riques par la PSF
SV. Le parame`tre de re´gularisation est fixe´ a` α = 10−3 pour les deux restaurations (SI et
SV).
(a) (b) (c) (d)
FIGURE 2.8 – Restauration d’une image re´elle de CLSM : projections du maximum d’in-
tensite´ sur le plan (X ,Z) de l’observation (a), de la restauration avec l’ope´rateur l’ope´rateur
¨˜
H (b), de la restauration avec la me´thode EMMA (c), de la restauration avec une PSF inva-
riable (d).
2.5.2 Restauration en pre´sence de bruit gaussien
Nous traitons ici des images contamine´es par un bruit additif gaussien, comme celles
issues d’un syste`me de microscopie a` champ large a` cause de la forte luminosite´. Comme
nous l’avons fait dans la sous-section pre´ce´dente, nous minimisons une fonctionnelle
d’e´nergie comportant une re´gularisation de variation totale, le terme d’attache aux donne´es
lie´ a` la statistique de bruit gaussienne e´tant quadratique :
J (f) =
∥∥∥ ¨˜H(f)−g∥∥∥2
2
+2α ‖∇f‖1 (2.64)
Diffe´rentes me´thodes peuvent eˆtre applique´es afin de minimiser ce crite`re. Nous citons par
exemple l’algorithme classique de descente de gradient [Dey 2006], l’algorithme de direc-
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tion alterne´e (base´ sur les multiplicateurs de Lagrange) [Lante´ri 2002], l’algorithme primal-
dual [Chambolle 2011]. E´tant donne´ le gros volume de donne´es traite´, nous cherchons a`
appliquer des algorithmes d’optimisation rapides. Parmi les me´thodes d’optimisation ra-
pides, nous avons retenu celle propose´e dans [Fornasier 2009a]. Cette technique, fonde´e
sur une strate´gie de de´composition de domaine, permet d’effectuer des traitements en pa-
ralle`le sur un processeur multi-coeurs. Elle a e´te´ applique´e avec succe`s pour les proble`mes
de de´convolution et ”inpainting” d’image tout en assurant un temps de calcul faible. Nous
proposons de l’adapter au proble`me de restauration avec l’ope´rateur de flou SV ¨˜H. Pour ce
faire, nous pre´sentons tout d’abord cette me´thode de Fornasier et al. et nous ve´rifions ses
proprie´te´s de convergence pour l’ope´rateur SV. Nous pre´sentons enfin des re´sultats et des
comparaison avec la me´thode SGP sur des images simule´es et re´elles de microscopie de
fluorescence.
2.5.2.1 Algorithme de Fornasier et al. pour la restauration SV
Nous de´crivons ici l’algorithme de Fornasier et al. propose´ pour minimiser une fonc-
tionnelle de type 2.64 dans laquelle l’ope´rateur de flou est SI. Nous pre´sentons ici la
me´thode pour l’ope´rateur SV propose´. L’ide´e de cette me´thode est de re´duire la complexite´
de calcul par de´composition du proble`me en des sous-proble`mes de taille plus re´duite et les
traiter d’une manie`re paralle`le. En d’autres termes, au lieu de minimiser la fonctionnelle
J (f) sur le domaine I d , la minimiser sur des sous-domaines I di de I
d tels que :
I di ⊂I d , 1≤ i≤ D,I di ∩I di+1 6=∅, et I d = ∪1≤i≤DI
d
i (2.65)
C’est-a`-dire, I d est divise´ en D sous-domaines tels que les sous-domaines adjacents
se chevauchent. Le chevauchement des sous-domaines ne permet que de simplifier la
preuve de convergence de la me´thode que nous traitons plus tard dans le cadre de
l’ope´rateur SV ¨˜H. Une me´thode similaire ou` les sous-domaines ne se recouvrent pas est
pre´sente´e dans [Fornasier 2009b]. Par souci de clarte´, nous pre´sentons la me´thode pour une
de´composition en deux sous-domaines I d1 et I
d
2 (cf. figure 2.9 (a)). La me´thode est faci-
lement ge´ne´ralisable a` plusieurs sous-domaines. L’image a` estimer f peut eˆtre de´compose´e
comme suit :
f(x) =

f1 ( j) si j ∈I d1 rI d2
f1 ( j)+ f2 ( j) si j ∈I d1 ∩I d2
f2 ( j) si j ∈I d2 rI d2
(2.66)
Notons F d l’ensemble des fonctions a` variables dans I d et a` valeur dans R+. Soit
Vi =
{
f ∈F d , supp(f)⊂I di
}
, i ∈ {1, 2}, par Γ1 l’interface entre I d1 et I d2 \I d1 et par
Γ2 l’interface entre I d2 et I
d
1 \I d2 (cf. figure 2.9 (a)). La re´solution du proble`me d’opti-
misation globale se rame`ne a` la re´solution de chacun des proble`mes suivants se´pare´ment
pour ensuite combiner les re´sultats par l’e´quation (2.66) :
fˆ1 = arg min
f1∈V1/Tr|Γ1 f1=0
J (f1+ f2)
fˆ2 = arg min
f2∈V2/Tr|Γ1 f2=0
J (f1+ f2)
(2.67)
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(a) (b)
FIGURE 2.9 – (a) De´composition du domaine de l’image en deux sous-domaines re-
couvrant, (b) exemple de variation des fonctions de χ1 et χ2 suivant la direction de
de´composition, suivant l’axe (OZ) dans nos tests.
ou` Tr|Γifi = fi|Γi , i = 1, 2 est la restriction de la fonction fi sur la frontie`re Γi. Conside´rons
par exemple le proble`me de minimisation par rapport a` la variable f1. La principale dif-
ficulte´ de ce proble`me est de trouver un algorithme d’optimisation approprie´ permettant
de pre´server la contrainte f1 ∈ V1/Tr|Γ1f1 = 0. En effet, en raison d’une telle condition,
les me´thodes de minimisation classiques fonde´es sur un sche´ma de descente de gradient
ne sont pas directement applicables. Dans la me´thode propose´e dans [Fornasier 2009a], la
fonctionnelle a` minimiser J (.) est remplace´e par une fonctionnelle auxiliaire Js1 (.) :
Js1
(
f1+ f2, f
(l)
1
)
= J (f1+ f2)+
∥∥∥f1− f(l)1 ∥∥∥22−∥∥∥ ¨˜H(f1− f(l)1 )∥∥∥22 (2.68)
avec f1, f
(l)
1 ∈ V1, f2 ∈ V2. L’avantage de cette fonctionnelle est qu’elle peut s’e´crire sous la
forme suivante ou` la variable f1 n’est plus affecte´e par l’action de l’ope´rateur
¨˜
H :
Js1
(
f1+ f2, f
(l)
1
)
= ‖f1− z1‖22+2α
∥∥∇(f1+f2) |I d1 ∥∥1 (2.69)
avec z1 = f
(l)
1 +
( ¨˜
H
∗(
g− ¨˜H(f2)− ¨˜H
(
f
(l)
1
)))
|I d1 ou` ¨˜H
∗
est l’ope´rateur adjoint de ¨˜H. Ceci
permettra le calcul rapide d’une solution du proble`me graˆce au the´ore`me suivant qui est
de´montre´ dans [Fornasier 2009a] :
The´ore`me 1. Les deux instructions suivantes sont e´quivalentes :
1. fˆ1 = Arg Min
f1∈V1/Tr|Γ1 f1=0
‖f1− z1‖22+2α
∥∥∇(f1+f2) |I d1 ∥∥1 ,
2. ∃η ∈ V1 avec supp(η) = Γ1 tel que :
fˆ1 = (I−PαK)(z1+ f2−η)− f2 et Tr|Γ1 fˆ∗1 = 0 (2.70)
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ou` PαK (f)=ArgMin
v∈K
‖f− v‖2 est la projection orthogonale de f ∈F d sur l’ensemble
convexe ferme´ suivant :
K =
{
div p : p ∈
(
F d
)3
tel que |p( j)|∞ ≤ 1, ∀u ∈I d
}
(2.71)
ou` la norme |a|∞ pour a = (ai)1≤i≤3 ∈ R3 est de´finie comme suit :
|a|∞ = max{|ai| , 1≤ i≤ 3} (2.72)
Le calcul nume´rique de la projection sur K peut se faire par une me´thode de Chambolle
de´crite dans [Chambolle 2004]. Ainsi, une solution f1 du proble`me de minimisation est
accessible en utilisant l’e´quation (2.70) du the´ore`me ci-dessus. Dans cette e´quation, la
variable η est un point fixe de l’e´quation suivante comme montre´ dans [Fornasier 2009a] :
η = (Tr|Γ1)∗Tr|Γ1 (z1+PαK (η− (z1+ f2))) (2.73)
Apre`s avoir pre´sente´ les instructions de re´solution du proble`me de minimisation locale,
nous nous inte´ressons maintenant au proble`me de minimisation globale pour l’estimation
de f sur tout le domaine I d . Celui-ci consiste a` alterner entre les minimisations locales
d’une manie`re se´quentielle ou paralle`le si l’on veut gagner en temps de calcul, ensuite
combiner les solutions obtenues sur chacun des sous-domaines par l’e´quation (2.66). Nous
pre´sentons une version paralle`le de l’algorithme global (cf. algorithme 3). Les fonctions
{χ1,χ2}⊂F d utilise´es dans l’e´tape 4 de cet algorithme permettent d’assurer le fait que les
se´quences
(˜
f
(n)
1
)
n∈N
et
(˜
f
(n)
2
)
n∈N
soient borne´es ainsi que l’existence d’une de´composition
optimale utilise´e dans la preuve de convergence de la me´thode propose´e [Fornasier 2009a].
Elles doivent ve´rifier les conditions suivantes :
1. Tr|Γiχi = 0 for i = 1, 2,
2. χ1+χ2 = 1,
3. supp(χi)⊂I di for i = 1, 2,
4. Max{‖χ1‖∞ , ‖χ2‖∞}< ∞.
Un exemple de variation des fonctions χ1 et χ2 suivant la direction de de´composition est
pre´sente´e dans la figure 2.9 (b) : elles varient line´airement dans la zone de recouvrement et
sont constantes ailleurs, de sorte que leur somme soit e´gale a` 1 en tout point du domaine
I d .
Les nombres d’ite´rations N, L et I sont fixe´s a` des valeurs e´leve´es afin d’atteindre
l’optimum global (e.g. L= I = 50, N = 500). Ne´anmoins, on peut utiliser un crite`re d’arreˆt,
comme par exemple la stabilite´ de l’estime´e au sens de l’erreur quadratique moyenne i.e.
l’erreur relative ‖f
(n)−f(n+1)‖2
‖f(n)‖2 est infe´rieure a` un seuil fixe´.
L’ope´rateur ¨˜H(.) doit ve´rifier certaines conditions afin de ne pas violer les proprie´te´s
de convergence e´tablies dans [Fornasier 2009a]. Nous discutons ceci dans le paragraphe
suivant.
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Algorithme 3 Version paralle`le de l’algorithme de minimisation
– Initialiser f(0) = f˜(0)1 + f˜
(0)
2 ,
(
e.g. f˜(0)1 = 0, f˜
(0)
2 = 0
)
– Initialiser le nombre d’ite´rations de l’algorithme global N,
– Initialiser le nombre d’ite´rations des algorithmes de minimisation locales L et I,
– Initialiser le parame`tre de re´gularisation α ,
– Pour n de 0 a` (N−1), ite´rer les e´tapes suivantes :
E´tape 1 : Minimisation de l’e´nergie dans le sous-domaine I d1
– Initialiser f(n+1,0)1 = f˜
(n)
1 ,
– Pour l de 0 to (L−1), ite´rer l’e´quation suivante :
f
(n+1,l+1)
1 = arg min
f1∈V1/Tr|Γ1 f1=0
Js1
(
f1+ f˜
(n)
2 , f
(n+1,l)
1
)
(2.74)
E´tape 2 : Minimisation de l’e´nergie dans le sous-domaine I d2
– Initialiser f(n+1,0)2 = f˜
(n)
2
– Pour i de 0 a` (I−1), ite´rer l’e´quation suivante :
f
(n+1,i+1)
2 = arg min
f2∈V2/Tr|Γ2 f2=0
Js2
(
f˜
(n)
1 + f2, f
(n+1,i)
2
)
(2.75)
E´tape 3 : f(n+1) =
f
(n+1,L)
1 + f
(n+1,I)
2 + f
(n)
2
E´tape 4 :
{
f˜
(n+1)
1 = χ1 .f
(n+1)
1
f˜
(n+1)
2 = χ2 .f
(n+1)
2
2.5.2.2 Convergence pour la fonctionnelle (2.64)
A` partir de la preuve de convergence e´tablie dans [Fornasier 2009a] pour un ope´rateur
line´aire applique´ sur f, nous tirons deux conditions ne´cessaires que nous ve´rifions pour
l’ope´rateur SV ¨˜H :
Premie`re condition : coercivite´ de la fonctionnelle a` minimiser J (.).
De´finition 3. La fonctionnelle J (.) est dite coercive si : lim
‖f‖→+∞
J (f) = +∞.
Cette condition permet de garantir l’existence d’un minimum de la fonctionnelle J (.).
Cette condition permet de garantir aussi le fait que toute suite
(
f(n)
)
n∈N minimisante de
J (.) est borne´e, ce qui permet d’extraire une sous-suite convergente.
D’apre`s la proposition 3.1 de [Vese 2001], pour montrer la coercivite´ de la fonction-
nelle (2.64), il suffit de montrer que f = 1 /∈ Ker
( ¨˜
H
)
=
{
f ∈F d , ¨˜H(f) = 0
}
. Ce re´sultat
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de´coule imme´diatement de la positivite´ des fonctions de ponde´ration et ∑
1≤i≤M
ψ i ( j) =
1, ∀ j ∈ N3 ainsi que la positivite´ et la normalisation des PSFs hi.
Deuxie`me condition :
∥∥∥ ¨˜H∥∥∥
2
< 1.
La norme ‖ H ‖2 pour H :F d −→F d , qu’il soit SI ou SV est de´finie comme suit :
‖ H ‖2 = max
f∈F d\{0}
‖ H(f) ‖2
‖ f ‖2
= sup{‖ H(f) ‖2 tel que ‖ f ‖2≤ 1}
Cette condition permet d’obtenir les deux proprie´te´s suivantes utilise´es dans la preuve de
convergence de la se´quence
(
f(n)
)
n∈N produite par l’algorithme de Fornasier et al :
1. J
(
f(n)
)
> J
(
f(n+1)
)
, ∀n ∈ N, f(n) 6= f(n+1)
2. lim
n→∞
∥∥f(n+1)− f(n)∥∥2 = 0.
Comme
∥∥∥ ¨˜H∥∥∥
2
=
∥∥∥ ¨˜H∗∥∥∥
2
, il suffit de montrer que
∥∥∥ ¨˜H∗∥∥∥
2
< 1.
Tout d’abord, ve´rifions cette proprie´te´ pour un ope´rateur SI H(.) = h∗ . :
Conside´rons l’e´criture matricielle associe´e a` l’ope´ration de convolution stationnaire
Hf, H ∈ Rn ×Rn e´tant une matrice circulante. En utilisant la proprie´te´ de diagonali-
sation par transforme´e de Fourier discre`te normalise´e, nous obtenons ‖H‖2 = ‖Λ‖2, ou`
Λ = diag{λi, i = 1, ..., n}, n = Card
(
I d
)
, est la matrice diagonale et λi sont les va-
leurs propres de H. Nous pouvons montrer que ‖Λ‖2 est borne´e supe´rieurement par la
valeur propre maximale λmax. Comme nous conside´rons des PSFs normalise´es, nous avons
λmax =
1√
n
puisque celle-ci est calcule´e comme la transforme´e de Fourier discre`te norma-
lise´e de ze´ro. Ainsi, nous obtenons ‖H‖2 ≤
1√
n
ou encore ‖H‖2 < 1, ∀n > 1.
Maintenant, nous montrons cette proprie´te´ dans le cas de l’ope´rateur SV (i.e. ‖ ¨˜H ‖2≤
1). Soit f ∈F d tel que ‖f‖2 ≤ 1. Nous avons :
‖ ˙˜H(f) ‖2≤
√
n ‖ ˙˜H(f) ‖∞ . (2.76)
Il suffit alors de montrer que ‖ ˙˜H(f) ‖∞≤
1√
n
. Nous avons :
‖ ˙˜H( j) ‖∞ = sup
j∈I d
|
[ ˙˜
H(f)
]
( j) |
= sup
j∈I d
M
∑
i=1
∣∣ψ i ( j) .Hi (f)( j)∣∣
≤ sup
j∈I d
M
∑
i=1
∣∣ψ i ( j)∣∣ . ∣∣Hi (f)( j)∣∣
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Comme ∀ j ∈I d ,
M
∑
i=1
ψ i ( j) = 1, et
∣∣∣Hi∗ (f)( j)∣∣∣≤ 1√
n
, nous obtenons :
‖ ˙˜H(f) ‖∞≤
1√
n
(2.77)
Ainsi, a` partir des e´quations (2.76) et (2.77), nous obtenons :
‖ ¨˜H‖2 = ‖ ˙˜H‖2 ≤ 1 (2.78)
L’ine´galite´ stricte est obtenue a` un facteur d’e´chelle pre`s. Par conse´quent, en ve´rifiant ces
deux proprie´te´s, nous pouvons conclure que l’algorithme converge pour l’ope´rateur ¨˜H pour
les meˆmes arguments pre´sente´s dans [Fornasier 2009a].
Remarque 7. Le nombre de sous-domaines D utilise´ dans la me´thode d’optimisation
est inde´pendant du nombre de PSFs M utilise´ dans l’approximation. Augmenter le nombre
D permet de re´duire le temps de calcul en effectuant D traitements en paralle`le tandis
qu’augmenter le nombre M permet d’ame´liorer la pre´cision de l’approximation tout en
augmentant le temps de calcul. Il est possible de choisir D = M et d’associer une PSF hi a`
chaque sous-domaineI di . Ceci permettra de ne tenir compte qu’au plus de trois PSFs par
zone (l’interpolation de hi−1, hi, et hi+1), ce qui peut re´duire davantage le temps de calcul.
Il est e´galement possible de paralle´liser l’ope´ration de de´gradation (2.34), ce qui permettra
d’augmenter le nombre de PSFs M sans augmenter conside´rablement le temps de calcul.
En effet, il suffit d’effectuer M convolutions en paralle`le (dans la limite des capacite´s de
calcul de la machine) par les diffe´rentes PSFs hi des images ψ i.f.
2.5.2.3 Tests et comparaison
Nous pre´sentons des re´sultats sur des images simule´es et re´elles de microscopie de
fluorescence. Nous les comparons tout d’abord a` ceux obtenus par une PSF SI en appliquant
l’algorithme de Fornasier et al. Ensuite, nous comparons l’algorithme de Fornasier a` un
autre algorithme d’optimisation, l’algorithme de Landweber adapte´ au crite`re (2.64).
2.5.2.3.a Test sur une image simule´e microscopie a` champ large
Simulations des donne´es : Nous conside´rons la meˆme image de billes utilise´e dans
le test pre´ce´dent (cf. figure 2.10 (a)). Nous y ajoutons un flou en utilisant 128 PSFs d’un
microscopie a` champ large, chacune correspondant a` une profondeur donne´e du volume
de l’objet, les meˆmes caracte´ristiques que le syste`me optique pre´ce´dent (cf. paragraphe
2.5.1.3.a) sont conside´re´es (ouverture nume´rique, grossissement, ...). Nous ajoutons a` cette
image une constante de bruit de fond bg = 10−8 et un bruit gaussien de moyenne nulle et
de variance 0.36. L’image obtenue ayant un rapport signal sur bruit d’environ 20dB est
pre´sente´e sur la figure 2.10 (a).
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Test et comparaison avec la restauration SI : Nous appliquons a` cette image l’al-
gorithme de Fornasier et al. propose´ en conside´rant un de´coupage de l’image en deux sous-
domaines suivant l’axe (OZ). Nous utilisons une combinaison de 7 PSFs pour la restaura-
tion. Le parame`tre de re´gularisation est fixe´ a` α = 5.10−3. Le re´sultat obtenu est pre´sente´
dans la figure 2.10 (c). Celui-ci semble meilleur que celui obtenu par une PSF invariable
calcule´e a` une profondeur nulle (cf. figure 2.10 (d)). Ceci est confirme´ par la figure 2.11
pre´sentant les lignes d’intensite´ le long de l’axe (OZ) en passant a` travers les centres des
billes. Dans la table 2.3, nous donnons les mesures de qualite´s et les temps de calcul pour
ces tests.
Comparaison avec la me´thode de Landweber [LAndwEbER 1951] adapte´e a` un
flou SV : Nous proposons de comparer notre me´thode a` la restauration par l’algorithme
de Landweber [LAndwEbER 1951] adapte´e a` l’ope´rateur de flou SV. Nous utilisons alors
l’ite´ration de minimisation de l’e´quation (2.27) dans laquelle l’ope´rateur de flou SV H est
remplace´ par l’ope´rateur SV ¨˜H. Cet algorithme aboutit pratiquement a` la meˆme solution
(cf. figure 2.10 (e)) que celle obtenue par l’algorithme de Fornaisier mais en un temps de
calcul plus e´leve´ (cf. table 2.4).
(a) (b) (c) (d)
(e) (f)
FIGURE 2.10 – Restauration d’une image simule´e de microscopie a` champ large (avec un
bruit gaussien) : Coupes (X ,Z) de l’objet originale (a) de l’observation (b), de la restaura-
tion avec la me´thode propose´e utilisant l’algorithme de Fornasier adapte´e a` l’ope´rateur ¨˜H
(c), de la restauration avec une PSF SI (d), de la restauration avec l’algorithme de Landwe-
ber adapte´e a` l’ope´rateur ¨˜H (e), de la restauration avec la me´thode EMMA (f).
2.5.2.3.b Test sur une image re´elle
Nous testons la me´thode propose´e sur une image re´elle d’une cellule de plante de mu-
guet (Convallaria majalis) observe´e par un microscope confocal Zeiss LSM 510 e´quipe´
d’un objectif a` immersion 40X (IR d’environ 1.5) et d’ouverture nume´rique 1.3, le diame`tre
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FIGURE 2.11 – Profils d’intensite´ passant par les centres des billes le long de l’axe (OZ)
de l’image originale (bleu), de l’image de´grade´e (vert), de la restauration avec la me´thode
EMMA (bleu ciel), et de la restauration avec l’ope´rateur ¨˜H (rouge) et de la restauration
avec une PSF SI (noir).
du ste´nope´ (pinhole) est de l’ordre de 3AU . L’excitation est effectue´e par un Laser HeNe
(longueur d’onde d’environ 543nm) et la de´tection est effectue´e en utilisant un filtre passe-
bande 560−600nm. Les pas d’e´chantillonnage radial et axial sont respectivement 50nm et
140nm. Les projections du maximum d’intensite´ sur les plans (X , Y ) et (X , Z) de l’image
enregistre´e sont pre´sente´es dans les figures 2.12 (a) et (e). Les re´sultats de restauration avec
la me´thode propose´e sont pre´sente´s dans les figures 2.12 (b) et (f), et ceux obtenus avec
une seule PSF SI prise au milieu de l’e´chantillon sont pre´sente´s dans les figures 2.12 (d)
et (h)). Pour ces tests, le parame`tre de re´gularisation est fixe´ a` α = 10−3. Il est difficile de
comparer les re´sultats dans le cas d’images re´elles.
(a) (b) (c) (d)
(e) (f) (g) (h)
FIGURE 2.12 – Les projections du maximum d’intensite´ sur les plans (X ,Y ) et (X ,Z) de
((a) et (e)) l’image observe´e, ((b) et (f)) l’image restaure´e par la me´thode propose´e, ((c) et
(g)) image restaure´e par la me´thode EMMA, et ((d) et (h)) l’image restaure´e par une PSF
SI prise au milieu de l’e´chantillon.
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2.6 Comparaison sur la restauration SV
Nous proposons de comparer notre approche de restauration a` l’une des me´thodes de
l’e´tat de l’art, il s’agit de la me´thode EMMA (”Enhanced Merging Masks Algorithm”)
[Maalouf 2010]. L’ide´e de cette me´thode est d’effectuer des de´convolutions multiples (par
n’importe quel algorithme de de´convolution) sur la totalite´ de l’image, chacune avec une
PSF diffe´rente hi, i = 1, ..., M, conduisant ainsi a` un ensemble d’images de´convolue´es{
f1, ..., fM
}
. Celles-ci sont ensuite fusionne´es en utilisant des fonctions de ponde´ration{
ψ1, ..., ψM
}
comme suit : f ( j) =
M
∑
i=1
ψ i ( j) .f i ( j) , j ∈N3, ce qui permet de lisser les tran-
sitions entre les re´gions de l’image. Les e´tapes de cette me´thode sont re´sume´es dans la
figure 2.13 (a)). Nous la comparons a` notre approche (ou` un ope´rateur de flou SV est
utilise´ dans la proce´dure d’inversion, cf. figure 2.13 (b)), en terme de pre´cision de recons-
truction, de temps de calcul et de facilite´ de mise en oeuvre. Pour ce faire, nous reprenons
les images simule´es et re´elles utilise´es dans la section pre´ce´dente. Nous leur appliquons
l’algorithme EMMA et calculons les mesures de NMSE et SSIM entre l’image restaure´e
et l’image originale pour 30 re´alisations de bruit de poisson dont la moyenne et la variance
sont donne´es par la meˆme image floue (cf. table 2.5).
FIGURE 2.13 – (a) Principe de la restauration SV en utilisant la me´thode EMMA. Ri, i =
1, ...,M de´signe la restauration avec une PSF SI hi, (b) Principe de la restauration SV pro-
pose´e : approcher l’ope´rateur de flou SV H˜ et l’utiliser dans la proce´dure de restauration.
2.6.1 Comparaison dans le cas d’une statistique de bruit poissonienne
Nous conside´rons tout d’abord l’image simule´e de billes de la figure 2.7 (a). Nous lui
appliquons l’algorithme EMMA dans lequel les de´convolutions par une PSF SI sont ef-
fectue´es par l’algorithme SGP propose´. Nous pre´sentons dans la figure 2.7 (f) une coupe
axiale de l’image obtenue et dans la figure son profils d’intensite´ le long de l’axe (OZ).
Ces re´sultats ainsi que les valeurs de NMSE et SSIM donne´es dans la table 2.5 montrent
que notre me´thode est plus pre´cise et plus rapide que la me´thode EMMA. Ne´anmoins, la
me´thode EMMA peut eˆtre facilement paralle´lise´e graˆce a` l’inde´pendance entre les algo-
rithmes de de´convolution mis en oeuvre.
Nous pre´sentons e´galement dans la figure 2.8 (c), un re´sultat de restauration par la
me´thode EMMA sur l’image re´elle de microscopie confocale (figure 2.8 (a)). Celui-ci est
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comparable a` celui obtenu par notre me´thode.
FIGURE 2.14 – Profils d’intensite´ passant par les centres des billes le long de l’axe (OZ) de
l’image originale (bleu), de l’image de´grade´e (rouge), de la restauration avec la me´thode
EMMA (bleu ciel), et de la restauration avec l’ope´rateur ¨˜H (rose).
2.6.2 Comparaison dans le cas d’une statistique de bruit gaussienne
Nous conside´rons l’image simule´e de microscopie a` champ large pre´sente´e dans
la figure 2.10 (b). Nous appliquons a` celle-ci l’algorithme EMMA dans lequel les
de´convolutions SI sont effectue´es par la me´thode de Fornasier et al. L’image restaure´e
(cf. figure 2.10 (f)), les lignes d’intensite´ le long de l’axe (OZ) passant par les centres des
billes (cf. figure 2.11), ainsi que les mesure NMSE et SSIM (cf. table 2.5) montrent que la
me´thode EMMA offre pratiquement la meˆme pre´cision que notre me´thode de restauration.
Ceci est duˆ au fait que l’erreur de l’approximation du flou SV est domine´e par l’erreur
engendre´e par l’inversion et le mauvais conditionnement. En effet, dans ce test, nous avons
utilise´ un flou beaucoup plus important que dans le test pre´ce´dent en microscopie confocal,
afin de simuler un cas re´aliste d’un microscope a` champ large. Ne´anmoins, notre me´thode
est beaucoup plus rapide que la me´thode EMMA. Enfin, nous pre´sentons dans les figures
2.12 (c) et (g) le re´sultat de restauration de l’image re´elle de cellules de plante de muguet
de par la me´thode EMMA, celui-ci n’est pas tre`s loin du re´sultat obtenu par notre me´thode.
Bruit Poisson Gauss
Me´thode SGP (SV) EMMA Fornasier et al (SV) EMMA
NMSE moyen (%) 4.8234 7.8418 32.02 32.22
SSIM moyen 0.9746 0.9541 0.743 0.746
Temps moyen (mn) 6.99 18.76 8 25
TABLE 2.5 – Comparaison des me´thodes de restauration EMMA et la restauration avec
l’ope´rateur ¨˜H pour des images simule´es de microscopies confocale et a` champ large.
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Conclusion
Dans ce chapitre, nous nous sommes inte´resse´s a` la restauration non-aveugle des
images de microscopie de fluorescence prenant en compte la variabilite´ du flou en pro-
fondeur. Nous avons e´tudie´ les mode`les d’approximation du flou SV. Nous avons montre´
qu’un mode`le dans lequel la PSF SV est approche´e par une combinaison convexe de PSFs
SI prises a` quelques profondeurs, est une bonne approximation du mode`le the´orique conti-
nument variable en profondeur. Nous nous sommes ensuite inte´resse´s a` l’estimation de
l’image nette par l’inversion de ce mode`le. Nous avons de´veloppe´ deux me´thodes d’inver-
sion. Nous avons adapte´ au proble`me de restauration avec une PSF 3D variable en pro-
fondeur, la me´thode SGP [Bonettini 2009] en pre´sence de bruit de Poisson (CLSM) et la
me´thode de Fornasier et al. [Fornasier 2009a] en pre´sence de bruit gaussien (WFM).
Dans ces deux me´thodes, la PSF variable en profondeur est suppose´e connue.
Ne´anmoins, en pratique il est difficile de fixer la PSF malgre´ l’existence des mode`les
the´oriques car ceux-ci de´pendent de certains parame`tres physiques inconnus (comme
par exemple, l’IR du spe´cimen). Une me´thode aveugle ou semi-aveugle doit alors eˆtre
de´veloppe´e. Ceci fera l’objectif du chapitre suivant.
CHAPITRE 3
Restauration aveugle
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Introduction
En de´pit de l’existence de mode`le the´orique pour le calcul de la PSF en microscopie de
fluorescence, il est difficile d’obtenir avec pre´cision une telle mesure. En effet, le mode`le
de PSF the´orique de´pend de certains parame`tres d’acquisition qui sont inaccessibles en
pratique comme par exemple l’IR du spe´cimen. Il est alors ne´cessaire de de´velopper une
me´thode de restauration aveugle ou semi-aveugle dans laquelle la PSF variable en pro-
fondeur et l’objet sont conjointement estime´s. Nous nous inte´ressons dans ce chapitre a`
ce proble`me d’estimation. Ce proble`me est particulie`rement difficile car le nombre de va-
riables inconnues est supe´rieur au nombre de variables connues (proble`me sous-de´termine´).
Malgre´ les nombreux travaux sur ce sujet, il reste encore un proble`me ouvert, notamment
dans le cas d’un flou SV.
Nous proposons dans ce chapitre deux me´thodes de restauration aveugle prenant
en compte la variabilite´ du flou en profondeur. En fixant les fonctions de ponde´rations
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ψ1, ..., ψM, nous estimons conjointement l’image f et l’ensemble des PSFs h1, ..., hM en
suivant une approche par maximum a posteriori joint (MAPJ). Dans la premie`re me´thode,
nous conside´rons un mode`le de PSF non-parame´trique ou` les intensite´s des PSFs hi sont
estime´es en chaque voxel. Cela conduit a` un grand nombre de variables a` estimer, mais
pre´sente l’avantage de laisser une grande liberte´ sur la forme de la PSF qui peut eˆtre plus
ou moins de´forme´e suivant le niveau d’aberration.
Dans la deuxie`me me´thode, nous conside´rons des PSFs parame´tre´es par des fonctions
gaussiennes (voir paragraphe 1.4.3). Ceci pre´sente l’avantage de re´duire conside´rablement
le nombre de parame`tres a` estimer, ce qui re´duit aussi l’espace des solutions possibles.
Nous de´composons ce chapitre en quatre sections : dans la premie`re section, nous
e´voquons les difficulte´s d’un tel proble`me d’estimation aveugle. Nous pre´sentons, dans
la deuxie`me section, l’e´tat de l’art sur la restauration aveugle dans un cadre de flou SI, puis
dans un cadre de flou SV. Dans la troisie`me section, nous pre´sentons notre premie`re solu-
tion pour la restauration aveugle en utilisant des PSFs non-parame´tre´es. Nous pre´sentons
dans la section suivante notre deuxie`me solution pour la restauration aveugle dans laquelle
les PSFs h1, ..., hM sont parame´tre´es par des fonctions gaussiennes. Nous discutons et com-
parons ces deux approches d’estimation. Dans la dernie`re section, nous introduisons deux
me´thodes d’estimation avec une contrainte sur le support de l’objet qui peut eˆtre obtenue
par un syste`me de tomographie diffractive couple´ avec la microscopie de fluorescence.
3.1 Proble´matique
Notre objectif est d’estimer a` la fois la PSF SV h˜( j, j′) et l’image f( j) uniquement a`
partir de l’observation g et quelques informations a priori. Ce proble`me est plus difficile
que celui aborde´ dans le chapitre pre´ce´dent. En effet, le nombre de variables inconnues
passe de n pour une restauration non-aveugle a` n3 pour une restauration aveugle. Graˆce
a` l’approximation du flou SV que nous avons pre´sente´e dans le chapitre pre´ce´dent, le
nombre de variables a` estimer se re´duit a` M n2, avec M le nombre de PSFs SI conside´re´es
dans l’approximation, les fonctions de ponde´rations e´tant fixe´es par l’utilisateur. Ainsi,
plus le nombre de PSFs est grand, plus l’approximation du flou SV est bonne mais plus le
proble`me est sous-de´termine´. Il est alors important d’injecter le plus d’information possible
sur les variables a` estimer.
Par ailleurs, si le proble`me de restauration est mal-pose´, le proble`me de restauration
aveugle est doublement mal-pose´, il est a` la fois mal-pose´ par rapport a` l’image et par
rapport a` la PSF. En effet, les trois conditions de Hadamard pour le proble`me d’estimation
de
(
f, h˜
)
a` partir de g∼N
(
H˜(f)
)
ne sont ge´ne´ralement pas ve´rifie´es : une solution
(
f, h˜
)
peut ne pas exister [Katsaggelos 1991, Bertero 1998b]. Nous montrons cependant dans le
paragraphe 3.3.3 l’existence d’une solution a` un proble`me d’estimation que nous formulons
pour des donne´es entache´es par un bruit poissonien.
En outre, l’unicite´ de la solution n’est e´galement pas garantie. Nous notons par exemple
ces solutions triviales dans le cas d’un flou SI (i.e. M = 1) et des donne´es non-bruite´es
g = h∗ f :
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– hˆ= δ , fˆ = g (ou hˆ= g, fˆ = δ ), avec δ la distribution de Dirac,
– hˆ= h1, fˆ = h2 ∗ f (ou hˆ= h2, fˆ = h1 ∗ f) pour une fonction h re´ductible i.e. h= h1 ∗h2
(des solutions similaires sont aussi obtenues pour f re´ductible),
– hˆ= 1κ h, fˆ = κ f avec κ un scalaire positif,
– hˆ= h( j−µ), fˆ = f( j+µ) avec µ ∈I d .
Les deux premiers types de solutions peuvent eˆtre e´vite´s en pe´nalisant les PSFs trop
e´troites. Nous utilisons plus tard une des techniques permettant d’e´viter de telles solutions
inde´sirables. Le troisie`me type de solutions peut eˆtre e´vite´ en imposant une contrainte de
normalisation sur la PSF et/ou de conservation de flux sur l’image. Le dernier type de solu-
tions est difficile a` e´viter sans disposer d’une forte contrainte sur la PSF et/ou sur la position
de l’objet. Notons que ce type de solutions n’est pas traite´ dans la litte´rature et que souvent
la PSF est suppose´e centre´e. Nous introduisons dans la dernie`re section de ce chapitre une
contrainte sur le support de l’objet permettant de re´duire cette ambiguı¨te´.
Enfin, nous notons que la troisie`me condition de Hadamard (i.e. de´pendance de la so-
lution d’une manie`re continu des donne´es) n’est aussi pas assure´e a` cause de la sensibilite´
de la solution au bruit (voir section 2.1). Nous verrons dans la section suivantes comment
les algorithmes existants ont aborde´ ce proble`me d’estimation difficile.
3.2 E´tat de l’art
Nous pre´sentons ici une classification des me´thodes propose´es dans la litte´rature pour
la de´convolution aveugle, ensuite celles propose´es pour la restauration aveugle dans un
cadre de flou SV.
3.2.1 De´convolution aveugle : flou SI
Les me´thodes de de´convolution aveugle sont nombreuses et peuvent eˆtre classifie´es
diffe´remment, suivant le type de bruit conside´re´, le cadre d’estimation Bayesien ou
non-Bayesien, etc. Nous proposons une classification similaire a` celle propose´e dans
[Kenig 2010], une classification suivant l’e´tape a` laquelle l’estimation du flou est re´alise´e :
– me´thodes d’identification a priori de la fonction de flou,
– me´thodes d’estimation jointe de la fonction de flou et de l’image
Nous de´crivons ici quelques unes de ces me´thodes. Une e´tude plus comple`te se trouve par
exemple dans [Campisi 2007, Levin 2009].
3.2.1.1 Me´thodes d’identification a priori de la fonction de flou
Dans cette classe de me´thodes d’estimation, le flou est premie`rement estime´
se´pare´ment de l’objet. Ensuite, une fois une estime´e de la PSF disponible, l’estimation
de l’objet est effectue´e en appliquant l’une des me´thodes de de´convolution non-aveugle
comme nous l’avons vu au chapitre pre´ce´dent. Toute la difficulte´ est alors de trouver une
me´thode qui permet d’estimer le flou en absence de l’objet. Nous de´crivons ici quelques
unes de ces me´thodes.
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3.2.1.1.a Estimation a` partir des ze´ros fre´quentiels
Cette me´thode est l’une des plus anciennes me´thodes qui reste limite´e a` certaines
applications ou` le flou peut eˆtre mode´lise´ par une fonction parame´tre´e, comple`tement
caracte´rise´e par ses ze´ros dans l’espace de Fourier [Stockham Jr 1975, Cannon 1976]
(comme par exemple le flou de bouge´ ou le flou de de´focalisation dans une camera). Le
proble`me est alors re´solu dans l’espace fre´quentiel en cherchant les ze´ros de l’image ob-
serve´e et les attribuant a` la fonction de flou. Cette me´thode est tre`s sensible au bruit, ce qui
limite son application aux donne´es bruite´es de microscopie de fluorescence.
3.2.1.1.b Estimation par marginalisation des variables cache´es
Dans un cadre Bayesien, il est possible de se de´barrasser des variables inconnues par
marginalisation [Levin 2011, Blanco 2011]. Il s’agit d’estimer la PSF h en maximisant la
probabilite´ a posteriori marginale suivante :
hˆ= arg max
f
Pr (h|g)
= arg max
f
∫
f
Pr (h, f|g)Pr (f)df (3.1)
L’algorithme Espe´rance-Maximisation (EM) est tre`s populaire pour la re´solution de ce type
de proble`me d’estimation. Ne´anmoins, une difficulte´ est son couˆt calculatoire qui rend
son utilisation re´dhibitoire pour des PSFs a` support e´tendue, notamment en microscopie
de fluorescence. Comme nous l’avons e´voque´ dans le chapitre pre´ce´dent, il est possible
de contourner ce proble`me par diagonalisation du noyau de convolution dans l’espace de
Fourier si le mode`le de bruit et les mode`les d’a priori le permettent (e.g. des fonctions
quadratiques). Notons que pour la meˆme raison il est difficile d’appliquer directement cette
me´thode aux images en pre´sence d’un bruit poissonien (le type de bruit qui existe dans les
image de microscopie de fluorescence) sauf si une approximation quadratique du mode`le
poissonien est conside´re´e [Stagliano 2011]. Ainsi, l’utilisation de ces me´thodes pour la
microscopie de fluorescence reste limite´e principalement a` cause de leur couˆt calculatoire
important.
3.2.1.2 Me´thodes d’estimation jointe de la fonction de flou et de l’image
Les me´thodes d’estimation de cette classe estiment simultane´ment le flou et l’image.
Nous les classifions suivant le cadre d’estimation, de´terministe ou stochastique.
3.2.1.2.a Me´thodes de´terministes
Les me´thodes les plus anciennes de cette classe sont les me´thodes dites se´paration des
plages de ze´ros ou encore factorisation polynomiale [Lane 1987]. L’ide´e est de factoriser
la transforme´e en Z de l’image observe´e en deux facteurs convolutifs correspondant aux
transforme´es en Z de l’image et de la PSF. Le proble`me revient a` chercher les racines (les
ze´ros) du polynoˆme de la transforme´e en Z de l’image. Cette factorisation n’est unique que
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sous certaines conditions qui sont souvent non-ve´rifie´es en pratique comme par exemple
l’absence de bruit. Cette me´thode ne peut donc eˆtre applique´e aux donne´es bruite´es de
microscopie de fluorescence.
Une autre me´thode de´terministe est la me´thode de projections successives sur des
ensembles convexes (”Projection onto Convex Sets” (POCS) en anglais) [Youla 1982,
Sezan 1982, Lam 1999]. L’ide´e est de formuler des contraintes sur les variables a` estimer
(l’image et la PSF) sous forme d’ensembles convexes (comme par exemple la contrainte
donne´e par le mode`le de de´gradation, la positivite´, le support connu de la PSF et/ou de
l’image, etc) et de les imposer d’une manie`re ite´rative sur l’image et la PSF.
Certains pre´fe`rent formuler ces contraintes sous forme d’un crite`re d’optimalite´ et le
minimiser d’une manie`re alterne´e, une fois par rapport a` l’image et une fois par rapport a` la
PSF [Ayers 1988, Tsumuraya 1994, Kundur 1998]. Ce type d’algorithme est tre`s courant et
se retrouve sous le terme d’algorithme IBD (”Iterative Blind Deconvolution” en anglais).
Le crite`re a` minimiser s’e´crit sous la forme suivante :
J (f,h) = Jd (f,h)+αJpf (f)+βJ
p
h (h) (3.2)
Le terme Jd (f,h) est le terme d’attache aux donne´es re´sultant de la vraisemblance de l’ob-
servation (mode`le direct d’observation). Les deux termes Jpf (f) et J
p
h (h) sont respective-
ment des termes de re´gularisation de l’image et de la PSF. α et β sont les parame`tres de
re´gularisation. Nous utilisons dans notre travail ce type d’approche pour l’estimation jointe
de l’image et de la PSF variable en profondeur.
Les termes de re´gularisation les plus utilise´es pour l’image sont ceux pre´sente´s dans le
chapitre pre´ce´dent pour lisser l’image et e´viter l’amplification de bruit (i.e. re´gularisation
de Tikhonov, re´gularisation par variation totale, etc). Ces re´gularisations peuvent e´galement
eˆtre applique´es sur la PSF afin de pe´naliser les PSFs trop e´troites et capturer le plus pos-
sible du flou dans la PSF. Nous discutons ceci dans la section suivante ou` nous utilisons
un terme de re´gularisation de type Tikhonov pour la PSF variable en profondeur. De nom-
breux autres termes de re´gularisation ont e´te´ utilise´s dans la litte´rature comme par exemple
la re´gularisation de Mumford-Shah pour l’image [Bar 2006], une combinaison de termes
quadratiques-line´aires (l1 et l2) [Mugnier 2004], une re´gularisation base´e sur le champ
ale´atoire de Huber Markov [Xu 2009]. La pre´fe´rence d’une re´gularisation par rapport a`
une autre de´pend de l’application conside´re´e et le type de re´gularite´ que l’on souhaite im-
poser sur les variables a` estimer.
Une autre fac¸on pour re´gulariser le proble`me mal-pose´ est de parame´trer les va-
riables inconnues. Par exemple, dans [Pankajakshan 2009b] une parame´trisation gaus-
sienne de la PSF en microscopie confocale est conside´re´, permettant ainsi d’inclure plu-
sieurs contraintes simultane´ment comme la positivite´, la normalisation tout en re´duisant
le nombre de variable a` estimer. nous proposons plus tard une approche similaire pour la
restauration avec une PSF variable en profondeur.
Une autre me´thode pour re´duire le degre´ de liberte´ du proble`me consiste a` aug-
menter le nombre de variables connues en utilisant plusieurs images de la meˆme sce`ne
[Schulz 1993, Schulz 1997]. Dans ce type d’approche, applique´ essentiellement en astro-
nomie, la PSF est parame´tre´e par une phase qui refle`tent les de´formations que subit le
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front d’onde lors de l’acquisition d’une image d’un point source. L’estimation de la PSF se
re´duit alors a` l’estimation de cette phase. Ceci est souvent re´alise´ par une me´thode dite de
diversite´ de phase qui consiste a` utiliser au moins deux images de la meˆme sce`ne, acquises
en introduisant des perturbations connues a` la premie`re image (par exemple en introdui-
sant une de´focalisation supple´mentaire connue) [Paxman 1992]. Nous traitons ce type de
me´thodes plus en de´tail dans le chapitre suivant ou` nous nous inte´ressons au proble`me
d’estimation de la phase.
Dans toutes ces me´thodes, la minimisation du crite`re est effectue´e alternativement en
f pour h fixe´, et en h pour f fixe´. La minimisation par rapport a` chacune des variables
peut eˆtre effectue´e par diffe´rentes algorithmes d’optimisation comme nous l’avons vu dans
le chapitre pre´ce´dent (Newton, gradient conjugue´, etc), tout de´pend des proprie´te´s de la
fonction a` optimiser. La convergence de ce sche´ma de minimisations alterne´es n’est pas
toujours assure´e. Dans [Chan 2000], la convergence d’un tel algorithme vers un optimum
local est prouve´e pour certaine fonctionnelle d’e´nergie dans laquelle le bruit est suppose´
gaussien, l’image et la PSF sont mises a` jour par un algorithme de de´convolution line´aire.
3.2.1.2.b Me´thodes stochastiques
Dans un cadre stochastique, toutes les variables du proble`me sont vues comme e´tant des
re´alisations de processus ale´atoires. Les estimateurs les plus utilise´s dans ce cadre stochas-
tique d’estimation jointe de f et h sont l’estimateur du maximum a posteriori joint(MAPJ)
et l’estimateur de maximum de vraisemblance joint. L’estimateur du maximum a posteriori
joint (MAPJ) est en particulier le plus utilise´ car il permet d’incorporer des contraintes
sur les variables a` estimer et de restreindre ainsi le nombre de solutions possibles via les
distributions de probabilite´ a priori Pr (f) et Pr (h). Il est donne´ par l’e´quation suivante :(
fˆ, hˆ
)
= argmax
f,h
Pr (f,h|g)
= arg
f,h
max Pr (g|f,h) Pr (f) Pr (h) (3.3)
En prenant l’anti-logarithme de l’e´quation ci-dessus, on trouve une formulation similaire
a` celle de l’e´quation (3.2). La vraisemblance Pr (g|f,h) est donne´e par la statistique de
bruit et les distributions de probabilite´ Pr (f) et Pr (h) sont souvent construites a` partir
d’une distribution Gibbsienne dont la de´finition de´pend des contraintes que l’on souhaite
imposer sur les variables inconnues. Diffe´rents mode`les des lois a priori sont propose´s dans
[Campisi 2007]. En particulier, le choix des a priori uniformes nous donne l’estimateur du
maximum de vraisemblance joint suivant :(
fˆ, hˆ
)
= arg
f,h
max Pr (g|f,h) (3.4)
Une autre approche stochastique est l’estimateur de la moyenne qui consiste a`
e´chantillonner d’une manie`re ite´rative f et h suivant les lois Pr (f|h,g) et Pr (h|f,g) en
utilisant par exemple les e´chantillonneurs de Metropolis ou de Gibbs [Metropolis 1953,
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Green 1995], ensuite prendre la moyenne des valeurs e´chantillonne´es :
fˆ =
∫
fPr (f|h,g)df
hˆ=
∫
hPr (h|f,g)dh (3.5)
Un des avantages des me´thodes stochastiques est qu’elles permettent l’estimation des
hyperparame`tres au fur et a` mesure que l’estimation jointe de f et h en conside´rant que
les hyperparame`tres sont aussi des variables ale´atoires qui suivent des distributions de pro-
babilite´ de´termine´es [Orieux 2009, Orieux 2010]. Cependant, les inconve´nients de ces ap-
proches sont la lenteur de convergence, et la difficulte´ d’e´chantillonner les lois probabilite´
lorsque le support de la PSF est grand et/ou les donne´es sont volumineuses. L’extension de
ces me´thodes a` une PSF SV augmente encore la complexite´ de calcul a` cause de l’augmen-
tation du nombre de variables et le couˆt de calcul de l’ope´ration de de´gradation.
Enfin, nous citons les approches stochastiques par marginalisation telles que l’estima-
teur du maximum de vraisemblance ou l’estimateur du maximum a posteriori, de´crites au
paragraphe 3.2.1.1.b. Celles-ci permettent d’estimer la PSF en une premie`re e´tape, pour
ensuite de´convoluer l’image en une seconde e´tape.
3.2.2 Restauration aveugle : flou SV
La plupart des me´thodes de restauration aveugle dans le cadre de flou SV sont des
extensions des me´thodes de de´convolution aveugle pre´ce´dentes, soit en conside´rant un flou
constant par re´gion, soit en utilisant des mode`les d’approximation plus re´guliers comme
nous l’avons pre´sente´ dans le chapitre pre´ce´dent. Nous pouvons alors diviser les me´thodes
de restauration aveugle comme dans le cas invariable en deux classes :
– me´thodes d’identification a priori du flou SV,
– me´thodes d’estimation jointe du flou SV et de l’image
3.2.2.1 Me´thodes d’identification a priori du flou SV
Dans cette classe de me´thodes, l’image est de´coupe´e arbitrairement en zones ou` la PSF
est conside´re´e SI. L’estimation est ensuite effectue´e en deux e´tapes : dans la premie`re e´tape,
une carte de PSFs est obtenue en appliquant localement l’une des me´thodes d’identifica-
tion du flou (voir paragraphe 3.2.1.1). Dans la seconde e´tape, l’image est estime´e soit par
l’application d’un algorithme de de´convolution non-aveugle sur les diffe´rentes re´gions de
l’image, soit par l’application d’un algorithme de restauration sur la totalite´ de l’image,
prenant en compte les transitions entre les zones voisins. Les me´thodes de cette classe ne
diffe´rent que par les algorithmes utilise´s pour l’estimation de la PSF et de l’image.
Par exemple, dans [Guo 1996], la me´thode EM est applique´e en chaque zone pour
l’estimation de la PSF. L’image est ensuite ensuite estime´e par la me´thode ”Constrai-
ned Least Squares” en chaque zone se´pare´ment. Cette me´thode conduit a` des arte´facts
de de´composition a` cause du traitement disjoint des zones.
Dans [Bardsley 2006a], une approche similaire est applique´e a` des images astrophy-
siques 2D. La PSF SI est estime´e dans chaque zone par une me´thode de diversite´ de phase.
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L’image nette est ensuite estime´e par l’algorithme de restauration de Nagy et O’Leary
[Nagy 1998]. Cette me´thode prend en compte les transitions entre les zones mais le mode`le
d’interpolation de PSFs n’est pas adapte´ a` nos images de microscopie de fluorescence (i.e.
ce mode`le de flou SV conduit a` une grande erreur d’approximation, cf. section 2.4.4).
Dans [Harmeling 2010], la PSF est estime´e dans chaque zone par l’optimisation d’un
crite`re dans lequel l’image nette est initialise´e par l’application d’un filtre ”shock” a` l’image
floue, ce qui permet d’accentuer les contours et de capturer tout le flou dans la PSF
[Cho 2009]. L’image nette est ensuite estime´e en utilisant l’algorithme de de´convolution
pre´sente´ dans [Krishnan 2009].
Dans toutes ces me´thodes, l’estimation de la PSF est re´alise´e en supposant que celle-
ci est invariable par re´gion, les transitions entre les re´gions ne sont pas prises en compte.
Nous proposons plus tard, une me´thode ou` la PSF SV est estime´e en prenant en compte ces
transitions graˆce a` la mode´lisation de la PSF SV par combinaison convexe d’un ensemble
de PSFs SI.
Par ailleurs, dans ces me´thodes, le nombre de PSFs ainsi que la de´composition d’image
conside´re´e sont fixe´s par l’utilisateur. Dans [Bar 2007], les auteurs proposent une me´thode
base´e sur les contours actifs pour de´terminer les limites des re´gions ou` le flou peut eˆtre
conside´re´ homoge`ne. Cependant, dans cette me´thode, la variation de flou entre les re´gions
est suppose´e suffisamment grande pour que les re´gions puissent eˆtre de´limite´es. Cette
me´thode est inapplicable a` notre proble`me car elle est comple´tement base´e sur des va-
riations importantes et abruptes du niveau de flou, Ce qui n’est pas le cas en microscopie.
3.2.2.2 Me´thodes d’estimation jointe du flou SV et de l’image
Dans ces me´thodes, le flou SV et l’image sont estime´s simultane´ment en minimisant
un crite`re donne´.
Par exemple, dans [Blume 2007], les auteurs estiment l’intensite´ de la PSF SV h˜( j, j′)
en tout point j du support de la PSF et pour tout point j′ de l’espace objet, aucune approxi-
mation et aucune parame´trisation de la PSF SV n’est conside´re´e. Cette me´thode est tre`s
couˆteuse en temps de calcul.
Dans [Hirsch 2010], la PSF SV est approche´e par une combinaison convexe d’un en-
semble de PSFs SI, comme dans l’e´quation (2.34)) afin de re´duire la complexite´ de calcul
et le nombre de variable a` estimer. La PSF SV et l’image sont simultane´ment estime´es en
minimisant un crite`re quadratique provenant de la statistique de bruit gaussienne, aucune
fonction de re´gularisation n’est utilise´e. Nous de´veloppons une me´thode similaire, adapte´e
au bruit de Poisson pre´sent dans les images de microscopie confocale. Nous re´duisons le
degre´ de liberte´ du proble`me par l’utilisation de termes de re´gularisation sur l’image et sur
la PSF, et par l’introduction de contraintes sur celle-ci comme la positivite´ des variables, la
normalisation de la PSF, etc.
Dans toutes ces me´thodes le bruit conside´re´ est gaussien. Nous proposons dans les
deux sections qui suivent deux me´thodes de restauration qui prennent en compte le
bruit poissonien pre´sent dans les images de microscopie confocale. Dans la premie`re,
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nous ne conside´rons aucune parame´trisation de la PSF. Nous cherchons alors a` estimer
les intensite´s des PSFs h1, ...,hN tout en laissant e´voluer leur forme librement. Dans la
deuxie`me me´thode, nous conside´rons un mode`le parame´tre´ des PSFs permettant de re´duire
conside´rablement le nombre de variables a` estimer et contraignant la forme de celles-ci.
Nous comparons ces deux approches d’estimation en termes de qualite´ de restauration et
de temps de calcul.
3.3 Premie`re me´thode propose´e : PSF non-parame´tre´e
Nous proposons une nouvelle me´thode de restauration aveugle faisant partie de la
classe des me´thodes MAPJ. Une des originalite´s de cette me´thode est qu’elle prend en
compte a` la fois la variabilite´ du flou en profondeur et le bruit poissonien. En effet, les
me´thodes ante´rieures de´veloppe´es dans un cadre de flou SV conside`rent un bruit additif
gaussien. Nous de´finissons alors un crite`re approprie´ pour l’estimation jointe des PSFs
h1, ..., hM et l’image f, les fonctions de ponde´ration ψ1, ..., ψM e´tant fixe´es par l’utilisa-
teur. Nous ne conside´rons aucune parame´trisation de la PSF i.e. les intensite´s de chaque
PSF sont estime´es en chaque voxel de son volume 3D. Ceci conduit a` un grand nombre de
variables a` estimer, mais pre´sente l’avantage de laisser une grande liberte´ sur la forme de
la PSF qui peut eˆtre plus ou moins de´forme´e suivant le niveau d’aberration. E´tant donne´
que la solution n’est pas unique, il est important d’injecter le plus possible d’information
a priori sur les variables inconnues afin de re´duire l’espace des solutions possibles. Nous
proposons de combiner les normes l1 et l2 afin de de´finir des termes de re´gularisation pour
l’image et les PSFs. En outre, nous incorporons des contraintes de positivite´, de norma-
lisation et de conservation de flux. Apre`s avoir de´fini le crite`re a` optimiser, nous mon-
trons l’existence d’une solution a` ce proble`me dans des espaces de fonctions que nous
de´finissons dans le paragraphe suivant. Cette preuve d’existence est l’une des originalite´s
de ce travail. En effet, dans tous les travaux pre´ce´dents, l’existence d’un optimum est soit
admise, soit impose´e en conside´rant de fortes hypothe`ses sur la fonctionnelle a` optimiser.
Par exemple, dans [Bolte 2010], la fonctionnelle a` minimiser, propose´e pour une statistique
de bruit gaussienne, est suppose´e coercive, l’existence est alors un re´sultat direct de cette
hypothe`se.
Nous optimisons ensuite le crite`re de´fini par une me´thode de minimisations alterne´es ou`
a` chaque e´tape de minimisation une seule variable du proble`me est optimise´e en fixant les
autres. Nous re´solvons chacun des proble`mes d’optimisation par la me´thode SGP pre´sente´e
dans le chapitre pre´ce´dent. Nous de´signons cette me´thode d’optimisation globale par SG-
PAM pour ”Scaled Gradient Projection embedded in Alternate Minimization scheme” en
anglais. Des tests et des comparaisons sont obtenus sur des images simule´es et re´elles de
microscopie confocale.
Nous divisons cette section en cinq sous-sections. Dans la premie`re sous-section, nous
introduisons des notations pre´liminaires utilise´es dans ce travail. Dans la deuxie`me sous-
section, nous de´finissons le crite`re MAPJ a` optimiser. La troisie`me sous-section est de´die´e
a` la preuve the´orique de l’existence d’une solution de ce proble`me d’optimisation. Dans
la quatrie`me sous-section, nous de´crivons l’algorithme SGPAM propose´ pour la re´solution
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nume´rique du proble`me d’optimisation. Dans la dernie`re sous-section, nous pre´sentons et
discutons certains re´sultats nume´riques.
3.3.1 Notations
Sans perte de ge´ne´ralite´, on conside`re I = [−1, 1]3, le support de l’image observe´e,
et B(O,R) une boule ferme´e de centre O, et de rayon R ∈ [0, 1] tel que B(O,R) ( I .
Conside´rons les espaces suivants :
– H1 (I ) =
{
h ∈ L2 (I ) , ∇h ∈ L2 (I )3
}
– H = {h ∈ H1 (I ) ; h ≥ 0; ∫
I
h(u)du = 1; supp(h) ⊂ B(O,R)} ou` supp(h) de´signe
le support de la fonction h.
– F =
{
f ∈ BV (R3); f ≥ 0;I -pe´riodique} ou` BV (R3) est l’espace des fonctions a`
variations borne´es [Aubert 2006].
– Fc =
{
f ∈F ; ∫
I
f (u)du = c
}
, ou` 0 < c < +∞ est une constante positive afin de
prendre en compte la conservation de flux.
3.3.2 Crite`re MAPJ
En fixant les fonctions de ponde´ration, nous estimons a` la fois l’ensemble des PSFs
hi,1≤ i≤M et l’image nette f a` partir de l’observation g telles que (cf. paragraphe 1.3.3) :
Pr(g/ f ,h1, ..., hM) = ∏
j∈I d
(∫
Vj
H˜( f )(u)du+bg
)g( j)
e
−
(∫
Vj
H˜( f )(u)du+bg
)
g( j)!
(3.6)
Afin de re´gulariser le proble`me mal-pose´, nous introduisons des termes de re´gularisation de
la PSF et de l’image. Comme nous l’avons fait dans le chapitre pre´ce´dent, nous utilisons un
terme de variation totale pour l’image afin de lisser les zones homoge`nes tout en pre´servant
les contours [Rudin 1992]. En ce qui concerne la re´gularisation de la PSF, nous utilisons
le terme suivant ‖∇h‖22 qui permet d’obtenir une PSF re´gulie`re et de pe´naliser ainsi les
PSFs trop e´troites (la valeur de ce terme est d’autant plus e´leve´e que les variations entre
les pixels voisins de la PSF h sont importantes). En effet, si la PSF est plus e´troite de ce
qu’elle devrait eˆtre, une partie du flou reste associe´e a` l’objet estime´. Ainsi, nous proposons
d’estimer ( f , h1, ..., hM) en minimisant le crite`re re´gularise´ suivant :
J( f , h1, ..., hM) = ∑
j∈I d
 ∑
1≤i≤M
∫
Vj
hi ∗ (ψ i. f )(u)du+bg

− ∑
j∈I d
g( j). log
 ∑
1≤i≤M
∫
Vj
hi ∗ (ψ i. f )(u)du+bg

+α
∫
I
|D f |+ ∑
1≤i≤M
β i
∥∥∇hi∥∥22 (3.7)
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Les deux premiers termes de fide´lite´ aux donne´es correspondent a` l’anti-logarithme de
Pr(g/ f ,h1, ..., hM) (e´quation (3.6)). Le troisie`me terme est le terme de re´gularisation de
l’image. Le dernier terme est le terme de pe´nalisation des PSFs e´troites. α et β i, 1=, ..., M
sont des parame`tres de re´gularisation qui permettent de ponde´rer la contribution de cha-
cun des termes de re´gularisation par rapport aux autres composantes de la fonctionnelle,
permettant ainsi d’obtenir la solution la plus re´gularise´e que possible tout en respectant les
donne´es.
En plus des termes re´gularisation, nous prenons en compte d’autres contraintes afin de
re´duire encore le nombre de solutions possibles : d’une part, nous imposons des contraintes
de positivite´ et de normalisation sur les PSFs, d’autre part, nous imposons des contraintes
de positivite´ et de conservation de flux sur l’image. D’apre`s le lemme 1, les contraintes
de conservation de flux et de normalisation de la PSF sont redondantes. Cependant, il est
important d’incorporer les deux contraintes dans le proble`me d’optimisation car comme
nous le verrons plus tard, si l’une des contraintes est ve´rifie´e, la proce´dure d’estimation
ne garantit pas force´ment l’autre. Ainsi, le proble`me d’optimisation que nous cherchons a`
re´soudre se formule comme suit :(
fˆ , hˆ1, ..., ˆhM
)
= arg min
Fc×H M
J
(
f , h1, ..., hM
)
(3.8)
ou` c = ‖g‖1 = ∑
j∈I d
g( j)− bg|I d |, (|I d | = n est le nombre de voxels) et les espaces
Fc et H M sont de´finis comme dans le paragraphe 3.3.1. La fonctionnelle J (.) n’est pas
convexe par rapport a` toutes les variables
(
f , h1, ..., hM
)
conjointement mais nous pouvons
facilement montrer qu’elle est convexe par rapport a` chacune des variables se´pare´ment
(strictement convexe si les donne´es g sont strictement positives). Nous montrons dans
le paragraphe suivant l’existence d’une solution au proble`me ci-dessus. La preuve reste
e´galement valable dans le cas d’une PSF SI. En effet, il suffit de prendre M = 1 and
ψ1(u) = 1,∀u ∈ R3.
3.3.3 Existence d’une solution
Notre objectif est de montrer l’existence de ( fˆ , hˆ1, ..., ˆhM) ∈ Fc×H M satisfaisant
l’e´quation (3.8). D’apre`s [Aubert 2006], il suffit de montrer l’existence d’une suite mini-
misante
(
fn, h1n, ..., h
M
n
)
n∈N de la fonctionnelle J (.) qui converge vers
(
f0, h10, ..., h
M
0
) ∈
Fc×H M telle que :
lim
n→+∞J
(
fn, h1n, ..., h
M
n
)≥ J ( f0, h10, ..., hM0 ) . (3.9)
Pour ce faire, certains lemmes ne´cessaires doivent eˆtre prouve´s :
Lemme 6. ∃a > 0 et b ∈ R tel que ∀t > 0, ∀ j ∈I d :
t−g( j) log(t)≥ at+b. (3.10)
De´monstration. Soit la fonction suivante pour t > 0 et j ∈I d :
F(t) = (a−1)t+g( j) log(t)+b (3.11)
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La de´rive´e premie`re de cette fonction s’e´crit comme suit : F ′(t) = a−1+ g( j)t . On a F ′(t)≥
0⇔ g( j)t ≥ 1−a. Par conse´quent, si l’on choisit a∈]0, 1[, alors F ′(t)≥ 0⇔ g( j)1−a ≥ t. C’est-
a`-dire, F est croissante de 0 a` g( j)1−a avec F(0) = −∞, et de´croissante de g( j)1−a a` +∞ avec
F(+∞) =−∞. Par ailleurs, nous avons :
F(
g( j)
1−a) = b−g( j)(1+ log(1−a)− log(g( j))) . (3.12)
Par conse´quent, pour a ∈]0, 1[, nous avons :
F(
g( j)
1−a)≤ 0 ⇔ b≤ infj∈I d g( j)(1+ log(1−a)− log(g( j))) (3.13)
et dans ce cas F ′(t)≤ 0,⇔ t−g( j) log(t)≥ at+b, ∀t > 0, ∀ j ∈I d . En particulier, pour
t = ∑
1≤i≤M
∫
Vj
hi ∗ (ψ i. f )(u)du+bg, nous avons :
 ∑
1≤i≤M
∫
Vj
hi ∗ (ψ i. f )(u)du+bg
−g( j) log
 ∑
1≤i≤M
∫
Vj
hi ∗ (ψ i. f )(u)du+bg

≥ a
 ∑
1≤i≤M
∫
Vj
hi ∗ (ψ i. f )(u)du+bg
+b (3.14)
Corollaire 1. A` partir du lemme pre´ce´dent, nous pouvons de´duire que :
J(
(
fn, h1n, ..., h
M
n
)≥ (abg+b) ∣∣I d∣∣+a ∑
j∈I d
 ∑
1≤i≤M
∫
Vj
hi ∗ (ψ i. f )(u)du

+α
∫
I
|D f |+ ∑
1≤i≤M
β i
∥∥∇hi∥∥22 (3.15)
Soit maintenant
(
fn, h1n, ..., h
M
n
)∈Fc×H M une suite minimisante de J ( f , h1, ..., hM) i.e.(
fn, h1n, ..., h
M
n
)
ve´rifie :
lim
n→+∞J
(
fn, h1n, ..., h
M
n
)
= inf
Fc×H M
J
(
f , h1, ..., hM
)
(3.16)
Supposons que l’infinimum est fini, il existe alors une constante K1 > 0 telle que
J
(
fn, h1n, ..., h
M
n
) ≤ K1. Ainsi, avec l’e´quation (3.15), nous de´duisons le lemme suivant
( fn, hin e´tant positives).
Lemme 7. Ils existent des constantes C1 > 0 et C2 > 0 telles que pour tout 1 < i < M
et pour tout n ∈ N, nous avons :∥∥∇hin∥∥22 ≤C1, 1≤ i≤M (3.17)
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∫
I
|D fn| ≤C1 (3.18)
∑
j∈I d
∫
Vj
hin ∗
(
ψ i. fn
)
(u)du≤C2, 1≤ i≤M (3.19)
Corollaire 2. Pour tout i = 1, ..., M, ils existent hi0 ∈H et une sous-suite de (hin)n∈N
(que l’on note aussi par (hin)n∈N) qui converge faiblement vers hi0 dans H
1 (I ) et converge
fortement vers hi0 dans L
2 (I ).
De´monstration. On sait que chaque PSF hin, i = 1, ..., M est borne´e dans L
1 (I )
puisque hin ≥ 0 et
∫
I
hin(u)du = 1. A` partir de l’ine´galite´ de Poincare´, nous avons∣∣∣∣hin− 1|I | ∫
I
hin(u)du
∣∣∣∣
L2(I )
≤ C ∣∣∇hin∣∣L2(I ) avec C une constante positive. A` partir de
l’e´quation (3.17), nous de´duisons :∣∣∣∣∣∣hin− 1|I |
∫
I
hin(u)du
∣∣∣∣∣∣
L2(I )
≤CC1 (3.20)
Par conse´quent, hin est borne´e dans L
2 (I ). D’ou`, a` l’extraction de sous-suite pre`s, nous
avons l’existence de hi0 ∈ H1 (I ) telle que hin converge faiblement vers hi0 dans H1 (I ) et
converge fortement vers hi0 dans L
2 (I ).
De plus, il est clair que l’on obtient aussi par passage a` la limite hi0 ≥ 0,
∫
I
hi0(u)du= 1,
et supp(hi0)⊂ B(O,R). Par conse´quent, hi0 ∈H .
Lemme 8. Il existe une constante C4 telle que | fn|L1(I ) ≤C4.
De´monstration. Pour montrer ce lemme, nous devons tout d’abord prouver le lemme
pre´liminaire suivant.
Lemme 9. Soient h ∈H , et v ∈ L2 (I ), I -pe´riodique, alors nous avons :
|h∗ v|L1(I ) ≤ |v|L1(I ) (3.21)
De´monstration. Soit v ∈ L2 (I ), I -pe´riodique, nous avons :
|h∗ v|L1(I ) =
∫
I
|h∗ v(u)|du
=
∫
I
∣∣∣∣∣∣
∫
R2
h(u−u′)v(u′)du′
∣∣∣∣∣∣du
≤
∫
I
∫
R2
h(u−u′) ∣∣v(u′)∣∣du′ du.
Graˆce a` laI -pe´riodicite´ de |v(u′)| et le lemme 2, nous obtenons |h∗ v|L1(I ) ≤
∫
I
|v(u)| du.
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Maintenant, nous montrons que la suite ( fn)n est borne´e. Pour ce faire, conside´rons les
deux fonctions suivantes :
wn =
1
I
∫
I
fn(u)du (3.22)
vn = fn−wn (3.23)
Nous pouvons facilement ve´rifier que
∫
I
vn(u)du = 0 et Dvn = D fn. Par conse´quent, a` par-
tir de l’e´quation (3.18), nous obtenons
∫
I
|Dvn(u)| =
∫
I
|D fn| ≤ C1. De plus, a` partir de
l’ine´galite´ de Poincare´, il existe une constante C > 0 telle que :∣∣∣∣∣∣vn− 1|I |
∫
I
vn(u)du
∣∣∣∣∣∣
L1(I )
≤C |Dvn|L1(I ) . (3.24)
Comme
∫
I
vn(u)du = 0, nous obtenons :
|vn|L1(I ) ≤C3 avec C3 =CC1 (3.25)
Par ailleurs, on sait que hin ∗ψ iwn = hin ∗ψ i fn−hin ∗ψ ivn, nous obtenons alors :∣∣hin ∗ψ iwn∣∣L1(I ) ≤ ∣∣hin ∗ψ i fn∣∣L1(I )+ ∣∣hin ∗ψ ivn∣∣L1(I ) . (3.26)
Graˆce a` la normalisation des PSFs et le lemme 2, nous avons
∣∣hin ∗ψ i fn∣∣L1(I ) =∣∣ψ i fn∣∣L1(I ) ≤ | fn|L1(I ) = c. Ainsi, ∣∣hin ∗ψ iwn∣∣L1(I ) ≤ c+ |vn|L1(I ). A` partir de l’ine´galite´
(3.25), nous obtenons pour tout i = 1, ...., M :∣∣hin ∗ψ iwn∣∣L1(I ) ≤ c+C3 =C4 (3.27)
De plus, graˆce a` la pe´riodicite´ de ψ i, nous pouvons montrer que :∣∣hin ∗ψ iwn∣∣L1(I ) = ∫
I
fn(u)du. (3.28)
En effet,
∣∣hin ∗ψ iwn∣∣L1(I ) = ∫
I
∣∣∣∣∣∣
∫
R2
hn(u−u′)ψ i wn(u′)du′
∣∣∣∣∣∣ du. (3.29)
E´tant donne´ que hin, ψ i et wn sont positives, nous obtenons :∣∣hin ∗ψ iwn∣∣L1(I ) = ∫
I
∫
R2
hn(u−u′)ψ i(u′)wn(u′)du′ du
=
1
|I |
∫
I
fn(u′)du′
∫
I
∫
R2
hn(u−u′)ψ i(u′)du′ du (3.30)
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Puisque
∫
R2
hin(u− u′)du′ = 1, ∀u ∈ I , et ψ i est I -pe´riodique, nous obtenons en utilisant
le lemme 2 le re´sultat suivant :∣∣hin ∗ψ iwn∣∣L1(I ) = 1|I |
∫
I
fn(u)du
∫
I
ψ i(u)du. (3.31)
En sommant sur i et en tenant en compte que ∑
1≤i≤M
ψ i(u) = 1, ∀u ∈I , nous obtenons :
∑
1≤i≤M
∣∣hin ∗ψ iwn∣∣L1(I ) = 1|I |
∫
I
fn(u)du
∫
I
∑
1≤i≤M
ψ i(u)du
=
∫
I
fn(u)du. (3.32)
Par conse´quent,
∫
I
fn(u)du≤C4 i.e. | fn|L1(I ) ≤C4.
Nous avons montre´ que fn est borne´e dans BV (I ) i.e. | fn|L1 ≤C4 et |D fn|L1 ≤C1. Il
existe alors f0 telle que fn converge faiblement vers f0 dans BV (I ) et converge fortement
vers f0 dans L1 (I ).
Maintenant, il reste a` prouver que f0 ∈ Fc. En prenant la limite de fn, il est facile
de montrer que
∫
I
f0(u)du = c. Il suffit de montrer que f0 est I -pe´riodique. Par souci de
clarte´, nous pre´sentons la preuve dans le cas unidimensionnel i.e. I = [−1, 1], la pe´riode
conside´re´e est alors 2.
Soit f˜0 la version I -pe´riodique de f0 et φ ∈ L1 (I ). Nous montrons que pour chaque
cellule Ik = [−1+2k, 1+2k], k ∈ Z, fn converge faiblement vers f˜0 dans L1 (I ).
lim
n→+∞
1+2k∫
−1+2k
fn(u)φ(u)du = lim
n→+∞
1∫
−1
fn(u+2k)φ(u+2k)du
= lim
n→+∞
1∫
−1
fn(u)φ(u+2k)du
=
1∫
−1
f0(u)φ(u+2k)du
=
1+2k∫
−1+2k
f˜0(u+2k)φ(u)du
=
1+2k∫
−1+2k
f˜0(u)φ(u)du
Ainsi, fn converge faiblement vers f˜0 dans L1 (I ). D’une fac¸on analogue, nous montrons
la pe´riodicite´ de D f0.
The´ore`me 2. Le proble`me inf
Fc×H M
J
(
f , h1, ..., hM
)
a au moins une solution.
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De´monstration. D’apre`s le lemme pre´ce´dent, toute suite minimisante
(
fn, h1n, ..., h
M
n
)
n
converge (a` une sous-suite pre`s) vers
(
f0, h10, ..., h
M
0
) ∈Fc×H M. Nous devons montrer
que liminf
n→+∞ J
(
fn, h1n, ..., h
M
n
)≥ J ( f0, h10, ..., hM0 ).
A` partir de la convexite´ des fonctions
∫
I
|∇hi(u)|2du, 1 ≤ i ≤ M et ∫
I
|D f (u)|, nous
de´duisons que :
liminf
n→+∞
∫
I
|∇hn(u)|2du≥
∫
I
|∇h0(u)|2du (3.33)
liminf
n→+∞
∫
I
|D fn| ≥
∫
I
|D f0|du (3.34)
Il reste a` montrer que :
liminf
n→+∞ ∑
j∈I d
G
 ∑
1≤i≤M
∫
Vj
hin ∗
(
ψ i. fn
)
(u)du+bg

≥ ∑
j∈I d
G
 ∑
1≤i≤M
∫
Vj
hi0 ∗
(
ψ i. f0
)
(u)du+bg
 (3.35)
avec G(t) = t−g( j) log(t), ∀t > 0 et j ∈I d .
On a la convergence forte de hin ∗
(
ψ i. fn
)
vers hi0 ∗
(
ψ i. f0
)
dans L1 (I ). D’ou` l’on
de´duit :
lim
n→+∞
∫
Vj
hin ∗
(
ψ i. fn
)
(u)du+bg =
∫
Vj
hi0 ∗
(
ψ i. f0
)
(u)du+bg (3.36)
La continuite´ de G permet de conclure que :
lim
n→+∞ ∑
j∈I d
G
 ∑
1≤i≤M
∫
Vj
hin ∗
(
ψ i. fn
)
(u)du+bg

= ∑
j∈I d
G
 ∑
1≤i≤M
∫
Vj
hi0 ∗
(
ψ i. f0
)
(u)du+bg
 (3.37)
Ainsi, nous avons montre´ que : liminf
n→+∞ J
(
fn, h1n, ..., h
M
n
) ≥ J ( f0, h10, ..., hM0 ) et par suite
nous avons :
(
f0, h10, ..., h
M
0
)
= arg min
Fc×H M
J
(
f , h1, ..., hM
)
.
Remarque 8. La solution du proble`me (3.8) n’est pas unique. En effet, nous pou-
vons montrer que le crite`re (3.7) est non-convexe par rapport a` l’ensemble des variables(
f , h1, ..., hM
)
conjointement. Ne´anmoins, il est convexe par rapport a` chacune des va-
riables se´pare´ment. L’optimisation par un algorithme de descente de gradient aboutit un
minimum local qui de´pend de l’initialisation. L’utilisation d’algorithme d’optimisation
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global de recuit simule´ est re´dhibitoire en terme de terme de calcul. Nous utilisons un
algorithme de minimisations alterne´es dans lequel l’optimisation par rapport chacune des
variables est re´alise´e par l’algorithme SGP. Nous utilisons le mode`le de PSF the´orique
pour l’initialisation, avec des parame`tres fixe´s par connaissance a priori (l’IR de milieu
d’immersion, l’IR du spe´cimen, et les profondeurs des PSFs).
3.3.4 Re´solution nume´rique
Nous nous nous inte´ressons maintenant a` l’approximation nume´rique d’une solu-
tion du proble`me (3.8). Nous utilisons ici aussi un sche´ma de minimisation alterne´e. Le
proble`me de minimisation globale est alors divise´ en de nombreux proble`mes de minimi-
sation e´le´mentaires ou` une seule variable est optimise´e en fixant les autres a` leurs estime´es
pre´ce´dentes. Pour re´soudre ces proble`mes e´le´mentaires, nous utilisons la me´thode SGP.
Nous de´signons cet algorithme par SGPAM pour ”SGP embedded in alternate minimiza-
tion scheme” en anglais.
Dans ce ce qui suit, nous pre´sentons tout d’abord la version discre`te du proble`me
conside´re´. Nous de´crivons ensuite le sche´ma de minimisation alterne´e que nous adaptons.
La mise a` jour de l’image e´tant re´alise´e comme nous l’avons pre´sente´e dans la sous-section
2.5.1.2, nous montrons comment nous avons applique´ l’algorithme SGP pour l’estimation
des PSFs.
3.3.4.1 Proble`me discret
Nous conside´rons ici les notations discre`tes introduites dans le premier chapitre de ce
manuscrit. L’image et les PSFs sont respectivement repre´sente´es par des vecteurs f,hi ∈Rn.
La convolution circulaire est mode´lise´e par les multiplications matrice-vecteur suivantes :
Hf= Fh ou` H et F sont des matrices de dimension n×n circulantes par blocs circulants par
blocs circulants construites respectivement a` partir du vecteur image f ∈ Rn et du vecteur
PSF h ∈ Rn. La fonction discre`te que nous cherchons a` minimiser est exprime´e comme
suit :
J
(
f, h1, ..., hM
)
= 1T
(
∑
1≤i≤M
Hiψ if+bg
)
−gT log
(
∑
1≤i≤M
Hiψ if+bg
)
+α ‖∇f‖1+ ∑
1≤i≤M
β i
∥∥∇hi∥∥22 (3.38)
ou` 1∈Rn est un vecteur dont les composantes sont toutes e´gales a` 1, bg ∈Rn est un vecteur
constant strictement positif (toutes ses composantes sont e´gales) qui mode´lise le bruit de
fond, et ψ i ∈ Rn×n, 1 ≤ i ≤ M sont des matrices diagonales contenant les coefficients de
ponde´ration. Le calcul nume´rique des gradients ainsi que des normes l1 et l2 est pre´sente´
en annexe A. Le proble`me d’optimisation contraint auquel nous nous inte´ressons est le
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suivant : (
fˆ, hˆ1, ..., hˆM
)
= arg min
(f,h1, ...,hM)
J
(
f, h1, ..., hM
)
sc

f≥ 0
‖f‖1 = c
hi ≥ 0, 1≤ i≤M∥∥hi∥∥1 = 1, 1≤ i≤M
supp
(
hi
)⊂ B, 1≤ i≤M
(3.39)
ou` c = ‖g‖1−‖bg‖1 est une constante positive et B est un ensemble d’indices donne´ cor-
respondant au support des PSFs.
3.3.4.2 Sche´ma de minimisations alterne´es
Une fac¸on triviale pour minimiser J (.) est d’empiler les vecteurs image et PSFs dans
un meˆme vecteur, ensuite appliquer l’une des me´thodes d’optimisation sur ce vecteur. Ce-
pendant, ceci est tre`s lent a` converger notamment si l’on utilise une me´thode de descente
de gradient pour l’optimisation car l’image et les PSFs n’ont pas les meˆmes ordres de
grandeur. La me´thode de minimisation alterne´e est tre`s approprie´e a` une telle situation.
Elle consiste a` diviser le proble`me en deux ou plusieurs e´tapes (suivant le nombre de va-
riables a` optimiser) et alterner entre elles. Dans la premie`re e´tape, les vecteurs de PSF e´tant
fixe´es, nous estimons l’image f comme nous l’avons pre´sente´e dans la sous-section 2.5.1.2.
Ensuite, dans les e´tapes suivantes, chacune des PSFs est mise a` jour l’une apre`s l’autre,
en fixant l’image et les PSFs restantes a` leurs estime´es pre´ce´dentes. C’est-a`-dire, a` partir
d’une estimation initiale des PSFs hˆ1
(0)
, ..., hˆM
(0)
, l’algorithme consiste a` ite´rer les e´tapes
suivantes :
– E´tape 1 : Estimation de l’image
fˆ(k+1) = arg min
f
J
(
f, hˆ1
(k)
, ..., hˆM
(k)
)
sc

f≥ 0,
∑
1≤i≤n
fi = c
(3.40)
– E´tape 2 : Estimation de la PSF h1 :
hˆ1
(k+1)
= arg min
h1
J
(
fˆ(k+1), h1, hˆ2
(k)
, ..., hˆM
(k)
)
sc

h1 ≥ 0
∑
1≤i≤n
h1i = 1
supp
(
h1
)⊂ B
(3.41)
...
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– E´tape M+1 : Estimation de la PSF hM :
hˆM
(k+1)
= arg min
hM
J
(
fˆ(k+1), hˆ1
(k+1)
, ..., ˆhM−1
(k+1)
, hM
)
sc

hM ≥ 0
∑
1≤i≤n
hMi = 1
supp
(
hM
)⊂ B
(3.42)
Comme les PSFs SI ont le meˆme ordre de grandeur, il est possible de les empiler en un seul
vecteur et d’effectuer la minimisation sur l’ensemble des PSFs conjointement. Cependant,
ceci est couˆteux en terme de me´moire car il faut charger M vecteurs de grande taille au
meˆme temps. C’est pourquoi, nous avons avons choisi de minimiser le crite`re par rapport
a` chacune des PSFs se´pare´ment. Du fait de la non-convexite´ globale du crite`re conside´re´,
l’initialisation des PSFs est une e´tape cruciale afin d’obtenir une bonne estimation. Le
mode`le the´orique de Stokseth pre´sente´ au premier chapitre nous donne une bonne estima-
tion en fixant approximativement les parame`tres inconnus. Nous justifions ceci plus tard
par des tests nume´riques. Notons que dans cet algorithme nous avons choisi de commencer
par l’estimation de l’image car nous disposons du mode`le the´orique pour l’initialisation des
PSFs mais il est e´galement possible de commencer par l’estimation des PSFs si l’on a une
bonne estimation de l’image. Par exemple, dans [Cho 2009], l’image nette est initialise´e en
appliquant un filtre ”shock” a` l’image floue, ce qui permet d’accentuer les contours et de
capturer tout le flou dans la PSF.
Plusieurs me´thodes d’optimisation convexe peuvent eˆtre utilise´es pour re´soudre
les sous-proble`mes ci-dessus (e.g. [Dey 2006]). Nous utilisons la me´thode SGP
[Bonettini 2009] pre´sentant de convergence rapide et prenant en compte les contraintes
sur les variables a` estimer. Graˆce a` cet algorithme, la suite des e´nergies(
J
(
fˆ(k), hˆ1
(k)
, ..., hˆM
(k)
))
k∈N
est convergente. En effet, a` chaque e´tape de l’algorithme
d’optimisation global sous-contrainte, la fonctionnelle J (.) de´croıˆt :
J
(
fˆ(1), hˆ1
(0)
, ..., hˆM
(0)
)
≥ J
(
fˆ(1), hˆ1
(1)
, ..., hˆM
(0)
)
≥ . . .≥ J
(
fˆ(1), hˆ1
(1)
, ..., hˆM
(1)
)
≥ . . .≥ J
(
fˆ(K), hˆ1
(K)
, ..., hˆM
(K)
)
(3.43)
La de´croissance de l’e´nergie est assure´e par le choix optimal du pas de descente utilise´
dans l’algorithme SGP (l’e´tape 5 de l’algorithme 2 permet d’obtenir le plus grand pas de
de´cente possible assurant la de´croissance de la fonctionnelle d’e´nergie tout en assurant
les contraintes impose´es sur la variable optimise´e [Bonettini 2009]). Notons que ceci n’est
pas force´ment garantie si l’on utilise un algorithme de descente classique, par exemple
l’algorithme RLTV [Dey 2006]. Par conse´quent, la suite
(
J
(
fˆ(k), hˆ1
(k)
, ..., hˆM
(k)
))
k∈N
est de´croissante et borne´e infe´rieurement donc convergente. La re´solution nume´rique de
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la premie`re e´tape de l’algorithme propose´e est telle que nous l’avons pre´sente´e dans la
sous-section 2.5.1.2. Nous de´crivons dans le paragraphe suivant comment nous appliquons
l’algorithme SGP pour l’estimation des PSFs.
3.3.4.3 Algorithme SGP pour l’estimation de la PSF
Pour re´soudre chacun des proble`mes (3.41) et (3.42), nous suivons une strate´gie simi-
laire a` celle pre´sente´e dans le paragraphe 2.5.1.2. Conside´rons par exemple le proble`me
d’optimisation par rapport a` la PSF h j, j ∈ {1, ..., M}. En de´signant par Fi, i ∈ {1, ..., M}
la matrice obtenue a` partir du vecteur ψ if, nous cherchons a` minimiser la fonctionnelle
suivante par rapport a` h j, j ∈ {1, ..., M} :
J j
(
h j
)
= 1T
(
∑
1≤i≤M
Fihi+bg
)
−gT log
(
∑
1≤i≤M
Fihi+bg
)
+β j JRj
(
h j
)
(3.44)
avec JRj
(
h j
)
=
∥∥∇h j∥∥22. Pour appliquer l’algorithme SGP a` cette fonctionnelle, nous de-
vons calculer son gradient ∇J j
(
h j
)
et la matrice de remise a` e´chelle S. Notons que dans
cette fonctionnelle, l’ope´rateur applique´ a` la variable a` estimer, n’est pas force´ment norma-
lise´ (Fi1 6= 1). Le gradient de la fonctionnelle conside´re´e s’e´crit comme suit :
∇J j
(
h j
)
= F j
T (1−W−1g)+β j∇JRj (h j) (3.45)
avec W = diag
(
∑
1≤i≤M
F ihi+bg
)
une matrice diagonale. D’une manie`re analogue a` (2.58),
nous de´composons ∇JRj
(
h j
)
en une partie positive et une ne´gative (voir annexe A) :
−∇JRj
(
h j
)
=URj
(
h j
)−V Rj (h j) (3.46)
ou` URj
(
h j
)
,V Rj
(
h j
) ∈ Rn sont des vecteurs positifs. La matrice de remise a` e´chelle S
permet d’ame´liorer la rapidite´ de convergence de l’algorithme SGP. Nous pouvons par
exemple la choisir a` partir de l’ite´ration suivante de l’algorithme RL re´gularise´ :
h j(k+1) = E(k)
−1
h j(k)
(
F j
T
W (k)
−1
g+β jURj
(
h j(k)
))
(3.47)
ou` 
E(k) = diag
(
F j1+β jV Rj
(
h j(k)
))
W (k) = diag
(
F jh j(k)+ ∑
i∈{1,...,M}−{ j}
F ihi+bg
)
(3.48)
sont des matrices diagonales. Nous pouvons montrer que l’e´quation (3.47) est e´quivalente
a` la suivante :
h j(k+1) = h j(k)−E(k)−1h j(k)∇J j
(
h j
)
(3.49)
Par conse´quent, une expression de la matrice de remise a` e´chelle est donne´e par l’e´quation
suivante :
S′(k) = E(k)
−1
h j(k) (3.50)
Les composantes de S′(k) sont e´galement ajuste´es comme pre´ce´demment par l’e´quation
(2.63).
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3.3.5 Tests expe´rimentaux
Nous avons teste´ notre me´thode sur des images simule´es de microscopie confocale,
puis sur des images re´elles obtenues en collaboration avec l’INRA et l’UHA. Dans nos
tests, les parame`tres de l’algorithme SGP ont fixe´s comme dans [Bonettini 2009] : le pa-
rame`tre L = 1010 est utilise´ dans (2.63) pour borner les matrices de remise a` e´chelle,
les bornes infe´rieure et supe´rieure du pas de descente sont fixe´s comme suit : δmin =
10−5, δmax = 105. L’algorithme SGPAM est arreˆte´ lorsque l’e´nergie globale reste quasi-
ment inchange´e entre deux ite´rations successives (i.e. l’erreur normalise´e entre les e´nergies
de deux ite´rations successives est infe´rieure a` un seuil fixe´, soit 10−4 dans nos tests) ou
lorsque le nombre maximal d’ite´rations est atteint (soit 500 ite´rations dans nos tests). Seule-
ment quelques ite´rations de l’algorithme SGP sont exe´cute´es pour l’optimisation de l’une
des variables du proble`me (soit 5 ite´ration dans nos tests) du fait que les valeurs des autres
variables ne sont pas optimales. Tous nos tests sont effectue´s sur une machine ayant une
micro-processeur cadence´ a` 1,86GHz.
Afin d’e´valuer la qualite´ de la me´thode de restauration propose´e, nous utilisons deux
types de mesure de qualite´ : les premie`res sont des mesures avec re´fe´rence telles que le
NMSE et le SSIM, utilise´es pour les images simule´es, la deuxie`me est la mesure Q, me-
sure sans re´fe´rence que nous utilisons pour e´valuer la qualite´ de restauration des images
re´elles puisque l’on ne connaıˆt pas l’image nette. Toutes ces mesures sont pre´sente´es en
annexe B. Nous utilisons cette mesure pour ajuster aussi les parame`tres de re´gularisation
(cf. paragraphe 3.3.5.1).
Afin de mieux e´valuer notre me´thode SGPAM, nous la comparons en terme de qua-
lite´ de restauration et temps de calcul avec une autre me´thode de restauration aveugle
base´e aussi sur un sche´ma de minimisation alterne´e mais les minimisations e´le´mentaires
sont re´alise´es avec une version re´gularise´e de la me´thode de Richardson-Lucy (voir les
e´quations (2.60) et (3.47)). Nous de´signons cette dernie`re me´thode par RRLAM pour ”Re-
gularized Richardson-Lucy embedded in an Alternate Minimization scheme” en anglais.
Nous montrons e´galement l’inte´reˆt du mode`le du flou variable en profondeur en montant
des comparaisons avec la restauration par une seule PSF SI.
3.3.5.1 Choix des parame`tres de re´gularisation
Les parame`tres de re´gularisation α et βi ont des effets antagonistes sur les PSFs et
sur l’image : des grandes valeurs de βi conduisent a` des PSFs excessivement larges, ce
qui a pour effet d’engendrer des rebonds dans l’image reconstruite. En revanche, une tre`s
grande valeur de α produit ce que l’on appel l’effet de staircasing (ou marches d’esca-
lier) dans l’image reconstruite (image constante par morceaux), ce qui conduit a` des PSFs
trop e´troites. Le choix des parame`tres de re´gularisation a alors une influence directe sur la
qualite´ de l’image reconstruite. Nous avons pre´sente´ dans la sous-section 2.2.3 quelques
unes des me´thodes pour l’estimation d’un seul parame`tre de re´gularisation dans un cadre
de de´convolution non-aveugle. La plupart de ces me´thodes sont difficilement applicables a`
notre proble`me e´tant donne´ que le nombre de parame`tres a` estimer est grand. Une me´thode
facilement applicable dans ce cas est celle pre´sente´e dans [Zhu 2010]. Celle-ci a e´te´ uti-
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lise´e pour estimer des parame`tres d’une me´thode de de´bruitage d’image en maximisant
la mesure Q. En effet, plus la mesure Q est e´leve´e, meilleure est la qualite´ de l’image
en terme de flou et de bruit. De plus, graˆce a` une technique de de´composition d’image
en des sous-images, cette mesure prend en compte la non-homoge´ne´ite´ des de´gradations
(flou et bruit) dans l’image (voir annexe B). Nous suivons alors une strate´gie similaire
pour ajuster les parame`tres de notre me´thode d’estimation. Nous choisissons les parame`tres
α, βi, i= 1, ..., M qui maximisent la mesure Q de l’image estime´e fˆα,β1, ...,βM . De plus, afin
de ne pas avoir une image qui est sur-de´convolue´e, nous imposons que les intensite´s de
l’image soient infe´rieures a` un seuil f < fmax donne´e par le syste`me de codage du de´tecteur
(e.g. fmax = 255 pour un codage sur 8 bits). C’est-a`-dire, les parame`tres α, βi, i = 1, ..., M
sont choisis de fac¸on a` avoir l’image la plus nette possible tout en respectant le syste`me de
codage du de´tecteur :
αˆ, βˆ1, ..., βˆM = arg
s.c. f<fmax
maxQ
(
fˆα,β1, ...,βM
)
(3.51)
Malheureusement, nous n’avons pas d’algorithme pour cette optimisation. L’utilisateur doit
choisir un ensemble de valeurs possibles de ces parame`tres. Des restaurations multiples
pour les diffe´rents jeux de parame`tres sont effectue´es. Le jeu de parame`tres optimale est
celui qui donne une valeur maximale de Q.
3.3.5.2 Tests sur des images simule´es
Nous pre´sentons des re´sultats sur deux images simule´es avec diffe´rents niveaux de
flou et de bruit. Dans les deux tests, nous conside´rons un syste`me a` deux couches : le
spe´cimen et la lamelle ayant un IR tre`s proche du milieu d’immersion, d’environ 1.515.
Nous pouvons augmenter le flou en augmentant la variation d’IRs entre ces deux couches
et/ou en diminuant l’ouverture nume´rique du syste`me et/ou en augmentant l’ouverture du
ste´nope´ (pinhole). Comme le bruit conside´re´ est poissonien, le niveau de bruit de´pend des
intensite´s des pixels. Les diffe´rents niveaux de bruit sont alors obtenus, soit en changeant
le flux total de l’image, soit en modifiant la valeur de bruit de fond. En effet, la variance
de bruit σ2N est e´gale a` la moyenne du signal µ au voxel conside´re´, a` laquelle est ajoute´e la
constante de bruit de fond bg. Le rapport signal sur bruit s’e´crit comme suit SNR =
µ
σN =µ√
µ+bg
. Ainsi, pour une image donne´e, plus la constante de bruit de fond bg est grande,
plus le rapport signal sur bruit est faible. Pour une constante de bruit de fond fixe´e, (en
particulier pour bg = 0, nous avons SNR =
√µ) plus la moyenne du signal est faible, plus
le bruit est relativement important. Dans les tests que nous pre´sentons ici, nous augmentons
le flou, en augmentant la variation d’IRs (ceci augmentera aussi la variabilite´ du flou en
profondeur), et nous augmentons le bruit en diminuant le flux total de l’image.
Dans notre premier test, nous conside´rons une image de 100× 100× 100 voxels, de
trois billes sphe´riques de diame`tre 2,5µm. Le flux d’intensite´ total de cette image est
17537. Une coupe axiale de cette image est pre´sente´e dans la figure 3.1 (a). Nous de´signons
cette image par la lettre ”A”. Les billes sont suppose´es immerge´es dans un milieu d’IR
ns = 1,48. Le microscope confocal est suppose´ e´quipe´ d’un objectif 100X a` immersion
(ni = 1.515) ayant une ouverture nume´rique de 1,4. La lamelle est suppose´e d’IR tre`s
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proche de celui de l’huile d’immersion (ng ' 1,515), de sorte que les aberrations induites
par le changement d’IRs entre ces deux milieux soient ne´glige´es. Les longueurs d’onde
d’excitation et d’e´mission sont respectivement 560nm et 600nm. Le diame`tre du ste´nope´
du microscope confocal est suppose´ tre`s faible de sorte que la fonction associe´e puisse
eˆtre mode´lise´e par une fonction de Dirac dans le mode`le de ge´ne´ration PSF. Les pas
d’e´chantillonnage radial et axial sont respectivement fixe´s a` 50nm et 145nm, respectant
les re`gles de Nyquist. Connaissant tous ces parame`tres, nous ge´ne´rons 100 PSFs, chacune
a` une profondeur diffe´rente en utilisant le mode`le the´orique (cf. cadre 1). L’image floue est
obtenue en appliquant ces PSFs a` l’image originale comme donne´e par l’e´quation (1.8).
Nous avons ensuite ajoute´ a` cette image un bruit de fond bg = 10−4 et un bruit de Poisson.
Une coupe axiale de l’image obtenue avec un rapport signal sur bruit maximal (PSNR) de
16dB, est pre´sente´e dans la figure 3.1 (b).
Afin de restaurer cette image, nous conside´rons une combinaison de deux PSFs, prises
respectivement en haut et en bas de l’e´chantillon. Les fonctions de ponde´ration sont
constantes le long des axes (OX) et (OY ) et varient line´airement le long de l’axe (OZ). Les
deux PSFs a` estimer sont initialise´es en utilisant le mode`le the´orique de PSF, les parame`tres
inclus dans ce mode`le sont fixe´s en introduisant des erreurs ale´atoires. Les parame`tres de
re´gularisation sont fixe´s comme suit α = 10−3 and β i = 0.1, i = 1, 2. Les PSFs et l’image
estime´es par les me´thodes SGPAM et RLAM sont respectivement pre´sente´es dans les fi-
gures 3.1 (c), (d), (g), (h), (k), et (l). Nous pre´sentons e´galement dans la figure 3.10 (a) les
lignes d’intensite´ le long de l’axe (OZ), passant par les centres des billes restaure´es et dans
les figures 3.10 (b) et (c,) les lignes d’intensite´ le long de l’axe (OZ) des PSFs estime´es
passant par le milieu de leur volume.
Un deuxie`me test est effectue´ sur une autre image simule´e de taille 140× 140× 70
voxels ou` le flou et le bruit sont plus important. Nous avons ge´ne´re´ nume´riquement une
image d’une coquille de bille d’e´paisseur de 400nm, et de diame`tre entre 5µm (diame`tre
inte´rieur) et 5,8µm (diame`tre exte´rieur). Des coupes radiale et axiale de cette image
(avant de´gradation) sont pre´sente´es dans la figure 3.3 (a). Nous de´signons cette image
par la lettre ”B”. Les meˆmes caracte´ristiques que le syste`me pre´ce´dent sont conside´re´es
(ouverture nume´rique, longueurs d’ondes, pas d’e´chantillonnages, etc). Le flou est aug-
mente´ en choisissant une variation d’IRs entre le spe´cimen et le milieu d’immersion plus
importante. L’IR du milieu d’immersion e´tant fixe´ a` 1.515, celui du spe´cimen est fixe´ a`
1.45. La constante de bruit de fond est fixe´e a` bg = 10−4. Comme nous l’avons souligne´
pre´ce´demment, le bruit est augmente´ en choisissant un faible flux total de l’image, celui-
ci est e´gal a` 13141 aboutissant a` rapport signal sur bruit maximal de PSNR = 11dB. Les
coupes radiale et axiale de cette image de´grade´e sont pre´sente´es dans la figure 3.3 (b).
Les restaurations avec les me´thodes SGPAM et RRLAM en utilisant une combinaisons
de trois PSFs prises au de´but (d = 0µm), au milieu (d = 5µm) et a` la fin (d = 10µm)
de l’e´chantillon sont respectivement pre´sente´es dans les figures 3.3 (c) et (d). Les fonc-
tions de ponde´ration sont line´aires. Les parame`tres de re´gularisation sont fixe´s comme suit
α = 2.10−3 et β 1 = 4.104, β 2 = 5.105, β 3 = 5.105. Par ailleurs, nous donnons dans la table
3.1 le temps de calcul moyen par ite´ration tm, le temps de calcul global tg et les mesures
de similarite´ NMSE et SSIM calcule´es entre chacune des images restaure´es et l’image
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
FIGURE 3.1 – Restauration aveugle avec une PSF non-parame´tre´e de l’image A, image
simule´e d’un syste`me CLSM de trois billes : des coupes axiales (Y, Z) des images 3D
sont pre´sente´es : (a) image originale, (b) observation, (c) restauration avec la me´thode
SGPAM, (d) restauration avec la me´thode RRLAM, (e) vraie PSF h1, (f) PSF hˆ1
(0)
utilise´e
a` l’initialisation, (g) PSF hˆ1 estime´e par SGPAM, (h) PSF hˆ1 estime´e par RRLAM, (i) vraie
PSF h2, (j) PSF hˆ2
(0)
utilise´e a` l’initialisation, (k) PSF hˆ2 estime´e par SGPAM, (l) PSF hˆ2
estime´e par RRLAM.
originale. Nous utilisons ces mesures uniquement pour l’image ”A” car le de´calage des
billes est faible (cf. paragraphe 1.4.2). Les aberrations sont plus importantes dans l’image
”B”, par conse´quent le de´calage des intensite´s de l’objet est aussi important. Ces mesures
ne sont alors plus applicables car le de´calage n’est pas pris en compte dans la me´thode
d’estimation (nous traitons ce proble`me dans le chapitre suivant). C’est pourquoi nous uti-
lisons pour cette image la mesure sans re´fe´rence Q. Nous discutons ces re´sultats dans le
paragraphe 3.3.5.4.
3.3.5.3 Tests sur des images re´elles
Nous pre´sentons ici des re´sultats sur deux images re´elles de microscopie confocale :
la premie`re est une image d’un objet fantoˆme fluorescent : une bille de diame`tre exte´rieur
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(a)
(b)
(c)
FIGURE 3.2 – (a) Profils d’intensite´ de l’image A le long de l’axe (OZ) passant par les
centres des trois billes originales (en bleu), des billes de´grade´es (en rouge), des billes res-
taure´es avec SGPAM (en rose), des billes restaure´es avec RRLAM (en vert), des billes res-
taure´es avec une PSF SI et SGPAM (en noir). (b) et (c) Profils d’intensite´ le long de l’axe
(OZ) des PSFs prises respectivement en haut et en bas de l’e´chantillon. Les vraies PSFs
sont pre´sente´es en bleu, les PSFs utilise´es dans l’initialisation sont pre´sente´es en rouge, les
PSFs estime´es avec SGPAM sont pre´sente´es en rose, les PSFs estime´es avec RRLAM sont
pre´sente´es en vert.
Image Image A Image B
Me´thode RRLAM SGPAM RRLAM SGPAM
PSF SI SV SI SV SI SV SI SV
NMSE (%) 20.17 16.59 16.03 7.81 - - - -
SSIM 0.85 0.88 0.90 0.95 - - - -
Mesure Q 0.0562 0.0572 0.0771 0.0797 0.0671 0.086 0.0742 0.096
tm (min) 0.21 0.35 0.22 0.36 0.48 0.79 0.49 1.33
tg (min) 6.90 9.10 6.7 6.18 7.2 37.19 6 35.8
TABLE 3.1 – Comparaison des me´thodes SGPAM et RRLAM avec une PSF non-
parame´tre´e sur des images simule´es de microscopie confocale.
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(a) (b) (c) (d)
FIGURE 3.3 – Restauration aveugle avec une PSF non-parame´tre´e de l’image B, image
simule´e d’un syste`me CLSM d’une coquille de bille : des coupes radiales (X , Y ) et axiales
(Y, Z) des images 3D sont pre´sente´es, la dernie`re ligne montre un zoom d’une re´gion (en
bas de l’e´chantillon) de la coupe axiale : (a) image originale, (b) observation, (c) restaura-
tion avec la me´thode SGPAM, (d) restauration avec la me´thode RRLAM.
d’environ 6µm est place´e dans le polyme`re d’IR d’environ 1,45. La surface et le volume
inte´rieur de la bille sont colore´s diffe´remment de sorte que la surface de la bille fluoresce
dans le rouge (620−780nm) et le volume de la bille fluoresce dans le vert (500−578nm).
La de´tection dans le rouge donne alors une image d’une coquille de billes telle que
pre´sente´e dans la figure 3.4 (a). Nous de´signons cette image de taille 140×140×70 voxels
par la lettre ”C”. Cette image est observe´e avec un microscope confocal Zeiss LSM 780
e´quipe´ d’un objectif 63X a` immersion d’huile, d’une ouverture nume´rique de 1,4. Les pas
d’e´chantillonnage radial et axial sont respectivement de 54nm et 150nm. Le diame`tre du
ste´nope´ est d’environ 650nm. Nous avons applique´ sur cette image les algorithmes SG-
PAM et RRLAM en utilisant une combinaison de deux PSFs prises au de´but (d = 0µm)
et a` la fin de l’e´chantillon (d = 14,5µm). L’initialisation des PSFs est effectue´e par le
mode`le the´orique en fixant approximativement l’IR du polyme`re, l’IR du milieu d’immer-
sion, et l’IR de la lamelle comme suit : ns = 1,45, ni = 1,5, ng = 1.5. Les parame`tres de
re´gularisation sont choisis de sorte que la mesure de qualite´ Q (voir annexe B) soit maxi-
male : α = 0,05 et β i = 0.1, i = 1, 2. Les images restaure´es par SGPAM et RRLAM sont
respectivement pre´sente´es dans les figures 3.4 (b) et (c). Nous pre´sentons aussi dans la fi-
gure 3.4 (d) un re´sultat de restauration avec une PSF SI et la me´thode d’estimation SGPAM.
Un deuxie`me test est effectue´ sur une image biologique re´elle de cellule de racine de
plante pre´sente´e dans la figure 3.5 (a). Nous de´signons cette image de taille 200×200×94
voxels par la lettre ”D”. Cette image est acquise avec un microscope confocal Zeiss LSM
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(a) (b) (c) (d)
FIGURE 3.4 – Restauration aveugle avec une PSF non-parame´tre´e de l’image C, image
re´elle d’une coquille de bille observe´e par un microscope confocal Zeiss LSM 780
c©INRA : des coupes radiales (X , Y ) et axiales (Y, Z) des images 3D sont pre´sente´es, la
dernie`re ligne montre un zoom d’une re´gion (en bas de l’e´chantillon) de la coupe axiale : (a)
image observe´e, (b) restauration avec la me´thode SGPAM, (c) restauration avec la me´thode
RRLAM, et (d) restauration avec la me´thode SGPAM et une PSF SI.
510 e´quipe´ d’un objectif 40X a` immersion ayant une ouverture nume´rique de 1,3. Les
pas d’e´chantillonnage radial et axial sont respectivement 40nm et 140nm. Le diame`tre
du ste´nope´ est d’environ 650nm. Les re´sultats de restauration avec SGPAM et RRLAM
en utilisant une combinaison de deux PSFs ainsi qu’une PSF SI sont pre´sente´s dans les
figures 3.5 (b), (c) et (d). Les parame`tres de re´gularisation qui maximisent la mesure Q
sont α = 10−3 et β i = 10, i = 1, 2.
Image Image C Image D
Me´thode RRLAM SGPAM RRLAM SGPAM
PSF SI SV SI SV SI SV SI SV
Mesure Q 2008 2364 2141 2721 771.71 813.65 814.88 852.63
tm (min) 0.33 0.52 0.76 1.9 1.61 2.55 4.44 4.48
tg (min) 5.02 12 5.37 15 47.62 71.40 44.88 31.12
TABLE 3.2 – Comparaison des me´thodes SGPAM et RRLAM avec une PSF non-
parame´tre´e sur des images re´elles de microscopie confocale.
3.3.5.4 Discussion des re´sultats
Il est difficile de tirer des conculsions ge´ne´rales a` partirs de quelques tests. Ne´anmoins,
sur ces exemples nous pouvons voir l’inte´reˆt du mode`le de flou variable en profondeur
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(a) (b) (c) (d)
FIGURE 3.5 – Restauration aveugle avec une PSF non-parame´tre´e de l’image D, image
biologique re´elle de racines de plante observe´e par un microscope confocal Zeiss LSM 510
c©INRA. La premie`re ligne montre des coupes radiales (X , Y ) a` une profondeur de 5µm,
la deuxie`me ligne montrent des coupes (X , Y ) a` une profondeur de 10µm et la troisie`me
ligne montre des coupes axiales (Y, Z) des images 3D sont pre´sente´es. (a) image observe´e,
(b) restauration avec la me´thode SGPAM, (c) restauration avec la me´thode RRLAM, et (d)
restauration avec la me´thode SGPAM et une PSF SI.
par rapport a` celui du flou SI (cf. tables 3.1 et 3.2). La comparaison des profils d’intensite´
passant par les centres des billes restaure´es par une PSF variable en profondeur (courbe
en magenta de la figure 3.10 (a)) et celles restaure´es par une PSF SI (courbe en noir de la
figure 3.10 (a)) illustre encore cette conclusion. En effet, la dernie`re bille se trouvant au
fond de l’e´chantillon n’est pas bien restaure´e par la PSF SI car le flou est plus important en
bas qu’en haut de l’e´chantillon.
En outre, nous pouvons remarquer a` partir des re´sultats de restauration et des mesures
NMSE, SSIM et Q pre´sente´es dans les tables 3.1 et 3.2, que la me´thode SGPAM offre
une meilleure qualite´ de restauration que celle de la me´thode RRLAM. Dans ces deux
algorithmes SGPAM et RRLAM, nous conside´rons le meˆme crite`re, la meˆme initialisation
et les meˆmes parame`tres de re´gularisation mais les algorithmes de descente de´terministes
applique´s a` un crite`re non-convexe empruntent des chemins d’optimisation diffe´rents, ce
qui aboutit a` des solutions diffe´rentes (On peut eˆtre dans le meˆme bassin d’attraction mais
nume´riquement pas au meˆme endroit).
Par ailleurs, nous pouvons remarquer a` partir des temps de calcul pre´sente´s dans les
tables 3.1 et 3.2 que bien qu’une ite´ration de l’algorithme SGPAM soit plus lente que
celle de l’algorithme RRLAM, SGPAM converge un peu rapidement car il ne´cessite moins
d’ite´rations que RRLAM. Ceci est duˆ a` l’utilisation de la matrice de remise a` e´chelle et du
choix adaptatif du pas de descente. Pour mieux illustrer ceci, nous pre´sentons dans la figure
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3.6 les courbes d’e´volution de la fonctionnelle d’e´nergie en fonction des ite´rations pour les
deux algorithmes SGPAM et RRLAM obtenue pour l’image A. Il n’y a pas de grande
diffe´rence dans les temps de calcul sauf pour l’image D (pour l’image C, c’est l’inverse).
Ce ne sont pas des conclusions ge´ne´rales car on n’a pas beaucoup de tests. Tout doit eˆtre
confirme´ par des tests sur un plus grand nombre d’images.
Dans le but de re´gulariser davantage le proble`me mal-pose´, nous de´crivons dans la
section suivante une me´thode de restauration aveugle utilisant une PSF parame´tre´e.
FIGURE 3.6 – De´croissance de la fonctionnelle d’e´nergie globale en fonction des ite´rations
pour la me´thode SGPAM (en rouge) et la me´thode RRLAM (en bleu).
3.4 Seconde me´thode propose´e : PSF parame´tre´e
Bien que le mode`le de PSF non-parame´tre´e aboutisse a` des re´sultats de restauration
satisfaisant, il reste couˆteux en temps de calcul, notamment pour des spe´cimens e´pais
pre´sentant une grande variation d’IRs car ceci ne´cessite un nombre important de PSFs SI.
De plus, dans cette me´thode le nombre de variables a` estimer (n(M+1)) de´passe e´norme´ment
le nombre de variables observe´es (n), ce qui augmente le degre´ de liberte´ du proble`me.
Une approche pour re´duire le nombre de parame`tres a` estimer est d’utiliser un mode`le
de PSF parame´tre´e. L’e´tude de l’approximation gaussienne de la PSF que nous avons
pre´sente´e dans le premier chapitre de ce manuscrit a montre´ que l’erreur d’approximation
ne de´passe pas 1% pour des faibles ouvertures nume´riques et 15% pour des grande ouver-
ture nume´rique. Avec une telle mode´lisation, le lobe principal de la PSF, ou` tout l’e´nergie
de la PSF est concentre´e, est bien mode´lise´, les faibles rebonds a` l’entour de celui-ci ne sont
pas bien mode´lise´s. Par ailleurs, une telle parame´trisation permet d’assurer naturellement
la positivite´ et la normalisation de la PSF. Nous proposons de mode´liser la PSF variable
en profondeur par une combinaison convexe d’un ensemble de PSFs SI, chacune d’elles
est mode´lise´e par une fonction gaussienne hGθi , i = 1, ..., M donne´e par trois parame`tres
θi = (σri,σzi,εi) ou` σri et σzi mode´lisent respectivement l’e´talement du flou radial et axial,
et εi est une variable permettant d’avoir une bonne approximation pour des fonctions gaus-
siennes normalise´es au sens de la norme l1 (voir paragraphe 1.4.3). Dans ce travail, nous
ne prenons pas en compte le parame`tre de de´calage de la PSF lie´ aux aberrations (i.e. la
moyenne µz dans l’e´quation (1.39)). En effet, la seule image observe´e ne permet pas de
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remonter a` cette information. De plus, dans la me´thode d’estimation pre´sente´e dans la sec-
tion pre´ce´dente, le de´calage n’est e´galement pas estime´ a` cause du manque d’information
mais le mode`le de PSF non-parame´tre´e pre´sente plus de liberte´ sur la forme et la posi-
tion du maximum d’intensite´ de la PSF. Les PSFs estime´e par ce mode`le ne sont donc
pas force´ment centre´es (voir figure 3.10 (b) et (c)). L’ope´rateur de flou variable en profon-
deur ¨˜Hθ que nous utilisons de´pend de l’ensemble des parame`tres θ = {θi, i = 1, ..., M} et
s’exprime comme suit, ce qui permet de re´duire l’estimation des PSFs SI a` l’estimation θ . :
¨˜Hθ ( f ) = ∑
1≤i≤M
hGθi ∗
(
ψ i. f
)
(3.52)
Dans cette section, nous proposons un terme de re´gularisation simplifie´ pour la
mode´lisation gaussienne. Ensuite, nous exprimons le crite`re MAPJ a` optimiser ainsi que
les contraintes sur les variables a` estimer. Nous de´crivons ainsi un algorithme permettant
d’estimer a` la fois l’objet et les parame`tres de la PSF. Nous pre´sentons finalement des tests
et des comparaisons sur des images simule´es et re´elles de microscopie confocale.
3.4.1 Re´gularisation de la PSF
Comme dans la section pre´ce´dente, nous souhaitons obtenir la PSF la plus e´tale´e pos-
sible (tout en respectant les donne´es). Nous pouvons alors utiliser le terme de pe´nalisation
que nous avons propose´ pre´ce´demment :
JR1 (θ) =
M
∑
i=1
β i ‖∇hθi‖22 (3.53)
avec β i > 0 les parame`tres de re´gularisation. Un autre moyen dans le cas d’une
mode´lisation par des fonctions gaussiennes est de´finir le terme de re´gularisation par :
JR2 (θ) =
M
∑
i=1
β i
(
2
σri 2
+
1
σzi 2
)
(3.54)
Ce qui permet d’imposer que les variances des gaussiennes soient les plus grandes possible.
Nous pouvons mathe´matiquement montrer que ces deux termes sont e´quivalents pour des
faibles valeurs de (σri,σzi). La figure 3.7 illustre ceci pour une seule PSF unidimension-
nelle.
De´finition 4. Soit a ∈ R, et soient f et g deux fonctions de la variable re´elle x. On
suppose que g ne s’annule pas sur un voisinage de a. On dit que f est e´quivalent g en a ou
que g e´quivaut a` f en a et on note f (x) ∼
x→a g(x) si :
lim
x→a
f (x)
g(x)
= 1. (3.55)
The´ore`me 3. Les termes JR1 (θ) et JR2 (θ) sont e´quivalents au voisinage de ze´ro (i.e.
composantes nulle du vecteur θ ).
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FIGURE 3.7 – Variation de la fonction de re´gularisation JR1 (σ) = en bleu et les
re´gularisations 1σλ , pour diffe´rentes valeurs de λ > 0 en fonction de σ pour une PSF uni-
dimensionnelle.
De´monstration. Montrons tout d’abord ce the´ore`me pour une seule PSF unidimension-
nelle. Soit hσ une PSF gaussienne normalise´e sur l’intervalle borne´ [−1, 1], donne´e par
l’e´quation suivante :
hσ (x) =
1
cσ
exp
(
− x
2
2σ2
)
, avec x ∈ [−1, 1] et cσ =
1∫
−1
exp
(
− x
2
2σ2
)
dx. (3.56)
La de´rive´e de hσ (x) par rapport a` x s’e´crit comme suit :
h′σ (x) =−
x
σ2
hσ (x) (3.57)
La re´gularisation ‖∇hσ‖22 s’exprime alors comme suit :
‖∇hσ‖22 =
1∫
−1
∣∣h′σ (x)∣∣2 dx
=
1∫
−1
h′σ (x)h
′
σ (x)dx (3.58)
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En effectuant une inte´gration par partie, nous obtenons :
‖∇hσ‖22 =−
2
σ2
h2σ (1)−
1∫
−1
hσ (x)h′′σ (x)dx
=− 2
σ2
h2σ (1)−
1∫
−1
hσ (x)
(
− 1
σ2
hσ (x)− xσ2 h
′
σ (x)
)
dx
=− 2
σ2
h2σ (1)+
1
σ2
1∫
−1
h2σ (x)dx−
1∫
−1
x2
σ4
h2σ (x)dx
=− 2
σ2
h2σ (1)+
1
σ2
1∫
−1
h2σ (x)dx−‖∇hσ‖22
=− 1
σ2
h2σ (1)+
1
2σ2
1∫
−1
h2σ (x)dx
=
1
σ2
1
2
1∫
−1
h2σ (x)dx−h2σ (1)
 (3.59)
Par ailleurs, on sait que hσ (x)< h2σ (x)< 1. Nous avons alors,
1∫
−1
hσ (x)dx≤
1∫
−1
h2σ (x)dx≤ 2,
ou encore 1≤
1∫
−1
h2σ (x)dx≤ 2. Cela signifie que limσ→0
1∫
−1
h2σ (x)dx=m avec 1≤m≤ 2. Ainsi,
nous avons :
lim
σ→0
1
2
1∫
−1
h2σ (x)dx−h2σ (1) =
m
2
(3.60)
Par conse´quent, ‖∇hσ‖22 est e´quivalent a` 1σ2 au voisinage de 0.
Nous montrons maintenant cette proprie´te´ pour la fonction gaussienne tridimension-
nelle suivante :
hGθ (x,y,z) =
exp
(
− x2+y22σ2r −
z2
2σ2z
)
cθ
, avec cθ =
∫
I
exp
(
−x
2+ y2
2σ2r
− z
2
2σ2z
)
dxdydz
(3.61)
ou` I est un ensemble borne´ de R3, soit par exemple I = [−1, 1]3. Remarquons la
se´parabilite´ de cette fonction en trois fonctions unidimensionnelles comme suit :
hGθ (x,y,z) = hσr (x) hσr (y) hσz (x) (3.62)
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ou` les fonctions hσr et hσz sont donne´e par l’e´quation (3.56). Par ailleurs, nous avons :
∥∥∇hGθ∥∥22 = ∫
I
[(
∂hGθ
∂x
(x,y,z)
)2
+
(
∂hGθ
∂y
(x,y,z)
)2
+
(
∂hGθ
∂ z
(x,y,z)
)2]
dxdydz
(3.63)
La premie`re composante de l’e´quation ci-dessus s’e´crit comme suit :
∫
I
(
∂hGθ
∂x
(x,y,z)
)2
dxdydz =
∫
I
(
h′σr
)2
(x) h2σr (y) h
2
σz (z) dxdydz
=
1∫
−1
(
h′σr
)2
(x) dx
1∫
−1
h2σr (y) dy
1∫
−1
h2σz (z) dz
∼ 1
σ2r
,pour σr,σz ' 0. (3.64)
Nous montrons d’une manie`re analogue que :
∫
I
(
∂hGθ
∂y
(x,y,z)
)2
dxdydz∼ 1
σ2r
,
∫
I
(
∂hGθ
∂ z
(x,y,z)
)2
dxdydz∼ 1
σ2z
, pour σr,σz ' 0 (3.65)
Nous obtenons ainsi l’e´quivalence entre
∥∥∇hGθ∥∥22 et ( 2σ2r + 1σ2z ) pour des faibles valeurs
de σr et σz. Nous conside´rons alors dans ce qui suit le terme JR2 (θ) car il sera plus rapide a`
calculer.
En plus de ce terme de re´gularisation, nous incorporons d’autres informations sur la
PSF. En effet, comme la solution ( f , θ) n’est pas unique, il est important d’inte´grer autant
que possible d’informations sur les variables inconnues pour limiter le nombre de solutions
possibles et re´duire ainsi le degre´ de liberte´ du proble`me. Deux informations importantes
sur la PSF variable en profondeur peuvent eˆtre incluses dans notre mode`le. Tout d’abord,
comme la re´solution axiale est moins bonne que la re´solution radiale, on peut imposer
que la PSF soit plus e´tale´e suivant l’axe (OZ) que suivant les axes (OX) et (OY ). C’est-a`-
dire, nous imposons que la variance axiale de la PSF σzi soit plus grande que la variance
radiale σri . De plus, suivant la variation d’IRs entre le milieu d’immersion, la lamelle et
l’e´chantillon, nous pouvons savoir si la PSF est plus ou moins e´tale´e en haut (z = 0) qu’en
bas (z = zmax) de l’e´chantillon. Nous conside´rons ici un cas ou` l’e´talement du flou aug-
mente avec l’augmentation de la profondeur. Soit alors σ i+1r ≥ σ ir et σ i+1z ≥ σ iz ou` l’indice
i varie entre 1 pour une PSF juste sous la lamelle a` M pour la PSF la plus en profondeur.
Cette contrainte correspond en pratique a` n’importe qu’elle syste`me optique a` deux ou plu-
sieurs couches ou` l’IR varie dans un seul sens en fonction de la profondeur (augmente ou
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diminue). Par exemple, pour un syste`me a` trois couches (milieu d’immersion (ni), lamelle
(ng) et spe´cimen homoge`ne (ns)), l’e´talement de la PSF augmente avec la profondeur si
ni ≥ ng ≥ ns ou ni ≤ ng ≤ ns. Pour un spe´cimen he´te´roge`ne, cette information est aujour-
d’hui accessible graˆce a` une technique d’imagerie de tomographie diffractive (cf. annexe
C). Ce syste`me nous donne une carte de variation d’IRs dans un spe´cimen he´te´roge`ne.
Cependant, la valeur d’IR obtenue par un tel syste`me n’est qu’une valeur relative, donc
ne donne qu’une indication sur le sens de variation d’IR dans le spe´cimen. La contrainte
peut eˆtre alors change´e suivant la distribution d’indices dans le spe´cimen. Comme nous
l’avons vu dans le chapitre pre´ce´dent, diffe´rentes techniques permettent d’incorporer des
connaissances d’e´talement des PSF en profondeur a priori sur les variables inconnues (pro-
jection, pe´nalisation, parame´trisation, etc). Nous proposons ici d’inclure cette contrainte en
parame´trant les PSFs comme suit :
h1
{
σr1 = ω12
σz1 = ω12+η12
, ..., hi

σri =
i
∑
k=1
ωk2
σzi = ω12+
i
∑
k=1
ηk2
(3.66)
avec ωi, ηi ∈ R. Par conse´quent, les nouveaux parame`tres a` estimer sont : θ = {ωi, ηi, i =
1, ..., M}. Graˆce a` ce parame´trage, la positivite´ des e´carts types σri et σzi est assure´e. Notons
que dans cette parame´trisation, la contrainte σzi ≥ σri est assure´e que pour la premie`re PSF.
Nous introduisons cette contrainte pour les autres PSFs en ajoutant le terme de pe´nalisation
suivant a` la fonctionnelle d’e´nergie a` optimiser :
JP(θ) =
M
∑
i=2
ϕ (σri ,σzi) , avec ϕ (σri ,σzi) =
{
0 Si σri < σzi
+∞ Sinon
(3.67)
Nous verrons dans le paragraphe suivant comment nous estimons ces parame`tres
conjointement avec l’image.
3.4.2 Crite`re MAPJ et re´solution nume´rique
Nous nous nous inte´ressons maintenant a` l’estimation des parame`tres θ et l’image f
par l’optimisation d’un crite`re similaire a` celui conside´re´ dans la section 3.3 :
J(f, θ) = ∑
j∈I d
(
∑
1≤i≤M
¨˜
Hθ (f)( j)+bg
)
− ∑
j∈I d
g( j). log
( ¨˜
Hθ (f)( j)+bg
)
+α ‖∇f‖+ JR2 (θ)+ JP (θ) (3.68)
Nous utilisons un sche´ma de minimisation alterne´e pour l’optimisation de ce crite`re. Nous
ite´rons les deux e´tapes de minimisation suivantes (k e´tant le compteur d’ite´rations) :
– E´tape 1 : Estimation de l’image : fˆ(k+1) = arg min
sc
f ≥ 0,‖f‖1 = c
J
(
f, θˆ (k)
)
– E´tape 2 : Estimation des parame`tres de la PSF : θˆ (k+1) = arg min
θ∈R2M
J
(
fˆ(k+1), θ
)
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Comme le crite`re est convexe et diffe´rentiable par rapport a` la variable f, la premie`re
e´tape de minimisation est re´alise´e par l’algorithme SGP. Cependant, le crite`re n’est pas
convexe par rapport aux variables θ . La forme de la fonction d’e´nergie J(θ) est pre´sente´e
sur la figure 3.8 ou` nous trac¸ons le terme d’attache aux donne´es (courbe en rouge), et la
fonction d’e´nergie globale en conside´rant les termes de re´gularisation JR1 (θ) (courbe en
bleu), et JR2 (θ) (courbe en vert), en fonction de la premie`re composante de θ . Cette figure
montre cependant que le crite`re est localement convexe. Nous pouvons alors utiliser un
algorithme de descente de gradient pour l’optimisation mais ceci conduira a` une solution
qui est tre`s lie´e a` l’initialisation. En particulier, si l’initialisation est beaucoup plus grande
que le vrai parame`tre ω1, nous obtenons une solution inacceptable (voir figure 3.8). De
plus, comme les composantes de θ n’ont pas le meˆme ordre de grandeur, le calcul avec
un tel algorithme d’optimisation risque d’eˆtre assez lent. Un algorithme de minimisation
globale doit eˆtre alors utilise´ pour ce proble`me. Nous choisissons l’algorithme de recuit
simule´ [van Laarhoven 1987] pour effectuer la deuxie`me e´tape de l’algorithme propose´.
L’initialisation des parame`tres θ est effectue´e a` partir du mode`le the´orique de PSF en fixant
approximativement les parame`tres physiques et en cherchant la fonction gaussienne la plus
proche de la PSF the´orique (comme nous l’avons pre´sente´ dans le premier chapitre de ce
manuscrit). Nous montrons des tests nume´riques dans le paragraphe suivant.
FIGURE 3.8 – L’e´nergie d’attache aux donne´es en rouge, l’e´nergie globale avec la
re´gularisation JR1 (θ) en bleu, et l’e´nergie globale avec la re´gularisation JR2 (θ) en vert, en
fonction de la variable ω1.
3.4.3 Tests expe´rimentaux
Nous testons cette me´thode d’estimation sur les meˆmes images simule´es et re´elles
conside´re´es dans la section pre´ce´dente. Afin d’e´valuer les re´sultats d’estimation, nous cal-
culons les mesures de qualite´ NMSE et SSIM pour l’image A (le de´calage des billes duˆ aux
aberrations n’est pas tre`s important), et la mesure sans re´fe´rence Q pour les autres images.
Nous comparons les re´sultats obtenus a` ceux pre´sente´s dans la section pre´ce´dente avec une
PSF non-parame´tre´e. Dans ces tests, les parame`tres de la PSF sont initialise´s en cherchant
les PSFs gaussiennes les plus proches des PSFs utilise´es dans l’initialisation de l’algo-
rithme SGPAM pre´sente´ dans la section pre´ce´dente. Les parame`tres de re´gularisation sont
choisi comme pre´ce´demment i.e. ceux qui maximisent la mesure de qualite´ sans re´fe´rence
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Q. L’algorithme global est arreˆte´ lorsque l’erreur entre les e´nergies de deux ite´rations suc-
cessives est infe´rieure a` seuil fixe´ (10−4 dans nos tests).
3.4.3.1 Tests sur des images simule´es
Nous avons fait tourner l’algorithme d’estimation propose´ sur les images simule´es A et
B.
Pour l’image A (cf. figure 3.3 (a)), nous avons conside´re´ comme pre´ce´demment une
combinaisons de deux PSFs gaussiennes dont l’initialisation est pre´sente´e dans les figures
3.9 (f) et (j). Les parame`tres de re´gularisation obtenus par maximisation de la mesure Q
sont α = 0,005 et β 1 = 1, β 2 = 1000. L’image et les PSFs estime´es sont pre´sente´es dans les
figures 3.9 (c), (g), et (k). Nous pre´sentons aussi dans les figures 3.9 (d) et (h) les re´sultats
d’estimation par une seule PSF gaussienne SI qui montrent encore l’inte´reˆt du mode`le de
PSF variable en profondeur. Ce premier test montre des re´sultats encourageants que nous
confirmons par des valeurs nume´riques pre´sente´es dans la table 3.3.
En ce qui concerne le test sur l’image B (cf. figure 3.11 (a)), nous avons conside´re´
une combinaison de trois gaussiennes. Les parame`tres de re´gularisation qui maximisent la
mesure Q sont α = 10−4 et β 1 = 1, β 1 = 10, β 2 = 1000. Ces parame`tres aboutissent au
re´sultat de restauration pre´sente´ dans la figure 3.11 (b). Nous comparons ce re´sultat a` celui
obtenu par une PSF SI, pre´sente´ dans la figure 3.11 (c). Dans la table 3.3, nous donnons
les valeurs de mesure de qualite´ Q et le temps de calcul. Nous discutons ces re´sultat dans
le paragraphe 3.4.4.
3.4.3.2 Tests sur des images re´elles
Nous testons ici la me´thode d’estimation propose´e sur les images re´elles C et D.
Le re´sultat de restauration de l’image C (cf. figure 3.12 (a)), avec une combinaison
de deux gaussiennes est pre´sente´ dans la figure 3.12 (c) et celui obtenu avec une PSF
gaussienne SI est pre´sente´ dans la figure 3.12 (c). Les parame`tres de re´gularisation estime´s
par la me´thode propose´e sont : α = 0,05 et β 1 = 10, β 2 = 10. La mesure Q optimale
obtenue pour ces valeurs de parame`tres est donne´e dans la table 3.4.
La restauration de l’image D (cf. figure 3.13 (a)) par une combinaison de deux gaus-
siennes aboutit au re´sultat pre´sente´ dans la figure 3.13 (b). Ce re´sultat est obtenu pour les
valeurs de parame`tres suivantes maximisant la mesure Q : α = 0,001 et β 1 = 10, β 2 = 10.
Nous comparons ce re´sultat a` celui obtenu par une PSF gaussienne SI montre´ dans la figure
3.13 (c). Les valeurs de la mesure Q donne´es dans la table 3.4 montrent un le´ger avantage
de la me´thode propose´e par rapport a` de´convolution par une seule PSF SI.
3.4.4 Discussions et comparaisons
A` partir des re´sultats pre´sente´s dans cette section, nous remarquons tout d’abord que la
restauration avec une PSF gaussienne variable en profondeur offre des re´sultats le´ge`rement
meilleurs par rapport a` la restauration avec une seule PSF gaussienne.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k)
FIGURE 3.9 – Restauration aveugle avec une PSF parame´tre´e de l’image A, image simule´e
d’un syste`me CLSM de trois billes : uniquement des coupes axiales (Y, Z) des images
3D sont pre´sente´es : (a) image originale, (b) observation, (c) restauration avec une PSF
gaussienne variable en profondeur, (d) restauration avec une PSF gaussienne SI, (e) vraie
PSF h1, (f) premie`re PSF gaussienne utilise´e a` l’initialisation, (g) premie`re PSF gaussienne
estime´e hGθˆ1 , (h) PSF gaussienne SI estime´e par un algorithme de de´convolution aveugle,
(i) vraie PSF h2, (j) seconde PSF gaussienne utilise´e a` l’initialisation, (k) seconde PSF
gaussienne estime´e hGθˆ2 .
Image A Image B
SI SV SI SV
RRE (%) 25.52 21.25 - -
SSIM 0.82 0.85 - -
Mesure Q 0.0717 0.0777 0.0709 0.0950
tg (min) 10.64 18.5 21.60 50
TABLE 3.3 – Restauration des images simule´es de microscopie confocale par des PSFs
gaussiennes.
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(a)
(b)
(c)
FIGURE 3.10 – (a) Profils d’intensite´ de l’image A le long de l’axe (OZ) passant par les
centres des trois billes originales (en bleu), des billes de´grade´es (en rouge), des billes res-
taure´es avec une combinaison de deux PSFs gaussiennes (en rose). (b) et (c) Profils d’in-
tensite´ le long de l’axe (OZ) des PSFs prises respectivement en haut (d = 0µm) et en
bas (d = 14,5µm) de l’e´chantillon. Les vraies PSFs sont pre´sente´es en bleu, les PSFs
the´oriques utilise´es pour l’initialisation sont pre´sente´es en rouge, les PSFs gaussiennes
(i.e. approximations des PSFs the´oriques pre´ce´dentes) utilise´es dans l’initialisation sont
pre´sente´es en rose, les PSFs gaussiennes estime´es avec la me´thode parame´trique propose´e
sont pre´sente´es en vert.
Image C Image D
SI SV SI SV
Mesure Q 1892 1916 814.80 850.37
tg (min) 19.21 49.10 90.38 279.32
TABLE 3.4 – Restauration des images re´elles de microscopie confocale par des PSFs gaus-
siennes.
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(a) (b) (c) (d)
(a) (b) (c) (d)
FIGURE 3.11 – Restauration aveugle avec une PSF parame´tre´e de l’image B, image si-
mule´e d’un syste`me CLSM d’une coquille de bille : des coupes radiales (X , Y ) et axiales
(Y, Z) des images 3D sont pre´sente´es, la dernie`re ligne montre un zoom d’une re´gion (en
bas de l’e´chantillon) de la coupe axiale : (a) image originale, (b) observation, (c) restaura-
tion avec une PSF gaussienne variable en profondeur, (d) restauration avec une PSF gaus-
sienne SI.
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(a) (b) (c)
FIGURE 3.12 – Restauration aveugle avec une PSF parame´tre´e de l’image C, image re´elle
d’une coquille de bille observe´e par un microscope confocal Zeiss LSM 780 c©INRA :
des coupes radiales (X , Y ) et axiales (Y, Z) des images 3D sont pre´sente´es, la dernie`re
ligne montre un zoom d’une re´gion (en bas de l’e´chantillon) de la coupe axiale : (a) image
observe´e, (b) restauration avec une PSF gaussienne SV, (c) restauration avec une PSF gaus-
sienne SI.
Par ailleurs, en comparant ces re´sultats a` ceux obtenus avec par une PSF non-
parame´tre´e (voir sous-section 3.3.5), nous remarquons que la restauration avec une PSF
non-parame´tre´e est meilleure que la restauration avec une PSF parame´tre´e par une gaus-
sienne. Le test sur l’image A, par exemple, montre que le lobe principal des PSFs pa-
rame´tre´es estime´es (cf. figures 3.9 (g) et (k)) est plus e´tale´ que celui des vraies PSFs (cf.
figures 3.9 (e) et (i)), ce qui conduit a` un objet e´troit (cf. figure 3.9 (c)). Ceci s’explique par
le fait que la mode´lisation gaussienne ne prend pas en compte les rebonds autour du lobe
principal des PSFs the´oriques. Le lobe principal des PSFs gaussiennes estime´es est alors
plus e´tale´ que celui des vraies PSFs afin de compenser ces faibles intensite´s qui ne sont pas
mode´lise´es par la fonction gaussienne.
De plus, bien que le nombre d’inconnues est plus re´duit dans la deuxie`me me´thode
utilisant des PSFs parame´tre´es que dans la premie`re me´thode SGPAM, le temps de calcul
n’est pas re´duit. En effet, le crite`re optimise´ par rapport au parame`tres de la PSF θ n’est
pas convexe, ce qui nous a oblige´ a` utiliser un algorithme d’optimisation global de recuit
simule´ qui est lent a` converger. L’application de cet algorithme d’une manie`re ite´rative
ralentit encore les calculs. Dans la premie`re me´thode, le crite`re est convexe par rapport
au PSFs hi, l’optimisation est effectue´e par un algorithme rapide SGP. Notons finalement
que dans les deux me´thodes parame´trique ou non-parame´trique, le crite`re global est non
convexe, ce qui rend ces algorithmes de´pendant de l’initialisation. Les tests que nous avons
pre´sente´ sur des images re´elles et simule´es montre que le mode`le de Stokseth donne une
bonne initialisation des PSFs.
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(a) (b) (c)
FIGURE 3.13 – Restauration aveugle avec une PSF parame´tre´e de l’image D, image bio-
logique re´elle de racines de plante observe´e par un microscope confocal Zeiss LSM 510
c©INRA. La premie`re ligne montre des coupes radiales (X , Y ) a` une profondeur de 5µm,
la deuxie`me ligne montrent des coupes (X , Y ) a` une profondeur de 10µm et la troisie`me
ligne montre des coupes axiales (Y, Z) des images 3D sont pre´sente´es : (a) image observe´e,
(b) restauration avec une PSF gaussienne SV, (c) restauration avec une PSF gaussienne SI.
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Dans nos tests, les parame`tres de re´gularisation sont fixe´s par essai/erreur semi-
automatique. C’est-a`-dire, les valeurs possibles de α et β i, sont pre´de´finies par l’utilisa-
teur. Pour chaque jeu de parame`tres, l’image est restaure´e, et la mesure de qualite´ sans
re´fe´rence Q est calcule´e. Le meilleur jeu de parame`tre est celui qui maximise la mesure Q.
Dans les tests que nous avons pre´sente´s, un nouveau jeu de parame`tres est conside´re´ pour
chaque image. La stabilite´ relative de ces parame`tres dans un contexte d’acquisition donne´
demanderait plus d’e´tudes et plus de tests sur une varie´te´ d’images et serait inte´ressant a`
e´tudier.
3.5 Restauration aveugle avec contrainte de support sur l’objet
Pour avoir acce`s a` une information sur le de´calage sur les PSFs, il faut introduire des in-
formations supple´mentaires exte´rieures. L’Universite´ de Haute Alsace (UHA) a de´veloppe´
un syste`me de tomographie diffractive (TDM pour ”Tomographic Diffractive Microscopy”
en anglais) couple´ a` la microscopie de fluorescence confocale. Ce syste`me, de´crit en an-
nexe C, permet d’obtenir une image 3D repre´sentant la distribution d’IR relative dans l’ob-
jet, a` partir de l’onde diffracte´e par celui-ci. Cette image nous donne aussi une information
sur la vraie position axiale de la fluorescence de l’objet (donc une information aussi sur le
de´calage des PSFs). Nous proposons alors d’extraire le support de l’objet a` partir de l’image
de tomographie diffractive en utilisant une me´thode de segmentation d’image, par exemple
[Herberich 2012b] pour ensuite l’injecter comme contrainte dans les me´thodes d’estima-
tion pre´ce´demment propose´es. Nous pre´sentons ici la faisabilite´ d’une telle approche en
introduisant une contrainte de support mais sans l’avoir teste´e sur un couple d’images de
TDM/CLSM. Nous conside´rons ici que le support de l’objet est connu et nous modifions
les me´thodes pre´ce´dentes afin d’incorporer cette contrainte.
3.5.1 Estimation non-parame´trique avec contrainte de support sur l’objet
Soit S⊂I d le support de l’objet suppose´ connu. Nous modifions l’algorithme SGPAM
propose´ dans la section 3.3 pour l’estimation jointe des PSFs et l’image. La contrainte
de support est introduite dans l’algorithme SGP par projection sur l’ensemble convexe
{f, supp(f)⊂ S} :
– Estimation de l’image :
fˆ(k+1) = argmin
f
J
(
f, hˆ1
(k)
, ..., hˆM
(k)
)
sc

f ≥ 0,
‖f‖1 = c
supp(f)⊂ S
(3.69)
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– Estimation des PSFs hi, i = 1, ..., M :
hˆi
(k+1)
= ArgMin
hi
J
(
fˆ(k+1), hˆ1
(k)
, ..., hi, ..., hˆM
(k)
)
sc

hi ≥ 0∥∥hi∥∥1 = 1
supp
(
hi
)⊂ B
(3.70)
3.5.1.1 Tests nume´riques
Nous reprenons l’image de coquille de bille de 5µm (Image B) pre´sente´e dans le cha-
pitre pre´ce´dent (cf. figure 3.15 (a)). Nous avons ge´ne´re´ nume´riquement pour cette image un
support plus grand que le support re´el de l’image afin de se mettre dans un cas re´aliste ou` la
connaissance du support est imparfaite (cf. figure 3.14). Nous avons applique´ a` cette image
l’algorithme SGPAM avec la contrainte de support objet. L’image et les PSFs estime´es
sont respectivement pre´sente´es dans les figures 3.15 (d), (h), (l), et (p). Nous comparons
ces re´sultats a` ceux obtenus sans la contrainte de support (voir figures 3.15 (c), (g), (k),
et (o)). Afin de mieux voir l’avantage de la contrainte ajoute´e, nous montrons dans les fi-
gures 3.16, les lignes d’intensite´ le long de l’axe (OZ), passant par le milieu des images
restaure´es et des PSFs estime´es. Ces re´sultats correspondent a` nos attentes : nous obtenons
une meilleure estimation de la position de l’objet avec la contrainte de support. Remar-
quons aussi le de´calage des PSFs estime´es avec la contrainte de support par rapport a` celles
estime´es sans la contrainte de support. Cependant, e´tant donne´e que le support utilise´ est
beaucoup plus large que le vrai support de l’objet, l’estimation de la position de l’objet
n’est pas optimale car certaines solutions inde´sirables ne sont pas e´limine´es. Il faut alors
contraindre encore le mode`le d’estimation.
(a) (b)
FIGURE 3.14 – Coupes radiale et axiale de l’image simule´e de coquille de bille, image B
(a), et de son support (b).
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
FIGURE 3.15 – Restauration aveugle avec une PSF non-parame´tre´e et contrainte de sup-
port objet de l’image B, image simule´e d’un syste`me CLSM d’une coquille de bille : des
coupes radiales (X , Y ) et axiales (Y, Z) des images 3D sont pre´sente´es : (a) image origi-
nale, (b) observation, (c) restauration avec la me´thode SGPAM sans contrainte de support
objet , (d) restauration avec la me´thode SGPAM avec la contrainte de support objet. (e),
(i), et (m) montrent des coupes axiales des vraies PSFs, (f), (j), et (n) montrent des coupes
axiales des PSF de l’initialisation, (g), (k), et (o) montrent des coupes axiales des PSFs
estime´es par SGPAM sans contrainte de support objet, (h), (l), et (p) montrent des coupes
axiales des PSFs estime´es par SGPAM avec la contrainte de support objet.
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(a)
(b)
(c)
(d)
FIGURE 3.16 – (a) Profils d’intensite´ de l’image B le long de l’axe (OZ) passant par le
milieu de l’image originale (en bleu), l’image de´grade´e (en rouge), l’image restaure´e par
SGPAM sans la contrainte de support objet (en rose), l’image restaure´e par SGPAM avec la
contrainte de support objet (en bleu ciel). (b), (c), et (d) Profils d’intensite´ le long de l’axe
(OZ) des vraies PSFs (en bleu), des PSFs de l’initialisation (en rouge), des PSFs estime´es
par SGPAM sans la contrainte de support objet (en rose), et des PSFs estime´es par SGPAM
avec la contrainte de support objet (en bleu ciel).
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3.5.2 Estimation parame´trique avec contrainte de support sur l’objet
Nous reprenons ici la me´thode d’estimation par des PSFs gaussiennes, pre´sente´e dans
la section 3.4. Nous estimons conjointement l’objet et les parame`tres des gaussiennes en
introduisant la contrainte de support objet. Chaque PSF SI est mode´lise´e par une fonction
gaussienne de la forme suivante :
hGθi(x,y,z)=
1
c(σri,σzi,εi,µzi)
[
e
− 12
(
x2+y2
σr i2
+
(z−µzi)2
σzi2
)
+ εi
]
, ∀(x,y,z)∈I ⊂R3, i= 1, ...,M
(3.71)
L’avantage de ce mode`le est que le de´calage axiale des PSFs est explicitement mode´lise´
par le parame`tre µzi . Dans la me´thode pre´ce´dente (section 3.4), ce parame`tre est mis a` ze´ro
(µzi = 0). Nous estimons ici ce parame`tre en imposant des contraintes sur celui-ci. En par-
ticulier, nous pouvons imposer le sens du de´calage qui peut eˆtre de´duit a` partir de l’image
de tomographie diffractive. En effet, cette dernie`re nous ne donne pas la valeur absolue de
l’IR dans le spe´cimen mais nous donne une indication sur la variation de celui-ci. A` partir
de cette variation d’IR, nous pouvons de´duire le sens du de´calage de la PSF. Conside´rons
par exemple un syste`me optique a` deux couches d’IR respectifs n1 et n2. Lorsque n1 ≤ n2,
nous avons d’apre`s la loi de Snell-Descartes (i.e. n1sinθ1 = n2 sinθ2, ou` θ1 et θ2 sont les
angles que font les rayons lumineux dans chacun des milieux, avec l’axe optique (OZ)),
θ1 ≥ θ2. Ceci signifie que le point de focalisation re´el se trouve au dessus du point de
focalisation the´orique (i.e. le point de focalisation dans un syste`me sans sauts d’indices),
cf. figure 1.11. Par conse´quent, le de´calage de la PSF dans le milieu d’indice n2 est plus
grand que le de´calage dans le milieu d’indice n1. Soient hGθ1 la PSF gaussienne dans le
milieu d’indice n1, de´finie par les parame`tres θ1 = (σr1,σz1,ε1,µz1) et hGθ2 la PSF gaus-
sienne dans le milieu d’indice n2, de´finie par les parame`tres θ2 = (σr2,σz2,ε2,µz2). Ainsi,
si n1≤ n2, nous avons µz2≥ µz1, et vice versa. Ce principe est facilement ge´ne´ralisable a` un
syste`me optique a` M couches : nous avons alors pour tout i= 1, ..., M−1, si ni≤ ni+1, alors
µzi≥ µzi+1. Nous proposons d’imposer cette contrainte par parame´trisation en conside´rant :{
µz1 = ξ1
2,
µzi+1 = µzi+ξi+1
2, pour i = 1, ..., M−1 (3.72)
pour ξi ∈ R. L’estimation des PSFs est alors re´alise´e comme pre´ce´demment par un algo-
rithme de recuit simule´ applique´ aux variables θ = {(ωi, ηi, εi, ξi) , i = 1, ..., M} et l’esti-
mation de l’objet est re´alise´ par l’algorithme SGP en imposant la contrainte de support sur
l’objet, ce qui permet de limiter l’intervalle de variation du parame`tre ξi :
– E´tape 1 : Estimation de l’image :
fˆ(k+1) = arg min
sc

f ≥ 0,
‖f‖1 = c,
supp(f)⊂ S
J
(
f, θˆ (k)
)
(3.73)
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– E´tape 2 : Estimation des parame`tres de la PSF :
θˆ (k+1) = arg min
θ∈R2M
J
(
fˆ(k+1), θ
)
(3.74)
3.5.2.1 Tests nume´riques
Nous avons applique´ cette me´thode d’estimation a` l’image simule´e de coquille de bille,
image B (cf. figure 3.17 (b)). Les re´sultats d’estimation de l’image et des trois PSFs sans
et avec la contrainte de support objet sont respectivement pre´sente´s dans les figures 3.17
(c), (g), (k) et (o) et les figures 3.17 (d), (h), (l) et (p). Ces premiers re´sultats montrent une
le´ge`re ame´lioration de l’estimation du de´calage des PSFs et de la position de l’objet avec la
contrainte de support objet. La contrainte de support ne permet qu’ame´liorer l’estimation
de la position de l’objet et du de´calage des PSFs. Une contrainte plus forte est indispensable
afin d’obtenir une estimation plus pre´cise.
Conclusion
Dans ce chapitre, nous avons propose´ deux me´thodes pour la restauration aveugle des
images de microscopie de fluorescence, tout en prenant en compte la variabilite´ du flou en
profondeur par l’utilisation d’une combinaison convexe d’un ensemble de PSFs SI. Dans
ces deux me´thodes, les positions et les fonctions de ponde´ration e´tant fixe´es par l’utilisa-
teur, nous avons conjointement estime´ l’image et l’ensemble des PSFs SI en minimisant
un crite`re de´coulant d’une approche par maximum a posteriori joint. Dans la premie`re
me´thode, nous n’avons conside´re´ aucune parame´trisation des PSFs, celles-ci sont estime´es
en tout point de leur volume afin d’autoriser une grande liberte´ sur la forme des PSFs.
Dans la deuxie`me me´thode, la forme des PSFs est contrainte par une parame´trisation par
une fonction gaussienne, ceci dans le but de minimiser le nombre de parame`tres a` estimer.
Cette mode´lisation gaussienne contraint la forme des PSFs et ne permet de mode´liser que
le lobe central de la PSF abe´rre´e, les rebonds autour de celui-ci ne sont pas mode´lise´s.
Les tests nume´riques sur des images simule´es et re´elles de microscopie confocale que nous
avons pre´sente´s montrent que la premie`re approche est meilleure de point de vue qualite´
de restauration et temps de calcul. En effet, bien que le nombre de parame`tres a` estimer
est re´duit dans la deuxie`me me´thode, la non-convexite´ du crite`re a` optimiser nous ame`ne
a` utiliser un algorithme de recuit simule´ dans une proce´dure ite´rative, ce qui ralentit les
calculs.
Nous avons ensuite introduit une contrainte de support sur le spe´cimen, celle-ci peut
eˆtre obtenue a` partir d’un syste`me de tomographie diffractive couple´ avec la microscopie
de fluorescence confocale. Les premiers tests sur des images simule´es ont montre´s une
le´ge`re ame´lioration de la reconstruction de la position de l’objet par rapport a` la me´thode
d’estimation sans la contrainte de support objet. Il serait inte´ressant de voir le re´sultat d’une
telle approche sur un couple d’images re´elles TDM/CLSM.
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(a) (b)
FIGURE 3.17 – Restauration aveugle avec une PSF parame´tre´e et contrainte de support
objet de l’image B, image simule´e d’un syste`me CLSM d’une coquille de bille : des coupes
axiales (Y, Z) des images 3D sont pre´sente´es : (a) image originale, (b) observation, (c)
restauration avec la me´thode parame´trique sans contrainte de support objet , (d) restauration
avec la me´thode parame´trique avec la contrainte de support objet. (e), (i), et (m) montrent
des coupes axiales des vraies PSFs, (f), (j), et (n) montrent des coupes axiales des PSF
gaussienne de l’initialisation, (g), (k), et (o) montrent des coupes axiales des PSFs estime´es
par la me´thode parame´trique sans contrainte de support objet, (h), (l), et (p) montrent des
coupes axiales des PSFs estime´es par la me´thode parame´trique avec la contrainte de support
objet.
CHAPITRE 4
Conclusion ge´ne´rale et perspectives
4.1 Re´sume´
Cette the`se nous a permis de mettre en oeuvre diverses me´thodes pour la restauration
non-aveugle et aveugle d’image 3D de microscopie de fluorescence pre´sentant un flou va-
riant en profondeur, duˆ aux aberrations optiques.
Tout d’abord, nous avons e´tudie´ l’effet des aberrations optiques sur la PSF et nous
avons montre´ que cette dernie`re est d’autant plus de´forme´e et de´cale´e du plan central que
la variation d’IR et la profondeur du point image´ sont e´leve´es. Nous avons e´tudie´ l’approxi-
mation de la PSF par une fonction gaussienne. Nous avons montre´ que ce mode`le gaussien
nous donne une faible erreur d’approximation en correctement mode´lisant le lobe principal
de la PSF.
Comme l’utilisation d’une PSF diffe´rente en tout point de l’image est re´dhibitoire en
temps de calcul, nous avons e´tudie´ les mode`les d’approximation du flou SV et choisi un
mode`le dans lequel la PSF variable en profondeur est repre´sente´e par une combinaison
convexe de quelques PSFs prises a` diffe´rentes profondeurs. Nous en avons e´tudie´ l’erreur
d’approximation. Nous avons ensuite inverse´ ce mode`le en utilisant deux me´thodes rapides
d’optimisation de crite`re re´sultant d’une approche de MAP. Dans la premie`re me´thode,
nous avons conside´re´ un crite`re lie´ au bruit poissonien pre´sent dans les images de micro-
scopie confocale. Nous l’avons optimise´ par une me´thode SGP assurant une convergence
relativement rapide vers un optimum du crite`re. Dans la deuxie`me me´thode, nous avons
conside´re´ un crite`re lie´ au bruit gaussien dans les images de microscopie a` champ large.
Nous avons optimise´ ce crite`re sur les diffe´rents re´gions de l’image d’une manie`re paralle`le
en utilisant la me´thode de Fornasier et al [Fornasier 2009a]. Nous avons ensuite compare´
ces me´thodes avec une me´thode de l’e´tat de l’art (EMMA) en termes de temps de calcul
et de qualite´ de restauration. Nous avons montre´ que nos me´thodes sont plus rapides que
la me´thode EMMA et offrent une qualite´ de restauration le´ge`rement supe´rieure que cette
dernie`re.
Nous avons ensuite propose´ deux me´thodes de restauration aveugle ou` l’image et les
PSFs SI sont conjointement estime´es en minimisant un crite`re MAPJ. Dans la premie`re
me´thode, les intensite´s des PSFs SI sont estime´es en chaque voxel de leur support, ce
qui permet de laisser une grande liberte´ sur la forme de celles-ci. Dans la deuxie`me
me´thode, les PSFs sont mode´lise´es par des fonctions gaussiennes. L’estimation des PSFs
se re´duit alors a` l’estimation de leurs parame`tres. Ceci re´duit e´galement l’espace des so-
lutions possibles, et contraint la forme des PSFs. La comparaison de ces deux approches
d’estimation sur des images simule´es et re´elles de microscopie confocale montre que la
136 Chapitre 4. Conclusion ge´ne´rale et perspectives
premie`re approche est meilleure en qualite´ de restauration et en temps de calcul. En effet,
le mode`le gaussien ne permet pas de mode´liser les rebonds autour du lobe principal de la
PSF the´orique. Un me´lange de gaussiennes pourrait ame´liorer la mode´lisation mais aug-
mente le nombre de parame`tres a` estimer. Par ailleurs, les parame`tres des PSFs gaussiennes
sont optimise´s par un algorithme de recuit simule´e a` cause de la non-convexite´ du crite`re
par rapport a` ces parame`tres, ce qui explique la lenteur de cette me´thode par rapport a` la
premie`re.
Nous avons syste´matiquement teste´s ces diffe´rentes me´thodes sur deux images si-
mule´es et deux images re´elles. Pour tirer des conclusions plus de´finitives, il faudrait avoir
a` disposition un plus grand nombre d’images re´elles et de spe´cimens biologiques pour les
tests.
4.2 Perspectives
Diffe´rentes perspectives peuvent e´tendre ce travail de recherche :
4.2.1 Restauration aveugle par extraction de la phase
Le proble`me d’estimation aveugle e´tant sous-de´termine´, il est important d’injecter le
plus d’information possible sur les variables. Les PSFs en particulier proviennent de la
mode´lisation de l’optique en microscopie de fluorescence (cf. cadre 1). Cette mode´lisation
permet d’incorporer des contraintes sur la PSF dans l’espace de Fourier, des contraintes de
phase dont le support est donne´ par l’ouverture nume´rique de l’objectif qui est connue. Il
est alors inte´ressant d’imposer ces contraintes sur les PSFs dans la me´thode d’estimation.
Nous proposons ici de reprendre l’algorithme non-parame´trique pre´sente´ dans la sec-
tion 3.3, et d’y ajouter une e´tape d’estimation de la phase par un algorithme de Gerchberg-
Saxton (GS) [Fienup 1982, Hanser 2003] permettant l’introduction de la contrainte de
support sur la phase. Nous pre´sentons des premiers re´sultats sur une image simule´e
de microscopie confocale montrant l’inte´reˆt de la prise en compte de cette contrainte
supple´mentaire.
Pour ce faire, nous rappelons tout d’abord les contraintes donne´es par la mode´lisation
du syste`me optique. Nous de´crivons ensuite l’algorithme que nous proposons pour l’in-
jection de ces contraintes. Nous pre´sentons des premiers re´sultats sur une image simule´e.
Nous proposons enfin des perspectives permettant d’ame´liorer cette me´thode.
4.2.1.1 Contrainte de phase sur la PSF
Nous conside´rons un syste`me de microscopie confocale ou` chaque PSF SI hi, i =
1, ...,M prise a` une profondeur donne´e, est mode´lise´e par [Egner 2006] :
hi (x, y,z) = |hiA (x, y,z) |4
De plus, nous avons :
hiA (x, y,z) = T F
−1
2D
(
Pi (kx, ky,z)
)
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ou` Pi (kx, ky,z) ∈ C est la fonction pupille 2D pour chaque coupe en Z, et kx,ky sont les
coordonne´es fre´quentielles 2D. Cette fonction peut eˆtre de´compose´e en deux termes :
Pi (kx, ky, z) = Pia (kx, ky) Pd (kx, ky,z)
ou` Pd (kx, ky,z) = exp
(
2 jpiz
√
(niλ )
2− (kx+ ky)2
)
mode´lise la de´focalisation de l’optique
et est connu (donne´ la longueur d’onde λ , et l’IR ni du milieu d’immersion qui sont sup-
pose´ connus). Le terme Pia (kx, ky) ∈ C lie´ au spe´cimen biologique (donc inconnu), de´crit
les aberrations que subit le front d’onde en traversant des milieux d’indices de re´fraction
diffe´rents. Le support C de ce terme est un disque de rayon donne´ par l’ouverture nume´rique
(NA) du microscope : C = {(kx, ky) ∈ N2;
√
k2x + k2y <
2pi
λ NA}. Cette mode´lisation permet
d’imposer des contraintes supple´mentaires sur les PSF (forme et support).
4.2.1.2 Algorithme d’estimation avec contrainte de phase sur la PSF
Pour prendre en compte ces contraintes de phase, nous ajoutons a` l’algorithme d’es-
timation non-parame´trique propose´ dans la section 3.3 une e´tape d’estimation de la fonc-
tion complexe hiA, et plus particulie`rement du terme P
i
a, les autres termes e´tant fixe´s par
le syste`me d’acquisition. Pour estimer le terme Pia a` partir des h
i (fonctions re´elles), nous
utilisons l’algorithme de Gerchberg-Saxton (GS) qui a e´te´ pre´ce´demment applique´ avec
succe`s dans [Hanser 2003] en microscopie de fluorescence a` champ large. L’estimation
est obtenue en alternant des contraintes dans les domaines spatial (module de hAi donne´
par hi) et fre´quentiel (structure de hiA donne´e et support de P
i
a donne´ par C). L’algorithme
d’estimation global est alors le suivant, k e´tant le compteur d’ite´ration :
1. Estimation de l’objet par l’algorithme SGP [Bonettini 2009] :
fˆ(k+1) = argmin‖f‖1 = cf( j)≥ 0, j ∈I d
J
(
f, hˆ1
(k)
, ..., hˆM
(k)
)
2. Estimation des PSFs : pour chaque i = 1, ..., M, ite´rer les e´tapes suivantes :
(a) Estimation de la PSF en intensite´ par l’algorithme SGP [Bonettini 2009] :
hˆi
(k+1)
= argmin
‖hi‖1 = 1
hi( j)≥ 0, j ∈I d
supp(hi)⊂ B
J
(
fˆ(k+1), hˆ1
(k)
, hi, ..., hˆM
(k)
)
(b) Estimation du terme d’aberration Pia (kx, ky) a` partir de la PSF h
i par l’algo-
rithme GS [Hanser 2003] ci-dessous.
(c) Calcul de la PSF hi a` partir du terme d’aberration :
hi(x,y,z) = |T F−12D
(
Pd (kx, ky,z)Pia (kx, ky)
) |4
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L’algorithme GS [Hanser 2003] permet l’estimation de Pia en alternant des contraintes
dans les domaines spatial (module de hAi donne´ par hi) et fre´quentiel (support de Pia donne´
par C) comme suit :
1. Calculer pour chaque coupe en z la PSF cohe´rente par l’e´quation suivante :
hA
i(k+1) (x, y,z) = T F−12D
(
Pd (kx, ky,z) .Pai
(k)
(kx, ky)
)
2. Remplacer le module de hAi
(k+1)
par
4
√
hˆi
(k+1)
3. Calculer pour chaque coupe z le terme :
Paiz
(k+1)
(kx, ky) = T F2D
(
hA
i(k+1) (x, y,z) .
)
Pd−1 (kx, ky,z)
ensuite calculer Pai
(k+1) comme e´tant la moyenne de ces termes calcule´es pour les
diffe´rentes z.
4. Projeter Pai
(k+1) sur l’ensemble des fonctions de support inclus dans C = {(kx, ky) ∈
N2;
√
k2x + k2y <
2pi
λ NA}.
4.2.1.3 Tests nume´riques
Nous avons applique´ l’algorithme ci-dessus a` l’image simule´e de coquille de bille
conside´re´e pre´ce´demment (cf. la figure 4.1), les parame`tres de re´gularisation e´tant fixe´s
comme suit : α = 10−3,β 1 = 4.104,β 1 = 5.105,β 1 = 5.105. Les PSFs et l’image estime´es
sont respectivement pre´sente´es dans les figures 4.1 (c), (g), (k) et (o). La comparaison
de ces re´sultats avec ceux obtenus sans la contrainte de phase (cf. figures 3.15 (c), (g),
(k) et (o)) et la comparaison avec les vraies image et PSFs (cf. figures 4.1 (a), (e), (i), et
(m)) montrent l’avantage de l’approche propose´e. La me´thode GS permet de contraindre
la forme de la PSF qui est proche de la vraie PSF : les oscillations autour du lobe principal
des PSFs sont mieux mode´lise´es. Ceci est graˆce a` la contrainte de support dans Fourier qui
revient a` convoluer la PSF dans le domaine spatial par un sinc. Nous pre´sentons aussi dans
les figures 4.1 (d), (h), (l) et (p), les re´sultats de restauration en ajoutant la contrainte de
support objet a` cette me´thode. Ceux-ci montrent une le´ge`re ame´lioration de l’estimation du
de´calage des PSFs.
Cependant, l’estimation par l’algorithme propose´ pre´sentent certaines limites. La pro-
jection dans le domaine fre´quentiel, effectue´e se´pare´ment de l’algorithme d’optimisation
par SGP, peut augmenter la fonctionnelle d’e´nergie apre`s son optimisation par rapport a`
la PSF et a` l’image, ce qui de´stabilise l’algorithme d’optimisation global. Ceci peut eˆtre
e´vite´ en incorporant les contraintes de phase dans l’algorithme d’optimisation par SGP, ce
qui permet d’effectuer un descente de la fonctionnelle tout en ve´rifiant les contraintes que
nous souhaitons imposer sur les PSFs. Une autre manie`re pour injecter ces contraintes sur
la PSF est de reparame´trer la fonctionnelle a` optimiser en injectant la contrainte de sup-
port fre´quentielle par l’utilisation d’une fonction indicatrice. Le crite`re peut eˆtre ensuite
optimise´ par rapport a` la phase d’aberration et l’objet conjointement.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
FIGURE 4.1 – Restauration aveugle de l’image B avec contrainte de phase sur la PSF :
des coupes axiales (Y, Z) des images 3D sont pre´sente´es : (a) image originale, (b) observa-
tion, (c) restauration avec contrainte de phase sur la PSF, (d) restauration avec contrainte
de phase sur la PSF et contrainte de support sur l’objet. (e), (i), et (m) montrent des coupes
axiales des vraies PSFs, (f), (j), et (n) montrent des coupes axiales des PSF de l’initialisa-
tion, (g), (k), et (o) montrent des coupes axiales des PSFs estime´es avec contrainte de phase
sur la PSF, (h), (l), et (p) montrent des coupes axiales des PSFs estime´es avec contrainte de
phase sur la PSF et contrainte de support sur l’objet.
4.2.2 Estimation des hyperparame`tres
Les me´thodes d’estimation aveugle que nous avons propose´es de´pendent des pa-
rame`tres de re´gularisation α, β i, i = 1, ..., M. Nous avons propose´ de les ajuster par
la maximisation d’une mesure de qualite´ sans re´fe´rence Q qui se fait par exploration
syste´matique des valeurs possibles pre´de´finies. Cette me´thode ne´cessite l’exploration d’un
grand ensemble de valeurs de α, β i possibles pour la maximisation de la mesure Q. Ceci
est tre`s couˆteux en temps de calcul car pour chaque jeu de parame`tres possible, il faut faire
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tourner l’algorithme d’estimation aveugle. Il pourrait eˆtre inte´ressant de de´velopper une
me´thode plus rapide pour l’estimation des parame`tres de re´gularisation. Dans le paragraphe
2.2.3, nous avons discute´ quelques unes de ces me´thodes qui ont e´te´ propose´es pour l’esti-
mation d’un seul parame`tre de re´gularisation. Parmi ces me´thodes, les me´thodes stochas-
tiques nous semblent les plus adapte´es a` notre proble`me d’estimation d’un grand nombre
de parame`tres. Par exemple, nous pouvons appliquer la me´thode de maximum de vraisem-
blance propose´e dans [Chaux 2012] ou encore la me´thode propose´e dans [Orieux 2009]
pour des crite`res comportant des normes l1 et l2. L’extension de ces me´thodes a` la sta-
tistique de bruit de Poisson est possible en effectuant une approximation quadratique du
terme d’attache aux donne´es poissonien [Bardsley 2009].
4.2.3 Estimation de la position de l’objet et utilisation de la tomographie dif-
fractive
Afin d’ame´liorer l’estimation de la position de l’objet (et aussi du de´calage des PSFs),
nous avons introduit une contrainte de support objet qui peut eˆtre obtenue a` partir de
l’image de tomographie diffractive. Une autre approche possible est de chercher la trans-
formation qui existe entre l’image de tomographie diffractive et l’image de microsco-
pie de fluorescence, par exemple par l’utilisation d’un algorithme de recalage d’image
[Zitova 2003]. Ce recalage peut eˆtre effectue´ apre`s la restauration ou au meˆme temps que
la restauration en de´finissant un terme d’attache aux donne´es de la forme suivante :
J(f, ¨˜H) = ∑
i∈I d
¨˜
H(Tf)(i)+bg−g(i). log
( ¨˜
Hθ (Tf)(i)+bg
)
(4.1)
ou` T est la transformation entre l’image de tomographie diffractive et l’image de fluores-
cence.
4.2.4 Algorithmes rapides d’optimisation
Dans le second chapitre de ce manuscrit, nous avons pre´sente´ une me´thode rapide
fonde´e sur une technique de de´composition de domaine [Fornasier 2009a] pour l’optimisa-
tion d’un crite`re dans lequel le terme d’attache aux donne´es est quadratique. E´tant donne´ sa
rapidite´ de calcul, il pourrait eˆtre inte´ressant d’e´tudier l’extension de cette me´thode au bruit
poissonien pre´sent dans les images de microscopie confocale. Ceci pourrait eˆtre re´alisable
par l’utilisation d’une approximation quadratique du terme d’attache aux donne´es poisso-
nien [Bardsley 2009].
4.2.5 Extension a` d’autres applications
Dans ce travail, nous avons conside´re´ uniquement une variation du flou en profondeur
(i.e. suivant l’axe (OZ)), ce qui correspond a` une distribution d’IRs en couches. Ne´anmoins,
tous nos algorithmes sont facilement extensibles a` des images avec une variation du flou
dans n’importe quelle autre direction et peuvent eˆtre facilement adapte´s a` des spe´cimens
he´te´roge`nes ou` le flou n’est pas uniquement variable en profondeur. En effet, nos algo-
rithmes sont programme´s pour des images 2D et 3D afin de prendre en compte n’importe
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quelle direction de variation de flou choisie par l’utilisateur. Il suffit de choisir des fonctions
de ponde´ration ade´quates a` la variation du flou conside´re´e. Nous avons de´ja` applique´ nos
algorithmes sur des images 2D de came´ra affecte´es par les aberrations sphe´riques dans les-
quelles le flou varie en couronne a` cause de la forme sphe´rique des lentilles, les fonctions de
ponde´ration choisies sont alors variables de fac¸on circulaire du centre aux bords de l’image.
Il pourrait eˆtre inte´ressant d’appliquer nos algorithmes sur d’autres types d’images, par
exemples des images astrophysiques.

ANNEXE A
Calcul du gradient
Nous donnons ici l’expression du gradient des termes re´gularisation ainsi qu’une
de´composition de cette expression en deux termes positifs utilise´s dans l’algorithme SGP.
Les termes de re´gularisation conside´re´s dans cette the`se sont de la forme suivante pour des
images discre`te 3D X ∈ Rnx×Rny×Rnz :
JR(X) = ∑
(x,y,z)
φ
(
D2 (x, y, z)
)
(A.1)
ou` D2 (x, y, z) = 12 |(∇X)(x, y, z)|2 et le gradient (∇X)(x, y, z) est exprime´ comme suit :
(∇X)(x, y, z) =
X (x+1, y, z)−X (x, y, z)X (x, y+1, z)−X (x, y, z)
X (x, y, z+1)−X (x, y, z)
 (A.2)
avec X (n+1, y, z) = X (1, y, z), X (x, n+1,y, ) = X (x, 1, z), et X (x, y, n+1) =
X (x, y, n+1).
D2 (x, y, z) s’e´crit alors comme suit :
D2 (x, y, z) =
1
2
[(X (x+1, y, z)−X (x, y, z))2+(X (x, y+1, z)−X (x, y, z))2
+(X (x, y+1, z+1)−X (x, y, z))2] (A.3)
La fonction φ(t) est choisi comme suit :
φ(t) =
{
2
√
t+ ε2, ∀t ≥ 0, ε > 0, pour une variation totale
t, ∀t ≥ 0, pour une re´gularisation de Tikhonov (A.4)
Le parame`tre ε est un scalaire de tre`s faible valeur afin d’e´viter les points de singularite´
dans la de´rive´e du terme de variation totale (par exemple, dans nos tests, nous conside´rons
ε = 10−8 comme sugge´re´ dans [Vogel 2002, Zanella 2009]).
Uniquement les termes D2 (x, y, z), D2 (x−1, y, z), D2 (x, y−1, z), et D2 (x, y, z−1)
de´pendent de X (x, y, z). Le gradient de la re´gularisation (A.1) par rapport a` X (x, y, z)
s’e´crit alors comme suit :
∇(x,y,z)JR(X) = φ ′
(
D2 (x, y, z)
)
(3X (x, y, z)−X (x+1, y, z)
−X (x, y+1, z)−X (x, y, z+1))
+φ ′
(
D2 (x−1, y, z))(X (x, y, z)−X (x−1, y, z))
+φ ′
(
D2 (x, y−1, z))(X (x, y, z)− (x, y−1, z))
+φ ′
(
D2 (x, y, z−1))(X (x, y, z)−X (x, y, z−1)) (A.5)
144 Annexe A. Calcul du gradient
avec φ ′(t) la de´rive´e φ(t). Une de´composition possible du gradient de ∇(x,y,z)JR(X) en
deux termes positifs est la suivante :
∇(x, y, z)JR(X) =−UR(X)+V R(X) (A.6)
avec
UR(X) = φ ′
(
D2 (x, y, z)
)
(X (x+1, y, z)
+X (x, y+1, z)+X (x, y+1, z+1))
+φ ′
(
D2 (x−1, y, z))X (x−1, y, z)
+φ ′
(
D2 (x, y−1, z))X (x, y−1, z)
+φ ′
(
D2 (x, y, z−1))X (x, y, z−1) (A.7)
V R(X) = X (x, y, z) [3φ ′
(
D2 (x, y, z)
)
+φ ′
(
D2 (x−1, y, z))
+φ ′
(
D2 (x, y−1, z))+φ ′ (D2 (x, y, z−1))] (A.8)
ANNEXE B
Mesures de qualite´
Diffe´rentes me´triques ont e´te´ propose´es dans la litte´rature afin d’e´valuer la qualite´
d’une image. Leur utilisation de´pend de l’application et du type de de´gradation auquel
on est inte´resse´. Nous pre´sentons ici les mesures de qualite´ que nous utilisons dans cette
the`se afin d’e´valuer nos re´sultats de restauration en termes de flou et de bruit. Celles-ci sont
divise´es en deux classes :
– mesures de qualite´ avec re´fe´rence,
– mesures de qualite´ sans re´fe´rence.
B.1 Mesures de qualite´ avec re´fe´rence
Ce type de me´trique permet de comparer une image estime´e fˆ a` une image de re´fe´rence
f dont on dispose. Cette dernie`re correspond souvent a` l’image originale avant de´gradation
lorsque l’on travaille en simulation. Parmi les me´triques les plus couramment utilise´es sont
celles qui mesurent simplement la distance entre les pixels des images deux a` deux comme
par exemple l’erreur quadratique moyenne (MSE) ou le rapport signal sur bruit (SNR). Les
mesures les plus e´labore´es sont celles qui prennent en compte le syste`me visuel humain
comme par exemple l’indice de similarite´ structurelle (SSIM). Nous donnons ici quelques
unes de ces mesures.
B.1.1 Erreur quadratique moyenne (MSE)
L’erreur quadratique moyenne ou ”Mean Square Error” (MSE) en anglais entre les
images f et fˆ est de´finie comme suit :
MSE
(
f, fˆ
)
=
∥∥fˆ− f∥∥22
=
1
|I d | ∑
j∈I d
(
fˆ( j)− f( j))2 (B.1)
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B.1.2 Erreur quadratique moyenne normalise´e (NMSE)
Il est parfois utile d’avoir une valeur normalise´e de l’erreur quadratique moyenne. Cette
mesure que l’on note par NMSE pour ”Normalized MSE” est exprime´e comme suit :
NMSE
(
f, fˆ
)
=
∥∥fˆ− f∥∥22
‖f‖22
=
∑
j∈I d
(
fˆ( j)− f( j))2
∑
j∈I d
(f( j))2
(B.2)
B.1.3 Rapport signal sur bruit (SNR)
Le rapport signal sur bruit est un indicateur de qualite´ tre`s utilise´ en traitement d’image
pour e´valuer le bruit apporte´ a` une image propre. L’abre´viation SNR du terme anglais
”signal-to-noise ratio” est tre`s courante. Il s’agit du rapport entre la puissance de l’image
originale f et la puissance du bruit
(
fˆ− f). Il s’exprime ge´ne´ralement en de´cibel (dB)
comme suit :
SNR
(
f, fˆ
)
=
{
10 log10
(
‖f‖22∥∥fˆ− f∥∥22
)}
(dB). (B.3)
Plus ce rapport est e´leve´, plus l’image est de bonne qualite´.
B.1.4 Rapport signal sur bruit maximal (PSNR)
Le rapport SNR maximale ou PSNR pour ”Peak SNR” en anglais est de´fini comme
suit :
PSNR
(
f, fˆ
)
=
{
10 log10
(
R2∥∥fˆ− f∥∥22
)}
(dB). (B.4)
avec R la valeur maximale des intensite´s des pixels de l’image (par exemple 255 pour une
image code´e sur 8 bits). Plus la qualite´ de l’image est me´diocre, plus la valeur du MSE est
grande, plus le PSNR est faible. Les valeurs typiques de PSNR pour des images de bonne
qualite´ varient entre 30 et 40dB.
B.1.5 Indice de similarite´ structurelle (SSIM)
Plutoˆt que calculer la diffe´rence d’intensite´s entre les pixels deux a` deux, il est
pre´fe´rable de mesurer la similarite´ entre deux images en comparant leurs structures, lumi-
nances et contrastes. En effet, le syste`me visuel humain est plus sensible aux changements
dans la structure globale de l’image, qu’a` des changements dans les intensite´s des pixels
deux a` deux. L’indice de similarite´ structurelle ou ”Structural SIMilarity index” (SSIM)
B.2. Mesures de qualite´ sans re´fe´rence 147
[Wang 2004] est le produit de trois fonctions S
(
f, fˆ
)
, L
(
f, fˆ
)
, et C
(
f, fˆ
)
comparant respec-
tivement la structure, la luminance et le contraste des images f et fˆ :
SSIM
(
f, fˆ
)
= S
(
f, fˆ
)α
L
(
f, fˆ
)β
C
(
f, fˆ
)γ
(B.5)
α , β , et γ sont des parame`tres utilise´s pour ajuster l’importance de chacune des compo-
santes par rapport aux autres. En choisissant α = β = γ = 1, l’expression du SSIM est
donne´e par l’e´quation suivante :
SSIM
(
f, fˆ
)
=
(
2µfˆµf + c1
)(
2σfˆ f + c2
)(
µfˆ2µf2+ c1
)(
σfˆ2σf2+ c2
) (B.6)
µf and µfˆ sont respectivement les moyennes des valeurs des pixels de f et fˆ, σf
2 et σfˆ
2 sont
leurs variances et σfˆ f est la matrice de covariance de f et fˆ. c1 et c2 sont deux constantes
pour stabiliser la division quand le de´nominateur est a` tre`s faible valeur. Celles-ci sont
souvent choisies comme suit : c1 = (k1 R)
2, c2 = (k2 R)
2, avec R la valeur maximale des
intensite´s des pixels, et k1 et k2 deux constantes qui sont choisies comme suit : k1 = 0.01,
k2 = 0.03.
Plus la valeur du SSIM est proche de 1, plus les images f et fˆ sont similaires.
B.2 Mesures de qualite´ sans re´fe´rence
Lorsque la vraie image originale est indisponible ou lorsque l’image originale et
l’image restaure´e ne sont pas recale´es, il est indispensable d’utiliser une mesure de qua-
lite´ sans re´fe´rence afin d’e´valuer nos re´sultats de restauration. Pour ce faire, nous pro-
posons d’e´tendre la mesure re´cemment propose´e dans [Zhu 2010] a` nos donne´es tridi-
mensionnelles. Cette mesure que l’on note par Q re´agit bien a` la pre´sence de bruit et de
flou dans l’image. Sa valeur de´croıˆt lorsque la variance de bruit et/ou le flou augmente.
Un avantage important de cette mesure est qu’elle prend en compte la non-homoge´ne´ite´
des de´gradations dans l’image. En effet, l’image f est de´compose´e en N re´gions I di , i =
1, ..., N, et dans chaque re´gion une mesure locale Qi est calcule´e a` partir de l’orientation
dominante dans cette re´gion. Notons par G la matrice gradient de cette sous-image :
G =

...
...
...
fx( j) fy( j) fz( j)
...
...
...
 (B.7)
avec
(
fx( j) fy( j) fz( j)
)T
est le vecteur gradient au pixel j. Comme illustre´ dans
[Zhu 2010], il est possible de de´terminer a` partir de cette matrice G l’orientation domi-
nante dans cette sous-images en effectuant une de´composition en valeurs singulie`res de
G :
G = USV = U
s1 0 00 s2 0
0 0 s3
(v1 v2 v3)T (B.8)
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ou` s1, s2, et s3 sont les valeurs singulie`res de G ordonne´es par ordre de´croissant, et U et
V sont deux matrices orthonormales. Le vecteur colonne v1 repre´sente l’orientation do-
minante dans la re´gion traite´e, le deuxie`me et le troisie`me vecteurs sont orthogonales a`
celui-ci, de´crivant ainsi l’orientation dominante des bords. Les valeurs singulie`res s1, s2, et
s3 repre´sentent les e´nergies suivant chacune des directions v1, v2, et v3 respectivement. Ces
valeurs donnent une indication sur le niveau de flou et de bruit dans la re´gion conside´re´e.
La premie`re valeur singulie`re s1 est en particulier directement lie´e a` la nettete´ dans la
re´gion traite´e. Plus la sous-image est flou, plus l’e´nergie de l’orientation dominante s1 est
faible [Zhu 2010]. Afin de prendre en compte le bruit, les auteurs de [Zhu 2010] ont de´fini
un crite`re appele´ cohe´rence qui permet d’approcher l’inverse de la variance du bruit. Ce
crite`re s’e´tend facilement a` des images tridimensionnelles comme suit :
C =
s1− s3
s1+ s3
(B.9)
Ainsi plus le bruit est important, plus la cohe´rence C est faible. Ainsi, d’une manie`re ana-
logue a` l’expression de la mesure Q pour des images bidimensionnelles [Zhu 2010], nous
donnons l’expression suivante pour des images tridimensionnelles :
Q = s1
s1− s3
s1+ s3
(B.10)
Pour les re´gions isotropes, il n’existe pas de direction dominante (s1 ≈ s2 ≈ s3 ≈ 0). Le
mesure Q ne donne pas, dans ce cas, une bonne indication sur le niveau de de´gradation
(il est montre´ dans [Zhu 2010] que la cohe´rence ne jouent plus le roˆle de l’inverse de la
variance du bruit pour les re´gions isotropes). Il est alors important de ne pas prendre en
compte ces re´gions isotropes. Ces re´gions sont e´vite´es par un test base´ sur la valeur de la
cohe´rence C qui permet de de´cider si la re´gion en question peut eˆtre conside´re´e comme
isotrope ou pas. Lorsque la valeur de la cohe´rence C est infe´rieure a` un seuil fixe´ τ (calcule´
a` partir de la densite´ de probabilite´ de R [Zhu 2010]), la re´gion est suppose´e isotrope.
Ainsi, uniquement M < N re´gions anisotropes sont utilise´es pour calculer la mesure Q sur
la totalite´ de l’image :
Q =
1
M
M
∑
i=1
Qi (B.11)
ou` Qi est calcule´e sur une re´gion I di par la formule (B.10).
Nous montrons dans ce qui suit quelques tests nume´riques qui prouvent la sensibilite´
de la mesure ainsi de´finie au flou 3D, a` la variabilite´ du flou 3D en profondeur et au bruit
de poisson.
B.2.1 Sensibilite´ de Q au flou 3D
Conside´rons l’image originale de trois billes dont une coupe axiale est pre´sente´e dans
la figure 3.1 (a). Afin de ve´rifier la sensibilite´ de la mesure Q au flou 3D, nous calculons
sa valeur pour diffe´rent niveaux de flou obtenu en convoluant l’image par une PSF SI cal-
cule´e par le mode`le the´orique associe´ a` un microscope confocal. Nous augmentons le flou
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en diminuant l’ouverture nume´rique (NA) de l’objectif. Le microscope est suppose´ sans
aberration (la variation d’IRs entre les diffe´rentes couches du syste`me est nulle et la pro-
fondeur du point image´ e´tant mise a` ze´ro). Les autres parame`tres du syste`me sont fixe´s
comme suit : les longueurs d’onde d’excitation et d’e´mission sont respectivement 560nm
et 600nm, les pas d’e´chantillonnage radial et axial sont respectivement fixe´s a` 50nm et
145nm, le diame`tre du ste´nope´ du microscope confocal est 1AU . Les valeurs de Q enre-
gistre´es pour les diffe´rentes NA sont donne´es dans la table B.1.
NA 1.4 1.3 1.2 1.1 1 0.9 0.8 0.7
Q 41.286 39.159 36.519 33.187 29.919 26.699 23.531 19.483
TABLE B.1 – Sensibilite´ de la mesure Q au flou 3D.
B.2.2 Sensibilite´ de la mesure Q au flou 3D variable en profondeur
Apre`s avoir ve´rifie´ la sensibilite´ de la mesure Q au flou 3D, nous ve´rifions ici sa sensi-
bilite´ a` la variabilite´ du flou en profondeur. Pour ce faire, nous conside´rons la meˆme image
et les meˆmes parame`tres que le test pre´ce´dent. Nous fixons l’ouverture nume´rique a` 1.4,
et l’IR de la lamelle (e´galement l’IR de milieu d’immersion) a` 1.515, et nous faisons va-
rier l’IR du spe´cimen ns entre 1 et 1.5 afin d’augmenter/diminuer la variabilite´ du flou en
profondeur. Pour chaque valeur de l’indice ns, l’image est de´grade´e par un flou variable
en profondeur comme donne´e par l’e´quation (1.9). Les valeurs donne´es dans la table B.2
montrent bien la sensibilite´ de Q a` la variabilite´ du flou en profondeur.
ns 1.5 1.4 1.3 1.2 1.1 1
Q 39.462 29.245 23.336 20.490 18.889 18.000
TABLE B.2 – Sensibilite´ de la mesure Q a` la variabilite´ de flou 3D.
B.2.3 Sensibilite´ de la mesure Q au bruit de Poisson
Nous testons maintenant la sensibilite´ de Q au bruit de poisson. Nous conside´rons la
meˆme image que pre´ce´demment, dont le flux d’intensite´ total est 17537. Nous augmentons
le bruit en diminuant le flux total de l’image par un facteur α qui varie entre 0.1 et 1. Dans
la table B.3, nous re´sumons les valeurs de Q obtenues.
α 1 0.9 0.8 0.7 0.6 0.5 0.4 .3 0.2 0.1
Q 51.043 45.224 39.800 33.818 28.296 22.967 17.596 12.272 7.528 3.193
TABLE B.3 – Sensibilite´ de la mesure Q au bruit de poisson.
B.2.4 Sensibilite´ de la mesure Q au flou SV et au bruit de Poisson conjointe-
ment
Nous testons ici la sensibilite´ de Q au flou SV et au bruit poissonien conjointement.
Comme l’on a fait pre´ce´demment, nous augmentons le bruit par la diminution du flux de
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l’image par un facteur α et nous augmentons la variabilite´ du flou par l’augmentation de
la variation de l’IR entre le milieu d’immersion et le spe´cimen. Dans la table B.4, nous
pre´sentons les valeurs de Q obtenues. Nous pre´cisons que dans cette table le sens d’aug-
mentation du flou variable en profondeur est du haut vers le bas et le sens d’augmentation
du bruit est du gauche vers la droite. La mesure Q de´croıˆt de gauche a` droite et de haut en
bas.
ns/α 1 0.9 0.8 0.7 0.6 0.5 0.4 .3 0.2 0.1
1.5 26.142 22.964 19.894 17.049 13.801 10.927 8.114 5.701 3.245 0.962
1.4 15.973 13.853 11.865 9.980 8.053 6.377 4.652 2.807 1.218 0.195
1.3 10.560 9.046 7.791 6.558 5.250 4.094 2.894 1.380 0.556 0.025
1.2 8.049 6.838 5.899 4.628 3.464 2.819 1.713 0.737 0.167 0.008
1.1 6.967 5.962 5.025 4.192 3.282 2.073 1.170 0.439 0.097 0
1 6.255 5.618 4.370 3.435 2.572 1.753 1.130 0.291 0.040 0
TABLE B.4 – Sensibilite´ de la mesure Q a` la variabilite´ du flou 3D et au bruit de poisson
conjointement.
ANNEXE C
Syste`me de tomographie diffractive
La tomographie diffractive est une technique d’imagerie tridimensionnelle qui permet
l’enregistrement de l’onde diffracte´e par l’objet dans le but d’acce´der aux proprie´te´s op-
tiques de celui-ci. A` l’inverse de l’imagerie de fluorescence, cette technique ne ne´cessite
pas l’injection de fluorochrome dans l’e´chantillon, l’image est forme´e a` partir de la lumie`re
diffracte´e par l’objet. Nous pre´sentons ici le principe ge´ne´ral de reconstruction d’image de
tomographie diffractive. Plus de de´tails sur le fonctionnement et la mise en oeuvre de cette
technique d’imagerie se trouvent dans [Simon 2007, Haeberle´ 2010].
C.1 Reconstruction d’image
La reconstruction d’image de tomographie diffractive se fait en deux e´tapes :
– la premie`re e´tape permet l’enregistrement de l’onde diffracte´e par le spe´cimen en
amplitude et en phase par une technique d’holographie,
– la seconde e´tape permet la reconstruction nume´rique de l’image 3D.
Nous expliquons ici ces deux e´tapes de reconstructions.
C.1.1 Enregistrement de l’onde diffracte´e :
E´tant donne´ que les capteurs existants ne sont sensibles qu’a` des intensite´s, l’enre-
gistrement de l’onde diffracte´e par l’objet en amplitude et en phase ne´cessite la mise en
oeuvre d’une technique spe´cifique qui s’appelle holographie [Simon 2007]. Cette tech-
nique ne´cessite l’utilisation d’une onde de re´fe´rence connue (celle-ci correspond souvent
a` l’onde d’illumination) qui interfe`re avec l’onde diffracte´e que l’on souhaite enregistrer.
Notons parwr(u) l’onde de re´fe´rence et parwd(u) l’onde diffracte´e par l’objet (voir figure
C.1). Au niveau du capteur, l’intensite´ enregistre´e correspond a` l’interfe´rence de ces deux
ondes. Cette intensite´ enregistre´e s’appelle hologramme et s’exprime comme suit :
I(u) = |wr(u)+wd(u)|2
(C.1)
Cette mesure seule ne permet pas de remonter a` l’amplitude et la phase de l’onde diffracte´e.
Il faut utiliser la technique d’holographie a` de´calage de phase qui consiste a` acque´rir une
se´rie d’hologrammes en effectuant des sauts de phase successifs de l’onde de re´fe´rence.
Soit par exemple une se´rie de 4 hologrammes note´s par I0, I1, I2 et I3 obtenus par un
de´phasage de pi2 entre deux acquisitions successives. L’onde de re´fe´rencewr e´tant suppose´e
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connue en amplitude et en phase, l’onde diffracte´e wd est calcule´e a` partir de l’e´quation
suivante :
wd(u) =
(I0(u)−I2(u))+(I3(u)−I1(u))
wr
(C.2)
FIGURE C.1 – Technique d’holographie : interfe´rence de l’onde diffracte´e avec l’onde de
re´fe´rence.
C.1.2 Reconstruction nume´rique de l’objet
L’ide´e de la tomographie diffractive est de construire nume´riquement la distribution
d’IRs dans le spe´cimen a` partir de l’onde diffracte´e par l’objet. Ceci est possible par la
re´solution du syste`me d’e´quations de Helmoltz (C.3) que ve´rifient respectivement l’onde
incidente wi et l’onde w re´sultant de l’interfe´rence de l’onde incidente et de l’onde dif-
fracte´e (w =wi+wd) [Simon 2007] :{
∇2w(u)+ k02n2s (u)w(u) = 0
∇2wi(u)+ k02n2iswi(u) = 0
(C.3)
k0 = 2piλ repre´sente le nombre d’onde dans le vide (λ e´tant la longueur d’onde de la lumie`re
dans le vide). ns(u) est une fonction a` valeurs complexes : sa partie re´elle repre´sente la dis-
tribution d’IRs dans l’objet et sa partie imaginaire repre´sente le facteur d’absorption dans
l’objet. nis est aussi un nombre complexe dont les parties re´elle et imaginaire correspondent
respectivement a` l’IR et au facteur d’absorption du milieu dans lequel l’objet est immerge´.
Le syste`me (C.3) est e´quivalent a` l’e´quation suivante :
∇2wd(u)+ k2wd(u) =−k02
(
ns2(u)−nis2
)︸ ︷︷ ︸
s(u)
w(u) (C.4)
Limage enregistre´e par la tomographie diffractive est la solution de l’e´quation ci-dessus et
elle repre´sente la fonction donne´e par l’e´quation suivante :
s(u) = k02
(
ns2(u)−nis2(u)
)
(C.5)
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E´tant donne´ que la valeur de nis est inconnu, la mesure enregistre´e par la tomographie dif-
fractive ne donne qu’une indication sur les valeurs d’IR et de facteur d’absorption dans
l’objet. Les valeurs d’intensite´ de la partie re´elle de l’image TDM ne sont que des valeurs
relatives de la distribution d’IR dans le spe´cimen et ne peuvent eˆtre utilise´es directement
pour le calcul de la PSF the´orique. La valeur absolue de l’IR reste inconnues et son estima-
tion est encore un proble`me ouvert.
La reconstruction nume´rique de l’objet par la tomographie diffractive se fait par la
re´solution de l’e´quation (C.4) dans le domaine de Fourier. Le support de l’objet dans Fou-
rier de´fini la bande passant du syste`me et par la suite son pouvoir de re´solution. En effet,
plus le support fre´quentiel de l’objet est e´tendu, plus la re´solution de l’image est meilleure.
Les fre´quences de l’objet sont donne´es par le vecteur de l’onde objet ks. Celui-ci est
lie´ aux vecteurs de l’onde incidente ki et de l’onde diffracte´e kd par la relation suivante
[Simon 2007] :
ks = kd−ki (C.6)
Cette relation implique que les composantes du vecteur d’onde objet de´crivent la meˆme
forme que celle de´crite par les composantes du vecteur d’onde de diffraction, pour une
incidence donne´e. Par ailleurs, les vecteurs d’ondes kd et ki ve´rifient la condition suivante,
dite condition d’e´lasticite´ [Simon 2007] :
|kd|= |ki| (C.7)
D’apre`s cette relation, le vecteur kd de´crit une sphe`re de rayon |ki|, appele´e sphe`re d’Ewald
(voir figure C.2 (a)). Suivant la position du plan de projection, il est possible d’enregistrer
soit la partie transmise, soit la partie re´fle´chie de l’onde diffracte´e. Par conse´quent, le vec-
teur de l’onde diffracte´e ne de´crit pas une sphe`re comple`te mais a` une demi-sphe`re dont les
dimensions sont limite´es par l’ouverture nume´rique de l’objectif du syste`me optique (voir
figure C.2 (b) et (c)). Les composantes du vecteur de l’onde diffracte´e se trouvent sur une
calotte de sphe`re donne´e par l’ouverture nume´rique du syste`me.
L’e´quation (C.6) implique que le vecteur objet ks de´crit aussi une calotte de sphe`re,
obtenue par une translation de −ki de la colotte de sphe`re de´crite par le vecteur de dif-
fraction. Le support des fre´quences objet est alors une calotte de sphe`re de rayon |kd|.
Dans le but d’ame´liorer la re´solution du syste`me, une technique de balayage angulaire de
l’illumination est utilise´e afin d’e´largir le support fre´quentiel de l’objet. Pour chaque direc-
tion du vecteur d’illumination ki, la calotte de sphe`re supportant les fre´quences de l’objet
aura une nouvelle position, comme illustre´ dans la figure C.3. La collection de ces calottes
de sphe`res pour une variation de l’angle d’incidence entre −pi2 et +pi2 forme un tore plein
(une coupe axiale de cette forme est pre´sente´e dans la figure C.3 (droite)). Avec cette tech-
nique, uniquement les fre´quences radiales sont bien e´largies, les fre´quences axiales restent
limite´es (on obtient ce que l’on appelle le coˆne manquant). Nous discutons ceci dans le pa-
ragraphe C.2 ou` nous comparons les re´solutions des microscopes de fluorescence confocal
et de tomographie diffractive.
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(a) Sphe`re d’Ewald (b) Partie transmise(c) Partie transmise limite´e de l’ouverture nume´rique
FIGURE C.2 – Le vecteur de l’onde diffracte´e de´crit une calotte de sphe`re dans la taille est
limite´e par l’ouverture nume´rique du syste`me optique.
FIGURE C.3 – La variation de l’angle d’illumination entre −pi2 et +pi2 permet l’enregistre-
ment d’un ensemble de calottes de sphe`res dans Fourier (gauche), celles-ci remplissent le
volume d’un tore qui correspond au support fre´quentiel de l’objet. Une coupe axiale de la
forme obtenue est pre´sente´e a` droite.
C.2 Limites de l’imagerie TDM
Une des principales limites de l’imagerie TDM est la re´solution axiale qui est li-
mite´e par le coˆne manquant. Les re´solutions radiale RT DMXY est axiale R
T DM
Z peuvent eˆtre
de´termine´es a` partir de la mesure de dimension du support fre´quentiel de l’objet. Celles-ci
s’expriment comme suit [Simon 2007] :
RT DMXY =
λ
4NA
RT DMZ =
λ
2
(
1−
√
1−
(
NA
ni
)2) (C.8)
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La re´solution radiale du microscope TDM est environ deux fois meilleure que celle du
microscope CLSM, tandis que la re´solution axiale du microscope TDM est beaucoup moins
bonne que celle du microscope CLSM.
La figure C.4 pre´sente des coupes radiales et axiales d’un couple d’images CLSM/TDM
d’un grain de pollen de perce-neige. Pour ces acquisitions, le laser utilise´ est le He´lium-
Ne´on (de longueur d’onde d’environ 633nm). L’objectif 100X , commun au deux syste`mes
d’imagerie CLSM/TDM, a une ouverture nume´rique de 1,4, le milieu d’immersion e´tant
l’huile. Les pas d’e´chantillonnage radial et axial sont respectivement 93nm et 93nm pour
l’acquisition en fluorescence et 50nm et 50nm pour l’acquisition en tomographie diffrac-
tive. Ces figures montrent la perte d’information axiale dans les images TDM a` cause de la
faible re´solution en Z. En effet, seules les contours verticaux sont re´cupe´re´s, les contours
horizontaux sont perdus a` cause du coˆne manquant caracte´ristique de l’imagerie TDM.
En revanche, dans les images CLSM, les contours horizontaux sont bien restitue´s tandis
que les contours verticaux sont moins restitue´s que dans les images TDM. La figure C.5
pre´sentant le module de la transforme´e de Fourier des donne´es TDM, illustre encore ces
constatations.
L’ame´lioration de la re´solution axiale en imagerie TDM est possible par l’une des deux
me´thodes suivantes :
– l’e´largissement du support fre´quentiel de l’objet en effectuant l’enregistrement a` la
fois en transmission et en re´flexion [Simon 2007]. Cette technique est de´ja` mise en
place a` l’institut de Fresnel.
– la rotation de pi2 de l’objet de fac¸on a` invertir les axes (OX) et (OZ) i.e. l’axe op-
tique ne correspond plus a` (OZ) mais a` (OX). L’information en Z sera alors mieux
restitue´e.
Nous conside´rons dans ce travail que l’une de ces me´thodes est applique´e afin d’obtenir une
meilleure re´solution axiale. Nous verrons dans la section suivante comment nous exploitons
cela pour ame´liorer la restauration de l’image de microscopie de fluorescence confocale.
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(a) (b) (c)
FIGURE C.4 – Coupes radiales (premie`re ligne), et axiales (deuxie`me ligne) des images
CLSM et TDM d’un grain de pollen : (a) montre l’image de microscopie de fluorescence
confocale, (b) et (c) montrent respectivement les parties re´elle et imaginaire de tomographie
diffractive. Les axes (OX) et (OY ) sont inverse´s dans les images CLSM et TDM.
(a) (b)
FIGURE C.5 – Coupes radiale (a) et axiale (b) du module de la transforme´e de Fourier de
l’image de grain de pollen (a` valeurs complexe) obtenue par la tomographie diffractive .
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