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In the propagation of optical pulses through dispersive media, the frequency degree of freedom
acts as an effective decohering environment on the polarization state of the pulse. Here we discuss
the application of open-loop dynamical-decoupling techniques for suppressing such a polarization
decoherence in one-way communication channels. We describe in detail the experimental proof of
principle of the “bang-bang” protection technique recently applied to flying qubits in [Damodaraku-
rup et al., Phys. Rev. Lett. 103, 040502]. Bang-bang operations are implemented through appro-
priately oriented waveplates and dynamical decoupling is shown to be potentially useful to contrast
a generic decoherence acting on polarization qubits propagating in dispersive media like, e.g., optical
fibers.
PACS numbers: 03.67.Pp, 03.65.Yz, 42.25.Ja, 42.50.Ex
I. INTRODUCTION
The interest in the storage and manipulation of quan-
tum systems have led the researchers to design strate-
gies for preserving the coherence of such systems against
the detrimental effects of the environment [1]. In fact,
the uncontrollable degrees of freedom of the environment
can get entangled with the quantum system and rapidly
destroy the relative phase between the components of a
linear superposition state.
Considerable efforts have been devoted to the is-
sue of counteracting decoherence. Notable examples
are quantum error-correction codes (QECC) [2–5] and
decoherence-free subspaces (DFS) [6–8], both based on
the careful encoding of the quantum state to be pro-
tected into a wider, partially redundant, Hilbert space
(see Fig. 1). The drawback of these encoding strategies
is the large amount of extra resources required [3]. Alter-
native approaches which avoid this hindrance have been
developed and may be divided into two main categories:
closed-loop control, also known as quantum feedback [9],
and open-loop control [10–15] (see Fig. 1). In closed-loop
techniques, the system to be protected is subject to ap-
propriate measurements, whose results are then used for
a real-time correction of the system dynamics. On the
contrary, in open-loop controls, the system is subject to
external, suitably tailored, time-dependent pulses which
do not require any measurement. The control operations
are chosen so that any undesired effect of the environ-
ment, such as dissipation, decoherence, heating, can be
eliminated in principle if the controls are applied faster
than the environment correlation time. The physical idea
behind these open-loop schemes comes from refocusing
techniques in NMR spectroscopy [16] where they are typ-
ically implemented via strong and rapid pulses known as
“bang-bang” (BB) controls.
Open-loop decoupling strategies have been suggested
in various physical contexts: to inhibit the decay of an
FIG. 1: (Color online) Strategies for protecting quantum sys-
tem against decoherence: a) quantum error correction codes
and decoherence-free subspaces, both based on state encod-
ing; and a number of ancillary systems and on decoding tech-
niques for retrieving the information; b) closed-loop tech-
niques, based on measurements and consequent real-time cor-
rection of the system dynamics; c) open-loop controls, based
on external, suitably tailored, time-dependent driving chosen
such to eliminate undesired effect of the environment.
unstable atomic state [14, 17], to suppress the magnetic
state decoherence [18] and the heating in ion traps [19],
to contrast the quantum noise due to scattering pro-
cesses [20] and the polarization mode dispersion [21] in
optical fibers. BB control has been first demonstrated
in NMR systems (see e.g. [22]). Then, it has been
proven with nuclear spin qubits in fullerene [23], nuclear-
quadrupole qubits [24] and very recently also with elec-
tron spins in Penning traps [25] and polarization qubits
in a plane-parallel cavity [26] and in a ring cavity [27].
In this paper we discuss the last of the above-
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2mentioned applications [27] and provide an analytical
explanation of the results. Photons interact very weakly
with their environment and encoding quantum informa-
tion in their polarization is a practical and convenient so-
lution for many quantum communication protocols [28].
However, the optical properties of elements like mirrors,
crystals and waveplates always depend upon both po-
larization and frequency, realizing in this way an effec-
tive coupling between the two degrees of freedom of the
photon. The detection of the final polarization state
is then performed by a detector that inevitably has a
nonzero integration time. Hence the measurement traces
out the frequency degree of freedom and if the field is
not monochromatic all the information transferred to the
frequency modes goes lost, inducing on the polarization
qubit a dephasing process analogous to the “transversal”
decay occurring in NMR.
Such a polarization decoherence can be inhibited by
means of BB controls implemented in space, i.e., along
the photon path, rather than in time, by means of suit-
ably oriented waveplates. In Ref. [27] this idea is applied
to the evolution of an optical pulse circling in a triangu-
lar ring cavity. Polarization decoherence occurs because
of the reflection of the pulse on the cavity mirrors, which
depend on both frequency and polarization. After a few
cavity round trips, the initially pure polarization state
becomes highly mixed. On the contrary, after inserting
appropriate waveplates in the cavity realizing an effective
impulsive BB, polarization decoherence is significantly
inhibited.
Previously, a proof-of-principle of the BB impulsive
dynamics was given in [26], by using optical pulses in
a plane-parallel cavity. That experiment clearly demon-
strates that BB can be applied to light pulses traveling
back-and-forth between two points in space, e.g., on a
two-way optical channel [29]. On the other hand, the
present experiment including a ring cavity extends the
applicability of BB to one-way channels, because it elim-
inates the need of a recycling mirror for suppressing de-
coherence, and relies entirely on BB impulsive controls.
The paper is organized as follows. In Sec. II we
present a brief introduction on the dynamical decoupling.
In Sec. III we describe the experimental apparatus of
Ref. [27], i.e., the preparation of the input polarization
state, the triangular ring cavity within which it propa-
gates, and its final detection. We show how polarization
decoherence emerges due to the polarization dispersive
properties of the cavity mirrors. We also introduce the
“compensated” cavity obtained by placing an additional
Z waveplate in the long arm of the cavity; this is needed
if we require that the cavity induces a purely decoher-
ing dynamics on the pulse polarization. In Sec. IV we
discuss a first experiment in which polarization decoher-
ence is inhibited through the simple “Carr-Purcell” de-
coupling scheme [10, 11], which is a particular case of
BB control realized by adding a single wave-plate within
the cavity, suitably oriented. We then consider the more
general Pauli-group decoupling [11], which is realized by
employing two waveplates with orthogonal rotation axes
and we show that polarization decoherence is inhibited
also in this case. Finally we modify our ring cavity setup
in order to implement the most general form of deco-
herence acting on the polarization qubit. Generic qubit
decoherence is realized by placing a Soleil–Babinet (SB)
compensator with axis at 45◦ with respect to the cavity
plane in front of each plane mirror. We show that, in
accordance with theoretical predictions [11], Pauli-group
decoupling is effective in inhibiting decoherence in this
general case too. Sec. V is for concluding remarks.
II. THE “BANG-BANG”–CONTROL IDEA
The open-loop control technique takes advantage of
the finite time of the relaxation process induced by the
environment on the system. Accordingly, one is able to
modify the dynamics by inducing motions on the sys-
tem faster than the shortest time scale accessible by the
environment.
For instance, to improve the resolution in NMR spec-
troscopy, multiple fast pulse sequences are used in order
to reverse the effect of interactions of spins with the en-
vironment [30]. This is obtained through a careful tailor-
ing of the amplitude, phase, and frequency of the time-
dependent terms in the total Hamiltonian. The main
example is the “spin echo” refocussing technique used in
NMR, extensively investigated by E. L. Hahn [31], and
later generalized by Carr and Purcell [32]. In that case,
the main sources of noise are the inhomogeneities in the
magnetic field and the molecular spin-spin interactions,
which cause the total magnetization to dephase in a typ-
ical relaxation time called T2. At the microscopic level,
the dephasing is due to the slightly different Larmor fre-
quency experienced by each spin in the ensemble. In
a reference frame which rotates about the z-axis at the
Larmor frequency, the T2 process can be visualized as the
spreading of the magnetization vector in the transverse
plane. One can then apply suitable RF pulses at the Lar-
mor frequency to flip each spin by an angle of 180◦. This
realizes an effective “time reversal” for the molecules of
the sample and leads, in the ideal case, to the rephasing
of the magnetization vector.
This is analogous to what happens in a standard op-
tical fiber because of the chromatic dispersion. When a
light pulse travels in the fiber, all its components experi-
ence a different local birefringence, so they propagate at
different velocities and the initial packet broadens. When
a second fiber of opposite-sign dispersion is matched with
the first one, a time-reversal of the frequency components
occurs and the chromatic dispersion cancels out.
A general description of an open quantum system dy-
namical decoupling through open-loop control was given
by Viola et. al. in Ref. [33]. Assuming a quantum sys-
tem, S, described by the Hamiltonian HS , plunged in an
environment described by the Hamiltonian HE , the total
3Hamiltonian is given by:
H0 = HS ⊗ IE + IE ⊗HE +HSE , (1)
where HSE represents the coupling between system and
environment. The open-system properties like, e.g., the
decoherence time, can be modified by adding to the sys-
tem Hamiltonian a time-varying cyclic control, Hc(t),
with a period TC such that
Uc(t) = T exp
{
− i
~
∫ t
0
dsHc(s)
}
= Uc(t+ TC) . (2)
In this way the resulting dynamics of the quantum sys-
tem, usually called “stroboscopic dynamics”, is described
by an effective Hamiltonian Heff . If the period TC is
sufficiently shorter than the memory time of the environ-
ment, 1/ωC , the effective Hamiltonian can be represented
by the lowest-order average Hamiltonian [10]:
Heff ∼ H0 = 1
TC
∫ TC
0
dt
[
U †c (t)H0 Uc(t)
]
. (3)
Corrections at higher orders in TC can be systematically
evaluated.
The simplest way of realizing a quantum system dy-
namical decoupling is through the quantum BB control,
which operates by repeatedly applying instantaneous, ar-
bitrarily strong, control pulses (“kicks”) to a qubit, thus
disrupting the environmental interaction. This allows to
convert the average over the cycle into a group-theoreric
average, where a discrete set of unitary control opera-
tions, G = {g0, g1, . . . , g|G|−1}, acting on the quantum
system only, are introduced [13, 33]:
H0 =
1
|G|
∑
gj∈|G|
g†j H0 gj . (4)
Intuitively the BB symmetrizes the evolution with re-
spect to the group G, and the system is perfectly decou-
pled from the environment when the interaction with the
environment is symmetrized to zero.
FIG. 2: Decoupling group control obtained by the sym-
metrization under the group G.
Fig.2 provides a graphical representation of the BB
idea. The quantum system enters from the left side and
repeatedly undergoes the periodic transformations g0–
g|G−1|. After each complete cycle in the group G, the
properties of the quantum system are restored to their
initial value (up to corrections at the second order and
higher in ωCTC). This allows, in principle, to indefinitely
decouple the system from the environment.
At this point it is straightforward to figure out how
the BB control can be adapted to the optical domain. A
light pulse travels in a free-space portion of space or in
an optical fiber and passes through a series of passive op-
tical elements like waveplates or phase-shifters, disposed
at regular intervals along the channel, in analogy to the
schematics of Fig.2. Given the small thickness of the op-
tical elements, the time employed by the light to pass
through them is extremely small and well approximates
the BB condition of instantaneous interaction.
A. Parity-kicks decoupling
In Ref. [12] it is showed how to inhibit decoherence
through the application of shaped time-varying controls
designed to be equivalent to the application of the parity
operator on the system. The decoupling is realized by a
sequence of very frequent “parity kicks” (PK) of duration
τ0 after a free evolution of duration ∆t, U(∆t) = U∆t.
Assuming that the external pulse is so strong that it is
possible to neglect the free evolution during the pulse τ0,
and that the pulse Hamiltonian Hk and the pulse width
τ0 can be chosen to satisfy the PK condition
Uk(τ0) ' e− i~Hkτ0 = P , (5)
the stroboscopic dynamics of the system inhibits deco-
herence whenever the following general conditions hold:
PHSP = HS PHSEP = −HSE . (6)
This means that the system Hamiltonian is parity invari-
ant and the interaction with the external environment an-
ticommutes with the system parity operator. Decoupling
is then obtained through symmetrization with respect to
the group
G = {I,P} , (7)
so that |G| = 2. A harmonic oscillator with linear dissi-
pation
HSE = a
†Γ + aΓ† , (8)
satisfies such conditions, and the BB control is obtained
by shifting the oscillation frequency ω0 of δω during the
time τ0, under the constraint δω τ0 = pi, for which P =
exp{ipia†a}:
U †k(τ0)U∆tUk(τ0) · I U∆t I ' PU∆t PU∆t . (9)
PK control has a strong relationship with the spin-echo
technique, because in both cases the applied pulses real-
ize a time reversal of the unwanted Hamiltonian interac-
tion and cancel its effect.
4B. Carr–Purcell decoupling for H2 system
We consider now a particular system-environment in-
teraction in which the decoherence occurs along a pre-
ferred axis, e.g., along z. In the standard spin-boson
model this is described by the following interaction
Hamiltonian:
HSE = σzBz . (10)
Such an interaction can describe the above-mentioned
pure dephasing process related to T2 in NMR [34], when
the magnetic field is aligned in the z direction, or the
birefringence experienced by a light pulse traveling in a
polarization-maintaining (PM) optical fiber with the fast
axis parallel to the z direction. The “fast” and “slow”
axes are the PM fiber eigenmodes. The pulses linearly
polarized along the fast axis have a group velocity higher
than those polarized along the slow axis. This implies
that a pulse which is not polarized along one of these
directions is split in two separate time bins with orthog-
onal polarizations. Such an effect must not be confused
with the polarization-mode dispersion (PMD) of a single-
mode (SM) optical fiber, which is mainly related to a
non-perfect symmetry of the fiber core.
It is possible to use BB controls to reduce the deco-
herence induced by the interaction Hamiltonian of Eq.10.
Following Ref. [21] a dynamical BB decoupling is realized
by the repetition of only two steps: i) the free evolution of
the system for an interval ∆t represented by the unitary
U∆t; ii) the flip of the qubit around the x-axis through
the operator X. After two repetitions of these basic steps
the system dynamics is driven by the following sequence
of operators:
XU∆tXU∆t = U†∆tU∆t = I , (11)
where the first equality comes from the relation XZX =
−Z and where X = σx, Z = σz. The above sequence
U∆t/X defines a particular case of dynamical decoupling
called “Carr–Purcell decoupling” (CP). When the inter-
action term is like in Eq.(10), i.e., when there is a pre-
ferred basis for decoherence to occur (the “pointer ba-
sis” [1]) then the CP alone is sufficient to decouple the
system from the environment. More generally, the CP
works perfectly when the noise acts along any axis or-
thogonal to the direction of the flip. Intuitively the spin-
flip put forward by the X operation changes the sign of
the interaction Hamiltonian, Eq.(10), which is then sym-
metrized with respect to the group
G = {I,X} . (12)
This averages out the detrimental influence of the envi-
ronment.
It is worthwhile to mention that the CP decoupling
can be easily applied to PM fibers. It suffices to connect
two PM fibers of equal length in a cross configuration,
so that the fast axis of the first fiber is aligned to the
slow axis of the second. The cross-connector executes
an operation analogous to the X-flip just described, thus
removing the difference in the group velocities due to the
fiber birefringence.
C. General decoupling for H2 system
In the spin-boson model the most general interaction
of a qubit with its environment is given by
HSE =
3∑
α=1
σαBα . (13)
Decoherence acts along the axis parallel to the effective
magnetic field Bα, which is however generally unknown.
Therefore the simple CP-sequence is no more effective.
Nonetheless decoupling can still be obtained through
symmetrization with respect to the complete Pauli group
PG:
G = {I,X,Y,Z} , (14)
with (X,Y,Z) = (σx, σy, σz) and |G| = 4 [33, 35]. This
can be implemented using only two spin-flips around
two orthogonal axes, X and Z, because, apart an overall
phase, we can write:
ZU∆t Z · YU∆tY · XU∆tX · I U∆t I
= ZU∆tXU∆t ZU∆tXU∆t . (15)
With PG is possible to decouple the system from the
environment, whatever the direction of the interaction
Hamiltonian, up to the first order in ωCTC [21, 33, 35].
However it is worth to notice that more general decou-
pling schemes are possible which achieve decoupling at
higher orders in ωCTC [36].
FIG. 3: Decoupling BB cycles for: a) parity-kicks (PK); b)
Carr–Purcell (CP); c) Pauli group.
Fig.3 summarizes the open-loop decoupling techniques
described so far, in the BB approximation of instanta-
neous control pulses. The inset (a) and (b) of the figure
contain the schematics of PK and CP decoupling tech-
niques respectively; their use in the optical domain has
already been discussed. The inset (c) represents the most
5general decoupling scheme, the PG. It becomes particu-
larly important when the preferred axis of the system-
environment interaction is unknown, e.g., in an SM opti-
cal fiber. In fact, it is possible to segment an SM fiber into
smaller and smaller portions until a unity of length L0
is reached which features a constant birefringence (along
unknown axes) and so constant dispersive properties. Re-
gardless of the direction of the birefringence, PG decou-
pling can be applied on a length scale comparable to L0
to suppress decoherence on each segment of the SM fiber
and, by consequence, on the fiber as a whole.
D. Decoherence for polarization-qubits
All of the described decoupling scheme, in particular
the PG, are suitable for a straightforward application in
the optical domain. Photons are ideal carriers of quan-
tum information as they allow a fast transfer of infor-
mation while interacting weakly with the surroundings.
However in the practice photons are replaced by light
pulses which are intrinsically non-monochromatic and are
measured by detectors which do not possess an infinite
integration time. Hence, a vast part of the information
committed to the frequency degree of freedom is traced
out by the final measuring process, which is not able to
discriminate each frequency component of the light pulse.
A solution to this problem is to encode information
in the polarization degree of freedom. However, when
the light propagates in a dispersive medium, such as an
optical fiber, the initial information can spread out to
other unwanted degrees of freedom, like frequency, and
again that information will go lost. So in this case the
frequency degree of freedom acts as the environment of
the polarization qubit and induces a dephasing process
on it.
This happens because the dispersive medium couples
the two degrees of freedom with an interaction Hamilto-
nian like the following:
HSE =
3∑
α=1
σαnα(ω) , (16)
where nα(ω) is the frequency-dependent refractive in-
dex of the medium and σα are the generators of the
polarization-qubit evolution. The above Hamiltonian de-
scends from the Fourier transform of the one describing
a light pulse propagating in an inhomogeneous medium,
i.e. with an index of refraction that depends on the
position of the pulse. So it is closely related to the
above-mentioned PMD occurring in SM optical fibers.
The similarity with Eq.(13) is apparent; this means that
PG can be employed to adverse the polarization decoher-
ence due to PMD. In a classical communication scenario
PMD adversely affect the rate of long distance commu-
nications [37, 38]. PMD is also substantial in a fiber-
based quantum communication if one uses a qubit real-
ized in polarization since the unavoidable coupling with
the birefringent environment affect the purity and fidelity
of transmitted qubits [39]
There are not many techniques to combat the PMD
detrimental effects. One is of course to adopt a PM fiber,
but it works only for the two linear polarizations aligned
to the fiber eigenmodes. Another technological solution
is to spin the SM fiber so to distribute inhomogeneities
symmetrically in the core [40]; however this increases the
fiber attenuation more than 20 times for wavelengths in
the third Telecom window. Finally, one solution is based
on Faraday mirrors [26, 29]. The principle is that of “re-
tracing beam”: a light pulse travels back and forth along
the communication channel; this leads it to compensate
during the backward travel all the PMD encountered in
the forward travel. The only assumption in this case is
that the PMD remains constant during the two trips of
the pulse [29]. This technique is clearly not applicable to
all those channels where the information carriers travel
in the forward direction only.
Given the lack of conclusive solutions to adverse the
PMD on one-way communication channels, it is quite
surprising that BB dynamical decoupling has not been
already applied to the optical domain. In fact specific
experiments on this subject are missing. The remarkable
experiments reported in [26] cannot be deemed an excep-
tion in this respect, since they partly rely on the princi-
ple of retracing beam; so their application appears to be
more suitable for two-way communication channels. In
the following we focus on the recent demonstration given
in [27] and show the effectiveness of the BB dynamical
decoupling for suppressing the decoherence of a polar-
ization qubit confined in a ring cavity. The choice of a
ring cavity has a twofold motivation: on one side it re-
alizes the Hamiltonian of Eq.(16), which well mimic the
effect of PMD in a dispersive medium. The second rea-
son is that a ring cavity represents the perfect simulation
of a one-way channel: the principle of retracing beam is
removed as its root because errors tend to accumulate
rather than to cancel out.
III. THE EXPERIMENTAL SETUP AND ITS
CHARACTERIZATION
The experimental apparatus of Ref.[27] is depicted in
Fig. 4. A laser diode with central wavelength at λ0 '
800 nm and bandwidth ∆λ ' 15 nm is pulsed at repeti-
tion rate of 100 KHz and pulse duration ∼100 ps. The
laser is attenuated and injected in a triangular ring cav-
ity through a spherical mirror. The polarization state of
the laser is prepared by using a polarizing beam-splitter
(PBS), a half-wave plate (λ/2) and a quarter-wave plate
(λ/4) with a very high degree of purity. At every round
trip the light is extracted from the cavity with 4% prob-
ability using a ∼100 µm thin glass plate. Its polarization
is analyzed by means of the tomographic technique [41],
and then sent into a multimode fiber connected to a
single-photon detector with quantum efficiency ∼ 70%.
6FIG. 4: (Color online) Schematics of the experimental appa-
ratus. The polarization of pulsed laser diode is determined
by a state preparation apparatus, which is constituted by a
polarizing beam-splitter (PBS), a half-wave plate (λ/2) and a
quarter-waveplate (λ/4). The laser pulses are attenuated and
injected in a triangular-ring cavity constituted by a spherical
mirror and two plane mirrors at 45◦. The pulses trapped in
the cavity are extracted by means of a glass plate and sent
into the state tomography apparatus constituted by a PBS,
λ/2 and λ/4. The light is finally coupled to an optical fiber
and detected by a single-photon avalanche photodiode.
Let us now separately discuss the generation, processing,
and measurement of the qubit.
A. Operational polarization qubit
The attenuated pulse entering the cavity through the
input spherical mirror and after the state preparation
stage can be well described as a multi-mode weak coher-
ent state, which can be written as
|ψ〉in = exp
{∫
dω
[
αH(ω)aˆH(ω)
† + αV (ω)aˆV (ω)
†
±H.C.]} |vac〉 . (17)
aˆS(ω)
† is the operator creating a photon with polariza-
tion S = {H,V } and frequency ω, satisfying the com-
mutation relation
[
aˆS(ω), aˆS′(ω
′)†
]
= δS,S′δ(ω−ω′), and
|vac〉 denotes the vacuum state. We denote with V (H)
the polarization orthogonal (parallel) to the plane of the
cavity.
The polarization of the pulse is fully characterized by
its Stokes parameters, which are determined by the func-
tions αH(ω) and αV (ω) according to
s0 =
∫
dω
[|αH(ω)|2 + |αV (ω)|2] , (18)
s1 =
∫
dω
[|αH(ω)|2 − |αV (ω)|2] , (19)
s2 =
∫
dω [αH(ω)
∗αV (ω) + αH(ω)αV (ω)∗] , (20)
s3 =−i
∫
dω [αH(ω)
∗αV (ω)− αH(ω)αV (ω)∗] . (21)
One can associate to the full state of the field of Eq. (17)
a polarization state described by the 2× 2 qubit density
matrix
ρpol =
1
2
(1 + ~P · ~σ), (22)
where ~σ = (X,Y,Z)T is the vector of the three Pauli
matrices, and ~P = (s2/s0, s3/s0, s1/s0)
T is the Bloch
vector, completely characterizing the state of the polar-
ization qubit. The Stokes parameters of Eqs. (18)-(21)
satisfy the condition s20−s21−s22−s23 ≥ 0, which is equiv-
alent to the condition on the Bloch vector norm |~P | ≤ 1,
which is required by the fact that ρpol must describe a
physical density matrix. This condition can be verified
using the fact that Eqs. (18)-(21) imply
s20 − s21 − s22 − s23 (23)
=
∫ ∫
dωdω′ |αH(ω)αV (ω′)− αH(ω′)αV (ω)|2 ≥ 0.
Notice that this latter equation shows that the inequal-
ity becomes an equality, i.e., |~P | = 1 and the po-
larization state is a pure qubit state, if and only if
αH(ω)αV (ω
′) = αH(ω′)αV (ω), ∀ω, ω′, which is realized
if and only if the ratio αH(ω)/αV (ω) does not depend
upon ω. This is verified when the polarization state of
the pulse is independent of its frequency distribution, i.e.,
polarization and frequency are factorized and one can
write αS(ω) = (ω)αS (S = H,V ). Therefore for the
multi-mode coherent state of Eq. (17), the polarization
state ρpol is pure if and only if is “disentangled” from the
frequency αS(ω) = E(ω)αS (S = H,V ), with E(ω) the
amplitude spectrum of the pulse normalized such that∫
dµω ≡
∫
dω|E(ω)|2 = 1, and in this case it is repre-
sented by a frequency-independent Jones vector
|pi〉in = 1√|αH |2 + |αV |2
(
αH
αV
)
. (24)
On the contrary, if αH(ω)/αV (ω) depends upon ω, the
Jones vector is frequency-dependent, and ρpol is mixed:
polarization and frequency are effectively “entangled”.
The weak coherent pulse is then injected into the cav-
ity, where it is transformed by the action of mirrors,
which are linear and passive elements and therefore can
only mix aˆH(ω)
† and aˆV (ω)
†, without involving processes
like creation or annihilations of photons. Also the ad-
ditional elements which will be later added within the
cavity for the realization of the BB control, i.e., wave-
plates and Soleil–Babinet(S-B) compensators, are linear
and passive devices, and therefore the action of a generic
element within the cavity can always be described in
terms of a 2× 2 unitary matrix form. The overall trans-
formation for each round-trip in the cavity is given by:[
aˆH(ω)
†
aˆV (ω)
†
]
→ U(ω)
[
aˆH(ω)
†
aˆV (ω)
†
]
, (25)
and the coherent state pulse is changed into
|ψ〉tr = exp
{∫
dω
[
βH(ω)aˆH(ω)
† + βV (ω)aˆV (ω)
†
±H.C.]} |vac〉 , (26)
7where (
βH(ω)
βV (ω)
†
)
= U(ω)T
(
αH(ω)
αV (ω)
)
. (27)
The Stokes parameters and consequently the polarization
state is changed accordingly.
The final attenuator (in the experimental setup
the glass plate), η, decreases the intensity of the
pulse, βS(ω) → ηβS(ω) with η  1. Assuming
η2
∫
dω|βS(ω)|2  1, the state of the pulse at the cavity
output and just at the entrance of the detection stage can
be well approximated by the first order linear expansion
of the exponential in Eq. (26)
|ψ〉tr ' |vac〉 (28)
+η
∫
dω
[
βH(ω)aˆH(ω)
† + βV (ω)aˆV (ω)
†
] |vac〉 .
By post-selecting the events with at least one photon
we discard the vacuum component and the state enter-
ing the detector is well approximated by a single-photon
state given by the integral term on the right hand side of
Eq. (28).
One issue that should be addressed is the use of the
term “polarization qubit” for the description of the laser
pulse traveling in the ring cavity just described. If the
frequency distribution is independent of the polarization,
one can write βS(ω) = E(ω)βS (S = H,V ), and factorize
the frequency and polarization degree of freedom
|ψ〉out '
∫
dω E(ω)|ω〉 [βH |H〉+ βV |V 〉] . (29)
If instead the polarization state is not independent of the
frequency, the two degrees of freedom are entangled and
one has decoherence when one looks at the polarization
state only. What is relevant is that the Bloch vector
~P and therefore the polarization state is not changed
by the extraction by the glass plate, and, obviously, by
the post-selection as well. Therefore the output single
photon state, “operational” polarization qubit, perfectly
describes the polarization state within the cavity, even
if we have a coherent state pulse within the optical sys-
tem with a non-zero probability of having more than one
photon.
In our experiment the state emerging from the laser is
a coherent state with average photon number per pulse
about equal to 1 soon after the mirror. The resulting co-
herent state entering the detection apparatus has a mean
photon number per pulse µ ≤ 4×10−2, and the probabil-
ity of having two or more photons in a detection event is
less than 2%, as we have experimentally verified. The ex-
perimental setup detailed above then justifies a descrip-
tion in terms of single-photon polarization qubits, and
allows us to write the state injected into the cavity, soon
after the spherical mirror, as an effective single-photon
state
|ψ〉effin =
∫
dω E(ω)|ω〉 ⊗ |pi〉in , (30)
where |ω〉 ⊗ |piin〉 = [αH aˆH(ω)† + αV aˆV (ω)†]|0〉.
B. The cavity
The triangular ring cavity (see Fig. 5) is realized by a
spherical mirror with radius of curvature 1 m and reflec-
tivity ∼ 98%. The cavity is also formed by two flat mir-
rors at 45◦ with reflectivity & 99%. The aperture angle of
the cavity at the spherical mirror is ∼ 8◦. The long arms
of the cavity are ∼ 0.94 m and the short arm is ∼ 0.13 m
determining a total cavity length of ∼ 2.01 m. A cavity
FIG. 5: (Color online) Schematics of the triangular-ring cav-
ity constituted by a spherical mirror and two plane mirrors
at 45◦, which realize on the polarization a unitary operation,
Z, and a frequency dependent unitary operations, MZ(ω), re-
spectively. A wave-plate inserted in a long arm of the cavity
implements the Z operation in order to compensate for the
spherical mirror Z transformation.
mirror generally produces a phase shift which depends
upon both frequency and polarization, and therefore its
action is described by the matrix [42] (keeping always
the right-hand coordinate system before and after reflec-
tion [43, 44])
MZ(ω) =
[
e−iφH(ω) 0
0 e−iφV (ω)+ipi
]
= Z exp{−iφ(ω)Z},
(31)
where we have omitted an unessential global phase fac-
tor and we have defined with φ(ω) = φH(ω)−φV (ω) the
relative phase due to the polarization-reflectivity differ-
ence. This is due to the different reflection coefficients for
orthogonal and parallel polarizations with respect to the
plane of the cavity (s- and p- polarization, respectively).
The two plane mirrors at 45◦ can be assumed identi-
cal and are therefore characterized by the same matrix
MZ(ω). The third concave mirror of the cavity is almost
at normal incidence: this mirror does not distinguish H
and V polarization, so that φ(ω) ' 0 and therefore it
acts as MZ(ω) ' Z. The polarization qubit in the cavity
is subjected to a phase-noise along z-axis and the unitary
operator describing the polarization transformation after
one cavity round-trip for a given frequency component is
given by
U[φ(ω)] = Z ·MZ(ω) ·MZ(ω)
= Z exp{−i2φ(ω)Z} , (32)
The dispersive properties of the two plane mirrors at 45◦,
i.e., their frequency dependence, generates polarization
decoherence: in fact the frequency dependence of the ma-
trix MZ appears only if the optical element is dispersive,
8otherwise it is constant and it does not entangle polar-
ization and frequency degrees of freedom.
C. State tomography reconstruction
At every round trip the light is extracted from the
cavity using the thin glass plate as shown in the setup
of Figs. 4 and 5. The output polarization state after n
round-trips is given by the reduced density matrix ob-
tained by tracing over the frequency degree of freedom
ρˆ
(n)
out =
∫
dµωU[φ(ω)]n|pi〉in〈pi|U†[φ(ω)]n . (33)
Experimentally the output density matrix after n
round-trips has been evaluated by the acquisition of the
output signal from the detector, which stops the time
conversion in a Time-to-Amplitude Converter (TAC)
synchronized with the laser. The time delay between
the input and output signals is then recorded by a Multi-
Channel Analyzer (MCA) with a resolution of 8192 chan-
nels. The acquisition electronics has a time-resolution of
102 ps. Typical acquisition runs are shown in Fig. 6,
showing a sequence of peaks, each corresponding to a
cavity round-trip. The interval between adjacent peaks
amounts to ∼6.80 ns, in agreement with the measured
length of the cavity. In all the experiments both the de-
coherence and the effect of BB control are studied by
sending specific input polarization in the cavity and cap-
turing the photon round trip from the cavity with respect
to different tomographic measurement bases. Fig. 6 de-
picts the photon round trips for horizontal (H), diagonal
(D), and right (R) polarization with respect to Z, X and
Y basis tomographic measurement. The decay of peaks
after every round trip for H polarization input state is
highly uniform with respect to all basis measurements
but for D and R polarizations it is highly non-uniform,
indicate that the eigenstates of the cavity unitary evolu-
tion are H and V vertical polarizations.
This is made evident by the time evolution of the
Stokes parameters for D and R input polarization rates,
as shown by the left panels in Fig. 7. The Stokes’ parame-
ters are calculated as expectation values of the Pauli ma-
trices (σz, σx, σy) over the density matrices evaluated by
maximum-likehood optimization procedure [41] on the
six experimental counts obtained by integration of ten
time bins around each peak for the three polarization
measurement bases.
A numerical simulation of Eq. (33) has been run assum-
ing a Gaussian frequency spectrum for the input pulse
given by
E(ω) = 1
4
√
piσ2ω
exp[−(ω − ω0)2/2σ2ω], (34)
where σω represents the bandwidth of the radiation spec-
trum centered in ω0. The frequency dependence of the
integrand is determined by the fact that, with a very good
FIG. 6: (Color online) Typical acquisition runs, with a se-
quence of peaks each corresponding to a cavity round-trip, is
shown for a horizontal, diagonal, and right polarization in-
put states. The interval between adjacent peaks amounts to
6.80 ns, in agreement with the given cavity-length. The three
plots correspond to the measurements in the bases, from the
top, Z, X and Y, respectively. It is worth to note that for the
horizontal polarization input state the vertical contribution is
negligible and the outputs in the X and Y are balanced, as
expected for an eigenstate of the cavity unitary evolution.
FIG. 7: (Color online) Stokes’ parameters as a function of the
number of round-trips of the cavity, for horizontal, diagonal,
and right polarization input states: left) only cavity; right)
cavity with a Z wave-plate in a long arm in order to com-
pensate for the spherical mirror Z transformation, as shown
in Fig. 5. Note how the wave-plate inserted in a long arm of
the cavity cancels the polarization-flip for diagonal and right
polarization input states due to the spherical mirror transfor-
mation. The wave-plate has no effect instead in the case of a
horizontal polarization input state, which is an eigenstate of
the cavity transformation in both cases. The lines following
the experimental data are evaluated by means of a numerical
simulation with two fitting parameters: the standard devi-
ation of the Gaussian measure σestφ = 8.39 × 10−2 rad, and
the phase difference for horizontal and vertical polarization,
φ0 = −0.2182 rad.
approximation, the phase shift is a linear function of the
frequency, φ ' φ0 + τω. The integral can be therefore
transformed into an average over a Gaussian measure,
dµφ, with standard deviation σφ = τσω. The linear pas-
sive optical elements constituting the cavity (mirrors and
9wave-plates) have been modeled by 2× 2 unitary matri-
ces, and the n-th round-trip polarization density matrix
has been evaluated by the average over a Monte-Carlo
simulation of the measure dµφ of the n-th power of the
matrix describing the effect of a cavity round-trip. The
lines fitting the experimental data in Fig. 7 and following,
are the numerical fit with two parameters: the standard
deviation of the Gaussian measure σestφ , and the phase
difference between horizontal and vertical polarization,
φ0.
D. Polarization decay from the cavity
In order to understand the polarization decoherence
caused by cavity round-trips, we have first studied the
cavity only configuration as shown in Figs. 4 and 5. To
quantify the decoherence, we use both purity
P = Tr(ρ2out) , (35)
and fidelity
F = in〈pi|ρout|pi〉in, (36)
where ρout is the output density matrix and |pi〉in is the
pure input polarization state. Purity P is maximum and
equal to one for pure states and to 1/d for maximally
mixed states of dimension d. Fidelity F measures the
distance between quantum states and the definition of
Eq. (36) is valid in the case of the distance between a
mixed and a pure state. For two density matrices ρ, σ
it is generalized to F (ρ, σ) = (tr
√√
ρ σ
√
ρ)2 [45]. How-
ever, one can adopt the alternative definition F ′(ρ, σ) =
tr
√√
ρ σ
√
ρ [46], sometimes denoted as
√
F and called
square root fidelity.
FIG. 8: (Color online) Purity and fidelity versus the num-
ber of round-trips for three different input polarization states:
left) only cavity; right) cavity with a Z in a long arm in order
to compensate for the spherical mirror Z transformation, as
shown in Fig. 5. Horizontal polarization is well preserved. On
the contrary the diagonal and right states quickly decay to the
fully mixed state (purity and fidelity equal to 1/2). Dashed
lines curves are obtained by numerical simulation with the
same parameters of the previous figure.
The purity and fidelity after each cavity round trip,
evaluated from the experimentally reconstructed density
matrices, are shown on the left panels in Fig. 8. As
expected, the cavity preserves the purity and fidelity
only for H polarization input, while for D and R input
states, they both quickly decay to the fully mixed state
(P = F = 1/2). Assuming the amplitude spectrum of
Eq. (34), it is possible to derive analytically a Gaussian
decay of the purity as a function of the number of round-
trips n,
P = 1
2
[1 + exp(−2n2σ2φ)]. (37)
The standard deviation of the Gaussian distribution of
the phase-shift, σφ, is estimated by a best fit on the ex-
perimental data of the purity reported in the left panel
of Fig. 8 using the expression of Eq. (37). The ob-
tained value agrees with the estimated parameter from
the numerical simulation and it is given by σestφ = 8.39×
10−2 rad. Differently from the purity, the fidelity depends
upon both σφ and the parameter φ0, which is the phase
difference between H and V polarization reflection at the
central frequency ω0, as highlighted by the slowly-varying
envelope of the fidelity shown in Fig. 8. The flips of the
fidelity every round-trip for D and R input polarization
state, shown in the left panel of Fig. 8, are instead due to
the spherical mirror transformation Z. The dashed lines
following the purity and fidelity data reported in Fig. 8
represent the numerical fit corresponding to the values
σestφ = 8.39× 10−2 rad and φ0 = −0.2182 rad.
E. Compensating the spherical mirror
In a single round trip the polarization qubit en-
counters two decohering elements (the two plane mir-
rors represented by M(ω)), and a Z transformation due
to the spherical mirror. As shown by Eq. (32), the
transformation of the polarization qubit realized by a
cavity round-trip is given by the product of a phase-
shift exp{−i2φ(ω)Z}, with Gaussian-distributed random
phase, and a Z operation, which flips every round trip
the D and R polarization, as elucidated by the data re-
ported in the left panels of Figs. 7, and 8. In order to
compensate these Z-flips, we have inserted in one of the
long arms of the cavity, before the spherical mirror, an
additional wave-plate set to realize a further Z opera-
tion, as shown in Fig. 5. With this new optical element
in the setup, the evolution of the polarization state after
a round-trip is given by
U[φ(ω)] = Z · Z ·MZ(ω) ·MZ(ω)
= exp{−i2φ(ω)Z} . (38)
The behavior of purity and fidelity in this new configu-
ration is shown in the right panels of Fig. 8. The flips in
the fidelity decay are now completely eliminated and only
the slowly-varying envelop due to φ0 is left. As shown in
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the right panels of Fig. 7, also the flips in the Stokes’ pa-
rameters for D and R input polarizations are eliminated
in the new cavity configuration.
IV. BANG-BANG DECOUPLING
Here we experimentally demonstrate the application
of BB dynamical decoupling for suppressing decoherence
on single-photon polarization qubits flying in the cavity.
Polarization decoherence takes place in localized spatial
regions (mirrors, S–B, ...), and the BB controls will be im-
plemented in space rather than in time by placing wave-
plates along the photon path.
A. Suppressing polarization decoherence of the
ring cavity
The BB Pauli group dynamical decoupling is realized
by adding two control operations within the cavity: i)
a second Z wave-plate in the long arm of the cavity in
addition to the one used for compensating the spherical
mirror; ii) a S–B with axis at 45◦ with respect to the
cavity plane and delay equal to λ/2 in the short arm of
the cavity, acting therefore as X (see Fig. 9). The two
FIG. 9: (Color online) Schematics of the triangular-ring cavity
in the presence of BB Pauli group decoupling. An additional
Z wave-plate is inserted in the long arm of the cavity, while
a S–B with axis at 45◦ with respect to the cavity plane and
delay equal to λ/2 is placed in the short arm of the cavity,
acting therefore as X.
controls implement every two cavity round-trips the full
Pauli-group decoupling for a polarization qubit [21, 33],
and the overall transformation for a double round-trip is
given by
U[φ(ω)] = [ZMZXMZ] · [ZMZXMZ]
= [ZX] [ZX] = (iY)2 = −I , (39)
where we have omitted the frequency dependence of
MZ(ω). Therefore the polarization transformation is pro-
portional to the identity operator, thus implying a perfect
preservation of every input polarization state, i.e., a com-
plete suppression of decoherence. This is experimentally
verified for H, D and R input polarizations in Fig. 10,
where the purity P and the fidelity F of the output po-
larization state are plotted versus the number of double
FIG. 10: (Color online) Purity and fidelity as a function of
the number of double round trips for three different input
polarization states: left) cavity with Z for compensating the
mirror transformation; right) cavity with a X in the short
arm, and a second Z, as shown in Fig. 11, for implementing
the Pauli-group decoupling on the polarization-qubits. The
dashed lines represent numerical simulation with the same
parameters of the previous figures. (Adapted from Ref. [27]).
round-trips. AS we have seen in the previous Section,
when BB is not performed (left panels of Fig. 10), po-
larizations D and R decay to the fully unpolarized state
(P = F = 1/2), while H, being an eigenstate of Z, is
unaffected by decoherence. On the contrary, polariza-
tion decoherence is completely suppressed when BB is
applied (right panels of Fig. 10).
1. Carr–Purcell decoupling
Polarization decoherence caused by a cavity round-
trip acts along a known axis of the Bloch sphere, the z-
axis, and therefore even the simplest Carr-Purcell decou-
pling scheme, based on the decoupling group G = {I,X},
suffices for suppressing decoherence. We have verified
this fact by inserting only the X operation in the short
arm of the cavity, by properly adjusting the S–B (see
Fig. 11). The Carr-Purcell decoupling scheme requires
FIG. 11: (Color online) Schematics of the triangular-ring cav-
ity with a wave-plate inserted in the short arm of the cavity,
which implements the X operation in order to realize the Carr-
Purcell decoupling scheme for polarization-qubit.
again a double round-trip in the cavity, which gives the
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evolution
U[φ(ω)] = ZMZ · X ·MZZMZ · X ·MZ = −I . (40)
The polarization transformation is again proportional to
the identity operator, implying a perfect preservation of
every input polarization state. In fact, when the effective
noise acts along a known axis, a complete suppression of
decoherence is already obtained by employing only one
Pauli operator, the one realizing a spin-flip around an
axis orthogonal to the axis of decoherence. This is very
well shown in Fig. 12 where, starting from input polar-
ization states H, D and R, the purity P and the fidelity F
of the output polarization state, with (right panels) and
without (left panels) Carr-Purcell decoupling are plotted
versus the number of double round-trips.
FIG. 12: (Color online) Purity and fidelity versus the num-
ber of double round-trips for three different input polarization
states: left) only cavity; right) cavity with a X in the short
arm, as shown in Fig. 11, in order to realize the Carr-Purcell
decoupling on polarization-qubits affected only by phase-noise
along the z-axis. The dashed lines represent numerical simu-
lation with the same parameters of the previous figures.
B. Pauli-group decoupling for the most general
polarization decoherence
In the ring-cavity setup, the V and H polarization
states are eigenstates of the interaction Hamiltonian of
the polarization qubit with its effective environment and
are therefore the “pointer states” unaffected by decoher-
ence [1]. In the pointer states basis, decoherence affects
only the off-diagonal elements of the polarization density
matrix. In the most general case instead, the direction
of the pointer state basis in the Bloch–Poincare´ sphere
is unknown. As a consequence in a generic basis, deco-
herence acts both on diagonal and off-diagonal elements
of the polarization density matrix. To implement such
a generic noise model we have placed in front of each
plane mirror a S–B with axis at 45◦ with respect to the
cavity plane (see Fig. 13). The action of the S–B on the
polarization state is described by
BX[θ] = exp[−iθX/2] , (41)
where X = |H〉〈V | + |V 〉〈H|, and θ is the noise delay-
phase. The S-B together with a plane mirror are de-
scribed by the operator
N(ω, θ) = MZ(ω)BX(θ) . (42)
The transformation of the polarization state after two
round-trips in the presence of the S–Bs is therefore given
by
Ufe[φ(ω), θ] = [N(ω, θ)N(ω, θ)] · [N(ω, θ)N(ω, θ)] . (43)
The free evolution (fe) operator Ufe[φ(ω), θ] can be
rewritten as
Ufe[φ(ω), θ] = exp [−iαfe(ω, θ)~sfe(ω, θ) · ~σ] , (44)
which describes a rotation in the Bloch–Poincare´ sphere
of an angle 2αfe(ω, θ) around the direction individuated
by ~sfe(ω, θ). Therefore by varying θ and the bandwidth
of radiation spectrum, i.e. the distribution of φ, one im-
plements the generic polarization decoherence. The ro-
tation angle is given by the implicit expression
sin[αfe(ω, θ)/2] = sin[φ(ω)/2] cos(θ/2), (45)
and
~sfe(ω, θ) =
1
2 sinαfe(ω, θ)
{ sin θ[cosφ(ω)− 1] ,
sin θ sinφ(ω) ,
(1 + cos θ) sinφ(ω) }.(46)
Pauli-group decoupling is again realized every two-round
trips by adding the BB operations X (implemented by
adding to the noise phase-delay θ of the S–B present in
the short arm of the cavity, a further delay of λ/2) and
Z in the cavity [21, 33] as shown in Fig. 13. The over-
FIG. 13: (Color online) Schematics of the experimental ap-
paratus for generic noise.
all transformation after the two round-trips for a given
frequency component is now given by
Ubb[φ(ω), θ] = [ZN(ω, θ)XN(ω, θ)] · [ZN(ω, θ)XN(ω, θ)] ,
(47)
which can be rewritten, as in the free evolution case, as
a rotation in the Bloch–Poincare´ sphere,
Ubb[φ(ω), θ] = exp[−iαbb(ω, θ)~sbb(ω, θ) · ~σ] , (48)
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with
cosαbb(ω, θ) = −(sinφ(ω) sin θ)/2, (49)
and
~sbb(ω, θ) = {− sinφ(ω) sin2(θ/2) ,
1− 2 sin2(θ/2) sin2[φ(ω)/2] ,
− sin θ sin2[φ(ω)/2]}/[sinαbb(ω, θ)]. (50)
1. Suppressing decoherence of an input elliptical
polarization state
We have performed a first test of the ability of
Pauli group decoupling for controlling decoherence under
generic noise, by injecting in the cavity an elliptical po-
larization state, corresponding to an equal-weighted su-
perposition of V, A (anti-diagonal) and R polarizations
(see the experimentally reconstructed density matrix and
Bloch-Poincare´ sphere representation in Fig. 14). In case
of no BB control, the resulting fast polarization decay of
the purity, as a function of the number of double round-
trips, is shown in the left panel of Fig. 14, for different
noise delay-phases θ. The recovery of purity after the
application of BB is evident from the right panel of the
Fig. 14.
FIG. 14: (Color online) Purity as a function of the number of
double round trips for different values of the noise delay-phase
θ for an elliptical polarization input state. The lines represent
numerical simulation with the parameters of the previous fig-
ures. Inset: real and imaginary parts of the density matrix
of the elliptical polarization input state, also shown on the
Bloch–Poincare´ sphere as the point labeled E. (Adapted from
Ref. [47]).
2. Purity and fidelity averaged over the Bloch–Poincare´
sphere
The experiment with the input elliptical polarization
state already shows the effectiveness of the BB Pauli
group decoupling for suppressing decoherence. However,
in order to be useful for any quantum information appli-
cation, the scheme must work for every input polariza-
tion. Therefore, in order to better highlight the useful-
ness of BB decoupling to combat generic birefringence-
induced decoherence, we have studied the evolution of
the purity and the fidelity, averaging the input state over
the whole Bloch–Poincare´ sphere, both with (right pan-
els of Fig. 15) and without BB decoupling (left panels
of Fig. 15). Each curve corresponds to a different orien-
tation of the noise delay-phase θ of the S-B. BB again
inhibits decoherence because, for each orientation of the
decoherence-axis, both the average purity and the aver-
age fidelity in the presence of BB are significantly higher
than the corresponding value without BB. The curve for
θ = 0 reproduces the almost perfect preservation of the
previous experiment of Sec. IVA. Instead polarization
protection progressively worsens for increasing values of
θ. When θ is varied, the properties of the effective en-
vironment of the polarization qubit associated with the
effective birefringence caused by the mirrors changes in
a nontrivial way, but a simple analytical explanation of
the result can be given when the pulses are not too broad
in frequency.
FIG. 15: (Color online) Average purity and fidelity as a func-
tion of the number of double round trips for different values
of the generic noise phase-delay parametert, θ: left) with-
out bang-bang control: right) when applied the bang-bang
control. The lines represent numerical simulation with the
parameters of the previous figures. (Adapted from Ref. [27]).
3. Analytical explanation of the results
An approximate analytical description of the evolution
of the polarization state as it circles within the cavity can
be given under the assumption that the pulse is not too
broad in frequency, σφ  pi, which is well verified in the
present experiment. In this case, αj and ~sj (j = fe, bb)
do not vary appreciably over the range of relevant phase
shifts φ and one can approximate ~sj(φ) with its value at
the pulse center ~sj(φ0), while αj(φ) can be approximated
by its second-order expansion around φ0,
α(φ) ' α0 + α˙0(φ− φ0) + 1
2
α¨0(φ− φ0)2 . (51)
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After lengthy but straightforward calculations, one gets
for the output Bloch vector ~Pout, which determines com-
pletely the density matrix as expressed in Eq. (22),
~Pout = V
(n) ~Pin . (52)
The matrix V (n) is given by
V
(n)
ij = DnO(n)ij + (1−Dn) s(φ0)is(φ0)j (53)
(i, j = x, y, z), where the “decoherence factor” Dn is
given by
Dn =
[
1 + n2α¨20σ
4
φ
]−1/4
exp
[
− n
2α˙20σ
2
φ
1 + n2α¨20σ
4
φ
]
, (54)
and the matrix
O
(n)
ij = δij cos 2nγn
+s(φ0)is(φ0)j (1− cos 2nγn)
−εijks(φ0)k sin 2nγn (55)
is the orthogonal matrix describing the rotation around
the ~s(φ0)-axis of an angle 2γn, with
γn = α0 +
1
2
n2α¨0α˙
2
0σ
2
φ
1 + n2α¨20σ
4
φ
+
1
4n
arctan(nα¨0σ
2
φ) . (56)
The output purity and fidelity are respectively given by
Pn= 1
2
(
1 + ~Pout · ~Pout
)
=
1
2
{
1 + 2Dn(1−Dn)
[
~Pin · ~s(φ0)
] [
~P (γn) · ~s(φ0)
]
+D2n + (1−Dn)2
[
~Pin · ~s(φ0)
]2}
, (57)
and
Fn= 1
2
(
1 + ~Pin · ~Pout
)
(58)
=
1
2
{
1 +Dn ~Pin · ~P (γn) + (1−Dn)
[
~Pin · ~s(φ0)
]2}
,
with ~P (γn) = O
(n) ~Pin. These expressions are general
and apply both to the BB case as well to the one without
BB. The two cases differ only in the explicit expressions
of ~s(φ0), α0, α˙0, and α¨0. Since limn→∞Dn = 0, fidelity
and purity tend asymptotically to the same limit
P∞ = F∞ = 1
2
{1 + [~Pin · ~s(φ0)]2} . (59)
This asymptotic situation corresponds to the existence
of a pointer basis [1] (analogous to the principal states
of polarization in fibers [37]), formed by the two states
with Bloch vector equal to ±~s(φ0), which are unaffected
by decoherence. All the other polarization states instead
decohere, with maximum decoherence for the states on
the plane orthogonal to ~s(φ0). As a consequence, when
averaged over the initial state, purity and fidelity tends to
2/3. In the n→∞ regime, BB and no-BB case differ only
in the direction ~s(φ0) of the pointer basis and therefore
BB is not advantageous with respect to the no-BB case
in this regime.
However, the interesting regime of our experiment is
the one corresponding to a small round-trip number n.
In that regime our ring-cavity well mimics a portion of a
one-way quantum communication channel with constant
dispersive properties, like a small portion of an optical
fiber. For small n one has
1−F'(1− P)/2
'n2 [α˙0jσφ]2 {1− [~Pin · ~sj(φ0)]2}/2 , (60)
with j = {fe, bb}, showing that the smaller α˙0 the better
the decoherence suppression. BB Pauli-group decoupling
acts just by decreasing |α˙0|: by using Eqs. (45)-(49) and
the fact that φ0 is quite small in our experiment, one
gets α˙0fe ' cos(θ/2), α˙0bb ' sin(θ/2) cos(θ/2), showing
that it is always α˙0fe > α˙
0
bb and therefore that BB bet-
ter preserves the polarization qubit for any orientation of
the decoherence axis, confirming its applicability to ot-
pical fibers polarization control. These expressions also
explain the perfect preservation of the polarization qubit
of Fig. 10: the latter refers to θ = 0, implying α˙0fe = 1
and α˙0bb = 0.
V. CONCLUSIONS
We have presented the details of the experiment of
Ref. [27], which showed how BB dynamical decoupling
can be efficiently implemented in the optical domain in
order to suppress the polarization decoherence caused by
the propagation of light pulses within birefringent me-
dia. In such media, the optical properties depend upon
both frequency and polarization and the frequency de-
gree of freedom acts as an effective environment on the
photon polarization. With photons BB dynamical de-
coupling can be realized by placing appropriate optical
elements (i.e., wave-plates) implementing suitable uni-
tary operations along the photon path. In the present
proof-of-principle demonstration, a one-way communica-
tion channel is mimicked by a ring-cavity, in which an
effective birefringence is introduced by two mirrors at
45 degrees whose reflectivity is responsible for the de-
cay of the density matrix off-diagonal elements, in the
basis formed by H and V polarizations. In a first exper-
iment, BB dynamical decoupling was shown to be able
to perfectly suppress this kind of decoherence. In a sec-
ond experiment, we modified the setup by placing two
Soleil–Babinet compensators in front of the mirrors. This
allowed us to simulate the most general model of deco-
herence, for which the pointer basis is unknown. Also
in this case the Pauli group BB decoupling was able to
significantly reduce decoherence, as predicted by [11].
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Several elements suggest that our experiment is sig-
nificant for the potential extension of BB decoupling to
the dynamics of polarization pulses propagating in opti-
cal fibers. First, the interaction Hamiltonian governing
the dynamics in the ring cavity is strictly related to the
one causing PMD in optical fibers [21]. Second, the one-
way nature of the ring cavity well mimics a fiber-based
communication channel. Third, the optical elements in-
troducing decoherence in the ring-cavity doubtless realize
a worst-case version of the fiber dynamics, because the
errors they introduce accumulate systematically while in
a fiber they are distributed at random.
We plane to experimentally investigate the optimal
length for placing the BB operations along an SM fiber,
obtained from a tradeoff between the two opposite re-
quests of minimizing the attenuation of the fiber and
maximizing the decoherence suppression.
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