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Introduction
A semicomplete c-partite digraph is a digraph obtained from a complete c-partite graph by substituting each edge with an arc, or a pair of mutually opposite arcs with the same end vertices. A semicomplete multipartite digraph (SMD), is a semicomplete c-partite digraph with c 2. Special cases of SMD's are semicomplete bipartite digraphs (c = 2) and semicomplete digraphs (c = n, the number of vertices). A c-partite tournament is a semicomplete c-partite digraph with no cycles of length 2, and analogously a multipartite tournament (MT) is a SMD with no cycles of length 2. A factor in a digraph is a spanning collection of disjoint cycles and a minimal factor is a factor consisting of the minimum number of cycles (e.g. a Hamilton cycle is a minimal factor). In 1989 C. Q. Zhang 8] conjectured that all diregular multipartite tournaments (i.e MT's D with i g (D) = 0) are Hamiltonian. Recently in 7] we showed that this conjecture follows easily from the main result in 7] where we give a complete characterization of the arcs between the cycles in a minimal factor (i.e. a factor with the smallest number of cycles) in an arbitrary (i.e. not necessarily regular) SMD. In this paper we use the characterization in In fact a SMD can be quite far from regular and still be guaranteed to be Hamiltonian. For example when D is a tournament our theorem requires i l (D) (jV (D)j ? 1)=2 to guarantee that D is Hamiltonian. This is in some sense best possible as there are in nitely many tournaments with i l (D) = jV (D)j=2 which are not Hamiltonian (all tournaments consisting of two disjoint diregular subgraphs of size jV (D)j=2, where one of the subgraphs totally dominates the other). We will also show that our main result implies the following theorem. 
Terminology
We assume that the reader is familiar with the standard terminology on graphs and digraphs and refer the reader to 2]. It is easy to see that every feasible integer circulation in N corresponds to a factor in D and vice versa. Hence, by Theorem 3.1, there exist a subset U of V 0 V 00 with c( U; U) <`(U; U), since there is no factor in D.
The vertex set V of D can be partitioned into the following sets: Y = fy 2 V : y 0 2 U; y 00 2 Ug, Z = fz 2 V : z 00 2 U; z 0 2 Ug, R 1 = fv 2 V : fv 0 ; v 00 g Ug and R 2 = fv 2 V : fv 0 ; v 00 g Ug. We have jZj c( U; U) <`(U; U) = jY j.
Observe that an arc uv 2 A(D) between two vertices in Y V (D) will correspond to an arc u 00 v 0 in N with u 00 2 U and v 0 2 U, thus contributing 1 to c( U; U). Therefore Y is an independent set. If D has an arc yr 1 from Y to R 1 , then y 00 r 0 1 2
In fact equality holds in Lemma 3.5, but we do not need this fact in this paper. g(D) . Let . 2 We can now prove the following theorem which is the main result of this paper. Lemma 5.1 cannot be extended to i = 2 because of the following example. Let P 2 have two vertices and let C 3 and E 3 have three vertices each. Let D be a MT with the eight vertices P 2 C 3 E 3 and arcs such that P 2 )E 3 )C 3 )P 2 and D hP 2 i is a 2-path, D hC 3 i is a 3-cycle and D hE 3 i is three independent vertices. We note that i l (D) = 1 < 3=2 = (8 ? 1 ? 2 3 + 2)=2 = g(D), but D is not Hamiltonian as jN ? (E 3 )j = 2.
We return our attention to Theorem 1.1, which was mentioned in the introduction. We restate the theorem here before we prove it. Theorem 1.1 Let D be a c-partite tournament with the partite sets V 1 ; V 2 ; : : :; V c , such that k = jV 1 j jV 2 j : : : jV c j = k + i for some i 2 f0; 1g. If Using our main result we can prove the following theorem which supports the above conjecture. 2 The above theorem can be improved slightly by observing that if we remove r i vertices from V i , then we only require n ? p ? r i (p ? 3(k + 1) + 2)=2 for all i = 1; 2; : : :; c, as a vertex in V i looses n ? p ? r i neighbors from D. This improvement is not included here as it is not signi cant, and would lengthen the proof considerably.
Examples of non Hamiltonian MT's
We will below present Theorem 6.2 which gives us in nitely many examples where Theorem 4.6 cannot be improved. First however we need the following lemma, which is a reformulation of Exercise 2.4.12 in 6], and can easily be proved using the famous Euler theorem (for undirected graphs). 
