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Abstract. Data often are formed of multiple modalities, which jointly describe
the observed phenomena. Modeling the joint distribution of multimodal data re-
quires larger expressive power to capture high-level concepts and provide bet-
ter data representations. However, multimodal generative models based on vari-
ational inference are limited due to the lack of flexibility of the approximate
posterior, which is obtained by searching within a known parametric family
of distributions. We introduce a method that improves the representational ca-
pacity of multimodal variational methods using normalizing flows. It approxi-
mates the joint posterior with a simple parametric distribution and subsequently
transforms into a more complex one. Through several experiments, we demon-
strate that the model improves on state-of-the-art multimodal methods based
on variational inference on various computer vision tasks such as coloriza-
tion, edge and mask detection, and weakly supervised learning. We also show
that learning more powerful approximate joint distributions improves the qual-
ity of the generated samples. The code of our model is publicly available at
https://github.com/SashoNedelkoski/BPFDMVM.
1 Introduction
Information frequently originates from multiple data sources that produce distinct
modalities. For example, human perception is mostly formed by signals that go through
visual, auditory, and motor paths, and video is accompanied by text captions and audio
signals. These modalities in separate describe individual properties of the observation
but are also correlated with each other.
The learning of a joint density model over the space of multimodal inputs is likely
to yield a better generalization in various applications. Deep multimodal learning for
the fusion of speech or text with visual modalities provided a significant error reduc-
tion [17,21]. The best results for visual question answering are achieved by using a joint
representation from pairs of text and image data [10]. Distinct from the fully super-
vised learning where the mapping between modalities is learned, multimodal learning
with generative models aims to capture the approximation of the joint distribution. This
enables data generation from the joint as well as conditional distributions to produce
missing modalities.
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The complex nature of the multimodal data requires learning highly expressive joint
representations in generative models. One of the most utilized approaches for multi-
modal generative models is variational inference. However, these models have limita-
tions as the search space for the best posterior approximation is always within a para-
metric family of distributions, such as the Gaussian [26,24,22]. Even when the com-
plexity of the data increases, as multiple sources of information exist, the search space
of the approximate posterior remains unchanged from the unimodal variant [11]. This
type of parametric posterior imposes an inherent restriction since the true posterior can
be recovered only if is contained in that search space, which is not observed for most
data [2].
Contributions. We propose an approach to learn more expressive joint distributions
in the family of multimodal generative models, which utilizes normalizing flows to
transform and expand the parametric distribution and learn a better approximation to
the true posterior.
First, we utilize the product-of-experts to prevent an exponential number of in-
ference networks [7], leading to a reduced number of inference networks as one per
modality. The output of the product-of-experts inference network is the parameters of
the initial joint posterior distribution of the modalities, which is often Gaussian. Subse-
quently, we add a module that transforms this parametric distribution using continuous
normalizing flows. This process produces a new and more complex joint distribution,
enabling a better approximation to the true posterior in multimodal variational methods.
The learned transformation allows the model to better approximate the true joint poste-
rior. Samples from this distribution are subsequently used by the decoder networks to
generate samples for each modality.
We evaluate the quality of the method to the state of the art and show improvements
on multiple different datasets. We demonstrate that the quality of the generated missing
modalities is higher than that of the state of the art and that our model can learn complex
image transformations. Furthermore, the experiments also show that the model can be
used for weakly supervised learning with a small amount of labeled data to reach decent
values of the loss function.
2 Related Work
Recently, deep neural networks have been extensively investigated in multimodal learn-
ing [14]. A group of methods, such as Deep Boltzmann Machines [21] and topic mod-
els [1,8,13], learn the probability density over the space of multimodal inputs (i.e., sen-
tences and images). Although the modalities, architectures, and optimization techniques
might differ, the concept of fusing information in a joint hidden layer of a neural net-
work is common.
Kingma et al. [11] introduced a stochastic variational inference learning algorithm,
which scales to large datasets. They showed that a reparameterization of the variational
lower bound yields a lower-bound estimator, which can be directly optimized using
standard stochastic gradient methods. This paved the way for a new class of generative
models based on variational autoencoders (VAE) [5].
Learning more expressive joint distributions in multimodal variational methods 3
The training of bimodal generative models that can generate one modality by using
the other modality, provided decent results by utilizing variants of VAE referred to
as conditional multimodal autoencoders and conditional VAEs [15,20]. Pu et al. [18]
proposed a novel VAE to model images as well as associated labels or captions. They
used a Deep Generative Deconvolutional Network (DGDN) as a decoder of the latent
image features and deep Convolutional Neural Network (CNN) as an image encoder.
The CNN is used to approximate distribution for the latent DGDN features.
However, these models cannot generate data when they are conditioned interchange-
ably on both modalities. Vedantam et al. [25] reported the modification of the VAE to
enable a bimodal conditional generation. The method uses a novel training objective
and product-of-experts inference network, which can handle partially specified (ab-
stract) concepts in a principled and efficient manner. Perarnau et al. [16] introduced
the joint multimodal VAE (JMVAE), which learns the distribution by using a joint in-
ference network. To handle missing data at test time, the JMVAE trains q(z|x1, x2) with
two other inference networks q(z|x1) and q(z|x2).
Kurle et al. [12] formulated a variational-autoencoder-based framework for multi-
source learning, in which each encoder is conditioned on a different information source.
This enabled to relate the sources through the shared latent variables by computing di-
vergence measures between individual posterior approximations. Wu et al. [26] intro-
duced a multimodal VAE (MVAE), which uses a product-of-experts inference network
and sub-sampled training paradigm to solve the multimodal inference problem. The
model shares parameters to efficiently learn under any combination of missing modali-
ties.
Common for most multimodal methods based on variational inference is the lack
of having an expressive family of distributions. This limits the generative power of the
models, which we address in our work.
3 Variational Inference
The variational inference method approximates intractable probability densities through
optimization. Consider a probabilistic model with observations x = x1:n, continuous
latent variables z = z1:m, and model parameters θ. In variational inference, the task is
to compute the posterior distribution:
p(z|x, θ) = p(z,x|θ)∫
z
p(z,x|θ) (1)
The computation requires marginalization over the latent variables z, which often
is intractable. In variational methods, a distribution family is chosen over the latent
variables with its variational parameters q(z1:m|φ). The parameters that lead to q as
close as possible to the posterior of interest are estimated through optimization [9].
However, the true posterior often is not in the search space of the distribution family and
thus the variational inference provides only an approximation. The similarity between
the two distributions is measured by the Kullback-Leibler (KL) divergence.
Direct and exact minimization of the KL divergence is not possible. Instead, as
proposed in [9], a lower bound on the log-marginal likelihood is constructed:
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log pθ(x) ≥ log pθ(x)−KL [qφ(z|x), pθ(z|x)] (2)
= Eqφ(z|x) [λ log pθ(x|z)]− βKL [qφ(z|x), p(z)] (3)
= ELBO(x)
where λ and β are weights in the Evidence Lower Bound (ELBO). In practice,
λ = 1 and β is slowly annealed to 1 to form a valid lower bound on the evidence [3].
In Equation 3, the first term represents the reconstruction error, while the second cor-
responds to the regularization. The ELBO function in VAEs is optimized by gradient
descent by using the reparametrization trick, while the parameters of the distributions p
and q are obtained by neural networks.
4 Learning flexible and complex distributions in multimodal
variational methods
Consider a set X of N modalities, x1,x2, . . . ,xN . We assume that these modalities
are conditionally independent considering the common latent variable z, which means
that the model p(x1,x2, . . . ,xN , z) can be factorized. Such factorization enables the
model to consider missing modalities, as they are not required for the evaluation of
the marginal likelihood [26]. This can be used to combine the distributions of the N
individual modalities into an approximate joint posterior. Therefore, all required 2N
multimodal inference networks can be computed efficiently in terms of theN unimodal
components. In such a case, the ELBO for multimodal data becomes:
𝐱𝟏
PoE
𝐡𝟏
µ𝟏
𝜹
𝜹𝟏
𝐱𝟐
𝐡𝟐
µ𝟐
𝜹𝟐
𝐱𝑵
𝐡𝑵
µ𝑵
𝜹𝑵
…
µ
Gaussian
𝑞0(𝐳𝟎|𝐱)
𝐳𝟎
Continuous 
normalizing 
flows
𝑡0 1
𝑞𝑇(𝐳𝐓|𝐱)
𝐳𝐓
Decoder 
(𝐱𝟏)
Decoder 
(𝐱𝟐)
Decoder 
(𝐱𝐍)
…
Fig. 1: Model architecture of the multimodal VAE with normalizing flows. The model
can be used with any type of normalizing flows, transforming z0 to zT .
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ELBO(X) = Eqφ(z|X)
[∑
xi∈X
λi log pθ(xi|z)
]
−βKL [qφ(z|X), p(z)]
(4)
In Figure 1 we present the architecture of the proposed model. Here, the modalities
are transformed by encoding inference networks and mapped to a predefined parametric
family of distributions, such as the Gaussian. These parameters are combined in the
product-of-experts network along with the prior expert [7]. The output of the product-
of-experts is again a parametric distribution, which has low expressive power and is not
sufficient for good approximations to the true posterior.
A better variational approximation to the posterior would provide better values for
the ELBO. As the ELBO is only a lower bound on the marginal log-likelihood, they do
not share the same local maxima. Therefore, if the lower bound is too far off from the
true log-likelihood, the maxima of the functions can differ even more, as illustrated in
Figure 2. Due to its simplicity, one of the most commonly used variational distributions
for the approximate posterior qφ(z|x) is the diagonal-covariance Gaussian. However,
with such a simple variational distribution, the approximate posterior will most likely
not match the complexity of the true posterior. According to Equation 2, this can lead
to a larger KL divergence term and thus a larger difference between the ELBO and true
log-likelihood, which often leads to a low-performance generative model.
𝜃
ELBO
log𝑝(𝑥)
Fig. 2: Difference between the ELBO and true log likelihood. With the increase in their
difference, their local maxima tend to differ more, which leads to a bias in the optimiza-
tion of the model parameters.
For the optimal variational distribution that provides KL = 0, q matches the true
posterior distribution. This can be achieved only if the true posterior is a part of the dis-
tribution family of the approximate posterior; therefore, the ideal family of variational
distributions qφ(z|x) is a highly flexible one.
6 S. Nedelkoski et al.
An approach to achieve such flexible and complex distributions is to utilize nor-
malizing flows [23]. Consider z ∈ R as a random variable and f : Rd → Rd as an
invertible mapping. The function f can transform z ∼ qφ(z) and yield a random vari-
able y = f(z), which has the following probability distribution:
qy(y) = qφ(z)
∣∣∣∣det ∂f−1∂z
∣∣∣∣ (5)
This transformation is also known as the change-of-variable formula. Composing a
sequence of such invertible transformations to a variable is known as normalizing flows:
zt+1 = zt + f(zt, θt) (6)
where t ∈ {0, . . . , T} and zt ∈ RD.
Generally, the main bottleneck of the use of the change-of-variables formula is the
computation of the determinant of the Jacobian, which has a cubic cost in either the
dimension of z or number of hidden units.
Rezende et al. introduced a normalizing flow, referred to as planar flow, for which
the Jacobian determinant could be computed efficiently in O(D) time [19]. Berg et
al. [2] introduced Sylvester normalizing flows, which can be regarded as a generaliza-
tion of planar flows. Sylvester normalizing flows remove the well-known single-unit
bottleneck from planar flows, making the single transformation considerably more flex-
ible.
It is simple to sample from these models and they can be trained by maximum likeli-
hood by using the change-of-variables formula. However, this requires placing awkward
restrictions on their architectures, such as partitioning of dimensions or use of rank-one
weight matrices, to avoid a O(D3) cost determinant computation. These limitations are
overcome with the introduction of continuous normalizing flows[6], which we refer to
in the following.
The sequence of transformations shown in Eq. 6 can be regarded as an Euler dis-
cretization of a continuous transformation [4]. If more steps are added, in the limit, we
can parametrize the transformations of the latent state by using an ordinary differential
equation (ODE) specified by a neural network:
∂z(t)
∂t
= f(z(t), t, θ) (7)
where t is now continuous, i.e. t ∈ R. Chen et al.[4] reported that the transfer from a
discrete set of layers to a continuous transformation simplifies the computation of the
change in normalizing constant. In the generative process, sampling from a base dis-
tribution z0 ∼ pz0(z0) is carried out. Considering the ODE defined by the parametric
function f(z(t), t; θ), the initial value problem:
z(t0) = z0,
∂z(t)
∂t
= f(z(t), t; θ) (8)
is solved to obtain z(T ) = zT , which constitutes the transformed latent state. The
change in log-density under the continuous normalizing flow (CNF) model follows a
Learning more expressive joint distributions in multimodal variational methods 7
second differential equation, referred to as formula of instantaneous change of vari-
ables:
∂ log qt(z(t))
∂t
= −Tr
(
∂f
∂z(t)
)
(9)
We can compute the total change in log-density by integrating over time:
log qT (z(T )) = log q0(z(t0))−
∫ T
t0
Tr
(
∂f
∂z(t)
dt
)
(10)
Extending Chen et al. [4], Grathwohl et al. introduced the Hutchinson’s trace unbiased
stochastic estimator of the likelihood, which has O(D) time cost, which enables com-
pletely unrestricted architectures [6] .
Using such continuous normalizing flows, we transform the joint distribution z0 to
zK to obtain a more complex distribution, as shown in Figure 1. Lastly, zK is used to
reconstruct the original inputs x1, . . . ,xN through the decoder networks.
Utilizing this, we derive new KL divergence in the multimodal setting. With this
modification, the new ELBO (Equation 4) has new KL divergence, which is computed
by:
KL ∼ log qT (zT |X)− log p(zT ) =
log q0(z0|X)− log p(zT )−
∫ T
0
Tr
(
∂f
∂zt
dt
) (11)
We obtain the new objective of the multimodal VAE by replacing the KL divergence
term in Equation 4 with that in Equation 11. Training the model with the new objective
gives larger generative power to model, which can be utilized to improve the learning
of joint distributions in complex multimodal data.
5 Evaluation
In this section, we present multiple experiments carried out to evaluate our model per-
formance which we name multimodal variational autoencoder with continuous nor-
malizing flows (MVAE-CNF) on several datasets and learning tasks including MNIST,
FashionMNIST, KMNIST, EMNIST, CelebA, and Flickr.
The MNIST-like unimodal datasets are transformed into multimodal datasets by
treating the labels as a second modality, which has been also carried out in previous re-
lated work. We refer to the images as the image modality and labels as the text modality.
For each of them, the comparison is carried out against the state-of-the-art MVAE. In
[26], MVAE is compared to previous multimodal variational approaches.
For a proper evaluation, the same model architectures for the encoders and decoders,
learning rates, batch sizes, number of latent variables, and other parameters are used.
Our model, MVAE-CNF, has additional parameters for the CNFs. We used the ver-
sion from [6] as the CNF without amortization. As the solver for the ODE, we used the
Euler method to achieve computational efficiency and demonstrate that even with the
utilization of the simplest solver, the method is improved compared to the current state
of the art. For the CNF settings, we used only one block of CNFs, 256 squash units
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for the layers of ODENet, and softplus non-linearity as the activation function for the
ODENet.
For the four MNIST datasets, we used linear layers having 512 units for the encoders
and decoders for both modalities. Each of the encoders is followed by µ and σ hidden
layers having 128 units with Swish non-linearities. To optimize the lower bound in these
data, we used annealing where the factor of the KL divergence is linearly increased from
0 to 1 during 20 out of the total of 60 epochs[3].
For the image transformation tasks, we used the CelebA dataset. For the encoders
and decoders, we used simple convolutional networks composed of 4 [convolution-
batch normalization] layers, whose last layer is flattened and decomposed into µ and σ
with 196 units for all models. We slowly anneal the factor of the KL from 0 to 1 during
5 epochs and train for 20 epochs owing to the limitations of the available computational
resources. The above CNF parameters are unchanged.
Lastly, the FLICKR dataset is composed of images and textual descriptions. We
used the image and text descriptors as in [21]. All parameters of the decoders and en-
coders, batch size, epochs, learning rates, etc. are similar to those of the MNIST-like
datasets.
Fig. 3: Generated samples from MNIST,
sampled from the conditional distribu-
tion, when X2 = 3.
Fig. 4: Generated samples from the Fash-
ion MNIST dataset, sampled from the
unconditioned joint distribution.
5.1 Evaluation of the model and generated sample quality
For the MNIST-like datasets, we denote the images as X1 and labels as X2 and we set
λ1 = 1 and λ2 = 50 (Equation 4). The up-weighting of the reconstruction error for the
low-dimensional modalities is important for the learning of good joint distribution.
Table 1 shows the joint ELBO loss, computed according to 4 and 11, ELBO losses
for both modalities separately, and binary cross-entropy (BCE) values for X1 and X2.
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Lower values for all columns imply better performance. We present the results for the
four MNIST datasets. For both modalities, jointly and separately, the MVAE-CNF out-
performs the MVAE in ELBO loss. As presented in the table, we evaluated the BCEs
for both modalities, by ignoring the KL divergence, which provides a direct comparison
of the models in terms of learning of the reconstructions. The MVAE-CNF outperforms
the MVAE in all datasets. This is due to the increased capacity of the joint distribution
because of the utilization of continuous normalizing flows.
Table 1: Binary cross-entropy and ELBO losses for four MNIST-like datasets
X1 BCE loss X2 BCE loss ELBO joint ELBOX1 ELBOX2
MVAE MVAE-CNF MVAE MVAE-CNF MVAE MVAE-CNF MVAE MVAE-CNF MVAE MVAE-CNF
MNIST 80.9758 78.2835 0.0142 0.0078 100.9352 98.0086 99.5205 96.9436 5.0624 3.8717
FashionMNIST 225.6746 224.4749 0.034 0.0102 240.9705 239.4592 238.1776 237.4313 4.1957 3.9981
KMNIST 188.2816 182.3637 0.0072 0.070 214.2033 209.6676 210.6992 206.7195 3.8445 3.7986
EMNIST(letters) 112.2935 111.8147 0.0064 0.0062 143.9629 141.6544 138.7585 137.6635 5.4532 5.5672
Furthermore, we evaluated the qualities of the generated samples for MNIST, Fash-
ionMNIST, and KMNIST. First, we trained a simple neural network for classification.
The classifier was not tuned for the best accuracy; it served only for the relative compar-
ison of the generative models. Subsequently, from each of the MVAE and MVAE-CNF,
we generated 1000 image samples conditioned on the labeled modality and utilized the
classifier to predict the appropriate class. We summarize the accuracies of the predic-
tions by using the generated data in Table 2. Notably, the MVAE-CNF can generate
samples with approximately 1050% higher qualities.
In Figures 3 and 4, we illustrate the generated samples from the MNIST and Fash-
ionMNIST datasets. We find the samples to be good quality, and find conditional sam-
ples to be largely correctly matched to the target label. Figure 3 shows images sampled
from the conditional distribution, while Figure 4 shows generated samples from the
joint distribution of the FashionMNIST dataset.
Table 2: Quality of the generated sam-
ples evaluated by a supervised classifier
Dataset MVAE MVAE-CNF
MNIST 0.67 0.73
FashionMNIST 0.24 0.44
KMNIST 0.11 0.26
Table 3: Learning with few examples
Dataset Image loss Text loss Joint loss
Flickr 15% 1241.7388 23.5962 2571.3684
Flickr 30% 1229.2150 23.8598 2544.5045
Flickr 100% 1214.1170 23.2236 2535.6338
Table 4: Image transformations on
celebA
Cross-entropy MVAE MVAE-CNF
IG: Image 6389.5317 6322.8523
IG: Gray 2239.9395 2197.7927
IG: Image-Gray 8548.3848 8478.5559
IE: Image 6446.3184 6315.6718
IE: Edge 1005.5892 992.2274
IE: Image-Edge 7423.9004 7289.6343
IM: Image 6396.6943 6329.7452
IM: Mask 245.4223 239.4394
IM: Image-Mask 6632.7891 6556.8282
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5.2 Image Transformation Tasks
In this section, we compare the performances of the multimodal generative models on
an image transformation task. In edge detection, one modality is the original image,
while the other is the image with the edges. In colorization, the two modalities are the
same image in color and grayscale. Similarly to the approach in [26], we apply trans-
formations to images from the CelebA dataset. For colorization, we transform the RGB
images to grayscale, for edge detection we use the Canny detector, and for landscape
masks, we use dlib and OpenCV.
We used the validation subset of CelebA as training data and test subset for the
computation of the scores. Both MVAE and MVAE-CNF use the same parameters, as
explained above, with λi = 1.
In Table 4, we show the results and comparison of the different image transfor-
mation tasks. The MVAE-CNF model outperforms MVAE in all tasks. We show the
results for the cross-entropy loss for the joint image-gray, image-edge, and image-mask
tasks and each of the modalities separately. Furthermore, in Figure 5, we show the un-
conditional sampling from the joint distribution. The samples preserve the main task.
However, they are characterized as samples from other variational models with smooth
and blur effects. On CelebA, the result suggest that the product-of-experts approach
generalizes to a larger number of modalities (19 in the case of CelebA), and that jointly
training shares statistical strength.
Fig. 5: Image transformations generated by using the joint distribution. From top to
bottom: colorization, masks, grayscale, and edge extraction.
In Table 3, on the Flickr dataset, we show that even with 5% of matched data sam-
ples, the obtained results almost reach the same performance like that when all data are
supervised. This implies that the model can learn the data with only a few supervised
samples and utilize the unmatched unlabeled modalities.
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6 Conclusion and Future Work
Modeling the joint distribution of multimodal data requires larger expressive power
to capture high-level concepts and provide better data representations. Previous multi-
modal generative models based on variational inference are limited due to the lack of
flexibility of the approximate posterior, which is obtained by searching within a known
parametric family of distributions. We presented a new approach, which aims to im-
prove the family of multimodal variational models. We utilized the product-of-experts
as the inference network to approximate the joint data distribution, which is followed by
continuous normalizing flows, which transform the parametric distribution into a more
complex distribution. This provides a larger expressive power of the model. In general,
these flows can be used for multimodal generative models of any architecture.
Through several experiments, we showed that our approach outperforms the state
of the art on variety of tasks including the learning of joint data distributions, image
transformations, weakly supervised learning, and generation of missing data modali-
ties. Utilizing a trained classifier on the generated samples, we also show that learning
more powerful approximate joint distributions improves the quality of the generated
samples by more than 0.15% compared to the previous multimodal VAE methods. As
future work, in support of our results, we believe that the focus should lie on efficiently
obtaining better and more complex joint distributions that can learn the underlying data.
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