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Abstract
Let A be the 2mth-order elliptic operator of divergence form with bounded measurable
coefﬁcients deﬁned in a domain  of Rn with smooth boundary. For 1<p<∞ we regard A
as a bounded operator from the Lp Sobolev space Hm,p0 () to H
−m,p(). Trying to extend
the result which has been obtained only in the case  = Rn or in the case m = 1 to the
general case, we succeed in constructing the resolvent (A − )−1 and estimating its operator
norm for some  when the leading coefﬁcients are uniformly continuous. Applying the result
for Lp resolvents, we show that the operator associated with A in Lp() generates an analytic
semigroup and obtain exponential decay estimates for the heat kernel, the resolvent kernel
and their derivatives of order up to m − 1. We also give a perturbation theorem for heat
kernels.
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0. Introduction
This paper is a continuation of the previous papers [6,8]. We consider the 2mth-order
elliptic operator of divergence form
Au(x) =
∑
||m,||m
D(a(x)D
u(x)) (0.1)
deﬁned in a domain  of Rn with smooth boundary. We assume that all the coefﬁcients
are bounded and measurable. Here x = (x1, . . . , xn) is a generic point in the n-
dimensional Euclidean space Rn and we use the notations
D = D11 . . . Dnn , Dj = −
√−1/xj (j = 1, . . . , n)
for a multi-index  = (1, . . . , n) of length || = 1 + · · · + n.
Let 1 < p < ∞. Regarding A as a bounded operator from the Lp Sobolev space
H
m,p
0 () to H
−m,p(), we would like to construct the resolvent. In [6,8] we showed
that if  is in some region of the complex plane then the resolvent (A − )−1 exists
and satisﬁes
‖(A− )−1‖H−i,p()→Hj,p()Kp||−1+(i+j)/2m (0.2)
for 0 im and 0jm when  = Rn or when m = 1, assuming that the ellipticity
condition
∑
||=||=m
a(x)
+0||2m for x ∈ ,  ∈ Rn (0.3)
holds with some 0 > 0 and that the leading coefﬁcients are uniformly continuous. The
problem was open for the general case. But we showed in [8] that the above result is
true for the general case if the result is true for the case of  = Rn+ and A = A0,
where
Rn+ = {x = (x′, xn) : x′ ∈ Rn−1, xn > 0}
and A0 is a homogeneous operator with constant coefﬁcients. In this paper, we solve the
problem for the general case afﬁrmatively by investigating the Dirichlet boundary value
problem for the operator A0 −  in Rn+. At the same time we weaken the assumption
on the ellipticity, i.e., we consider the problem under (1.2) below in place of (0.3).
Instead of the reﬂection method which was applicable when m = 1 we adopt another
method constructing the Poisson operators as was done in [1].
Applying the result for resolvents and appealing to the Lp theory, we prove that
A(p), the closed operator in Lp() deﬁned by A, generates an analytic semigroup of
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angle /2− A (cf. [10]) with some constant A > 0 and estimate the Cm−1+	 norms
of heat kernels and resolvent kernels for any 	 ∈ (0, 1). We exclude the diagonal set
of  ×  in some cases for resolvent kernels. It is also shown that the kernels are
independent of p.
Our result corresponds to that of Tanabe [12], who treated the operator of non-
divergence form, namely the operator in the form
A˜ =
∑
||2m
a(x)D

under the general boundary condition, assuming that all the coefﬁcients are bounded
and measurable, that the leading coefﬁcients are uniformly continuous and that the
adjoint operator of A˜ satisﬁes the same properties as A˜. He derived
‖(A˜− )−1‖Lp()→Hj,p()Kp||−1+j/2m
for 0j2m and estimated the C2m−1 norms of heat kernels and resolvent kernels
which are independent of p.
For the operator of divergence form the heat kernel estimate has been already ob-
tained in the case  = Rn by Auscher and Qafsaoui [2] who employed the method
of the Morrey–Campanato space, and for the second-order operator with real-valued
coefﬁcients by Davies [4] who used the logarithmic Sobolev inequality, and in the case
of  = Rn and 2m > n by Davies [5]. In [4,5] Davies did not refer to the Hölder
continuity or differentiability of the kernel, although he did not assume the uniform
continuity of the coefﬁcients.
As far as we stay in the direct proof of (0.2), we do not know whether the range of
 which guarantees (0.2) depends on p or not. But by using the estimate for the heat
kernel we ﬁnd that the region can be chosen so that it is independent of p. This is an
improvement of [6, Main Theorem]; [8, Theorem 1.1].
After making the perturbation theorem for resolvent kernels stated in [8] a little
stronger we give a perturbation theorem for heat kernels. Auscher and Qafsaoui [2]
considered the case where  = Rn, p = 2 and the operators have no lower terms. We
do not need to assume that the difference of the coefﬁcients of lower terms is small.
In a forthcoming paper the results of this paper will be applied to spectral asymptotics
for elliptic operators deﬁned in a general domain , as done for the case  = Rn in
[7].
1. Statement of main results
Let  be a domain in Rn. For 1p∞ and 
 ∈ R we deﬁne the Sobolev space
H 
,p() and the Besov space B
pp() according to Muramatu [9], where the symbols
H 
p(,C) and B
p,p(,C) are used instead of H 
,p() and B
pp(), respectively. In
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particular, for a negative integer k the space Hk,p() is deﬁned to be the set of all
functions f which can be written as
f =
∑
||−k
Df, f ∈ Lp() (1.1)
and the norm is given by
‖f ‖Hk,p() = inf
∑
||−k
‖f‖Lp(),
where the inﬁmum is taken over all {f}||−k satisfying (1.1). H 
,p0 () denotes the
closure of C∞0 () in H 
,p(). For 
 > 0 we deﬁne the Hölder space B
() by
B
() = B
∞∞(). We denote by B(X, Y ) the set of bounded linear operators from a
Banach space X to a Banach space Y endowed with the norm ‖ · ‖X→Y . By T : X →
Y we also mean T ∈ B(X, Y ). For sake of simplicity we often omit  for Lp(),
Hm,p() and so on if no confusion occurs.
Throughout this paper we assume that all the coefﬁcients of A in (0.1) are bounded
and measurable, that the principal symbol a(x, ) =∑||=||=m a(x)+ of A satis-
ﬁes the ellipticity condition, i.e., there exists 0 > 0 such that
Re a(x, )0||2m for x ∈ ,  ∈ Rn (1.2)
and that one of the following is satisﬁed:
(i)  = Rn,
(ii)  = Rn+,
(iii)  is a domain with Cm+1 bounded boundary.
We allow a(x) to be complex valued. In case (iii) we allow  to be unbounded.
Regarding the function a as a multiplication operator, we have
A =
∑
||,||m
DaD
 : Hm,p0 ()→ H−m,p()
for each p ∈ (1,∞). When we want to stress p or , we write Ap or A for A. We
are interested in constructing the resolvent (Ap − )−1 and deriving the estimates
‖(Ap − )−1‖H−i,p()→Hj,p()K||−1+(i+j)/2m (1.3)
for 0 im and 0jm with some constant K > 0.
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For p ∈ (1,∞),  ∈ (0,], R0 and K > 0 we say that A satisﬁes the condition
R(p, , R,K), or A ∈ R(p, , R,K) if the resolvent (Ap − )−1 : H−m,p() →
H
m,p
0 () exists and satisﬁes (1.3) for 0 im, 0jm and  ∈ (R, ), where
(R, ) = { ∈ C : ||R,  arg 2− }.
In order to evaluate the heat kernel and the resolvent kernel it is convenient to consider
a stronger condition. Let {Tp}p∈J be a family of bounded operators with index set J
such that Tp : Xp → Yp, where Xp and Yp are Banach spaces. We say that {Tp}p∈J
is compatible if
Tpf = Trf, f ∈ Xp ∩Xr
for any p, r ∈ J . Here and in the following we set
q∗ = q/(q − 1).
For q ∈ [2,∞),  ∈ (0,], R0 and K > 0 we say that A satisﬁes the condition
Rc(q, , R,K), or A ∈ Rc(q, , R,K) if A ∈ R(p, , R,K) for any p ∈ [q∗, q] and
{(Ap − )−1}p∈[q∗,q] is compatible.
Let p ∈ (1,∞). The duality 〈u, v〉Lp()×Lp∗ () =
∫
 u(x)v(x) dx can be extended
to the duality 〈u, v〉
H−m,p()×Hm,p∗0 ()
or 〈u, v〉Hm,p0 ()×H−m,p∗ (). Then the adjoint op-
erator of A:
A∗ =
∑
||,||m
DaD

satisﬁes
〈Au, v〉
H−m,p()×Hm,p∗0 ()
= 〈u,A∗v〉Hm,p0 ()×H−m,p∗ ().
Hence (Ap)∗ = (A∗)p∗ . Clearly A∗ also satisﬁes ellipticity condition (1.2).
Here we list the symbols concerning A.
A = max{0 > 0 : (1.2) is satisﬁed},
MA = max||,||m ‖a‖L∞(), A = (n,m,MA, A),
A(ε) = max||=||=m supx∈
sup
|h|ε,x+h∈
|a(x + h)− a(x)|,
∞A = max||=||=m infx∈ ess.supy∈
|a(x)− a(y)|.
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Noting that |a(x, )|(∑||=||=m 1)MA||2m, we deﬁne A ∈ [0,/2) by cosA =
A(
∑
||=||=m 1)−1M
−1
A to get
| arg a(x, )|A for x ∈ ,  ∈ Rn. (1.4)
If ellipticity condition (0.3) is satisﬁed as in [6,8], inequality (1.4) holds with A = 0.
We are now ready to state the main results.
Theorem 1.1. Let p ∈ (1,∞) and  ∈ (A,/2). Assume that the coefﬁcients a with
|| = || = m are uniformly continuous in the closure of .
Then there exist R = R(, A,A), K1 = K1(p, , A) and K2 = K2(, A) such
that for  ∈ (R, ) the resolvent (Ap − )−1 exists and (1.3) holds for 0 im
and 0jm with K = K1, and for 0 im − 1 and 0jm − 1 with K = K2.
Moreover {(Ap − )−1}p∈(1,∞) is compatible for  ∈ (R, ).
For p ∈ (1,∞) we deﬁne the operator A(p) in Lp() by
D(A(p)) = {u ∈ Hm,p0 () : Apu ∈ Lp()},
A(p)u = Apu for u ∈ D(A(p)).
It is easily seen that if A ∈ R(p, , R,K) then A(p) is a closed operator in Lp()
with D(A(p)) dense in Hm,p0 (), and (A(p))∗ = (A∗)(p∗).
Let h ∈ Rn. We deﬁne the difference operators h, (1)h and (2)h by
hu(x) = u(x + h)− u(x),
(1)h F (x, y) = F(x + h, y)− F(x, y),
(2)h F (x, y) = F(x, y + h)− F(x, y),
respectively, for a function u of x ∈  and a function F of (x, y) ∈ × . We set
 = {(x, x) : x ∈ }, h = {x ∈  : x + h ∈ },
(× )(1)h = h × , (× )(2)h = × h.
For t ∈ C \ {0}, x ∈ Rn and C > 0 we set
m(t, x;C) = exp{−C(|x|2m/|t |)1/(2m−1)}.
Theorem 1.2. Let p ∈ (1,∞). Assume that the coefﬁcients a with || = || = m are
uniformly continuous in the closure of .
Then the operator A(p) is the generator of an analytic semigroup e−tA(p) of angle
/2− A with kernel U(t, x, y) which is independent of p and satisﬁes the following
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estimates. For any ε ∈ (0,/2 − A) and 	 ∈ (0, 1) there exist C1 = C1(ε, A),
C2 = C2(ε, A), C3 = C3(ε, A,A), C′1 = C′1(ε,	, A), C′2 = C′2(ε,	, A) and C′3 =
C′3(ε,	, A,A) such that for || < m, || < m and | arg t |/2− A − ε we have
|xyU(t, x, y)|C1|t |−(n+||+||)/2mm(t, x − y;C2)eC3|t | (1.5)
for (x, y) ∈ × , and
|(i)h xyU(t, x, y)|C′1|t |−(n+||+||+	)/2mm(t, x − y;C′2)eC
′
3|t ||h|	 (1.6)
for i ∈ {1, 2}, h ∈ Rn and (x, y) ∈ (× )(i)h with 2|h| |x − y|.
For x ∈ Rn,  ∈ C, 
 > 0 and C > 0 we set

m(x, ;C) =


||−1+
/2m exp(−C||1/2m|x|) (
 < 2m),
(1+ log+ ||1/2m|x|) exp(−C||1/2m|x|) (
 = 2m),
|x|2m−
 exp(−C||1/2m|x|) (
 > 2m),
where log+ s = max{0, log s} for s > 0.
Theorem 1.3. Let p ∈ (1,∞) and  ∈ (A,/2). Assume that the coefﬁcients a with
|| = || = m are uniformly continuous in the closure of .
Then there exists R = R(, A,A) such that for  ∈ (R, ) the resolvent (A(p) −
)−1 exists and it has a kernel G(x, y) which is independent of p and satisﬁes the
following estimates. For any 	 ∈ (0, 1) there exist C1 = C1(, A), C2 = C2(, A),
C′1 = C′1(	, , A) and C′2 = C′2(	, , A) such that for || < m, || < m and  ∈
(R, ) we have
|xyG(x, y)|C1n+||+||m (x − y, ;C2) (1.7)
for (x, y) ∈ ×  \ , and
|(i)h xyG(x, y)|C′1n+||+||+	m (x − y, ;C′2)|h|	 (1.8)
for i ∈ {1, 2}, h ∈ Rn and (x, y) ∈ (× )(i)h \  with 2|h| |x − y|.
Moreover x

yG(x, y) is continuous on  if n+ || + || < 2m.
The rest of this paper is organized as follows. Sections 2 and 3 deal with the Lp
Dirichlet boundary value problem for a homogeneous operator with constant coefﬁcients
in Rn+. In Section 4 we show that Theorem 1.1 is valid if we allow the constants R
and K2 in Theorem 1.1 to depend on p. After preparing a perturbation theorem for
resolvents we give a result for the resolvent of an operator whose leading coefﬁcients
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are nearly constant. In Section 5 we prove Theorem 1.2 by using the weak version of
Theorem 1.1. In Section 6 we give a perturbation theorem for heat kernels. In Section
7 we prove Theorem 1.3 and complete the proof of Theorem 1.1 by using Theorem 1.2.
2. Boundary value problem for n = 1
In this and the next sections we shall consider the Dirichlet problem for a homo-
geneous elliptic operator with constant coefﬁcients in the half space Rn+. To do so
we shall investigate the properties of two kinds of operators V and wj(D′, · ) with
1jm.
This section deals only with the case n = 1, where the notation is slightly different
from and simpler than that of the case n2. We omit the details, since the proofs are
similar to those of the case n2 which will be given in the next section.
Let n = 1. Assume that A is written in the form
A = a(D) = a2mD2m
with constant Re a2m > 0.
We deﬁne the trace operator Tr by
Tr u = u(0) for u ∈ H 1,p(R+), p ∈ (1,∞).
Lemma 2.1. Let p ∈ (1,∞) and 0 lm − 1. Then Tr Dl : Hm,p(R+) → C and
there exists C = C(m, p) such that
|Tr Dlu|C‖u‖1−l/m−1/mp
Lp(R+) ‖u‖
l/m+1/mp
Hm,p(R+) , u ∈ Hm,p(R+).
Let  ∈ (A,/2) and  ∈ (1, ). The equation a(z)− = 0 in z has exactly m roots
with positive imaginary parts, which are given by 
+j () = (−/a2m)1/2me
√−1(2j−1)/2m
(j = 1, . . . , m). We deﬁne a+(z, ), cj () and a+m−j (z, ) (j = 1, . . . , m) by
a+(z, ) = (z− 
+1 ()) · · · (z− 
+m())
= zm + c1()zm−1 + c2()zm−2 + · · · + cm(),
a+m−j (z, ) = zm−j + c1()zm−j−1 + c2()zm−j−2 + · · · + cm−j ().
We deﬁne V by
V = R(a(D)R − )−1E,
where E : H−m,p(R+)→ H−m,p(R) is an extension such that ‖E‖H 
,p(R+)→H 
,p(R)
C(n,m, p) for any 
 ∈ [−m, 0] and R : H−m,p(R)→ H−m,p(R+) is the restriction.
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Lemma 2.2. Let p ∈ (1,∞),  ∈ (A,/2) and  ∈ (1, ). Then V : H−m,p(R+)→
Hm,p(R+) and
(a(D)− )V = I.
Furthermore there exists C = C(p, , A) such that
‖V‖H−i,p(R+)→Hj,p(R+)C||−1+(i+j)/2m
for 0 im and 0jm, and
‖Tr DlV‖H−i,p(R+)→CC||−1+(i+l)/2m+1/2mp
for 0 im and 0 lm− 1.
For j = 1, . . . , m we set
wj(t) = 12√−1
∫

e
√−1tz a
+
m−j (z, )
a+(z, )
dz,
where  is a Jordan curve which is oriented counter-clockwise and enclosing {
+i ()}mi=1.
Lemma 2.3. Let p ∈ (1,∞),  ∈ (A,/2),  ∈ (1, ) and 1jm. Then wj ∈
Hm,p(R+) ∩ C∞(R+) and there exist C = C(, A) and c = c(, A) such that
|Dkwj(t)|  C||(k−j+1)/2me−ct ||1/2m, t > 0,
‖Dkwj‖Lp(R+)  C(cp)−1/p||(k−j+1)/2m−1/2mp
for 0km. Furthermore we have
(a(D)− )wj = 0,
Tr Dl−1wj = lj (1 lm),
where lj is the Kronecker delta.
3. Boundary value problem for n2
Let n2. Assume that A is written in the form
A = a(D) =
∑
||=||=m
aD
+,
Y. Miyazaki / J. Differential Equations 215 (2005) 320–356 329
where the coefﬁcients a are constant. The symbol of A is given by a() =
∑
||=||=m
a
+
. In this section we will use the following notation.
x = (x′, t), x′ = (x1, . . . , xn−1),
 = (′, n), ′ = (1, . . . , n−1),
D = (D′,Dn), D′ = (D1, . . . , Dn−1).
A multi-index  will be often used as  ∈ Nn−10 , where N0 is the set of non-negative
integers. We deﬁne the trace operator Tr by
(Tr u)(x′) = u(x′, 0) for u ∈ H 1,p(Rn+), p ∈ (1,∞).
Lemma 3.1. Let p ∈ (1,∞).
(i) Let 0 lm− 1 and 0jm− l− 1. Then Tr Dln : Hm,p(Rn+)→ Hj,p(Rn−1)
and there exists C = C(n,m, p) such that
‖Tr Dlnu‖Hj,p(Rn−1)C‖u‖1−(j+l)/m−1/mpLp(Rn+) ‖u‖
(j+l)/m+1/mp
Hm,p(Rn+)
(3.1)
for u ∈ Hm,p(Rn+).
(ii) Let 0 lm−1 and 1jm− l. Then Tr Dln : Hj+l,p(Rn+)→ Bj−1/ppp (Rn−1)
and there exists C = C(n,m, p) such that
‖Tr Dlnu‖Bj−1/ppp (Rn−1)C‖u‖Hj+l,p(Rn+)
for u ∈ Hj+l,p(Rn+).
Proof. The lemma is well-known except inequality (3.1).
Since Hm,p(Rn+)∩C∞0 (Rn) is dense in Hm,p(Rn+), we may assume that u ∈ C∞0 (Rn).
Choose  ∈ C∞(R) satisfying (t) = 1 for t1/2 and (t) = 0 for t1. Let
1/p + 1/q = 1. The equality
−u(x′, 0) =
∫ ∞
0
{′(t)u(x′, t)+ (t)nu(x′, t)} dt
yields
‖Tr u‖
Lp(Rn−1)

∫ ∞
0
{|′(t)|‖u( · , t)‖
Lp(Rn−1) + |(t)|‖nu( · , t)‖Lp(Rn−1)} dt
‖′‖Lq(R+)‖u‖Lp(Rn+) + ‖‖Lq(R+)‖nu‖Lp(Rn+). (3.2)
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Set ε(t) = (ε−1t) for ε > 0 and replace  by ε in (3.2). Since ‖ε‖Lq(R+) =
ε1−1/p‖‖Lq(R+) and ‖′ε‖Lq(R+) = ε−1/p‖′‖Lq(R+), we have
‖Tr u‖
Lp(Rn−1)C(ε
−1/p‖u‖Lp(Rn+) + ε1−1/p‖nu‖Lp(Rn+)).
Setting ε = ‖u‖Lp(Rn+)/‖u‖H 1,p(Rn+), we get (3.1) for the case (j, l, m) = (0, 0, 1).
In the general case, applying (3.1) with (j, l, m) = (0, 0, 1) to D′Dlnu with  ∈
Nn−10 and || = j , and using interpolation inequalities, we have
‖D′Tr Dlnu‖Lp(Rn−1) = ‖Tr D′Dlnu‖Lp(Rn−1)
 C‖D′Dlnu‖1−1/pLp(Rn+)‖D
′Dlnu‖1/pH 1,p(Rn+)
 C‖u‖1−1/p
Hj+l,p(Rn+)
‖u‖1/p
Hj+l+1,p(Rn+)
 C
(
‖u‖1−(j+l)/m
Lp(Rn+)
‖u‖(j+l)/m
Hm,p(Rn+)
)1−1/p
×
(
‖u‖1−(j+l+1)/m
Lp(Rn+)
‖u‖(j+l+1)/m
Hm,p(Rn+)
)1/p
 C‖u‖1−(j+l)/m−1/mp
Lp(Rn+)
‖u‖(j+l)/m+1/mp
Hm,p(Rn+)
,
which implies (3.1). 
Lemma 3.2. Let  ∈ (A,/2). Then
|s − |4−1 sin(− A)(|s| + ||)
for s ∈ C with | arg s|A and  ∈ (0, ).
Proof. When |s|2||, we have |s−| |s|−||4−1(|s|+||). When 0 |s|2−1||,
we have |s − | || − |s|4−1(|s| + ||). When 2−1|| |s|2||, we have |s −
|dis (, (0,A)) || sin( − A), where (0,A) stands for the boundary of
(0,A). Then the lemma follows from these estimates. 
Lemma 3.3. Let p ∈ (1,∞) and  ∈ (A,/2). Then there exists K = K(p, , A)
such that a(D)Rn ∈ R(p, , 1,K).
Proof. The proof is essentially the same as that of [6, Lemma 3.1], where ellipticity
condition (0.3) was assumed instead of (1.2). It is sufﬁcient to show that
‖D(a(D)− )−1‖Lp→LpC(p, , A)||−1+||/2m (3.3)
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for ||2m and  ∈ (1, ). Since
{(a()− )−1} =
∑
k ||
||=||−||+2mk
Ck
(a()− )−k−1,
Lemma 3.2 gives
||||
∣∣∣{(a()− )−1}
∣∣∣  C∑
k,
||||+||(|a()| + ||)−k−1
 C
∑
k,
(|| + ||1/2m)||+||−2m(k+1)
 C(|| + ||1/2m)||−2mC||−1+||/2m
for ||[n/2] + 1. Therefore the Mihlin multiplier theorem (cf. [3]) yields (3.3). 
From [9, Theorem 6] and its proof we see that for q ∈ [2,∞) there exists an
extension
E :
⋃
q∗pq
H−m,p(Rn+)→
⋃
q∗pq
H−m,p(Rn)
such that E : H 
,p(Rn+) → H 
,p(Rn) and ‖E‖H 
,p(Rn+)→H 
,p(Rn)C(n,m, q) for any

 ∈ [−m, 0] and p ∈ [q∗, q]. Let R be the restriction from H−m,p(Rn) to H−m,p(Rn+).
For  ∈ (1, ) with  ∈ (A,/2) we deﬁne V by
V = R(a(D)Rn − )−1E.
Lemma 3.4. Let p ∈ (1,∞),  ∈ (A,/2) and  ∈ (1, ). Then V : H−m,p(Rn+)→
Hm,p(Rn+) and
(a(D)− )V = I. (3.4)
Furthermore there exists C = C(p, , A) such that
‖V‖H−i,p(Rn+)→Hj,p(Rn+)C||−1+(i+j)/2m (3.5)
for 0 im and 0jm, and
‖Tr DlnV‖H−i,p(Rn+)→Hj,p(Rn−1)  C||
−1+(i+j+l)/2m+1/2mp, (3.6)
‖Tr DlnV‖H−i,p(Rn+)→Bj+1−1/ppp (Rn−1)  C||
−1+(i+j+l+1)/2m (3.7)
for 0 im, 0 lm− 1 and 0jm− l − 1.
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Proof. Relation (3.4) and estimate (3.5) follow from Lemma 3.3 and the properties of
R and E. Estimates (3.6) and (3.7) follow from Lemma 3.1 and (3.5). 
It is easily seen that for  ∈ (1, ) with  ∈ (A,/2) and ′ ∈ Rn−1 the equation
a(′, z) −  = 0 in z has exactly m roots with positive imaginary parts, which we
denote by 
+j (
′, ) (j = 1, . . . , m). We deﬁne a+(′, z, ), cj (′, ) and a+m−j (′, z, )
(j = 1, . . . , m) by
a+(′, z, ) = (z− 
+1 (′, )) · · · (z− 
+m(′, ))
= zm + c1(′, )zm−1 + c2(′, )zm−2 + · · · + cm(′, ),
a+m−j (
′, z, ) = zm−j +
m−j∑
i=1
ci(
′, )zm−j−i .
Lemma 3.5. Any root z of an equation
z2m +
2m∑
j=1
aj z
2m−j = 0
satisﬁes |z|2max{|aj |1/j : 1j2m}.
Proof. Set R = max{|aj |1/j : 1j2m} and suppose that |z| > 2R. Then we have
1 =
∣∣∣∣∣∣
2m∑
j=1
aj z
−j
∣∣∣∣∣∣ 
2m∑
j=1
(
|aj |1/j
|z|
)j
<
2m∑
j=1
2−j < 1,
which is a contradiction. Hence |z|2R. 
Lemma 3.6. Let  ∈ (A,/2),  ∈ (1, ) and ′ ∈ Rn−1. There exist C0 = C0(A)
and c0 = c0(, A) such that any root z of a(′, z)−  = 0 satisﬁes
|z|C0(|′| + ||1/2m), (3.8)
|Im z|c0(|′| + ||1/2m). (3.9)
Proof. Write a(′, z) in the form
a(′, z) = a0z2m +
2m∑
j=1
aj (
′)z2m−j .
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Then Re a0A and |aj (′)|C|′|j (j = 1, . . . , m). So (3.8) follows from Lemma
3.5.
Let  = (′, n) ∈ Rn and z = n +
√−1 with  ∈ R. By the Young inequality
∣∣a(′, z)− a()∣∣  2m∑
j=1
C||2m−j ||jC′(ε|a()| + ε1−2m||2m) (3.10)
for any ε ∈ (0, 1) with some C′ = C′(A)1. Using Lemma 3.2 and (3.10) with
ε = (2C′)−1C′′ and C′′ = 4−1 sin(− A), we have
|a(′, z)− |  |a()− | − |a(′, z)− a()|
 C′′(|a()| + ||)− C′(ε|a()| + ε1−2m||2m)
 C
′′
2
(|a()| + ||)− C′2m
(
C′′
2
)1−2m
||2m.
So ||(4C′)−1C′′(|a()|+ ||)1/2m implies |a(′, z)−|4−1C′′(|a()|+ ||). There-
fore (3.9) holds if a(′, z)−  = 0. 
Lemma 3.7. Let  ∈ (A,/2),  ∈ (1, ), ′ ∈ Rn−1 and 1jm. Then cj ( · , ) ∈
C∞(Rn−1) and
|′cj (′, )|C(|′| + ||1/2m)j−|| (3.11)
with C = C(, A, ) for  ∈ Nn−10 .
Proof. Set 	j (′, ) =∑mi=1 
+i (′, )j for 1jm. Then
	j (
′, ) = 1
2
√−1
∫

zjza(′, z)
a(′, z)−  dz, (3.12)
where  is a curve in the upper half plane which is oriented counter-clockwise and
enclosing {
+i (′, )}mi=1. Since we can choose a ﬁxed  if ′ is contained in a ball of
Rn−1, it is possible to differentiate under the integral sign in (3.12). So 	j (′, ) is
C∞ in ′.
In order to evaluate its derivatives let (′, ) be a curve which coincides with the
boundary of
{z ∈ C : |z|2C0(|′| + ||1/2m), Im z2−1c0(|′| + ||1/2m)},
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where C0 and c0 are the constants in Lemma 3.6. When z ∈ (′, ), we have
|z|2C0(|′| + ||1/2m), (3.13)
|z− 
±i (′, )| min{2−1c0, C0}(|′| + ||1/2m) (1 im), (3.14)
where 
−i (
′, ) are the roots of a(′, )−  = 0 with negative imaginary parts. Hence
(3.12) with  = (′, ) yields
|′	j (′, )|C(|′| + ||1/2m)j−||. (3.15)
Then (3.11) follows from the property of fundamental symmetric functions. 
For j = 1, . . . , m we set
wj(
′, t) = 1
2
√−1
∫

e
√−1tz a
+
m−j (
′, z, )
a+(′, z, )
dz, (3.16)
where  is a Jordan curve which is oriented counter-clockwise and enclosing
{
+i (′, )}mi=1.
Lemma 3.8. Let  ∈ (A,/2),  ∈ (1, ), ′ ∈ Rn−1, t0 and 1jm. Then
wj ∈ C∞(Rn−1 × [0,∞)). Furthermore for l0 and  ∈ Nn−10 there exist C =
C(, A, , l) and c = c(, A) such that
|lt′wj(′, t)|C(|′| + ||1/2m)1−j−||+le−ct (|
′|+||1/2m).
Proof. Since we can choose a ﬁxed  when ′ is in a ball of Rn−1 and t0, it is
possible to differentiate under the integral sign in (3.16). So wj is C∞. The derivatives
of wj are estimated by taking  = (′, ), where (′, ) is deﬁned as in the proof of
Lemma 3.7, and using (3.13), (3.14) and |e
√−1tz|e−2−1c0t (|′|+||1/2m) for z ∈ (′, )
and t0. 
We shall show that wj(D′, · ) : Bm−j+1−1/ppp (Rn−1) → Hm,p(Rn+) for 1jm
and p ∈ (1,∞). To do so we have only to estimate the pure derivatives. In [11, pp.
151–152] Stein characterized the Besov space by the Poisson integral. His proof is
instructive for our purpose.
Lemma 3.9. Let p ∈ (1,∞),  ∈ (A,/2),  ∈ (1, ) and 1jm. Then
wj(D
′, · ) : Lp(Rn−1)→ Lp(Rn+) and there exists C = C(p, , A) such that
‖wj(D′, · )‖Lp(Rn−1)→Lp(Rn+)C||
(1−j)/2m−1/2mp.
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Proof. By the Mihlin multiplier theorem and Lemma 3.8 we get
‖wj(D′, t)g‖Lp(Rn−1)C||(1−j)/2me−ct ||
1/2m‖g‖
Lp(Rn−1)
for g ∈ Lp(Rn−1) and each t > 0. This combined with ‖e−ct ||1/2m‖Lp(R+)C||−1/2mp
gives the lemma. 
Lemma 3.10. Let p ∈ (1,∞). Assume that K(x′, t) satisﬁes
|K(x′, t)|C1t−n(1+ |x′|/t)	−n (3.17)
with some constants C1 > 0 and 	 ∈ (0, 1/p), and set
u(x′, t) =
∫
Rn−1
K(y′, t){g(x′ − y′)− g(x′)} dy′
for g ∈ B1−1/ppp (Rn−1). Then u ∈ Lp(Rn+) and there exists C = C(n, p,	) such that
‖u‖Lp(Rn+)CC1‖g‖B1−1/ppp (Rn−1).
Proof. By (3.17) we have
t1/p‖u( · , t)‖
Lp(Rn−1)

∫
Rn−1
t1/p|K(−y′, t)|‖y′g‖Lp(Rn−1) dy′
C1
∫
Rn−1
( |y′|
t
)n−1/p (
1+ |y
′|
t
)	−n ‖y′g‖Lp(Rn−1)
|y′|1−1/p
dy′
|y′|n−1 .
We can regard the last integral as a bounded operator from Lp(Rn−1, |y′|1−ndy′) to
Lp(R+, t−1dt) with kernel H(y′, t) = (|y′|/t)n−1/p(1+ |y′|/t)	−n for∫
Rn−1
H(y′, t)|y′|1−n dy′ =
∫
Rn−1
|y′|1−1/p(1+ |y′|)	−n dy′
= C
∫ ∞
0
sn−1−1/p(1+ s)	−n ds <∞,
∫ ∞
0
H(y′, t)t−1 dt =
∫ ∞
0
sn−1−1/p(1+ s)	−n ds <∞.
Since ‖u‖Lp(Rn+) = ‖t1/p‖u( · , t)‖Lp(Rn−1)‖Lp(R+,t−1dt), we get the lemma. 
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Lemma 3.11. Let p ∈ (1,∞),  ∈ (A,/2),  ∈ (1, ), 1jm and 1kn−1.
Then Dmk wj(D′, · ) : Bm−j+1−1/ppp (Rn−1)→ Lp(Rn+) and there exists C = C(p, , A)
such that
‖Dmk wj(D′, · )‖Bm−j+1−1/ppp (Rn−1)→Lp(Rn+)C.
Proof. Let g ∈ Bm−j+1−1/ppp (Rn−1) and set
G = Dm−jk g, K(x′, t) = (2)1−n
∫
Rn−1
e
√−1x′′jkwj(
′, t) d′.
Since
∫
Rn−1 K(x
′, t) dx′ = 0, we have
[Dmk wj(D′, t)g](x′) = [Djkwj(D′, t)G](x′)
=
∫
Rn−1
K(x
′ − y′, t)G(y′) dy′
=
∫
Rn−1
K(y
′, t){G(x′ − y′)−G(x′)} dy′.
We shall show that inequality (3.17) holds with K = K and C1 = C1(	, , A) for
any 	 ∈ (0, 1). From Lemma 3.8 we have
|K(x′, t)|  C
∫
Rn−1
|′|j (|′| + ||1/2m)1−j e−ct (|′|+||1/2m) d′
 C
∫
Rn−1
t−1e−2−1ct |
′| d′ = Ct−n. (3.18)
Let 1 in− 1. Then we have
xni K(x
′, t) = (2)1−n(√−1)n
∫
Rn−1
(e
√−1x′′ − 1)ni {
j
kwj(
′, t)} d′.
Using Lemma 3.8 and the inequality |e
√−1s − 1|2|s|	 with s = x′′, we have
|xi |n|K(x′, t)|  C
∫
Rn−1
|x′|	|′|	(|′| + ||1/2m)1−ne−ct (|′|+||1/2m) d′
 C|x′|	
∫
Rn−1
|′|	+1−ne−ct |′| d′ = Ct−	|x′|	,
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which implies
|K(x′, t)|Ct−	|x′|	−n. (3.19)
Using (3.18) for |x′| t and (3.19) for |x′| t , we get (3.17) with K = K. Hence
applying Lemma 3.10 with 	 = 1/2p, we get the lemma. 
Lemma 3.12. Let p ∈ (1,∞),  ∈ (A,/2),  ∈ (1, ) and 1jm. Then
Dmn wj(D
′, · ) : Bm−j+1−1/ppp (Rn−1) → Lp(Rn+) and there exists C = C(p, , A)
such that
‖Dmn wj(D′, · )g‖Lp(Rn+)C(Bm−j (g, )+ ||1/2m−1/2mpHm−j (g, ))
for g ∈ Bm−j+1−1/ppp (Rn−1), where
Bm−j (g, ) = ‖g‖Bm−j+1−1/ppp (Rn−1) + ||
(m−j)/2m‖g‖
B
1−1/p
pp (R
n−1),
Hm−j (g, ) = ‖g‖Hm−j,p(Rn−1) + ||(m−j)/2m‖g‖Lp(Rn−1).
Proof. Let g ∈ Bm+j−1−1/ppp (Rn−1) and set
〈′; 〉 = (|′|2 + ||1/m)1/2, G = 〈D′; 〉m−j g,
Q(
′, t) = 1
2
√−1
∫

e
√−1tz z
ma+m−j (
′, z, )
〈′; 〉m−j a+(′, z, ) dz,
K(x
′, t) = (2)1−n
∫
Rn−1
e
√−1x′′Q(′, t) d′,
where  is the same curve as in (3.16). Since ∫Rn−1 K(x′, t) dx′ = Q(0, t), we have
[Dmn wj(D′, t)g](x′) = [Dmn 〈D′; 〉−m+jwj(D′, t)G](x′)
= [Q(D′, t)G](x′) =
∫
Rn−1
K(x
′ − y′, t)G(y′) dy′
=
∫
Rn−1
K(y
′, t){G(x′ − y′)−G(x′)} dy′ +Q(0, t)G(x′).
The same calculation as in the proof of Lemma 3.8 shows that
|′Q(′, t)|C(|′| + ||1/2m)1−||e−ct (|
′|+||1/2m)
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for  ∈ Nn−10 . In the same way as in the proof of Lemma 3.11 we get inequal-
ity (3.17) with K = K and C1 = C1(	, , A) for any 	 ∈ (0, 1). We also have
|Q(0, t)|C||1/2me−ct ||1/2m . Therefore applying Lemma 3.10 with 	 = 1/2p and
using ‖e−ct ||1/2m‖Lp(R+)C||−1/2mp, we get
‖Dmn wj(D′, · )g‖Lp(Rn+)C
(
‖G‖
B
1−1/p
pp (R
n−1) + ||1/2m−1/2mp‖G‖Lp(Rn−1)
)
.
Now it remains to prove
‖〈D′; 〉ig‖
B
1−1/p
pp (R
n−1)  CBi(g, ), (3.20)
‖〈D′; 〉ig‖
Lp(Rn−1)  CHi(g, ) (3.21)
with i = m− j . To do so we write 〈′; 〉i in the form
〈′; 〉i =
n−1∑
k−1
ikIik(
′, )+ ||i/2mIin(′; )
with
Iik(
′; ) = ik〈′; 〉i/i (′) (1kn− 1),
Iin(
′; ) = ||i/2m〈′; 〉i/i (′), i (′) =
n−1∑
k=1
2ik + ||2i/2m.
By the Mihlin multiplier theorem and characterization of the Besov space by the
Littlewood-Paley decomposition we see that Iik(D′; ) : H	,p(Rn−1) → H	,p(Rn−1)
and Iik(D′; ) : B	pp(Rn−1) → B	pp(Rn−1) for 1kn and 	 ∈ R, and that their
operator norms are evaluated by constants independent of . Hence we get (3.20) and
(3.21). 
Lemma 3.13. Let p ∈ (1,∞),  ∈ (A,/2),  ∈ (1, ) and 1jm. Then
wj(D
′, · ) : Bm−j+1−1/ppp (Rn−1)→ Hm,p(Rn+)
with norm estimates in Lemmas 3.9, 3.11 and 3.12. Furthermore we have
(a(D)− )wj(D′, · ) = 0, (3.22)
TrDl−1n wj(D′, · ) = lj (1 lm). (3.23)
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Proof. The boundedness of wj(D′, · ) follows from Lemmas 3.9, 3.11 and 3.12.
Formulas (3.22) and (3.23) follow from the equations for symbols:
1
2
√−1
∫

e
√−1tz (a(
′, z)− )a+m−j (′, z, )
a+(′, z, )
dz = 0, (3.24)
1
2
√−1
∫

zl−1a+m−j (
′, z, )
a+(′, z, )
dz = lj . (3.25)
Relation (3.24) holds for the integrand is analytic in the domain enclosed by , and
(3.25) is shown in the same way as in [1]. 
4. Construction of resolvents and perturbation
We are now ready to construct resolvents and prove Theorem 1.1 in a weak form.
The construction of resolvents is based on the next two lemmas which are slightly
stronger than Lemma 3.3 and those stated in [6,8].
Lemma 4.1. Let q ∈ [2,∞) and  ∈ (A,/2). Assume that  = Rn and that A is a
homogeneous operator with constant coefﬁcients, that is, A is written in the form
A =
∑
||=||=m
aD
+,
where the coefﬁcients a are constant. Then there exists K = K(q, , A) > 0 such
that A ∈ Rc(q, , 1,K).
Proof. The lemma is essentially the same as Lemma 3.3, where we obtained A ∈
R(p, , 1,Kp) with some constant Kp for each p ∈ (1,∞) with help of the Mihlin
multiplier theorem. The compatibility of {(Ap − )−1}p∈[q∗,q] and the boundedness of
Kp on the interval [q∗, q] are easily seen if we look through the proofs of Lemma 3.3
and the Mihlin multiplier theorem. 
Lemma 4.2. The assertion in Lemma 4.1 is also valid if we replace  = Rn with
 = Rn+.
Proof. First we ﬁx p ∈ [q∗, q]. Let  ∈ (1, ) and deﬁne P by
P = V −
m∑
j=1
wj(D
′, · )Tr Dj−1n V,
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where if n = 1 the operator wj(D′, · ) is replaced with wj ∈ Hm,p(R+), which is
regarded as a bounded operator from C to Hm,p(R+). From Lemmas 2.2, 2.3, 3.4 and
3.13 it follows that P : H−m,p(Rn+)→ Hm,p0 (Rn+) and
(Ap − )P = I,
‖P‖H−i,p→Hj,pKp||−1+(i+j)/2m
for 0 im and 0jm with Kp = K(p, , A).
On the other hand, for the adjoint of Ap the same argument shows that (Ap−)∗ =
(A∗)p∗ − ¯ has a right inverse. Consequently, P is exactly the inverse of Ap − . So
we conclude that A ∈ R(p, , 1,Kp) for each p ∈ [q∗, q].
Since (Ap − )−1 consists of E, R, (AR − )−1, Tr , Dj−1n and wj(D′, · ) with
1jm, the compatibility of {(Ap − )−1}p∈[q∗,q] and the boundedness of Kp on
[q∗, q] follow from analogous properties of these operators. 
Lemma 4.3. Let q ∈ [2,∞) and  ∈ (A,/2). Assume that the coefﬁcients a
with || = || = m are uniformly continuous in the closure of . Then there exist
R = R(q, , A,A)1 and K = K(q, , A) > 0 such that A ∈ Rc(q, , R,K).
Proof. Now that we have established Lemmas 4.1 and 4.2, for each p ∈ [q∗, q] we
obtain A ∈ R(p, , Rp,Kp) with some Rp = R(p, , A,A) and Kp = K(p, , A)
by [6, Main theorem] when  = Rn, by [8, Lemma 6.1] when  = Rn+, and by
[8, Lemma 7.1] when  is a domain with Cm+1 bounded boundary, noting that these
proofs work without any change if we assume ellipticity condition (1.2) instead of (0.3).
The resolvent (Ap−)−1 consists of (a(x0,D)Rn−)−1, (a(x0,D)Rn+−)−1 with ﬁxed
x0 ∈ Rn, ∗ which is induced by a Cm+1 diffeomorphism  in Rn, the multiplication
operator by an L∞ function and so on. So the compatibility of {(Ap − )−1}p∈[q∗,q]
and the boundedness of Rp and Kp on [q∗, q] follow from analogous properties of
these operators. 
The following perturbation theorem for resolvents will be useful for the estimates of
heat kernels.
Theorem 4.4. Assume that A ∈ Rc(q, , R,K) for some q ∈ [2,∞),  ∈ (A,/2),
R0 and K > 0, and let B be another elliptic operator
B =
∑
||,||m
DbD
. (4.1)
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If R1 is a constant such that ||R1 implies || max{1, R} and∑
||,||m
K‖b − a‖L∞()||−1+(||+||)/2m2−1,
then B ∈ Rc(q, , R1, 2K) and
‖(B − )−1 − (A− )−1‖H−i,p()→Hj,p()
2K2||−1+(i+j)/2m
∑
||,||m
‖b − a‖L∞()||−1+(||+||)/2m (4.2)
for 0 im, 0jm,  ∈ (R1, ) and p ∈ [q∗, q].
Proof. See [8, Theorem 1.3] and its proof. 
Corollary 4.5. Let q ∈ [2,∞) and  ∈ (A,/2). Then there exist 0 = 0(q, , A)
> 0, R = R(q, , A)1 and K = K(q, , A) > 0 such that A ∈ Rc(q, , R,K) if
∞A 0.
Proof. Choose x0 ∈  so that |a(x) − a(x0)|2∞A for || = || = m and
apply Lemma 4.3 for a(x0,D) and Theorem 4.4 for a(x0,D) and A. Then we get the
corollary. 
5. Gaussian bounds for heat kernels
We formulate the Sobolev imbedding theorem as follows (cf. [9, Theorem 9]).
Lemma 5.1. (i) Let 1pq∞ and j0 an integer. If m − n/p > j − n/q, then
Hm,p() ⊂ Hj,q() and there exists C = C(n,m, p, q) such that
‖u‖Hj,q ()C‖u‖1−j/m−(n/m)(1/p−1/q)Lp() ‖u‖j/m+(n/m)(1/p−1/q)Hm,p()
for u ∈ Hm,p().
(ii) Let m − n/p = j + 	 with 1 < p < ∞, an integer j0 and 0 < 	 < 1. Then
Hm,p() ⊂ Bj+	() and there exists C = C(n,m, p) such that
‖hDu‖L∞(h)C‖u‖1−(||+	)/m−n/mpLp() ‖u‖(||+	)/m+n/mpHm,p() |h|	
for u ∈ Hm,p(), h ∈ Rn and || < j , and
‖hDu‖L∞(h)C‖u‖Hm,p()|h|	
for u ∈ Hm,p(), h ∈ Rn and || = j .
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In order to treat the derivatives of the integral kernel it is convenient to extend the
kernel theorem by Tanabe [12, Lemma 5.10] as follows.
Lemma 5.2. Let j0 be an integer and 0 < 	 < 1. Assume that S and T are bounded
linear operators on L2() satisfying
R(S) ⊂ Bj+	(), R(T ∗) ⊂ Bj+	(),
where R(S) is the range of S and T ∗ is the adjoint of T. Then ST is an integral
operator with kernel K(x, y) which satisﬁes the following estimates. For ||j and
||j the derivatives xyK(x, y) are Hölder continuous of exponent 	 and satisfy
|xyK(x, y)|‖DS‖L2()→L∞()‖DT ∗‖L2()→L∞()
for (x, y) ∈ × ,
|(1)h xyK(x, y)|‖DS‖L2()→B	()‖DT ∗‖L2()→L∞()|h|	
for h ∈ Rn and (x, y) ∈ (× )(1)h , and
|(2)h xyK(x, y)|‖DS‖L2()→L∞()‖DT ∗‖L2()→B	()|h|	
for h ∈ Rn and (x, y) ∈ (× )(2)h .
Proof. The lemma is proved in the same way as [7, Lemma 2.3], where  = Rn. 
For R0 and  ∈ (0,/2) let (R, ) be the curve which runs from ∞e−
√−1 to
∞e
√−1 and is deﬁned by
(R, ) = {z : |z|R, arg z = ±} ∪ {z : |z| = R,  arg z2− }.
Lemma 5.3. Let R0,  ∈ (0,/2) and ε ∈ (0,/2 − ). Let X be a Banach space
and F() be an X-valued analytic function in a neighborhood of (R, ) and satisfy
‖F()‖X
J∑
j=1
Kj ||	j
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for  ∈ (R, ) with some constants Kj > 0 and 	j0 with 1jJ . We set
T (t) = 1
2
√−1
∫
(R,)
e−tF() d
for t ∈ C with | arg t |/2−−ε. Then there exist constants C(ε, ,	j ) with 1jJ
such that
‖T (t)‖X
J∑
j=1
C(ε, ,	j )Kj |t |−	j−1e(sin )−1R|t |
for | arg t |/2− − ε.
Proof. For a set G ⊂ C and z0 ∈ C we set G− z0 = {z− z0 : z ∈ G}. Deforming the
integral path and changing variables by  = z− R′ with R′ = (sin )−1R, we have
T (t) = 1
2
√−1
∫
(|t |−1,)
e−t (z−R′)F (z− R′) dz.
We note that (|t |−1, ) − R′ ⊂ (0, ) − R′ ⊂ (R, ). For z ∈ (|t |−1, ) it
holds that |z− R′|2−1(sin )|z|. In fact, |z− R′| |z| − R′2−1|z| if |z|2R′, and
|z− R′|R2−1(sin )|z| if |z|2R′. Therefore
‖T (t)‖X  e
R′|t |
2
J∑
j=1
Kj
(
sin 
2
)	j
×
(
2
∫ ∞
|t |−1
e−|t |r sin εr	j dr +
∫ 2−

e|t |−	j−1 d

)
,
from which the lemma follows. 
We deﬁne the interval In by
In = [2,∞) if n = 1, In = (n,∞) if n2.
Lemma 5.4. Assume that A ∈ Rc(q, , R,K) for some q ∈ In,  ∈ (A,/2), R0
and K > 0. Let | arg t | < /2− .
(i) A(p) generates an analytic semigroup of angle /2−  and
e−tA(p) = 1
2
√−1
∫
(R,)
e−t(A(p) − )−1 d. (5.1)
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(ii) {e−tA(p)}p∈[q∗,q] is compatible.
(iii) e−tA(p) can be extended to a bounded operator from H−m,p() to Hm,p0 ().
Moreover for any ε ∈ (0,/2− ) there exists C = C(ε,m, ,K) such that
‖e−tA(p)‖H−i,p()→Hj,p()C|t |−(i+j)/2me(sin )
−1R|t |
for 0 im, 0jm and | arg t |/2− − ε.
Proof. Since A ∈ Rc(q, , R,K) implies
‖(A(p) − )−1‖Lp→LpK||−1
for  ∈ (R, ), we get (i) from the theory of analytic semigroups. (ii) follows from
(5.1) and the compatibility of {(A(p)− )−1}p∈[q∗,q]. (iii) follows from (A(p)− )−1 =
(Ap − )−1|Lp , (5.1), (1.3) and Lemma 5.3. 
Lemma 5.5. Assume that A ∈ R(q, , R,K) for some q ∈ In,  ∈ (A,/2), R0
and K > 0. Set 	 = 1− n/q.
Then e−tA(2) with | arg t | < /2 −  is an integral operator with kernel U(t, x, y)
satisfying the following estimates. For any ε ∈ (0,/2 − ) there exists a constant
C = C(ε, n,m, q, ,K) such that for || < m, || < m and | arg t | < /2 − − ε we
have
|xyU(t, x, y)|C|t |−(n+||+||)/2me(sin )
−1R|t |
for (x, y) ∈ × , and
|(i)h xyU(t, x, y)|C|t |−(n+||+||+	)/2me(sin )
−1R|t ||h|	
for i ∈ {1, 2}, h ∈ Rn and (x, y) ∈ (× )(i)h .
Proof. Choose an integer k and a sequence {ps}ks=0 so that k > 1+ n/2m and
2 = pk < pk−1 < · · · < p1 < p0 = ∞,
1
p1
= 1
q
= 1− 	
n
,
1
ps
− 1
ps−1
<
m
n
(1sk).
Since R(e−tA(ps ) ) ⊂ Hm,ps ⊂ Lps ∩ Lps−1 , it follows from Lemma 5.4(ii) that
e−ktA(2) =
k∏
s=1
e−tA(ps ) . (5.2)
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By Lemmas 5.1 and 5.4(iii) we have
‖e−tA(p)‖Lp→Lr  C‖e−tA(p)‖1−(n/m)(1/p−1/r)Lp→Lp ‖e−tA(p)‖(n/m)(1/p−1/r)Lp→Hm,p
 C|t |−(n/2m)(1/p−1/r)eR′|t | (5.3)
with p = ps , r = ps−1 and R′ = (sin )−1R. Similarly we have
‖De−tA(p)‖Lp→L∞  C|t |−||/2m−n/2mpeR′|t |, (5.4)
‖hDe−tA(p)‖Lp→L∞  C|t |−(||+	)/2m−n/2mpeR′|t ||h|	 (5.5)
with p = p1. Combining (5.2)–(5.5), we have
‖De−ktA(2)‖L2→L∞  C|t |−n/4m−||/2mekR
′|t |, (5.6)
‖hDe−ktA(2)‖L2→L∞  C|t |−n/4m−(||+	)/2mekR
′|t ||h|	. (5.7)
The adjoint operator (A(2))∗ = (A∗)(2) also fulﬁlls the same properties. Applying
Lemma 5.2 to e−2ktA(2) = e−ktA(2) (e−kt¯A∗(2) )∗ with (5.6) and (5.7), we get the esti-
mates for U(2kt, x, y), from which the lemma immediately follows. 
In order to obtain the Gaussian bounds we adopt the exponential perturbation method
of Davies [4]. Choose  ∈ C∞0 (Rn) satisfying (x) = 1 for |x|1 and (x) = 0 for|x|2. For E0,  ∈ Rn with || = 1 and  > 0 we deﬁne a function (x) by
(x) = (x;E,, ) = Ex · (x/),
where x stands for the inner product of x and  in Rn. We assume that E−1
when E > 0. Then  satisﬁes
|(x)|Cn,mE|| (1 ||m)
and therefore
|e(x)|Cn,mE||e(x), |e−(x)|Cn,mE||e−(x) (5.8)
for ||m. We note that (x) = Ex if  |x|. Let A = eAe−, where e stands
for the multiplication operator by the function e(x).
Lemma 5.6. Assume that A ∈ Rc(q, , R,K) for some q ∈ [2,∞),  ∈ (A,/2),
R0 and K > 0. Then there exists C = C(n,m,MA,K) such that A ∈ Rc(q, , R1,
2K) with R1 = max{1, R,CE2m}.
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Proof. Using the Leibniz formula, we have
A − A =
∑
,
∑
′,′
′+′<+
C′′D
′(−
′
e)(−
′
e−)aD
′
.
By Theorem 4.4 it follows that A ∈ Rc(q, , R1, 2K), provided R1 is a constant such
that ||R1 implies || max{1, R} and
∑
,
∑
′,′
′+′<+
Cn,mKMAE
|−′|+|−′|||−1+(|′|+|′|)/2m2−1,
which is satisﬁed if ||E2m and
∑
,
Cn,mKMAE||−1+(||+||−1)/2m2−1,
which is satisﬁed if ||1 and Cn,mKMAE||−1/2m2−1. Consequently we get the
lemma by setting R1 = max{1, R,CE2m} with some C = C(n,m,MA,K). 
Lemma 5.7. Assume that A ∈ Rc(q, , R,K) for some q ∈ In,  ∈ (A,/2), R0
and K > 0. Let 	 = 1− n/q, p ∈ [q∗, q] and | arg t | < /2− .
Then e−tA(p) is an integral operator with kernel U(t, x, y) which is independent of
p and satisﬁes the following estimates. For any ε ∈ (0,/2 − ) there exist C1 =
C1(ε, n,m, q, ,K), C2 = C2(n,m, ,MA,K) and C3 = C(, R) such that for || <
m, || < m and | arg t |/2− − ε we have
|xyU(t, x, y)|C1|t |−(n+||+||)/2mm(t, x − y;C2)eC3|t | (5.9)
for (x, y) ∈ × , and
|(i)h xyU(t, x, y)|C1|t |−(n+||+||+	)/2mm(t, x − y;C2)eC3|t ||h|	 (5.10)
for i ∈ {1, 2}, h ∈ Rn and (x, y) ∈ (× )(i)h with 2|h| |x − y|.
Proof. We have only to show that e−tA(2) has a kernel satisfying (5.9) and (5.10),
because {e−tA(p)}p∈[q∗,q] is compatible and the integral operator with kernel satisfying
estimate (5.9) with  =  = 0 is a bounded operator in Lp() for any p ∈ (1,∞).
We simply write A for (A)(2). Let U(t, x, y) be the kernel of e−tA . Let ε ∈
(0,/2− ), || < m, || < m and | arg t |/2− − ε. From Lemmas 5.5 and 5.6 it
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follows that
|xyU(t, x, y)|C|t |−(n+||+||)/2meC
′|t |+C′′E2m|t | (5.11)
for (x, y) ∈ × , and
|(i)h xyU(t, x, y)|C|t |−(n+||+||+	)/2meC
′|t |+C′′E2m|t ||h|	 (5.12)
for i ∈ {1, 2}, h ∈ Rn and (x, y) ∈ ( × )(i)h , where C = C(ε, n,m, q, ,K),
C′ = C′(, R) and C′′ = C′′(n,m, ,MA,K).
Since (A − )−1 = e(A− )−1e−, formula (5.1) for A(2) and (A)(2) yields
U(t, x, y) = e(x)−(y)U(t, x, y). (5.13)
Now we take  so that  |x| + |y| in the deﬁnition of (x;E,, ). Then
U(t, x, y) = e−E(x−y)U(t, x, y)
and therefore
x

yU(t, x, y)
=
∑
′,′
C′′E
|−′|+|−′|e−E(x−y)
′
x 
′
y U(t, x, y).
Using (5.11) and the inequality saaaes with s = E2m|t | and a = (| − ′| + | −
′|)/2m, and setting  = (x − y)/|x − y|, we have
|xyU(t, x, y)|C|t |−(n+||+||)/2meC
′|t |+(C′′+1)E2m|t |−E|x−y|.
Choosing E so that (C′′ + 1)E2m|t | = 12E|x − y|, we get (5.9).
To prove (5.10) we take  so that  |x|+|y|+|h| in the deﬁnition of (x;E,, ).
Then
(1)h 

x

yU(t, x, y)
=
∑
′,′
C′′E
|−′|+|−′|e−E(x−y)
×
{
(e−Eh − 1)′x 
′
y U(t, x + h, y)+ (1)h 
′
x 
′
y U(t, x, y)
}
.
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Using (5.11), (5.12) and the inequality |es − 1|2e|s||s|	 with s = −Eh, and calcu-
lating in the same way as for x

yU(t, x, y), we have
|h|−	|(1)h xyU(t, x, y)| 
∑
′,′
CE|−′|+|−
′|eC′|t |+C′′E2m|t |−E|x−y|
×|t |−(n+|′|+|′|)/2m
(
E	eE|h| + |t |−	/2m
)
 C|t |−(n+||+||+	)/2meC′|t |+(C′′+1)E2m|t |−2−1E|x−y|
when 2|h| |x − y|. Choosing E so that (C′′ + 1)E2m|t | = 14E|x − y|, we get (5.10)
for i = 1. Similarly for the case i = 2. 
Proof of Theorem 1.2. Let p ∈ (1,∞) and choose q ∈ In so that p ∈ [q∗, q]. For any
 ∈ (A,/2) we apply Lemmas 4.3 and 5.7. Then we see that e−tA(p) is a semigroup
of angle /2− which has the same kernel as e−tA(2) . Since  > 0 is arbitrary, e−tA(p)
is a semigroup of angle /2− A.
Next given ε′ ∈ (0, 2−1(/2 − A)) and 	 ∈ (0, 1), let us estimate the kernel of
e−tA(2) for | arg t | < /2 − A − 2ε′. Applying Lemmas 4.3 and 5.7 with q = n + 1,
 = A + ε′ and ε = ε′, we get (1.5). Again applying Lemmas 4.3 and 5.7 with
q = max{n/(1− 	), 2},  = A + ε′ and ε = ε′, we get (1.6). 
6. Perturbation for heat kernels
Let (x) = (x;E,, ) be as in Section 5.
Lemma 6.1. Assume that A ∈ Rc(q, , R,K) for some q ∈ [2,∞),  ∈ (A,/2),
R0 and K > 0. Let B be another operator given by (4.1) and set
d(2m−1)(A, B) =
∑
||+||<2m
‖b − a‖L∞().
Then there exists C0 = C0(n,m), C1 = C1(n,m), C2 = C2(n,m,MA,K)1 and
C3 = C3(n,m,R,K, d(2m−1)(A, B)) such that if
∑
||=||=m
‖b − a‖L∞()C0K−1,
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then it follows that A ∈ Rc(q, , R1, 2K), B ∈ Rc(q, , R2, 4K) and
‖(B − )−1 − (A − )−1‖H−i,p()→Hj,p() (6.1)
C1K2||−1+(i+j)/2m
∑
||,||m
‖b − a‖L∞()||−1+(||+||)/2m
for 0 im, 0jm,  ∈ (R2, ) and p ∈ [q∗, q], where
R1 = max{1, R} + C2E2m, R2 = C3 + C2E2m. (6.2)
Proof. We have already obtained A ∈ Rc(q, , R1, 2K) in Lemma 5.6.
In order to derive the assertion for B we apply Theorem 4.4 with A = A, B = B
and K replaced by 2K , using
B − A =
∑
,
∑
′
′
C′′D
′(−
′
e)(−
′
e−)(b − a)D
′
.
So if R2 is a constant such that ||R2 implies || max{1, R1} and
Kd(,, A, B)4−1, (6.3)
then B ∈ Rc(q, , R2, 4K) and
‖(B − )−1 − (A − )−1‖H−i,p→Hj,p8K2||−1+(i+j)/2md(,, A, B) (6.4)
for 0 im, 0jm,  ∈ (R2, ) and p ∈ [q∗, q], where
d(,, A, B) =
∑
|′|,|′|m
||−1+(|′|+|′|)/2m
×
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
∑
′
′
C′′(
−′
e)(−
′
e−)(b − a)
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
L∞
.
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It remains to evaluate d(,, A, B) and R2. Let || max{1, E2m}. By (5.8) we
have
d(,, A, B) (6.5)
C
∑
|′|,|′|m
∑
′
′
E|−′|+|−
′|‖b − a‖L∞||−1+(|′|+|
′|)/2m
C′
∑
||,||m
‖b − a‖L∞||−1+(||+||)/2m,
where C′ = C′(n,m). Hence (6.3) holds if
KC′
∑
||=||=m
‖b − a‖L∞8−1,
KC′
∑
||+||<2m
‖b − a‖L∞||−1/2m8−1.
Therefore we should take R2 so that R2 max{1, R1, E2m} and
KC′R−1/2m2
∑
||+||<2m
‖b − a‖L∞8−1,
from which we get (6.2) for R2. Estimate (6.1) follows from (6.4) and (6.5). 
Theorem 6.2. Assume that A ∈ Rc(q, , R,K) for some q ∈ In,  ∈ (A,/2), R0
and K > 0. Set
d(t, A,B) =
∑
||,||m
‖b − a‖L∞()|t |1−(||+||)/2m.
Then there exists C0 = C0(n,m) such that if
∑
||=||=m
‖b − a‖L∞()C0K−1,
then e−tA(p) and e−tB(p) with | arg t | < /2 −  have integral kernels UA(t, x, y) and
UB(t, x, y), respectively, which are independent of p and satisfy the following estimates.
For any ε ∈ (0,/2−) there exist C1 = C1(ε,m, ,K), C2 = C2(n,m, ,MA,K) and
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C3 = C3(n,m, , R,K, d(2m−1)(A, B)) such that for || < m, || < m and | arg t | <
/2− − ε we have
∣∣∣xy (UB(t, x, y)− UA(t, x, y))∣∣∣
C1|t |−(n+||+||)/2mm(t, x − y;C2)eC3|t |d(t, A,B) (6.6)
for (x, y) ∈ × , and
∣∣∣(i)h xy (UB(t, x, y)− UA(t, x, y))∣∣∣
C1|t |−(n+||+||+	)/2mm(t, x − y;C2)eC3|t |d(t, A,B)|h|	 (6.7)
for i ∈ {1, 2}, h ∈ Rn and (x, y) ∈ (× )(i)h with 2|h| |x − y|.
Proof. In view of Lemmas 5.7 and 6.1 we have only to estimate the difference of heat
kernels. We write A and B for (A)(2) and (B)(2), respectively. By Lemmas 5.3,
6.1 and (5.1), we have
‖e−tA‖H−i,p→Hj,p  C|t |−(i+j)/2meC
′|t |+C′′E2m|t |,
‖e−tB‖H−i,p→Hj,p  C|t |−(i+j)/2meC
′|t |+C′′E2m|t |,
‖e−tA − e−tB‖H−i,p→Hj,p  C|t |−(i+j)/2meC
′|t |+C′′E2m|t |d(t, A,B)
with some C = C(ε,m, ,K), C′ = C′(n,m, , R,K, d(2m−1)(A, B)) and C′′ =
C′′(n,m, ,MA,K). Applying Lemma 5.2 to the operator
e−2ktA − e−2ktB
= (e−ktA − e−ktB)e−ktA + e−ktB(e−ktA − e−ktB)
in the same way as in the proof of Lemma 5.5, using (5.13), taking  so that  |x|+|y|
in the deﬁnition of (x;E,, ), and setting  = (x − y)/|x − y|, we get
|xy(UA(t, x, y)− UB(t, x, y))|
C|t |−(n+||+||)/2meC′|t |+C′′E2m|t |−E|x−y|d(t, A,B).
Choosing E so that C′′E2m|t | = 12E|x − y|, we get (6.6). Similarly for (6.7). 
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7. Estimates for resolvent kernels
Proof of Theorem 1.3. Let p ∈ (1,∞),  ∈ (0, 2−1(/2 − A)) and | arg t |/2 −
A − . By Theorem 1.2 we have
‖U(t, x, · )‖L1CeR|t |, ‖U(t, · , y)‖L1CeR|t |
for (x, y) ∈ × , and therefore
‖e−tA(p)‖Lp→LpCeR|t | (7.1)
with some C = C(, A) and R = R(, A,A). Hence from the theory of analytic
semigroups it follows that for  < −R the resolvent (A(p) − )−1 exists and satisﬁes
(A(p) − )−1 =
∫ ∞
0
ete−tA(p) dt.
Furthermore by deforming the integral path and using the analytic continuation we see
that if || > (sin )−1R and A+2 arg 2−A−2, the resolvent (A(p)−)−1
exists and it is written in the form
(A(p) − )−1 =
∫
L(/2−A−)
ete−tA(p) dt (A + 2 arg ), (7.2a)
(A(p) − )−1 =
∫
L(−/2+A+)
ete−tA(p) dt ( arg 2− A − 2), (7.2b)
where L(
) denotes the half line which runs from 0 to ∞e
√−1

.
In the following we shall consider only the case A + 2 arg . The case
 arg 2 − A − 2 can be treated similarly by using (7.2b) instead of (7.2a).
Since U(t, x, y) is independent of p, it follows from (7.2a) that G(x, y), the kernel
of (A(p) − )−1, is also independent of p and satisﬁes formally
G(x, y) =
∫
L(/2−A−)
etU(t, x, y) dt
and therefore
x

yG(x, y) =
∫
L(/2−A−)
etx

yU(t, x, y) dt
for || < m and || < m. These equalities are justiﬁed by the following calculations.
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Noting that t ∈ L(/2−A−) implies /2+ arg t3/2−, and using (1.5),
we have if || max{1, 2(sin )−1R}
|xyG(x, y)|
C
∫
L(/2−A−)
e−|||t | sin |t |−(n+||+||)/2mm(t, x − y, C′)eR|t | |dt |
C
∫
L(/2−A−)
|t |−(n+||+||)/2me−2−1|||t | sin e−C′(|x−y|2m/|t |)1/(2m−1) |dt |
C||−1
∫ ∞
0
(r/||)−(n+||+||)/2me−2cr−2(|||x−y|2m/r)1/(2m−1) dr.
Using the inequality
cr + (/r)1/(2m−1)C(m, c)1/2m
with  = |||x − y|2m, we get
|xyG(x, y)|  C||−1+(n+||+||)/2me−C
′′||1/2m|x−y|
×
∫ ∞
0
r−(n+||+||)/2me−cr−(|||x−y|2m/r)1/(2m−1) dr.
We have a similar estimate for |h|−	|hxyG(x, y)|. Thus the proof of Theorem 1.3
is reduced to that of Lemma 7.1 below. 
Lemma 7.1. Let a > 0, b > 0, c > 0 and 0. Set
J (a, b, c,) =
∫ ∞
0
r−a exp(−cr − (/r)b) dr.
Then we have
J (a, b, c,)  C(a, c) if 0 < a < 1, (7.3)
J (a, b, c,)  C(a, b)1−a if a > 1 and  > 0, (7.4)
J (a, b, c,)  C(b, c)(1+ log+−1) if a = 1 and  > 0. (7.5)
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Proof. We simply write J for J (a, b, c,). Inequality (7.3) follows from
J
∫ ∞
0
r−ae−cr dr.
Inequality (7.4) follows from
J
∫ ∞
0
r−a exp(−(/r)b) dr = 1−a
∫ ∞
0
r−a exp(−r−b) dr.
Inequality (7.5) follows from
J =
∫ ∞
0
r−1 exp(−cr − (/r)b) dr

∫ 
0
r−1 exp(−(/r)b) dr +
∫ ∞

r−1e−cr dr

∫ 1
0
r−1 exp(−r−b) dr +
∫ ∞
1
r−1e−cr dr +
∫ 1
min{1,}
r−1 dr
 C + log+−1. 
Proof of Theorem 1.1. Since we have already established Lemma 4.3, we have only
to show two assertions:
(I) there exists R independent of p such that (R, ) ⊂ (Ap), the resolvent set of
Ap, and (1.3) holds for 0 im, 0jm and  ∈ (R, ).
(II) estimate (1.3) holds for 0 im−1, 0jm−1 and  ∈ (R, ) with K = K2,
where R is the constant in assertion (I) and K2 is some constant independent of
p.
From (7.1) and (7.2) it follows that (R, ) ⊂ (A(p)) and
‖(A(p) − )−1‖Lp→LpK||−1 (7.6)
for  ∈ (R, ) with some R = R(, A,A) and K = K(, A). By Lemma 4.3 we
have
‖(Ap − )−1‖H−i,p→Hj,pKp||−1+(i+j)/2m (7.7)
for 0 im, 0jm and  ∈ (Rp, ) with some Rp = R(p, , A,A) and Kp =
K(p, , A). If RpR, there is nothing to prove. So we may assume that Rp > R.
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First we shall show that if  ∈ (R, ), then  ∈ (Ap) and
(Ap − )−1 = (Ap − )−1 − (− )(A(p) − )−1(Ap − )−1 (7.8)
for  ∈ (Rp, ). Let T denote the right-hand side of (7.8). Since (Ap − )(A(p) −
)−1 = I , we have (Ap − )T = I . On the other hand, since (Ap − )−1|Lp =
(A(p) − )−1, we have for u ∈ D(A(p))
T(Ap − )u = u+ (Ap − )−1(− )u− (− )(A(p) − )−1u = u.
Combining this with the fact that T(Ap−) : Hm,p0 ()→ Hm,p0 () and that D(A(p))
is dense in Hm,p0 (), we have T(Ap−) = I . Therefore we conclude that  ∈ (R, )
implies  ∈ (Ap) and (7.8).
Next we shall estimate norms of the resolvent. Take  ∈ (R, ) and  ∈ (Rp, )
so that R ||Rp = || and  = c with some c > 0. Using (7.6)–(7.8), we have
‖(Ap − )−1‖H−i,p→Lp
Kp||−1+i/2m + |− | ·K||−1 ·Kp||−1+i/2m
Kp||−1+i/2m
( ||1−i/2m
||1−i/2m +
K|− |||i/2m
||||i/2m
)
Kp(1+KRp/R)||−1+i/2m (7.9)
for 0 im. Using (7.7), (7.9) and the resolvent equation
(Ap − )−1 = (Ap − )−1 − (− )(Ap − )−1(Ap − )−1, (7.10)
we have
‖(Ap − )−1‖H−i,p→Hj,p
Kp||−1+(i+j)/2m + |− | ·Kp||−1+j/2m ·K ′p||−1+i/2m
Kp||−1+(i+j)/2m
(
||1−(i+j)/2m
||1−(i+j)/2m +
K ′p|− |||j/2m
||||j/2m
)
Kp(1+K ′pRp/R)||−1+(i+j)/2m
for 0 im and 0jm. Hence we get assertion (I).
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Let || < m and || < m. From Theorem 1.2 we have
‖xyU(t, x, · )‖L1C|t |−(||+||)/2meR|t |,
‖xyU(t, · , y)‖L1C|t |−(||+||)/2meR|t |
and therefore
‖De−tA(p)D‖Lp→LpC|t |−(||+||)/2meR|t |.
Using (7.2) and the argument of density, we have
‖D(A(p) − )−1D‖Lp→LpK ′||−1+(||+||)/2m
for || max{1, 2(sin )−1R} with K ′ = K ′(, A), which implies (1.3) for 0 im−1
and 0jm− 1 with K = K(, A). Thus we get assertion (II). This completes the
proof of Theorem 1.1. 
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