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résumé et mots clés
Cette contribution décrit une méthode itérative de recalage de séquences spatiales d'images en vue d'une mesure 3D pré-
cise et d'une reconstruction de surfaces gauches quelconques. Chaque image est représentée par une collection de points
3D caractérisant la surface à analyser, obtenue par une technique de projection de lumière structurée. La nouveauté de notre
méthode de recalage réside dans l'interpolation des surfaces imagées pour l'étape d'appariement et dans la détermination
automatique de la zone de recouvrement entre deux images consécutives de la séquence. L'utilisation d'un critère statistique
permet d'éliminer les appariements de mauvaise qualité. Le déplacement effectif est calculé par une technique de moindres
carrés reposant sur les quaternions unitaires en connaissant a priori et approximativement le déplacement entre deux posi-
tions du système de prise de vues. Le traitement de la séquence complète permet d'exprimer les points de toutes les images
dans un même référentiel. Des résultats expérimentaux sur des données synthétiques et réelles montrent que cette métho-
de de recalage est robuste et précise.
Vision par ordinateur, séquences spatiales d'images, recalage, reconstruction 3D, métrologie.
abstract and key words
This contribution describes an iterative registration method of spatial image sequences in view of accurate measurements and
3D reconstruction of free-form surfaces. Each image is represented by a set of 3D points characterizing the surface to be ana-
lyzed, gained with a technique based on the use of a structured light. The novelty of our registration method lies in interpola-
tion of the imaged surfaces for the matching step and in the automated determination of the overlap region between two conse-
cutive images of the sequence. The use of a statistical criterion enables to discard the matchings of bad quality. The actual dis-
placement is computed using a least-squares technique based on unit quaternions and knowing a priori and approximately the
displacement between two positions of the sensor. Processing the whole sequence enables to express the points of all images in
a common reference frame. Results on both synthetic and real sequences assess efficiency and robustness of this registration
procedure.
Computer vision, spatial image sequence, registration, 3D reconstruction, metrology
1. introduction
Le recalage 3D est devenu, dans les dernières années, un des
centres d'intérêt qui se développe le plus dans le domaine de la
vision par ordinateur. Pour un large spectre d'applications (recon-
naissance/reconstruction de formes, analyse quantitative, etc.) [2,
3, 25, 26], des descriptions 3D sont nécessaires et peuvent être
obtenues par triangulation (stéréovision [39], lumière structurée
[18], etc.). Cependant, pour des applications nécessitant une
grande précision et compte tenu de la résolution limitée des
caméras CCD standards généralement utilisées, une acquisition
unique ne permet pas de couvrir en totalité la zone d'intérêt à ana-
lyser. Il est alors indispensable d'acquérir une collection d'images
et de les combiner entre elles afin d'en déduire une description
unique de la zone imagée. L'objectif de l'étude présentée est de
recaler précisément et automatiquement toutes les images d'une
séquence spatiale représentant la zone à évaluer. La méthode que
nous avons développée repose sur un principe itératif minimisant
la distance moyenne entre les points appariés dans la zone de
recouvrement entre deux images consécutives à recaler. Les par-
ticularités de notre algorithme sont, d'une part, la détermination
automatique de la zone de recouvrement entre deux images de
manière à réduire l'espace de recherche pour la mise en corres-
pondance sans altérer la précision finale sur le recalage et, d'autre
part, une phase d'appariement reposant sur l'interpolation des
nuages de points 3D par des surfaces pour obtenir une mise en
correspondance précise. Deux approches ont été développées. La
première méthode fait appel à l'utilisation de fonctions du type
splines de lissage tandis que la deuxième approche est basée sur
les NURBS. Ces deux approches ont été retenues car elles per-
mettent de représenter aussi bien des surfaces géométriques
simples (plan, cylindre, etc.) que des surfaces libres. Cet article
s'articule autour de 4 parties. La section 2 fait un tour d'horizon
non exhaustif des principales méthodes de recalage que l'on peut
rencontrer dans la littérature et décrit le principe du système d'ac-
quisition. Dans la section 3, l'algorithme de recalage développé
est décrit. Les résultats expérimentaux, obtenus en utilisant l'al-
gorithme de recalage, sont exposés dans la section 4 à partir de
données synthétiques et réelles. Finalement, une brève conclu-
sion termine la contribution.
2. recalage et système
de mesure
2.1. description 
du système de mesure
Le système d'acquisition et de mesure utilisé pour ces travaux a
été développé dans le cadre du projet ESPRIT P2091 VIMP 
(« Vision based on-line Inspection of Manufactured Parts »)
[18, 17], dont le but est l'analyse en temps réel et sans contact de
pièces manufacturées quasi-polyédriques comportant partielle-
ment des surfaces libres. Les images réelles sont obtenues après
projection d'une lumière structurée sur l'objet. Les coordonnées
3D des points matérialisés par la projection sont obtenues avec
une précision de l'ordre de 20µm pour un champ de vue
approximatif de 5 cm× 5 cm . L'analyse proprement dite repose
sur une comparaison, en ligne et en temps réel production, entre
les images réelles des pièces et des images conceptuelles obte-
nues à partir des données géométriques du modèle CAO associé
incluant les tolérances. La précision et la vitesse d'analyse repré-
sentent deux points clés de ce système. En particulier, les images
doivent être exploitées au fur et à mesure de leur acquisition,
afin de ne pas pénaliser la vitesse d'analyse des pièces à inspec-
ter.
De manière à couvrir en totalité la zone à analyser, il faut bien
souvent acquérir une séquence d'images. Par ce mécanisme, la
précision désirée n'est pas amoindrie contrairement aux solu-
tions alternatives qui consistent à élargir par exemple le champ
de vue. Afin de pouvoir ainsi évaluer/reconstruire la pièce dans
sa totalité, il faut être capable de recaler les différentes images.
La figure 1 illustre le principe du système d'acquisition et de
mesure d'une séquence d'images.
La relation entre le projecteur et la caméra étant fixe et la pièce
étant supposée être rigide pendant toute la durée de la phase d'ac-
quisition, les points 3D reconstruits à partir des différentes
images de la séquence correspondent à des positions différentes
sur la surface de l'objet, même lorsque ces points font partie
d'une zone de recouvrement commune à deux ou plusieurs
images. De ce fait, il est impossible de recaler directement les
images dans un espace 2D puisque les points matérialisés dans
les deux images sont différents. Seules les méthodes de recalage
3D peuvent ainsi être envisagées pour notre application.
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Figure 1. – Principes du système d'acquisition et de mesure d'une séquen-
ce spatiale d'images.
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2.2. le recalage 3D : État de l'art
Recaler deux images consécutives d'une même séquence revient
à déterminer la transformation qui existe entre les systèmes de
coordonnées des deux images, puis à appliquer cette transforma-
tion à l'une des deux images afin d'exprimer les deux ensembles
de données dans un même référentiel. La détermination de la
transformation nécessite une mise en correspondance de caracté-
ristiques communes aux images à recaler. De nombreuses
méthodes de recalage ont été développées et trouvent des appli-
cations dans divers domaines tels que la médecine, la télédétec-
tion, la CAO ou encore la reconnaissance des formes [7, 33].
Une approche classique, pour ce genre de problème, consiste à
mettre en correspondance des indices image particuliers. Parmi les
indices les plus utilisés, on peut citer les segments de droite ([23]),
les centres de gravité de régions homogènes ([16, 14]) ou encore
des indices plus complexes tels que les lignes de niveau ([22]). Une
telle approche nécessite la présence de ces caractéristiques dans
l'image, ce qui n'est pas toujours vérifié, en particulier dans le cas
de pièces manufacturées comportant des surfaces libres. D'autre
part, ces techniques, plus adaptées à un recalage 2D, supposent un
traitement préalable des données images bruitées pour les rendre
plus compactes à traiter. Une alternative est d'utiliser directement
les nuages de points 3D caractérisant les images ([4, 5, 6, 9, 39])
pour la mise en correspondance de primitives. Avec le système
d'acquisition utilisé, les points 3D sont reconstruits avec une préci-
sion de l'ordre de 20µm et sont directement disponibles après le
traitement d'une image isolée (pouvant être effectué en temps réel
vidéo). Ils ne nécessitent donc pas de traitement complémentaire
comme c'est le cas pour d'autres primitives. Ces points, disponibles
en grande quantité, vérifient en particulier les critères définis par
Ton [37] pour de bons candidats pour une mise en correspondance
(extractabilité, fréquence d'apparition, stabilité, etc.).
Ce type de méthodes suscite incontestablement un grand intérêt
[7]. Un recalage reposant sur ce type d'appariements met géné-
ralement en œuvre des procédés itératifs basés, très fréquem-
ment, sur l'algorithme ICP (Iterative Closest Point) ([5, 39]), qui
minimise la distance moyenne entre les deux images à recaler.
Schématiquement, ce type d'algorithme peut être vu, pour une
itération, comme l'enchaînement des trois étapes suivantes : la
sélection et mise en correspondance des primitives, la détermi-
nation de la transformation qui permet de recaler les deux
images et l'application de cette transformation afin d'exprimer
les deux images dans un référentiel commun.
Le calcul de la transformation, supposée rigide, implique la
détermination des paramètres d'une rotation et d'une translation.
Différentes méthodes de détermination de cette transformation
ont été développées [1, 21, 38]. Elles se différencient essentiel-
lement par le mode de représentation de la rotation (vecteur,
quaternion unitaire, quaternion dual, etc.). La détermination de
la transformation optimale revient à résoudre un problème de
minimisation qui peut être énoncé de la manière suivante :
Etant donné un ensemble E = {(C,C′)} de paires (C,C′) de
primitives appariées et extraites respectivement de la première
et de la seconde images, déterminer la fonction ψ : C −→ C′ =




‖ C′ − ψ(C) ‖2 (1)
Bien souvent, une itération unique ne permet pas de minimiser
cette distance. De ce fait, les trois étapes énumérées ci-dessus
sont itérées. Dans [5], Besl recale ainsi une image par rapport à
un modèle en supposant que l'image représente un sous-
ensemble de celui-ci. Cette situation est cependant rarement
vérifiée en pratique (en particulier dans notre cas). Dans [39],
Zhang a développé un algorithme similaire pour recaler deux
nuages de points 3D obtenus en utilisant la stéréovision par cor-
rélation. Les points d'une vue (dans son cas, une carte de pro-
fondeur dense) sont itérativement appariés avec les points les
plus proches de l'autre vue. La différence essentielle entre ces
deux travaux réside dans l'utilisation du critère de minimi-
sation (1). Contrairement à Besl, Zhang prend en compte le cas
de figure où un point de la première vue peut être apparié rai-
sonnablement ou non avec un point de l'autre vue. Ce type de
processus itératif est très efficace et converge habituellement
vers une solution lorsque les deux surfaces à recaler sont suffi-
samment proches l'une de l'autre. Cette condition est remplie
dans notre application car l'acquisition peut être contrôlée. C'est
pourquoi, nous avons décidé de développer une technique simi-
laire pour le recalage.
3. algorithme 
de recalage
Comparé à des travaux similaires [5, 9, 39], notre algorithme
(illustré par la figure 2), présente des nouveautés améliorant la
mise en correspondance et réduisant l'espace de recherche pour
la phase d'appariement. Il permet ainsi le traitement en ligne des
images acquises, une condition imposée par les applications
envisagées.
Plus précisément, les limites de la zone de recouvrement entre
deux images à recaler sont déterminées automatiquement dès
que deux images consécutives sont disponibles. Contrairement à
l'approche similaire proposée par [35], la zone de recouvrement
n'est pas déterminée après ajustement des données à un modèle
de surface. L'avantage de notre approche est essentiellement de
ne faire appel qu'aux mesures extraites des images sans
approximation de celles-ci. Par ailleurs, la simplicité de notre
technique permet un traitement « temps réel » des images, au fur
et à mesure de leur acquisition. Plus précisément, pour mettre en
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correspondance des indices images extraits des deux images
(points 3D dans notre cas), plutôt que d'utiliser toutes les primi-
tives disponibles dans celles-ci, nous avons choisi, pour des
questions d'efficacité et contrairement à la majorité des applica-
tions nécessitant un recalage, de ne traiter que la zone commu-
ne aux images à recaler, ce recouvrement imageant dans les
deux images la même partie de la surface de l'objet à évaluer. À
cet effet, nous avons intégré dans la technique de recalage une
procédure qui détermine de manière automatique la zone de
recouvrement entre deux images consécutives. L'intérêt de la
méthode développée est qu'elle allie à la fois précision et rapidi-
té, tout en autorisant un traitement en ligne des images acquises.
En effet, la zone de recouvrement est déterminée automatique-
ment dès que deux ensembles de points 3D sont disponibles.
Elle ne nécessite pas de modélisation de ces ensembles, ni de
connaissances supplémentaires comme, par exemple, le dépla-
cement entre deux acquisitions successives. Elle peut donc être
directement appliquée pour recaler deux images lors d'un traite-
ment en ligne. Par ailleurs, grâce au seuillage automatique effec-
tué sur l'histogramme des distances (voir figure 3.b), l'ensemble
des points retenus représente avec précision l'ensemble des pri-
mitives permettant de caractériser sans erreur la zone de recou-
vrement. De ce fait, cela permet de réduire de façon considé-
rable le temps d'exécution de la procédure de recalage sans alté-
rer notablement la précision finale du recalage. Enfin, la déter-
mination automatique des zones de recouvrement a dans notre
cas l'énorme avantage de permettre une automatisation complè-
te de la procédure. Ceci était un des buts recherchés, compte
tenu des applications envisagées.
Le second point clé de notre méthode est l'utilisation de modèles
de surface pour la mise en correspondance des points 3D ex-
traits de deux images consécutives. La nécessité, dans notre cas,
d'une interpolation, préalablement au recalage proprement dit,
peut être justifiée de la manière suivante. Un algorithme de reca-
lage du type ICP repose, entre autres, sur une mise en corres-
pondance d'indices image qui permet de déterminer la transfor-
mation optimale entre les images à recaler. Dans notre cas, les
indices utilisés sont les points 3D fournis par le dispositif d'ac-
quisition. La mise en correspondance entre les points d'une sur-
face S(1) et les points d'une surface S(2) est habituellement réa-
lisée en déterminant pour chaque point de S(1) le point corres-
pondant le plus proche appartenant à S(2), de manière à former
des couples de points appariés. Ceci suppose, en particulier, de
pouvoir faire appel à des ensembles de points denses si l'on veut
obtenir une bonne précision. Compte tenu de la nature de notre
dispositif de mesure (voir section 2.1), ceci n'est pas notre cas.
Par ailleurs, les points 3D obtenus à partir des différentes images
d'une même séquence correspondent à des positions (matériali-
sations) différentes sur la surface de l'objet, même s'ils appar-
tiennent à une zone de recouvrement commune à deux ou plu-
sieurs images de la séquence. Établir une correspondance point
à point ne faisant appel qu'aux mesures disponibles serait donc
préjudiciable pour la précision du recalage. En effet, de telles
approches ne sont efficaces que lorsque la densité de points dis-
ponibles est forte et homogène. Ces deux critères ne sont que
rarement vérifiés pour notre dispositif d'acquisition qui privilé-
gie la vitesse d'acquisition (quelques secondes pour une séquen-
ce complète, à comparer aux quelques heures nécessaire pour
obtenir une image de profondeur dense comme cela est le cas
par exemple dans [4] ou encore dans [35]. Pour pallier l'insuffi-
sance de points et pour améliorer notablement la précision, nous
avons donc choisi d'interpoler les points de la surface S(2) par
un modèle de surface (TPS ou NURBS) et de mettre en corres-
pondance chaque point P de S(1) avec le point de S(2) situé à
l'intersection entre la droite normale issue de P et la surface
S(2). L'interpolation permet ainsi de trouver un meilleur corres-
pondant, sans être dans l'obligation de définir celui-ci comme
étant un point de mesure. L'intérêt de l'interpolation réside donc
principalement dans le fait qu'elle pallie de manière efficace la
faible densité des points de mesure disponibles. Elle constitue
ainsi une manière efficace d'utiliser les mesures (points 3D) dis-
ponibles. Enfin, on peut remarquer que notre approche, comme
le suggère [11], ne fait pas d'hypothèses sur la connectivité des
points : le point de S(1) à apparier est choisi « au hasard », les
points de S(1) étant traités séquentiellement. L'interpolation des
points de S(2) a pour seul but de décrire analytiquement le voi-
sinage de la zone où se trouve le correspondant recherché et per-
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Figure 2. – Schéma-bloc de l'algorithme de recalage implanté.
met, par conséquent, de trouver une « meilleure mesure » de ce
dernier. En résumé, comme paramètres d'entrée, l'algorithme uti-
lise deux nuages de points 3D ainsi qu'une estimation du déplace-
ment fournie par le scanner mécanique que nous utilisons. En sor-
tie, nous récupérons la transformation rigide 3D optimale entre les
deux ensembles de points. Nous allons d'abord décrire la procé-
dure de recalage entre deux images pour ensuite généraliser cette
opération à une séquences d'images.
3.1. phase d'initialisation
Dans la phase d'initialisation sont regroupés les traitements
réduisant l'espace de recherche pour la phase de mise en corres-
pondance tout en permettant d'améliorer celle-ci. Le processus
de recalage repose sur l'hypothèse que deux images consécu-
tives d'une séquence sont liées par une zone commune, de
manière à garantir la continuité de la surface d'une image à
l'autre de la séquence. La connaissance des limites de cette zone
de recouvrement permet de réduire l'espace de recherche pour
l'appariement car seuls les points 3D situés dans cette zone
seront utilisés
3.1.1. détermination de la zone commune 
entre 2 nuages de points
Dans la grande majorité des applications nécessitant un recala-
ge, toutes les primitives disponibles dans les images sont utili-
sées pour effectuer les mises en correspondance. Cependant,
cette pratique est très coûteuse en temps de calcul et donc péna-
lisante pour des applications nécessitant des temps de traitement
courts. Pour pallier cet inconvénient, une des solutions consiste
à ne prendre, au départ, qu'un nombre limité de primitives. En-
suite, au fur et à mesure du déroulement du traitement, de plus
en plus de primitives sont prises en compte pour obtenir une
convergence rapide. Zhang [39] a utilisé cette stratégie, appelée
« stratégie du plus grossier au plus fin » (coarse-to-fine strate-
gy), pour recaler deux nuages de points (avec une précision de
l'ordre du centimètre) obtenus par stéréovision dans le but de
contrôler la trajectoire d'un véhicule autonome.
Comme nous cherchons à obtenir un recalage très précis tout en
minimisant le nombre d'itérations, en vue d'effectuer une analy-
se dimensionnelle de surfaces de forme libre, ce type de straté-
gie ne peut pas directement être employé car toutes les informa-
tions disponibles ne sont pas prises en compte. Comme seuls les
points situés dans la zone de recouvrement sont intéressants
pour la mise en correspondance, il est utile de connaître les
limites de cette zone. Le principe de la détermination des limites
de la zone de recouvrement repose sur le calcul de la distance
minimale entre un point de la première vue et le nuage de points
de l'autre vue. Ceci revient à trouver le point le plus proche de
ce point dans le deuxième ensemble. L'utilisation d'un arbre
binaire tridimensionnel (3-D-tree pour 3-dimensional binary
search tree) permet d'accelérer considérablement le processus
[31]. Une telle méthode a été implémentée dans notre système.
Traditionnellement, un arbre 3D binaire se construit en divisant
successivement l'espace 3D par des plans de coupe (xoy), (yoz)
et (zox) en une collection de sous-ensembles de plus en plus
petits. Ainsi, chaque feuille de l'arbre contient un point 3D et
chaque nœud contient les informations relatives au plan de
coupe. Dans notre application, nous utilisons une version modi-
fiée de cette technique. Au lieu de déterminer le point Q qui
coupe l'espace en deux sous-ensembles contenant chacun un
même nombre de points, nous recherchons, dans la direction
perpendiculaire au plan de coupe, les coordonnées extrêmes des
points à répartir. Ensuite, le plan de coupe est positionné à la
valeur moyenne des extrêmes obtenus. Cette modification de la
conception standard de l'arbre est justifiée par le fait que nous
disposons de points 3D à peu près régulièrement répartis. Dans
ce cas, l'arbre est assez bien équilibré pour permettre une
recherche indépendante par rapport au chemin à parcourir.
Pour chaque point de la première image, on obtient le point de
la seconde image pour lequel la distance est minimale en par-
courant l'arbre jusqu'à atteindre une feuille. Le résultat d'une
telle recherche est illustré par la figure 3.a. Comparée à une
technique basée sur l'utilisation d'histogrammes pour calculer
les distances minimales, l'utilisation de l'arbre 3D binaire est 15
à 20 fois plus rapide. En fonction du déplacement imposé et de
la forme de la surface à analyser, la taille et la forme de cette
région peuvent varier considérablement. Ainsi, nous détermi-
nons automatiquement la plus grande zone rectangulaire conte-
nue dans la zone déterminée préalablement dans le but d'utiliser
les deux variantes de la méthode de mise en correspondance
décrites dans la section 3.1.2. Ensuite, la zone commune effec-
tivement prise en compte est une sous-région rectangulaire de
taille maximale 100 points (10× 10 points) centrée dans la zone
rectangulaire déterminée précédemment. Cette taille représente
un bon compromis entre la précision de modélisation et le temps
de calcul nécessaire à celle-ci. Cette taille a été déterminée expé-
rimentalement. Au delà de 100 points, la procédure de recalage
ne permet plus d'augmenter significativement la précision.
3.1.2. modélisation de points 3D par une surface
Pour obtenir une mise en correspondance précise, les nuages de
points 3D sont modélisés dans la zone de recouvrement entre les
deux images à recaler et dont les limites ont été déterminées
dans la section 3.1.1. Il s'agit donc de résoudre un problème
d'approximation au sens général du terme qui consiste à trouver
une surface S(x, y) qui approche au mieux un ensemble de
points 3D. Comme le souligne Greiner [19], la meilleure
approche possible est l'interpolation car les points 3D sont géné-
ralement des points de mesure représentatifs de la surface.
Cependant, lorsqu'un grand nombre de points de mesure est dis-
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ponible et que ces points sont entachés d'erreur (en particulier,
lorsque les points ont subi un traitement préalable), l'approche
par approximation au sens des moindres carrés est plus judi-
cieuse car les éventuels points de mesures entachés d'erreur sont
soumis à une certaine forme de « lissage ». Mais, dès lors qu'une
mesure dimensionnelle doit être effectuée sur une pièce où les
éventuelles imperfections d'une partie de la surface doivent être
détectées, ce principe n'est plus appliquable car les éventuels
défauts à détecter pourraient être lissés de manière à devenir des
valeurs acceptables, dans les tolérances associées aux caracté-
ristiques dimensionnelles de la surface. Pour toutes ces raisons,
nous avons retenu une approche reposant sur l'interpolation des
nuages de points 3D par une surface.
Parmi les nombreux modèles de surface développés [15, 27],
nous en avons retenu deux. Le premier repose sur l'utilisation 
de splines de lissage [20] tandis que le deuxième fait appel à 
une représentation paramétrique de la surface à l'aide de fonc-
tions rationnelles B-spline à répartition non uniforme (NURBS)
[13, 30]. Nous avons retenu ces deux techniques d'interpolation
car elles sont capables de représenter aussi bien des surfaces
telles que les coniques ou les quadriques, que des surfaces
libres. Dans le cadre du recalage, ces deux techniques ont été
mise en œuvre afin de pouvoir les comparer du point de vue de
la précision et du temps d'exécution.
Ces deux techniques de modélisation ont aussi été comparées
entre elles du point de vue du respect de la forme de la surface.
À cet effet, des nuages de points ont été interpolés par des sur-
faces NURBS et des surfaces du type splines de lissage. Aux dif-
férents nœuds du maillage, les deux types de surfaces ont été
comparés dans la direction Z. En moyenne, l'écart entre les deux
surfaces (D(mm) = ZNURBS − ZTPS ) est de 0.35 µm avec
une déviation d'amplitude maximale de 30 µm (en valeur abso-
lue). Des résultats tout à fait comparables ont été observés avec
d'autres nuages de points matérialisant les divers objets réels uti-
lisés dans la section 4, ce qui montre bien que les deux tech-
niques de modélisation sont sensiblement équivalentes et
conduisent à des précisions du recalage du même ordre de gran-
deur (voir section 4).
3.2. phase itérative
3.2.1. mise en correspondance des primitives
À chaque nouvelle acquisition, nous disposons d'une estimation
initiale T0(R, t) du déplacement entre deux positions succes-
sives de prise de vue. Après application de T0 à la première
image, caractérisée par un nuage de points 3D {Q(1)i,j }, on peut
raisonnablement supposer que les images à recaler sont proches
l'une de l'autre. Dans la zone de recouvrement, le point Q(2)i,j
dans le deuxième nuage de points 3D {Q(2)i,j }, correspondant du
point Q(1)i,j , est défini comme étant l'intersection entre la droite
normale issue de Q(1)i,j et la surface S(2), résultat de l'interpola-
tion du nuage de points {Q(2)i,j }. En fonction du modèle de repré-
sentation utilisé (splines de lissage ou NURBS), nous avons
développé deux approches de mise en correspondance qui se
distinguent essentiellement par la manière dont l'intersection
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Seuil déterminé automatiquement 
















(a) Détermination de la distance
minimale entre les points d'une
image Ii et de l'image Ii+1.
(b) Détermination du seuil à partir

















(c) Zone commune calculée en utili-
sant le seuil déterminé dans l'étape
(b).
(d) Principe de la détermination
automatique de la zone rectangulai-
re commune retenue finalement.
Zone de recouvrement retenue pour le recalage
Exemple d’un nuage de points 3D (gobelet)
(e) Illustration des étapes nécessaires pour déterminer la zone commune,
c'est-à-dire la zone rectangulaire centrale contenant environ une centaine
de points.
Figure 3. – Principe de la recherche automatique de la zone commune à
deux images consécutives.
entre une droite et une surface est calculée. Par ailleurs, de
manière à déterminer précisément les droites normales aux
points Q(1)i,j dans la zone de recouvrement, ce nuage de points a
également été interpolé par une des techniques décrites dans la
section 3.1.2. La surface résultante est notée S(1).
Calcul des intersections entre une droite et une surface
splines de lissage. Calculer l'intersection entre la droite norma-
le au point Q(1)i,j et la surface S(2) est un problème complexe car
la résolution directe du système correspondant est non-linéaire.
C'est pourquoi, nous avons développé une approche similaire à
la méthode itérative de Newton qui permet de trouver les zéros
d'une équation du type y = f(x) .
Calcul des intersections entre une droite et une surface
NURBS. Les techniques développées pour résoudre ce problè-
me reposent sur la détermination des intersections entre les
droites et l'enveloppe convexe (polyèdre formé à partir des pôles
qui définissent la surface). Dans le but de résoudre ce problème
d'une manière aussi précise que possible, on décompose des sur-
faces du type NURBS en carreaux de Bézier. Cette transforma-
tion a un sens puisqu'une surface de Bézier est un cas particulier
d'une surface B-Spline. Au lieu d'affiner progressivement le
maillage de pôles de la surface du type NURBS, nous avons
choisi de transformer celle-ci en surface de Bézier afin de pou-
voir appliquer une méthode itérative efficace et simple, déve-
loppée par Nishita et al. [28], pour déterminer l'intersection
entre une droite et des carreaux de Bézier par une technique du
type « Bézier Clipping » [8]
Validation des appariements. Pour obtenir une précision sur le
recalage aussi grande que possible, les appariements trouvés
précédemment doivent être de bonne qualité. C'est pourquoi,
nous avons appliqué une méthode de tri sélectif comparable à
celle utilisée par Zhang[39] pour éliminer les mises en corres-
pondance de mauvaise qualité. En effet, comme nous cherchons
à minimiser la distance entre deux images représentées par des
nuages de points et correspondant à un même objet, nous pou-
vons raisonnablement supposer qu'au fur et à mesure du dérou-
lement de la boucle itérative, la distance entre les appariements
déterminés diminue progressivement. L'emploi de ce critère est
entièrement justifié comme le montre l'histogramme des dis-
tances (figure 4(a)) obtenu au cours du recalage d'une séquence
typique d'images. Compte tenu des expériences menées, un seuil
raisonnable εa , pour notre application, peut être défini par la
relation :
εa = da + σa
où da et σa représentent respectivement la distance moyenne
entre les n appariements et l'écart-type associé à da. Ainsi,
lorsque la distance entre une paire de points mis en correspon-
dance est supérieure à εa , cet appariement est rejeté pour le cal-
cul de la transformation optimale. Dans le cas contraire, la mise
en correspondance est validée.
3.2.2. détermination de la transformation 
entre deux nuages de points
Nous avons obtenu dans la section 3.2.1. un certain nombre de
mises en correspondance qui ne sont pas idéales. La transfor-
mation rigide F recherchée peut être décomposée en une rota-
tion, caractérisée par une matrice R, et une translation de vec-
teur t. Pour calculer cette transformation, il est nécessaire de




‖ RP (1)i + t− P (2)i ‖2 (2)
où {(P (1)i , P (2)i )} représentent les couples de points 3D appa-
riés. Plusieurs approches efficaces ont été suggérées et mises en
œuvre. En utilisant la robustesse comme critère majeur pour
choisir une méthode, nous avons implanté et comparé quatre
approches basées respectivement sur les quaternions unitaires
[21], les quaternions duaux [38], la décomposition en valeurs
singulières [1] et la résolution d'un système surdéterminé
d'équations [24]. Une étude comparative des quatre implémen-
tations correspondantes en fonction du temps d'exécution pour
calculer les transformations et de la précision sur F a conduit à
la conclusion que l'approche faisant appel aux quaternions uni-
taires présente le meilleur compromis compte tenu des
contraintes que nous nous sommes fixées.
Connaissant la transformation F , la dernière étape du traitement
de la partie itérative de la procédure de recalage consiste à appli-
quer cette transformation à tous les points d'une image (dans-
notre cas, celle n'ayant pas été utilisée comme référence) y com-
pris à ceux qui n'ont pas été utilisés pour le recalage. Cette étape
permet d'exprimer les données extraites des deux images reca-
lées dans un référentiel commun. La précision observée (voir
figure 4 (b)) est le critère d'arrêt principal de la procédure itéra-
tive de recalage. On peut observer que la pécision en fonction de
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(a) Exemple d'histogrammes des dis-
tances entre paires de points appa-
riés pour la première et la dernière
itération du processus de recalage.
(b) Evolution de la précision sur le
recalage (en µm) en fonction de 
l'itération (données synthétiques ou
réelles).
Figure 4. – Exemple d'histogrammes des distances entre paires de points
appariés et évolution de la précision sur le recalage en fonction de l'itération.
l'itération a un comportement asymptotique au-delà d'un cer-
tains nombre d'itérations. Nous avons donc estimé judicieux de
définir des critères d'arrêt secondaires qui permettent d'arrêter le
processus itératif (nombre de primitives appariées (points de
mesure 3D), taille de la zone commune, différence relative entre
deux estimations de la transformation F pour deux itérations
successives (dans notre cas, de l'ordre de 10−5)).
3.3. généralisation à une séquence
spatiale d'images 3D
Bien souvent, deux images sont insuffisantes pour balayer la zone
d'intérêt à analyser ou la pièce dans sa totalité. De nombreux tra-
vaux ont été effectués pour recaler une séquence de N acquisi-
tions [4, 6, 32, 10, 12, 34, 35], essentiellement dans le but de
construire un modèle de l'objet imagé. Une approche consiste
alors à recaler séquentiellement les images par paires, de proche
en proche ([9]). Cette façon de procéder présente un risque, dans
la mesure où les erreurs ont tendance à s'accumuler et à se propa-
ger. Une alternative est d'utiliser une stratégie de recalage plus
global qui consiste à recaler toutes les images simultanément
entre elles de manière à minimiser globalement une expression
(2) généralisée et, ainsi, éviter une propagation d'erreurs trop
importante pour des séquences comportant un grand nombre
d'images. Ce type de techniques remporte un vif succès, les
erreurs de recalage semblant être limitées.
Ce recalage global présente cependant quelques contraintes non
négligeables. En effet, cela nécessite que toutes les images aient
une zone commune avec l'image de référence. Ceci n'est que très
rarement vérifié dans la pratique, notamment pour une applica-
tion où il est nécessaire de tourner autour d'une pièce à analyser.
D'autre part, ce type de stratégie suppose que les acquisitions
soient effectuées au préalable et que le traitement se fasse a pos-
teriori. Cette façon de procéder n'est pas adaptée lorsqu'on dési-
re intégrer cette procédure de recalage à un système, plus géné-
ral, de reconstruction et d'inspection dont une des contraintes 
est d'opérer en ligne. C'est pourquoi nous avons fait le choix 
d'appliquer une stratégie séquentielle qui présente l'avantage de
combiner la phase d'acquisition d'images avec le processus de
recalage. En d'autres termes, on continue à acquérir des images,
pour compléter la séquence d'acquisitions, pendant que les pré-
cédentes sont traitées.
L'utilisation de l'une ou l'autre de ces deux stratégies pourrait,
par exemple, être gérée par un système de planification en fonc-
tion du type d'analyse souhaité. Il pourrait également prendre en
compte la stratégie de mesure à appliquer pour obtenir dans de
bonnes conditions les points 3D dans chaque image et, ainsi,
optimiser le nombre d'images à acquérir. L'intégration d'un tel
système de planification est prévue dans notre système de mesu-
re. Pour toutes les expériences que nous avons menées, nous
avons utilisé une stratégie de recalage classique qui consiste à
recaler les images par paire et de proche en proche. Elle donne
de bons résultats (précision de 15 à 50 µm). Ainsi, au bout de
(N − 1) opérations de recalage, toutes les images de la séquen-
ce sont exprimées dans un même référentiel, c'est-à-dire, dans
notre cas, le référentiel de la dernière image acquise.
Contrairement aux travaux effectués par exemple par Soucy [35]
qui élimine toutes les informations redondantes dans le but de
construire un modèle à partir d'une séquence de N images de
l'objet, notre approche consiste à conserver le maximum d'infor-
mations sur la surface de manière à pouvoir effectuer, le cas
échéant, une analyse quantitative plus fine sur l'objet.
En supposant qu'une grande précision soit désirée, une premiè-
re approche procède de façon incrémentale pour la reconstruc-
tion et l'analyse quantitative. Pour ce faire, la taille de la zone
commune est ajustée de façon à permettre d'obtenir la précision
voulue. Habituellement, ceci implique des régions communes
relativement larges permettant seulement de complèter partielle-
ment la description fournie par une image unique. Cependant, en
prenant en compte la période de stabilisation du dispositif d'ac-
quisition (après avoir déplacé la tête de mesure), le processus
peut être exécuté automatiquement dans sa totalité, de façon
continue, jusqu'à ce que tout l'objet soit balayé (d'où l'appellation
de « reconstruction incrémentale ») et ceci, sans avoir à stocker
la séquence d'images acquise. Dans les cas où la précision dési-
rée sur le recalage est plus faible, les variations de point de vue
peuvent être plus importantes, ce qui conduit à des zones com-
munes plus petites et à des séquences contenant peu d'images.
Dans cette dernière situation, la séquence d'images peut être
sauvegardée et traitée en différé dès que toutes les images sont
acquises. Un recalage global pourrait alors être appliqué.
4. résultats
expérimentaux
Deux versions de notre méthode de recalage ont été implantées.
Elles diffèrent essentiellement par la manière dont la surface
interpolant les ensembles de points sont représentés et elles ont
été intensivement testées par application à divers objets de réfé-
rence (modèles CAO et objets réels). Pour les deux types de
données, des conditions d'acquisitions identiques ont été utili-
sées pour des objets de même nature, dans notre cas des objets
quasi-polyédriques comportant partiellement des surfaces libres.
Dans le cas des séquences synthétiques, le dispositif d'acquisi-
tion, décrit dans la section 2.1. et utilisé pour les séquences
réelles, a été entièrement modélisé. Dans ce but, le logiciel de
CAO CATIA de Dassault Systèmes a été utilisé pour cette simu-
lation et plus particulièrement les bibliothèques CATGEO et
CATMSP. Ainsi, des séquences représentatives de données
réelles ont pu être construites. De manière à rendre ces données
encore plus réalistes, un niveau variable de bruit blanc, d'écart-
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type σ, a été additionné. Par ailleurs, une chaîne complète de
traitement de séquences d'images a été intégrée dans l'environ-
nement logiciel de développement KHOROS et toutes les expé-
riences décrites dans cette section ont été effectuées sur une sta-
tion de travail SUN 4/470.
4.1. recalage de séquences 
d'images synthétiques
Nous avons étudié le comportement de notre algorithme, et en
particulier celui des deux techniques de mise en correspondance
développées, en l'appliquant à l'objet modèle de la figure 5(a).
Nous montrons dans la figure 5(b) et les deux tableaux (1) et (2)
des résultats représentatifs obtenus en utilisant une séquence
composée de quatre images. Le déplacement imposé pour l'ex-
emple présenté est une translation.
La figure 5(a) montre clairement la disposition des quatre
nuages de points sur le modèle et la figure 5(b) le résultat du
recalage de cette séquence. Les deux tableaux (1) et (2) indi-
quent la précision finale de recalage mesurée Préc., le nombre
d'appariements n effectivement utilisé ainsi que le nombre de
candidats présents dans la zone commune, le nombre d'itérations
Itér. nécessaire pour recaler deux images consécutives et le
temps de traitement Tps de la procédure de recalage. La préci-
sion finale Préc. est définie et calculée comme étant la distance
moyenne entre les paires de points appariés dans la zone com-
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(a) Visualisation des quatre nuages de
points 3D générés à partir de l'objet
modèle.
(b) Résultats du recalage de la
séquence spatiale de quatre images
représentée en (a).
Figure 5. – Séquence de quatre images générées à partir du modèle de la
figure 5(a) et résultats expérimentaux obtenus après application de la pro-
cédure de recalage.
Recalage reposant sur les splines de lissage Recalage reposant sur NURBS 
Recalage de Préc n Itér Tps Préc n Itér Tps
deux images (µm) (s) (µm) (s)
(1) - (2) 0.035±0.001 55/100 1 44 0.325±0.001 63/100 1 13
(2) - (3) 0.165±0.001 70/100 1 39 4.330±0.020 36/100 1 9
(3) - (4) 0.021±0.001 33/100 1 42 0.325±0.200 63/100 1 13
Tableau 1. – Résultats obtenus pour la séquence de quatre images non bruitées de la figure 5(a) et décrivant une partie de l'objet modèle de la figure 5(b). Ce
tableau indique, en particulier, le temps de traitement nécessaire pour recaler deux images consécutives. Comme les données 3D ne sont pas bruitées, le
nombre d'itérations de l'algorithme de recalage est égal à 1.
Recalage reposant sur les splines de lissage Recalage reposant sur NURBS 
Recalage de Préc n Itér Tps Préc n Itér Tps
deux images (µm) (s) (µm) (s)
(1) - (2) 45±20 32/100 3 50 50±16 21/100 3 41
(2) - (3) 11±7 22/100 4 44 35±14 10/100 2 21
(3) - (4) 46±25 44/100 2 44 45±27 40/100 3 44
Tableau 2. – Résultats obtenus pour la séquence de quatre images bruitées (σ = 0.05 mm) de la figure 5(a) et décrivant la même partie de l'objet modèle de
la figure 5(b). Ce tableau illustre le comportement des deux versions de l'algorithme avec des données synthétiques réalistes qui reflètent convenablement des
conditions réelles d'acquisition.
mune. Les résultats du tableau 1 ont été obtenus en utilisant une
séquence d'images non bruitées alors que le tableau 2 illustre le
comportement de l'algorithme de recalage avec les mêmes don-
nées synthétiques altérées par un bruit gaussien d'écart-type
σ = 0.05 mm et de moyenne nulle.
L'étude du tableau 1 montre que la précision finale est meilleure
que 5 µm pour les deux techniques de mise en correspondance
développées. Celle-ci est obtenue après la première itération (une
précision de 5µm a été choisie comme critère d'arrêt), ce qui est
tout à fait logique puisque les données sont idéales et que l'esti-
mation initiale de la transformation T0, entre deux images consé-
cutives est la transformation réellement appliquée pour simuler
les quatre nuages de points 3D synthétiques. Ceci permet de vali-
der la méthode algorithmique développée. Ce tableau montre le
temps de traitement nécessaire à la partie non itérative de l'algo-
rithme de recalage qui est, dans ce cas, environ 2.5 fois plus
important pour la méthode faisant appel aux fonctions splines de
lissage que pour celle reposant sur les NURBS. En effet, en utili-
sant les fonctions splines de lissage, il faut résoudre deux sys-
tèmes linéaires afin de déterminer les coefficients de ces fonc-
tions. Ceci conduit à des temps d'exécution directement propor-
tionnels au nombre de points sélectionnés dans la zone commune.
Pour la version basée sur les NURBS, les deux systèmes d'équa-
tions linéaires à résoudre pour interpoler les nuages de points par
une surface peuvent être décomposés en une suite d'interpolations
par des courbes plus facile à résoudre (voir section 3). Ceci
conduit donc à des temps d'exécution plus courts.
Le tableau 2 illustre, quant à lui, le comportement des deux algo-
rithmes de recalage pour des données synthétiques bruitées. Ce
tableau montre que les deux versions convergent approximative-
ment vers la même solution avec une précision finale comparable
de l'ordre de 15 à 50 µm, un temps de traitement équivalent et un
nombre comparable d'itérations relativement faible. Cependant,
en moyenne, un nombre plus grand d'appariements est déterminé
et sélectionné en utilisant les fonctions splines de lissage. En
effet, une étude expérimentale de la détermination des vecteurs
normaux a montré que ces vecteurs sont beaucoup plus précis
lorsque la position des points dont ils sont issus est proche du
centre de la zone commune (les points localisés au centre, contrai-
rement à ceux des bords, conduisent à de meilleures estimations,
les voisins étant plus nombreux). C'est à notre avis la cause prin-
cipale de la sélection d'un nombre d'appariements plus important
pour l'approche reposant sur les splines de lissage. Dans le cas des
NURBS, le calcul des normales conduit à des erreurs pratique-
ment indépendantes de la position du point utilisé.
Par ailleurs, même si notre dispositif matériel actuel ne permet-
pas de tourner autour d'un objet, nous avons reconstruit, à partir
de la simulation d'une séquence bruitée, la partie basse de l'ob-
jet modèle de la figure 5(a). Le résultat du recalage de la séquen-
ce de neuf images générées est montré figure 6 et permet d'illus-
trer en particulier que la fermeture s'effectue correctement.
L'erreur globale de recalage est de 50 µm.
4.2. recalage de séquences spatiales
d'images réelles
Pour valider la méthode de recalage pour des séquences spa-
tiales d'images réelles, nous avons appliqué notre algorithme à
une série d'objets réels, incluant des surfaces de forme libre
comme ceux des figures 7, 8 et 9. Sur ces figures, ainsi que dans
les tableaux 3 et 4, nous présentons des résultats expérimentaux
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Figure 6. – Recalage d'une séquence de neuf images représentant la partie


















(a) Image du plateau d'étalonnage montrant la disposition des points copla-
naires utilisés pour étalonner la caméra CCD et d'un exemple de pièce à
analyser (caillou).
(b) Résultats du recalage de la séquence composée de neuf images soumises
uniquement à des translations suivant les axes (Ox) et (Oy) de la table de
translation.
Figure 7. – Résultat du recalage de la séquence spatiale d'images acquises
dans la zone d'intérêt du caillou.
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Tableau 3. – Résultats expérimentaux obtenus pour une séquence réelle de neuf images portant sur le caillou de la figure 7(a). La transformation initiale T0
est une série de translations.
Séquence de neuf images acquises avec le caillou de la figure 7(a)
Recalage de Précision finale Nombre Nombre Temps
deux images (µm) d'appariements d'itérations d'exécution (s)
(1) - (2) 15±8 40 3 73
(2) - (3) 16±8 31 6 66
(3) - (4) 26±18 64 3 58
(4) - (5) 35±19 45 3 52
(5) - (6) 40±22 60 4 65
(6) - (7) 36±17 52 4 73
(7) - (8) 14±8 51 3 75
(8) - (9 20±12 49 3 80
Plateau d’étalonnage Gobelet
Zone d’intérêt
(a) Objet réel (gobelet en plastique) et plateau d'étalonnage utilisé.
(b) Résultat du recalage de deux
images consécutives d'une même
séquence de cinq images.
(b) Recalage de deux autres images
de la même séquence.





(a) Pale de turbine analysée. (b) Résultat du recalage de trois images d’une même séquence.
Figure 9. – Pale de turbine analysée et résultats du recalage de trois images consécutives de la même séquence.
obtenus pour plusieurs objets réels (utilisation des splines de lis-
sage pour le tableau 3 et des NURBS pour le tableau 4).
Les deux tableaux 3 et 4 illustrent en particulier que la précision
finale du recalage de deux images consécutives est de l'ordre de
15 à 50 µm pour un nombre d'itérations relativement faible. Ces
résultats sont tout à fait comparables à ceux obtenus avec l'objet
CAO modèle et donc valide la méthode de recalage développée.
Comme pour les séquences d'images synthétiques, la partie du
traitement la plus coûteuse en temps de calcul est effectuée
avant d'exécuter la boucle itérative de recalage et concerne prin-
cipalement l'interpolation des nuages de points par une surface
pour obtenir une description de la zone d'intérêt. La figure10(a)
illustre, dans un cas particulier, la répartition des distances pour
deux images recalées du gobelet et où la précision du recalage
est de 30 µm. Comme nous nous appuyons sur des points 3D
reconstruits de manière robuste, la convergence de l'algorithme
de recalage est rapide (typiquement, moins d'une dizaine d'itéra-
tions sont nécessaires). Comme nous utilisons un grand nombre
de points significatifs dans la zone commune entre deux images
à recaler et que seules les bonnes mises en correspondance sont
retenues pour le calcul de la transformation optimale, la préci-
sion du recalage atteinte est comparable à la précision obtenue
lors de la phase de reconstruction (typiquement 20 µm) et est
indépendante de la précision avec laquelle est fournie l'estima-
tion initiale de la transformation T0 dans un large intervalle.
Par ailleurs, ces expériences ont montré que, d'une manière
générale, la taille de la zone commune doit être suffisamment
grande pour ne pas perturber le processus de recalage. Cette
observation se traduit sur la courbe de la figure 10(b) par un
décrochement à partir duquel la précision finale est altérée. Pour
toute les pièces utilisées, ce décrochement apparaît lorsque la
taille de la zone commune représente 30 % à 40 % de la taille
totale de l'image (i.e. un déplacement relatif Dr de l'ordre de 60
à 70 %). La détermination du seuil de décrochement est très
importante pour deux raisons :
• le décrochement permet de spécifier automatiquement le dépla-
cement maximal autorisé entre deux acquisitions successives de
manière à ne pas altérer la précision finale du recalage. Ce para-
mètre pourrait, par exemple, être géré par un système de planifi-
cation pour optimiser la façon dont les images sont acquises et
permettre ainsi de couvrir de manière optimale la totalité de la
zone d'intérêt.
• Il permet d'accroître la vitesse d'exécution de la chaîne de trai-
tement globale en limitant, d'une part, le nombre d'acquisitions
nécessaire et, d'autre part, en minimisant l'espace de recherche
pour les mises en correspondance, la zone commune étant la plus
petite possible.
Pour bien montrer l'efficacité de la méthode de recalage propo-
sée, nous avons visualisé certaines séquences d'images recalées
à l'aide du logiciel CATIA. Les figures 11(a) et 11(b) illustrent
les résultats obtenus.
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Séquence de cinq images acquises avec le gobelet de la figure 8(a)
Recalage de Précision finale Nombre Nombre Temps
deux images (µm) d'appariements d'itérations d'exécution (s)
(1) - (2) 28±12 37 3 324
(2) - (3) 39±13 58 4 334
(3) - (4) 15±7 23 2 324
(4) - (5) 40±12 49 7 374












Déplacement relatif  Dr (%)
Décrochements
(a) Représentation en « aiguille » de
la répartition des distances entre
paires de points appariés dans la
zone de recouvrement entre deux
images recalées représentant une
partie du gobelet en plastique  de la
Figure 8(a).
(b) Influence de la taille de la zone
commune sur la précision finale du
recalage. Résultats des expériences
menées avec deux objets de nature
et  de forme différentes (gobelet,
caillou). Illustration du  décroche-
ment observé.
Figure 10. – Représentation en « aiguille » de la répartition des distances
pour deux images recalées et influence de la taille de la   zone commune sur
la précision finale du recalage.
4.3. évaluation de la méthode
de recalage
L'objectif du système d'analyse décrit dans la section 2.1. est la
reconstruction et/ou l'analyse quantitative de surfaces. Dans ce
deuxième cas, il s'agit de comparer les points 3D recalés et
exprimés dans un même référentiel à des données de simulation
incluant les tolérances. En général, ces données sont issues du
modèle CAO correspondant à la pièce réelle. Une telle opération
peut, par exemple, être effectuée interactivement à l'aide d'un
logiciel de CAO (CATIA par exemple) de manière à positionner
grossièrement le modèle CAO par rapport aux nuages de points
recalés. Ensuite, en utilisant la procédure de recalage décrite
dans la section 3, le modèle CAO et les nuages de points peu-
vent être exprimés dans le même référentiel (dans ce cas, il faut
bien-sûr discrétiser le modèle CAO de manière à obtenir égale-
ment un nuage de points de référence). Mais, bien souvent, un
tel modèle n'est pas disponible et l'on est amené à le construire
à partir des données fournies par une machine à mesurer tridi-
mensionnelle (MMT) utilisant un palpeur mécanique et qui 
discrétise la surface de l'objet réel à mesurer. Usuellement, une
précision inférieure à 5 µm est atteinte pour les points 3D géné-
rés et, de ce fait, ces informations peuvent être utilisées comme
valeurs de référence pour la comparaison. La figure 11(c)
montre un nuage de points de référence caractérisant une partie
de la pale de turbine de la figure 9(a) et obtenu avec une machi-
ne à mesurer tridimensionnelle MITUTOYO (visualisation à
l'aide du logiciel CATIA).
Dans cette contribution, la comparaison n'est pas effectuée pour
mesurer réellement la pièce mais pour mettre en évidence la jus-
tesse de la méthode de recalage proposée (validation). Cette
étape supplémentaire, qui doit encore être automatisée, permet
de valider aisément la méthode de recalage sur un plus grand
échantillon de modèles CAO ou de pièces de référence.
Par ailleurs, la quantification des erreurs et la propagation de
celles-ci d'un traitement à un autre restent à évaluer. En général,
il est très difficile, voire impossible, de modéliser l'incertitude
sur les données. Une approche possible pourrait faire appel à la
méthode proposée par Pennec [29] (et généralisée par Stoddart
[36] dans le cas des surfaces), dans le cas où aucune « vérité ter-
rain » n'est disponible, pour déterminer l'incertitude sur la trans-
formation F(R, t). Dans notre application, de proche en proche,
il est ainsi possible de quantifier la propagation des erreurs sur
une séquence complète d'images. Cette technique, en cours de
développement, sera testée sur le prototype du nouveau système
de mesure en cours de réalisation.
5. conclusion 
et perspectives
Dans cette contribution, nous avons présenté une approche pour
le recalage de nuages de points 3D extraits d'une séquence 
spatiale d'images acquises par un système de vision utilisant 
une lumière structurée. Deux alternatives ont été conçues pour
approximer les surfaces représentées par les nuages de points. La
première version fait appel à une représentation basée sur les
splines de lissage alors que la seconde repose sur l'utilisation des
fonctions NURBS et de la technique du Bézier-Clipping. La sor-
tie de la boucle de recalage est le déplacement optimal entre deux
nuages de points. L'estimation initiale du déplacement est fournie
par le système de mesure portant la tête d'acquisition. Ceci est,
pour un large spectre d'applications (industrielles), une hypothè-
se raisonnable, un système de balayage étant souvent disponible
pour des tâches autre que l'acquisition d'images. L'application de
l'algorithme à des objets synthétiques (CAO) et à des pièces
manufacturées réelles démontre l'efficacité de l'approche. La pré-
cision sur le recalage est de l'ordre de 15 à 50 µm. L'algorithme
proposé dispose de quelques propriétés intéressantes, parmi les-
quelles on peut citer :
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(a) Exemple de reconstruction d'une
partie de la surface du gobelet de  la
Figure 8(a) avec le logiciel CAO
CATIA, à partir d'un  ensemble de
quatre nuages de points 3D recalés.
(b) Reconstruction d'une partie de la
surface de la pale de turbine avec le
logiciel CAO CATIA, à partir de
trois nuages de points 3D recalés.
Zone
analysée
(c) Exemple de nuage de points 3D obtenus à l'aide d'une machine à mesu-
rer tridimensionnelle et représentant une partie de la pale de turbine de la
figure 9(a).
Figure 11. – Reconstructions de parties de surface libres avec le logiciel
CAO CATIA, à partir de nuages de points recalés.
• Simplicité d'utilisation. La procédure a été entièrement auto-
matisée. En particulier, la zone commune entre deux images-
consécutives est déterminée automatiquement. De même, des
paramètres de contrôle essentiels de la boucle itérative de reca-
lage sont calculés dynamiquement en utilisant les données
image disponibles et arrêtent le processus lorsque soit la préci-
sion finale souhaitée est atteinte, soit d'autres critères sont rem-
plis. En utilisant ces mêmes paramètres, l'algorithme élimine
facilement d'éventuels points aberrants et utilise ainsi de maniè-
re optimale une information plus significative pour l'interpola-
tion et la mise en correspondance. Par ailleurs, des points de
contrôles physiques (points d'ancrage ou amers) ne sont pas
nécessaires.
• Robustesse vis-à-vis du bruit, des erreurs de mesure et des
appariements aberrants (ceci est une conséquence directe de la
remarque ci-dessus).
• Précision finale observée. Toute l'information significative
disponible étant prise en compte, la précision est optimisée. De
fait, la précision de recalage est du même ordre de grandeur que
celle observée lorsqu'on reconstruit les points.
• Temps de traitement limité. Ceci est dû, en particulier, à la
détermination automatique, en dehors de la boucle itérative, de
la zone commune entre les deux images à mettre en correspon-
dance.
• Possibilité de balayer les surfaces à évaluer dans leur intégra-
lité afin de fournir, dans un système de référence unique, une
description 3D de l'objet à reconstruire et/ou à inspecter. Les
deux stratégies décrites dans la section 3.3 sont actuellement
testées en fonction de la précision à atteindre.
Des extensions de la version courante de l'algorithme sont à
l'étude pour inclure un mécanisme de propagation d'erreur, pour
augmenter la précision de la mise en correspondance (i.e. du cal-
cul de l'intersection entre une droite et une surface décrite par
des NURBS) et pour résoudre le problème du référencement
(voir section 4.3.). En outre, des travaux sont également en cours
pour, d'une part, valider la procédure de recalage dans le cas de
l'analyse de pièces entières et, d'autre part, pour appliquer ces
méthodes à des objets non rigides tels que le corps humain. Des
résultats encourageants ont déjà été obtenus pour la reconstruc-
tion de larges parties d'objets complexes naturels/manufacturés
et du corps humain (partie de la tête, du tronc et du bras).
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