In this paper, we study the two-sided taboo limit processes that arise when a Markov chain or process is conditioned on staying in some set A for a long period of time. The taboo limit is time-homogeneous after time 0 and time-inhomogeneous before time 0. The time-reversed limit has this same qualitative structure. The precise transition structure at the taboo limit is identiÿed in the context of discrete-and continuous-time Markov chains, as well as di usions. In addition, we present a perfect simulation algorithm for generating exact samples from the quasi-stationary distribution of a ÿnite-state Markov chain.
Introduction
In many applications settings, it is of interest to approximate the behavior of a process conditioned on its staying out of some speciÿc subset of the state space. For example, one might model the ÿsh population in a lake as a stochastic process in which eventual extinction is a certainty. To properly understand the dynamics of an existing such population, it may be appropriate to study the population process conditioned on its not having gone extinct over some long period of time.
This topic has attracted signiÿcant attention within the Markov chain literature. In particular, if one conditions a Markov chain on staying out of a subset, the resulting (marginal) distribution of the chain can often be approximated by what is known as the "quasi-stationary distribution".
The question of existence of quasi-stationary distributions can be settled by appealing to the theory at R-recurrence for general non-negative kernels; see, for example, Seneta and Vere-Jones (1966) , Tweedie (1974) , Nummelin and Arjas (1976) , Nummelin and Tweedie (1978) , and Nummelin (1984) .
In this paper, our emphasis is on studying not just the marginal distribution but rather the entire joint distribution of the process, conditioned on staying out of some speciÿc set A c . Speciÿcally, suppose we have conditioned the process to remain in A over the entire interval [0; t] (with t large). We develop an approximation for the behavior of the process both prior to t and subsequent to t. (The quasi-stationary distribution approximates the behavior at t.) The "two-sided taboo limit" that arises is then an approximation to the time-dependent behavior of the original tabooed process.
We establish existence of such two-sided taboo limits in the Markov context. We show that the two-sided taboo limit has time-homogeneous transition probabilities to the right (in the region in which the taboo limit is approximating the post-t behavior of the original process) and time-inhomogeneous transition probabilities from the left (in the region in which the taboo limit is approximating the pre-t behavior at the original process). In fact, we are able to explicitly compute the above transition structure for discrete-and continuous-time Markov chains, as well as di usions; see Theorems 2, 6, and 7. In addition, we show in the Markov chain context that the same qualitative structure is inherited by the time-reversed process, and explicitly compute its transition structure; see Theorems 2 and 6.
In the Markov chain context, we are also able to develop a corresponding two-sided taboo limit process that arises as an approximation to the original process when conditioned on exiting to A c at time t (for t large); see Theorem 4 and Proposition 3. In addition, we show that the two taboo limits are related through a "geometric time-shift" in the discrete time Markov chain setting (Theorem 5). This is a particular case of a more general phenomenon that is studied in greater detail in our companion paper; see Glynn and Thorisson (2000) .
Finally, we develop an exact sampling (or perfect simulation) algorithm for producing observations from the quasi-stationary distribution (and, more generally, from the two-sided taboo limit process) in the setting in which A is ÿnite, irreducible and aperiodic; see Section 5. Perhaps surprisingly, the algorithm requires no apriori knowledge of the solution of the eigenvalue problem that characterizes the quasi-stationary distribution. This algorithm is a complement to the recently developed Propp and Wilson (1996) algorithm for exact sampling from the stationary distribution of a Markov chain. As in the Propp-Wilson context, the algorithm relies on a "backwards coupling" or "coupling from-the-past".
In our companion paper (Glynn and Thorisson, 2000) , many of these issues are considered in the regenerative setting. In contrast to the theory developed in this paper, the results there are most naturally expressed on the time scale of regenerative cycles. That paper also considers the concept of "taboo-stationarity" for general processes. For a coupling approach to taboo limits, see Thorisson (2000) . This paper is organized as follows. In Section 2, we review the basic concepts from the theory of quasi-stationarity that we will need. Section 3 develops the relevant two-sided taboo limit theory in the general state space discrete-time Markov chain setting. Much of the theory is extended to continuous-time Markov chains and di usions in Section 4. Finally, Section 5 presents the perfect simulation algorithm for discrete-time Markov chains with A ÿnite, irreducible and aperiodic.
Quasi-stationary distributions for discrete-time Markov chains
Let X = (X n : n¿0) be a (time-homogeneous) discrete-time Markov chain taking values in a complete separable metric space S. For (Borel measurable) A ⊆ S, let = inf {n¿0: X n ∈ A c } be the ÿrst exit time of X from the set A: To develop approximations for the process X conditional on ¿ n, it seems clear that a key point is understanding the tail behavior of the r.v. . To this end, consider the sub-stochastic kernel K = (K(x; dy): x; y ∈ A), obtained by restricting P to A, where P=(P(x; dy): x; y ∈ S) is the (one-step) transition kernel of X . Speciÿcally,
To analyze K, we make an assumption that essentially requires that we be able to solve a certain eigenvalue problem:
A1. There exists ∈ (0; 1], a strictly positive function h = (h(x): x ∈ A), and a non-trivial non-negative measure = (
Under A1, it is easily seen that G = (G(x; dy): x; y ∈ A) deÿned by
given by
Let P x (·) be the probability measure on the path-space of X (that is, on S ∞ ) under which X evolves as a Markov chain with transition kernel P, conditional on X 0 =x ∈ S. Similarly, letP x (·) be the probability on the path-space of X under which X is a Markov chain with transition kernel G, conditional on X 0 = x ∈ A. Note that P x (X 1 ∈ d x 1 ; : : : ; X n ∈ d x n ; ¿ n)
for x; x 1 ; : : : ; x n ∈ A whereẼ x [ · ] is the expectation operator associated withP x (·). In particular, the above identity implies that for x ∈ A,
To obtain precise tail asymptotics for the r.v. , we require the following additional assumptions:
A2. X is an aperiodic positive recurrent Harris chain on A under G, and therefore Á can be assumed to be normalized so that Á is a probability. A3. The measure is ÿnite, and can thus be assumed to be a probability.
Thus, under A2 (see Meyn and Tweedie (1993) for basic properties of Harris chains), for a.e. x
We therefore arrive at the conclusion that for a.e. x,
The quasi-stationary distribution of X with respect to A is an approximation to the conditional marginal distribution P x (X n ∈ ·| ¿ n). In particular, it follows from (2.1) that
Applying A2 and A3, it is evident that for a.e. x P x (X n ∈ ·| ¿ n) → denotes convergence in the sense of total variation. It is easy to verify that for n¿1,
where P (·) is the probability on the path-space of X under which X has transition kernel P and initial distribution .
Deÿnition 1. A non-trivial measure satisfying (2.3) is called a quasi-stationary distribution of X (with respect to A).
We summarize the discussion thus far with the following proposition. Proposition 1. Assume A1-A3 are satisÿed. Then; there exists ¿0 such that for a.e. x;
Thus, under A1-A3, the quasi-stationary distribution also appears as a limit distribution for the "tabooed chain". Remark 1. Versions of Proposition 1 are well known in the literature; see, for example, Section 6:7 of Nummelin (1984) .
Remark 2. Assumptions A1-A3 are automatic when K is a ÿnite irreducible aperiodic matrix. In this setting, these assumptions are an immediate consequence of the PerronFrobenius theorem for ÿnite matrices; see the appropriate appendix of Karlin and Taylor (1975) for details.
Remark 3. Su cient conditions for A1-A3 in the countable state space and general state-space setting can be found in Section 2 of Ney and Nummelin (1987) ; see also Ferrari et al. (1996) .
Two-sided taboo limits for discrete-time Markov chains
In constructing an approximation to the taboo behavior of X , conditioned on ¿ n, it is natural to use a two-sided limit process in which both the behavior of X prior to n and subsequent n can be jointly considered.
For x∈A, letP x; n (·) be the probability on the path-space of X , conditioned on X 0 =x, under which X evolves as a time-inhomogeneous Markov chain, using the transition kernel G up to and including the nth transition, and subsequently the transition kernel P. Speciÿcally, for x; x 1 ; : : : ; x n ∈ A and x n+1 ; : : : ; x n+m ∈S P x; n (X 1 ∈d x 1 ; : : : ; X n ∈d x n ; : : : ; X n+m ∈d x n+m ) = G(x; d x 1 ) : : : G(x n−1 ; d x n )P(x n ; d x n+1 ) : : : P(x n+m−1 ; d x n+m ):
Relation (2.1) implies that
As indicated above, we will use a two-sided limit process to approximate P x ((X n+m : −k6m ¡ ∞) ∈ ·| ¿ n) for each k when n is large. Speciÿcally, in a (slight) abuse of notation, let X = (X n : − ∞ ¡ n ¡ ∞) be a two-sided stochastic sequence. Assume A1-A3 and suppose thatP is the probability on the path-space of the two-sided process X under which
: : : P(x k−1 ; d x k ) for x −k ; : : : ; x 0 ∈ A and x 1 ; : : : ; x k ∈ S:
Let P * be the probability on the path-space of X deÿned by
whereẼ(·) is the expectation operator corresponding toP.
Theorem 1. Fix k¿0. Under A1-A3; for a.e. x;
Proof. The theorem is an easy consequence of (3.1). Speciÿcally, for f bounded (and measurable),
where
Since, for a.e.
as n → ∞ uniformly in f bounded in absolute value by one, the theorem follows.
In order to develop additional insight into the probability P * , we present the following result. In preparation for the statement of the theorem, let Y = (Y n : −∞ ¡ n ¡ ∞) be the two-sided time-reversed process corresponding to X , given by Y n = X −n for n ∈ Z. Because S is Polish, we can assert existence of the regular conditional distributions
R(x; dy) =P(X −1 ∈ dy|X 0 = x) for x; y ∈ S and k¿0. (Here, P Á (·) is the probability under which X is initiated with distribution Á and makes transitions according to the kernel P.) Also, for k ∈ Z, put
Theorem 2. Assume A1-A3. Then;
Proof. For F a sub--ÿeld of (X j : − ∞ ¡ j ¡ ∞), it is well known that
see, for example, p. 171 of BrÃ emaud (1980) . It follows that for k¿0,
proving (i); (iii) follows similarly. For (ii), note that for k6 − 1,
(iv) follows analogously.
According to Theorem 2, the taboo process X can be approximated, in the limit, by a Markov chain for which the forward evolution is time-inhomogeneous before time 0 and time-homogeneous after time 0. The time reversed chain Y has exactly the same qualitative structure. In addition,
see p. 111 of Nummelin (1984) . Furthermore, (Ẽ[1=h(X 0 )|X j : j6k]: k60) is a backwards martingale, so that
see, for example, p. 340 of Chung (1974) . (Here, F −∞ is the largest -ÿeld contained in (X j : j6k) for all k60.) Because of A2, F −∞ is trivial, so for Á a.e. y,
Thus, while the limit is time-inhomogeneous before time 0, it is "asymptotically timehomogeneous to the left". A similar conclusion holds for the reversed process if we additionally assume that X is an aperiodic positive recurrent Harris chain under the transition kernel P.
Remark 4. If S is a discrete state space, we may simplify the conditional probabilities R k (x; dy) and R(x; dy) somewhat. In this setting, we may view P(x; dy), R k (x; dy), and R(x; dy) as matrices, and as a vector. Then,
We turn next to the development of an approximation to the distribution of X when conditioned on the event =n. LetP • (·) and P
• (·) be the probabilities on the two-sided path-space deÿned bỹ P • ((X j ; : : : ; X j+m )∈·) =P((X j+1 ; : : : ; X j+m+1 )∈·) for j ∈ Z, m¿0, and
Theorem 3. Fix k¿0. Under A1-A3; for a.e. x; P x ((X n−k ; : : : ; X n+k )∈ · | = n)
as n → ∞:
Proof. As a consequence of (2.1), it is evident that for n¿1 and x∈A
The rest of the argument then follows as in the proof of Theorem 1.
We next provide some insight into the transition structure of the limit process that appears when conditioning on = n (for n large). Let
Theorem 4. Assume A1-A3. Then;
The proof is very similar to that of Theorem 2, and is therefore omitted. The two-sided limit process that appears in this setting has qualitative structure that corresponds closely to that obtained in Theorem 2. In particular, the two-sided taboo process obtained here is time-inhomogeneous before time 0 and time-homogeneous after time 0 (modulo the transition at the origin), with the time-reversed having similar behavior. Furthermore, the "forward process" X is asymptotically time-homogeneous to the left. Note that the transition probabilities of the time-reversed process after time 0 are the same as those of the time-reversed process in Theorem 2.
Remark 5. Some simpliÿcation occurs when S is discrete. In particular,
Our ÿnal result in this section establishes a connection between P • and P * . Let V be a geometric r.v. with mass function
and enrich the two-sided path-space so that it also supports V .
Theorem 5. Assume A1-A3. Under P • let V be a geometric r.v. having mass function (3:2) and let V be independent of X . Then; for k¿0;
Proof. For each ÿxed k¿0 and ' ¿ 1, and a.e. x, P x ((X n−k ; : : : ; X n+k )∈· ; = n + '| ¿ n)
= P x ((X n−k ; : : : ; X n+k )∈ · | = n + ')
by Proposition 1 and Theorem 3. On the other hand, P x ((X n−k ; : : : ; X n+k )∈· ; = n + '| ¿ n) → P * ((X −k ; : : : ; X k )∈· ; = ') as n → ∞: (3.4) Equating (3.3) and (3.4), and using the independence of V and X under P • , we arrive at the identity P
• ((X −k−V ; : : : ; X k−V )∈· ; V = ') = P * ((X −k ; : : : ; X k )∈· ; = '):
Summing over ' yields the theorem.
Informally, Theorem 3:5 asserts that the two-sided limit process associated with conditioning on ¿ n can be obtained by looking backwards a geometric amount of time in the two-sided limit process associated with conditioning on = n.
Taboo limit theory for continuous-time Markov processes
In this section, we brie y describe the extensions of the theory of Section 3 from the discrete-time Markov chain setting to the continuous-time Markov process context. In order to streamline our arguments, we sometimes impose stronger conditions than the minimal ones required.
Let X = (X (t): t¿0) be a (time-homogenous) Markov process taking values in a complete separable metric space S; we assume the paths are right continuous with left-hand limits. For (measurable) A ⊆ S, let = inf {t¿0: X (t)∈A c } be the ÿrst exit time from A and assume that is measurable. Let P x (·) be the probability on the path-space of X associated with conditioning on X (0) = x∈S. We are interested in studying the two-sided limit process that arises as an approximation to P((X (t + u): − a6u ¡ ∞)∈ · | ¿ t) for t large.
We start by describing the theory when S is ÿnite and the paths have ÿnitely many jumps in ÿnite intervals, in which case X is a continuous-time Markov chain under P x . Let Q =(Q(x; y): x; y∈S) be the generator of X under P x , and let K =(K(x; y): x; y∈A) be the restriction of Q to A. We assume that: A4. K is irreducible and P x ( ¡ ∞) = 1 for at least one x∈A.
Under A4, it follows that there exists a positive scalar c such that c −1 (K + cI ) is strictly substochastic and irreducible. The Perron-Frobenius theorem for ÿnite matrices then implies that there exists a scalar ÿ∈(0; 1) and positive vectors h and such that
from which we obtain
and observe that G = (G(x; y): x; y∈A) is a generator. Standard properties of matrix exponentials imply that (e Gt )(x; y) = e t h(y) h(x) (e Kt )(x; y):
Hence, ifP x (·) is the probability on the path-space of X under which X has generator G,
; it is easily veriÿed that Á = (Á(x): x∈A) is the stationary distribution of X under G. LetP(·) be the probability on the two-sided path-space corresponding to X = (X (t): − ∞ ¡ t ¡ ∞) under which X has ÿnite-dimensional distributions given bỹ P(X (t 1 ) = x 1 ; : : : ; X (t m ) = x m ; X (0) = x 0 ; X (t m+1 ) = x m+1 ; : : : ; X (t n ) = x n ) = Á(x 1 )P x1 (X (t 2 − t 1 ) = x 2 ) : : :P xm (X (−t m ) = x 0 ) P x0 (X (t m+1 ) = x m+1 ) : : : P x n−1 (X (t n − t n−1 ) = x n ) for t 1 ¡ t 2 ¡ · · · ¡ t m ¡ 0 ¡ t m+1 ¡ · · · ¡ t n and x 0 ; : : : ; x m ∈A with x m+1 ; : : : x n ∈S. Finally, let P * be the probability on the two-sided path-space deÿned by
The following result has a proof essentially identical to that of Theorem 1.
Proposition 2. Under A4;
as t → ∞; for each x∈A and a¿0.
To describe the transition structure of X under P * , let u(·) = (u(·; x): x∈A) be the unique solution to u (t) = Gu(t); s=t u(0; x) = 1=h(x); x∈A:
, and set
for x∈S, t¿0.
Theorem 6. Assume A4. Then; under P * ; X is a Markov process for which
as h ↓ 0; where Q(t; x; y) = G(x; y) u(−t; y) u(−t; x) − xy u (−t; y) u(−t; x)
for t ¡ 0 and x; y∈A; and Q(t; x; y) = Q(x; y) for t¿0 and x; y∈S. Furthermore; Y is also a Markov process under P * and
as h ↓ 0; where
for t ¡ 0 and x; y∈S; and Q R (t; x; y) = Q(y; x) (y) (x) + xy for t¿0 and x; y∈A.
Proof. To establish that X and Y are Markov follows the same argument as in discrete time, as does the fact that Q(t; x; y) = Q(x; y) for t¿0. For t ¡ 0, note that for ¿ 0,
As for the reversed process, we have that for t¿0; ¿ 0, and x = y,
On the other hand, for t ¡ 0; ¿ 0, and x = y, we get
as ↓ 0, completing the proof.
Remark 6. The limit measure P * has exactly the same structure as in discrete time. In particular, both X and Y are time-inhomogeneous in (−∞; 0) and time-homogeneous in (0; ∞). Furthermore, because of our ÿnite state space assumption, the timeinhomogeneity to the left vanishes asymptotically.
We turn next to the two-sided limit that is appropriate to approximating the distribution of X , conditional on = t (with t large). An immediate consequence of Proposition 2 is that
as t → ∞, for each x∈A and a¿0. The next result describes the behavior of the right-hand side as we shrink h to zero. For x; y∈S, put R(x; y) = −Q(x; y)=Q(x; x) for x = y, with R(x; x) = 0.
Proposition 3. Assume A4. Then;
as h ↓ 0 (in the Skorohod topology on D(−∞; ∞)); where
and has ÿnite-dimensional distributions given by P • (X (t 1 ) = x 1 ; : : : ; X (t m ) = x m ; X (0) = x 0 ; X (t m+1 ) = x m+1 ; : : : ; X (t n ) = x n )
×P x0 (X (t m+1 ) = x m+1 ; : : : ; X (t n ) = x n )
for t 1 ¡ t 2 ¡ · · · ¡ t m ¡ 0 ¡ t m+1 ¡ · · · ¡ t n ; x 1 ; : : : ; x m ∈A; x 0 ∈A c ; and x m+1 ; : : : ; x n ∈S.
Proof. The weak convergence follows from Theorem 5 in Glynn and Thorisson (2000) . In order to establish the ÿnite-dimensional distributions let = inf {t¿0: X (t−) = X (0)} be the ÿrst positive jump time of X and observe that
But P * (X (t 1 ) = x 1 ; : : : ; X (t n ) = x n |X ( )∈A; 6h)
as h ↓ 0, proving the result.
Using the Markov structure of P * to the left and that of P to the right, it is straightforward to describe the transition structure of X under P
• . For reasons of brevity, we omit both the statement and proof. Furthermore, it is easy to prove a characterization result analogous to Theorem 5. Speciÿcally, if V is an exponential ( ) r.v. independent of X under P
• , then
We conclude this section by describing the relevant theory in the di usion context. Let B = (B(t): t¿0) be a k-dimensional standard Brownian motion. Suppose that A is open and that X is an R d -valued process that is a strong solution of the stochastic di erential equation
dX (t) = (X (t)) dt + (X (t)) dB(t);
where :
are the drift and dispersion matrices of the di usion, respectively. For x∈R d , put
and let
Assume that:
A5. There exists a bounded twice continuously di erentiable function h such that h(x) ¿ 0 whenever x∈A and h(x) = 0 for x∈A c In addition, there exists a scalar ¿ 0 for which
Put k(x)=log h(x), and let k n be a twice-continuously di erentiable function that agrees with k on A n = {x: h(x) ¿ 1=n}. Put n = inf {t¿0: X (t)∈A c n }. Then, Itô's formula establishes that for t6 n , d k n (X (t)) = (Lh)(X (t))=h(X (t)) dt + (t) dB(t) − 1 2 (t) (t) dt (4.1)
where (t) = ( j (t): 16j6k) has components given by
Observe, as a consequence of (4.1), that
Then, Girsanov's formula (see, for example, Karatsas and Shreve, 1988) asserts that if X (0) = x∈A, there exists a probabilityP x (·) on the path-space of X under which X satisÿes, in a weak sense, the stochastic equation
where˜ (x) = (˜ i (x): 16i6d) is given bỹ
Furthermore,
Hence,P
as n → ∞, so thatP x ( 6t) = 0 for t¿0. Relation (4.2) then yields
Furthermore, (4.2) establishes that for x∈A,
where X satisÿes dX (t) =˜ (X (t)) dt + (X (t)) dB(t) underP x :
We now add an assumption that forces X to be positive recurrent underP x .
A6. Suppose that there exists a probability Á such that for each x∈A;P x (X (t))∈·) t:v:
LetP be the probability on the two-sided path-space supporting X = (X (t) : −∞ ¡ t ¡ ∞) under whichP(X (t)∈·) = Á(·) for t60 and under which X satisÿes dX (t) = b(t; X (t)) dt + (X (t)) dB(t) where b(t; x) = ˜ (x) for t60; (x) for t ¿ 0:
Then, let P * be the probability on the two-sided path-space under which
The following result has a proof identical to that of Theorem 1; see (4.3) and (4.4).
Proposition 4. Assume A5-A6. Then;
It follows easily from (4.5) that X is Markov under the two-sided taboo limit distribution P * . To identify the exact dynamics of X under P * , we need some additional assumptions:
A7. Put u(t; x) =Ẽ x [1=h(X (t))] for t¿0 and x∈A. Then, u = (u(t; x): t¿0; x∈A) is a twice-continuously di erentiable function satisfying u(0; x) = 1=h(x) and
A8. For 16j6k, let
:
Put k(t; X (t)) = log u(−t; X (t)) for t60, and set u t (x) = u(−t; x). Then, Itô's formula and A7 together yield dk(t; X (t)) = (Gu t )(X (t)) − @ @t u(−t; X (t)) u(−t; X (t)) dt
As a consequence of (4.6) and A8, Girsanov's formula establishes that if P * is the probability on the two-sided path-space under which
But recall that exp(−k(t; X (t))) = 1=u(−t; X (t)). Since h is bounded above, u(−t; X (t)) is bounded below, and consequently exp(−k(t; X (t)) is bounded. Furthermore, the backwards martingale convergence theorem and A6 imply that In other words, P * = P * . We summarize this discussion with the following theorem.
Theorem 7. Assume A5-A8. Then; under P * ; X is a weak solution of dX (t) = b * (t; X (t)) dt + (X (t)) dB(t);
where for 16i6d;
( (@h=@x ' )(X (t)) h(X (t)) + (@u=@x ' )(−t; X (t)) u(−t; X (t)) ) a i' (X (t)); t60 i (x); t ¿ 0:
Remark 7. As in the continuous-time Markov chain setting, it is straightforward to show that b * i (·; x) is continuous at t = 0 for x∈A.
For the development of a result in the di usion setting comparable to Proposition 3, we refer the reader to the general theory provided in our companion paper; Glynn and Thorisson (2000) .
Proof. According to Remark 8 below, there are x 0 ; n 0 ; n 1 and p ¿ 0 such that P x (X n0 = x 0 | ¿ n)¿p for all x∈A and n¿n 1 : (5.3)
We may take n 1 ¿m. The events From this and (5.1) it follows that (5.2) holds.
Remark 8. In the above proof we needed the result that there are x 0 ; n 0 ; n 1 and p ¿ 0 such that (5.3) holds. For a discrete-time X this is a straightforward consequence of the next proposition. For a continuous-time X this in turn follows from the fact that X observed at integer times forms a discrete-time chain and that A is irreducible aperiodic for this discrete-time chain if it is irreducible for X .
Proposition 5. Consider a discrete-time Markov chain and suppose S is discrete and A1-A3 are in force. Then; for m¿0; x; y∈A; P x (X m = y| ¿ n + m) → G m (x; y) as n → ∞;
where G m = (G m (x; y): x; y∈A) is the mth power of G. as n → ∞.
