Abstract: This paper presents a comparative analysis regarding a self-tuning minimum variance control system of a double-fed induction generator with load and connected to a power system through a long transmission line. A new complex nonlinear model describing this relationship between the induction generator, electrical consumer, transmission line, and power system is designed and implemented to simulate the controlled plant behavior. Starting from a simplified linear model of this complex plant, obtained through linearization of its nonlinear model around an operating point, the minimum variance control law design is performed by minimizing a cost criterion function. The main goal and also the paper novelty consists of the identification of a minimum order of this linearized model used to design a reduced order control law, which can still provide good control performance.
Introduction
The minimum variance adaptive control systems represent a viable solution for complex nonlinear process control [1] [2] [3] [4] . The starting point of designing such control strategies requires a linearized mathematical model of the controlled process that is able to describe with high accuracy the functional dynamics of the process around an operating point [5] [6] [7] . The problem of changing the system operating point is solved by an online parameter estimator that traces real-time changes of the process parameters. In addition, a sufficiently accurate approximation of the process behavior around a functioning point by a minimum order linear model is a mandatory requirement to simplify the control algorithm and, therefore, to reduce the control law order.
In the technical literature, several classifications of the wind energy conversion systems are presented regarding the type of wind turbine (horizontal/vertical axis, fixed/variable speed), electrical generator, electrical converter, grid (connected/standalone), etc. There are wind energy conversion systems equipped with synchronous generators (wound rotor or permanent magnet). The significant rise of the rare-earth metals' price, which occurred after 2010, has led to a search for alternative machine topologies to replace high-performance permanent magnet synchronous machines. Such possible substitutes are the reluctance and ferrite magnet synchronous machines, but they are mostly used as motors and less as generators [8, 9] . Another viable alternative is represented by asynchronous generators: squirrel cage, wound rotor or dual fed (that is considered in the presented case studies). Mainly, in the case of grid-connected wind turbines, the electrical generator requires an electrical interface (the generator provides variable frequency and voltage, while the grid requires fixed voltage and frequency). This interface (rectifier, inverter, converter, etc.) between generator and grid leads to several types of configuration for the wind energy conversion system. Generally, induction generators have certain advantages in comparison with permanent magnets synchronous generators (regarding the magnets availability, dimension, overall cost, demagnetization, etc.), being an attractive alternative for the renewable energy sector. Moreover, a dual fed induction generator allows advanced control techniques [10] [11] [12] [13] . Therefore, the wind turbines equipped with double-fed induction generators (DFIGs) are widely used in the wind power industry, with issues regarding their modeling and control being a topic of great interest in technical literature [14] [15] [16] [17] .
The considered dual-fed induction generator can be completely described by a 7th order nonlinear model (based on Park's equations) [16] [17] [18] . Obviously, it is possible to approximate the generator behavior by a 7th order linear model, obtained through linearization in the vicinity of a functioning point. The specialized literature [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] shows that the order of the nonlinear model (and also the order of the simplified linear model) can be reduced to five, four or even three, this still being able to approximate with sufficient accuracy the functioning regimes of the considered process. This order reduction can be achieved considering various simplifying assumptions, for example, neglecting the effect of magnetic saturation, the influence of temperature over the resistance of windings, etc. Various self-tuning minimum variance control structures, designed based on a simplified linearized model of the controlled process (by 5th or 4th order), provide good results for controlling an induction generator integrated into a wind energy conversion system [2, 3, 27, 28] . Some technical papers published in the specialized literature claim that it is possible to describe the functioning regimes of induction generator by a 3rd order nonlinear model [16, 19, [29] [30] [31] . Therefore, through linearization around a functioning point, a 3rd order linear model can also be identified. Such research, consisting in the identification of a minimum order linear model that can be used to design a reduced order control law (which still provides good control performance), is the main topic of this paper. Furthermore, the number of model parameters that need to be estimated, decreases and, therefore, the amount of computational effort is reduced.
A comparative study is performed regarding three minimum variance control laws designed based on three linear models of 5th, 4th, and respectively, 3rd order. The functional behavior of the induction generator being very accurately described by such reduced order model, the usage of a higher order linear model (obviously, to design a minimum-variance control law) is not justified due to its greater complexity and almost the same performance. The main contribution of this performed research is to identify and validate a minimum order of such a linear model of the controlled process that allows the design of a viable control law (as simple as possible), ensuring good control performances. It is mentioned that all case studies were carried out considering for the controlled process a nonlinear model of 7th order that can fully describe the process operating regimes. The simplified linear models were used only in the phase of analytical design of control system (both control law and parameter estimator).
The objective of the designed control strategy is to maintain constant the terminal voltage of the induction generator under the action of external disturbances, by controlling excitation voltage [2, 3, 32, 33] . In fact, this operating regime is specific for a wind energy conversion system, when the voltage on the micro-grid power bus must be held constant, despite mechanical torque variations (due to wind speed changes) or electrical load or unload (by connecting or disconnecting electrical consumers at generator terminals).
Induction Generator Connected to A Power System through A Long Transmission Line
As we already mentioned, a dual-fed induction generator can be completely described by a 7th order nonlinear model based on Park equations (the d-q classic model of two axis) [20] [21] [22] . Taking into account the particularized constructive case of the considered induction generator, the three windings voltage components on d-q axis are described by the following electrical equations:
A seventh equation describes the mechanical motion:
The following notations were used in Equations (1)- (7): 
Such a nonlinear mathematical model allows simulation of a wide range of regimes and process conditions. On the other hand, the implementation of a self-tuning minimum variance control strategy requires the determination of a linearized mathematical model for the induction generator, with an order as small as possible (and consequently with a minimum number of parameters), but yet able to describe sufficiently accurately the process dynamics for various operating regimes. Therefore, this complex nonlinear model was used as a starting point to obtain a simplified linear model (through linearization around a steady-state point) that will be used only for the design of the minimum variance control law [2, 3, 7] .
Many case studies presented in the literature consider the situation when the induction generator is either connected directly to local consumers (operating in an insular power system) or connected through a long transmission line to an infinite power system. In many real situations, electrical generators can be located in remote areas, and the transmission line length could be significant. By connecting the induction generator (IG) to an infinite power system (PS), through a long transmission line with impedance Z, leads to certain characteristics specific to such an assembly (IG + PS). In principle, such a connection implies the existence of a system constant voltage V b enforced by PS. This constant voltage node has a major influence on the generator's behavior and implicitly on the controlled output (V t , voltage at the induction generator terminals) [28, 34] . The study cases performed in this paper consider a more generalized situation when a local consumer is connected to the induction generator terminals, this being also connected through a long transmission line to an infinite power system. The general structure is presented in Figure 1 . The considered situation is often found in reality, when the generator (connected to a power grid through a long transmission line) has also equipment and devices (that provide certain related functions absolutely necessary for the normal functioning of the power plant) or even some industrial consumers (close to the plant), which are directly supplied from the generator terminals. The connection between the induction generator and the power system, including local electrical consumers connected at generator terminals, can be described by a quadripole (as shown in Figure  1 ). Based on quadripole theory, the input and output currents are given by the matrix equation [28, 35] :
where: is line admittance: = + ( : line conductance, : line susceptance). is electrical consumer admittance: = + ( : consumer conductance, : consumer susceptance).
The transmission line admittance seen at the generator terminals is:
The transfer admittance between the generator and the power grid is:
Denoting the generator terminal current = (see Figure 1 ) and using (9) and (10), the following relation results:
Therefore, for a rotor angle , the projections on d-q axis of the generator terminal current are:
As shown in Figure 1 , both ends of the considered quadripole are inputs. Therefore, two current supply sources, injecting current into quadripole, can be noticed. The terminals of the stator load winding being the generator terminals, the relationship between the stator load currents and (see Equations (1) (2) (3) (4) (5) (6) (7) ) and the projections and of I terminals current on d-q axis (see Equations (12) and (13) describing the current at corresponding quadripole end) is given by the equalities:
Similarly, and are voltage projections of stator load winding on d-q axis (and also projections of generator terminals voltage on d-q axis). Because the terminal voltage ( ) is the controlled output, solving the equations system (12) and (13) to compute the voltage projections, results the following relations: The considered situation is often found in reality, when the generator (connected to a power grid through a long transmission line) has also equipment and devices (that provide certain related functions absolutely necessary for the normal functioning of the power plant) or even some industrial consumers (close to the plant), which are directly supplied from the generator terminals. The connection between the induction generator and the power system, including local electrical consumers connected at generator terminals, can be described by a quadripole (as shown in Figure 1 ). Based on quadripole theory, the input and output currents are given by the matrix equation [28, 35] :
where:
Denoting the generator terminal current I = I 1 (see Figure 1 ) and using (9) and (10), the following relation results:
Therefore, for a rotor angle δ, the projections on d-q axis of the generator terminal current are:
As shown in Figure 1 , both ends of the considered quadripole are inputs. Therefore, two current supply sources, injecting current into quadripole, can be noticed. The terminals of the stator load winding being the generator terminals, the relationship between the stator load currents i d2 and i q2 (see Equations (1)- (7)) and the projections i d and i q of I terminals current on d-q axis (see Equations (12) and (13) describing the current at corresponding quadripole end) is given by the equalities: i d = i d2 and i q = i q2 (14) Similarly, V d and V q are voltage projections of stator load winding on d-q axis (and also projections of V t generator terminals voltage on d-q axis). Because the terminal voltage (V t ) is the controlled output, solving the equations system (12) and (13) to compute the voltage projections, results the following relations:
and, therefore, the generator terminal voltage (effective value) can be calculated as:
In the performed research, instead of the conductance (G 1 , G 2 ) and susceptances (B 1 , B 2 ) the line and consumer resistances (R L , R C ) were used, respectively the line and consumer reactances (X L , X C ) (see Relations (18)- (21)):
Considering a long transmission line with constant parameters for connection to the power system, the line conductance and susceptance are constants (so, also resistance and reactance of the line are constant). For all presented case studies, only the electrical resistance of the consumer (R c ) is considered variable (simulating an electrical load/unload by connecting/disconnecting consumers at generator terminals), thus, G 1 and B 1 are also variable. Many other studies regarding the consumer reactance variation (X c ) were also performed, but are not presented in the paper (the conclusions being the same). Such variations of R c or X c are major disturbances that can affect the system output (terminal voltage), as will be presented in the next chapters.
To avoid an algebraic loop error that can occur during the simulation of the designed model, the main idea is to solve the Equations system (1)- (7) by calculating the windings currents (i d1 , i d2 , i d3 , i q1 , i q2 , i q3 ) which are also process state variables. The d-q axis projections of the generator terminals current (i d = i d2 and i q = i q2 ) are described by Equations (12) and (13) , allowing their computation. Using the computed current projections, the Relations (15) and (16) allow the determination of voltage projections (V d and V q ) at the generator terminals. Therefore, the value of the generator terminal voltage is calculated based on Relation (17) .
Equations (1)- (7) and (12)- (21) (practically, a 7th order nonlinear model) completely describe the behavior of interconnected systems (induction generator, long transmission line, local electrical consumer, and power system). This model ensures good accuracy for process dynamics in various operating regimes (active/reactive power loading/unloading, connecting/disconnecting local consumers, etc.). The model input is the excitation voltage u ex , and the generator terminals voltage V t is the process output. The disturbances acting on the controlled process are the mechanical torque T m (active power load) and the electrical consumer resistance R c , affecting the admittance seen at the generator terminals and allowing simulation of load/unload regimes by connecting or disconnecting local consumers.
An experimental double fed induction machine (a prototype) is considered having the following main parameters (index N denoting rated values): P N = 1.5 KW, U N = 230/400 V, I N = 2.06/3.57 A, n 0 = 1500 rpm, cos φ N = 0.776,
The stator windings w 1 and w 3 are placed in the same stator cuts; the w 2 winding is spatially lagged with 90 electrical degrees in relation with the w 1 winding.
Design of the Minimum Variance Control System
The general structure of the designed minimum variance control system used in all case studies performed in this paper is presented in Figure 2 . The wind turbine and the gearbox are only symbolically presented in this figure as elements of a wind energy conversion system. Only the mechanical torque at the generator shaft is taken into account as a process input (its variation, produced by wind gusts, disturbing the system). For the power converter, used as the power actuator of the control system, a simple first-order delay model (a PT1 element with a small time constant, so very fast-acting) was considered and integrated into control system [36, 37] .
The controlled process integrates both wind turbine (subject to external perturbation caused by the wind speed variation) and induction machine connected to a power system and having an additional local consumer at terminals. The following notations were used: w: set point, u: controller output (excitation voltage), y: controlled output (terminal voltage) and T m : mechanical torque provided by wind turbine through gearbox. Maintaining a constant voltage at the generator terminals is required in the context of connection with the power system [3, 32, 33] .
The 7th order nonlinear model, designed in the previous chapter (describing the entire interconnected system consisting of the induction generator, electrical consumer, transmission line, and power system), is used to simulate the controlled plant in all performed case studies. As was already mentioned, the simplified linear model obtained through linearization around a steady-state point is used only to design the minimum-variance control law [27, 28] . symbolically presented in this figure as elements of a wind energy conversion system. Only the mechanical torque at the generator shaft is taken into account as a process input (its variation, produced by wind gusts, disturbing the system). For the power converter, used as the power actuator of the control system, a simple first-order delay model (a PT1 element with a small time constant, so very fast-acting) was considered and integrated into control system [36, 37] . The controlled process integrates both wind turbine (subject to external perturbation caused by the wind speed variation) and induction machine connected to a power system and having an additional local consumer at terminals. The following notations were used:
: set point, : controller output (excitation voltage), : controlled output (terminal voltage) and : mechanical torque provided by wind turbine through gearbox. Maintaining a constant voltage at the generator terminals is required in the context of connection with the power system [3, 32, 33] .
The 7th order nonlinear model, designed in the previous chapter (describing the entire interconnected system consisting of the induction generator, electrical consumer, transmission line, and power system), is used to simulate the controlled plant in all performed case studies. As was already mentioned, the simplified linear model obtained through linearization around a steady-state point is used only to design the minimum-variance control law [27, 28] . An approximation of the process dynamic around a functioning point by an n th order discrete linear equation can accurately enough describe process functional behavior in the considered point vicinity, with the condition to choose a proper model order [2, 3, [23] [24] [25] [26] [27] :
where: An approximation of the process dynamic around a functioning point by an nth order discrete linear equation can accurately enough describe process functional behavior in the considered point vicinity, with the condition to choose a proper model order [2, 3, [23] [24] [25] [26] [27] :
A q −1 = a n q −n + a n−1 q (23) and, for the considered process (induction generator):
• y t : controlled output (terminal voltage) at discrete time t; • u t : controller output (excitation voltage); • q −1 : shift operator (with one sampling time, therefore, y t−1 = q −1 y t and so on;
• a 1...n , b 0...n−1 : process model parameters (corresponding to polynomials A (q −1 ) and B q −1 );
• n ∈ {3, 4, 5}: model orders taken into account;
The minimization of a classic cost criterion function is used to design the control law [1, 2, 6] .
where u * t : steady state controller output; w t : set point; ρ: control penalty factor; E{.}: mean operator. Criterion Function (24) expresses the two goals of the designed control law: minimize the control system's output variance and minimize the control variance. The importance of the second quadratic term in the criterion function is weighted by a parameter called control penalty factor, commonly set in the range ρ ∈ [0.0001 . . . 0.1]. The higher it is, the more severely the control variance is penalized to the detriment of the controlled output penalization. In theory, if ρ = 0, an optimal control system results by minimizing Criterion Function (24) . In practice, such a control system is unfeasible, leading to the process inverse model as a controller. In addition, the control has huge, physically unrealistic levels, and the control system becomes unstable. Therefore, non-zero value must be set for this control penalty factor, leading to a suboptimal control system (the control being limited to physically achievable values) [1] [2] [3] 6, 7] .
By minimizing the considered Criterion Function (24) and taking into consideration the Linearized Model (22) , the control law becomes (25) [2, 3] :
Figure 3 systemically described this Control Law (25) , highlighting the fact that linearized model is used only for the design phase of the control law (entire calculation algorithm being published by the authors in [2, 38] ).
By using Relation (23) in generalized Control Law (25) , the following control law results (26): 
where … , … are estimations of model parameters and ∈ 3,4,5 as chosen values for analysis. Using the resulting control laws (Relation (26) particularized for ∈ 3,4,5 ), a suite of tests were performed to compare the corresponding obtained results. As is already mentioned, the induction generator is integrated into a wind energy conversion system operating under constraints imposed by the connected power system, a local consumer being also connected at generator terminals. In this context, the goal of the control system is to maintain a constant terminal voltage by Using the resulting control laws (Relation (26) particularized for n ∈ {3, 4, 5}), a suite of tests were performed to compare the corresponding obtained results. As is already mentioned, the induction generator is integrated into a wind energy conversion system operating under constraints imposed by the connected power system, a local consumer being also connected at generator terminals. In this context, the goal of the control system is to maintain a constant terminal voltage by rejecting external disturbances. These disturbances occur due to variation of the mechanical torque provided by the wind turbine (caused by wind speed variation) or due to variation of consumer resistance (caused by connecting/disconnecting consumers at generator terminals). By analyzing the obtained control law (Relation (26)), one can notice the parameter ρ (control penalty factor) that needs to be set appropriately for tuning the control system. In the cost criterion function, this parameter weights the term that minimizes the control variance. A higher value of ρ imposes a strong penalty of control variance, but at the expense of a good penalty of controlled output variance. Furthermore, the control system stability is strongly dependent on the value of this parameter [2, 3, 7] . The dynamics of the control law is also influenced by the dynamics of the parameter estimations (online identified by the recursive least squares (RLS) estimator). Although it does not come out explicitly in the control law expression, the initial off-line tuning of the parameter estimator by setting a proper value for the forgetting factor λ can also affect control performances [39] .
Based on Relations (22) and (23), a 4th order discrete transfer function can model accurately enough the functionality and dynamic behavior of the induction generator, around an operating point [2] ,
By substituting u t from Equation (25) into Equation (27) , the control system transfer function can be express as:
Based on the denominator of this discrete transfer function (Relation (28)), the characteristic equation of the control system is:
The system stability can be analyzed assuming non-deviation conditions for the estimates in a steady-state regime [2, 3] .
A q
By taking into consideration this assumption (Relation (30)), the control system characteristic Equation (29) 
Therefore, the control system stability can be analyzed by studying the root placements of the characteristic Equation (31) inside or outside of the unitary radius circle. An analysis of this characteristic equation denotes the fact that the control penalty factor is the main tuning parameter that can affect system stability [2, 3] . So, there results in the possibility to ensure the control system stability by an adequate setting of ρ. This can be done only through successive tests, considering different values of ρ. The control system stability will also be proved in the next section by presenting performed robustness tests.
Case Studies
Two sets of case studies were analyzed in the paper, each of them considering successively a control law designed based on a linearized process model of 5th, 4th, and respectively, 3rd order. The first set (case A: see Table 1 , second column) considers a step variation of mechanical torque (∆T m ) due to wind speed variation. The second set considers, as a disturbance, a step resistive load (∆R = −5%) by connecting a consumer at generator terminals (case B: see Table 1 , third column). For all cases, the study analyzes the control system's ability to reject the effect of such process disturbance. In the following, each case is presented and analyzed in extenso, highlighting the results and performances provided by each of the three control laws. Table 1 summarizes the tested control strategy, analyzing the following control system quality indicators: settling time (the main indicator), overshoot, the time length of the oscillating regime, and the maximum controller output. The last quality indicator is practically the excitation voltage, its analysis being important in the context when one objective of the considered criterion function (Relation (24)) consists in minimizing the control variance to obtain a physically achievable excitation voltage value. In addition, in Table 1 are briefly presented comparative comments on the results obtained for each control law.
In addition to external disturbances (already mentioned), the system is perturbed by a stochastic noise with variance σ 2 = 0.01, as a required condition for proper functioning of the parameters estimator (RLS) [2, 3, 6] . The objective of performed studies is to identify a set of appropriate values for the two parameters required by control system tuning: the control penalty factor ρ (specific to the minimum variance control law), respectively, the forgetting factor λ (specific to the parameter estimator). It is mentioned that several tests were performed considering various values for the set of controller tuning parameters (ρ, λ), but only the case studies that provided the best results are presented in this paper. It should also be mentioned that, for all cases, a settling band was defined (±0.1%) and considered to analyze the control system response (terminal voltage).
Case A: Mechanical Torque Variation (∆T m = 10%)
The next tests consider the process perturbed by an external disturbance at time t = 1 s, produced by mechanical torque variation ∆T m = 10% (see Table 1 ).
Case Study A.1 (5th Order Model)
In this first case study, a minimum variance controller designed based on the 5th order linear model is analyzed (the control law being described by Relation (26) (a) (b) Figure 4b , and a good penalization of its variance can be noticed. Therefore, the control is in a range of physically achievable values (maximum value of excitation voltage being 500 V). The parameters estimates (outputs of a considered recursive least square estimator (RLS)) are represented in Figure 5b (under action of a stochastic noise with zero mean and variance σ 2 = 0.01) and their evolution is numerically stable.
As a conclusion, in this case, control system performances are acceptable (the settling-time being a little too long). Figure 4b , and a good penalization of its variance can be noticed. Therefore, the control is in a range of physically achievable values (maximum value of excitation voltage being 500 V). The parameters estimates (outputs of a considered recursive least square estimator (RLS)) are represented in Figure 5b (under action of a stochastic noise with zero mean and variance σ 2 = 0.01) and their evolution is numerically stable.
As a conclusion, in this case, control system performances are acceptable (the settling-time being a little too long).
Case Study A.2 (4th Order Model)
The second case study was performed starting from a 4th order process linear model. The best results (see Figure 6a ,b and Figure 7a ,b) were obtained for the set of parameters λ = 0.995 and ρ = 0.0001. A significant decrease of settling-time (to 0.27 s) can be seen in Figure 7a . Therefore, this control quality indicator is much better than that of the controller based on 5th order model (and so this low-order controller is faster). In addition, the response overshoot is slightly under 4 V (lower than in previous case) and oscillating regime is slightly longer (0.25 s). A decrease of the control variance can be noticed (Figure 6b , maximum excitation voltage: 475 V), and it can be concluded that the control is in a range of physically achievable values, even under the conditions of a very low control penalty factor (ρ = 0.0001). Figure 7b shows the process parameters estimates. The parameter estimates will not be depicted for the next cases, their evolution being good and they do not affect the conclusions of performed studies.
In conclusion, the settling-time (as a main control quality indicator) being much shorter and all other indicators being comparable, the performances of this 4th low-order control law are superior to a controller designed based on a 5th order model. the control is in a range of physically achievable values, even under the conditions of a very low control penalty factor (ρ = 0.0001). Figure 7b shows the process parameters estimates. The parameter estimates will not be depicted for the next cases, their evolution being good and they do not affect the conclusions of performed studies. In conclusion, the settling-time (as a main control quality indicator) being much shorter and all other indicators being comparable, the performances of this 4th low-order control law are superior to a controller designed based on a 5th order model. 
Case Study A.3 (3rd Order Model)
The third case study was conducted using the 3rd order process linear model to design the minimum variance controller (with tuning parameters λ = 0.99 and ρ = 0.0725, for best results). A estimates will not be depicted for the next cases, their evolution being good and they do not affect the conclusions of performed studies. In conclusion, the settling-time (as a main control quality indicator) being much shorter and all other indicators being comparable, the performances of this 4th low-order control law are superior to a controller designed based on a 5th order model. 
The third case study was conducted using the 3rd order process linear model to design the minimum variance controller (with tuning parameters λ = 0.99 and ρ = 0.0725, for best results). A Figure 8a (controlled output) shows a large increase of settling-time (over 2 s), oscillating regime becomes much too long (about 1.7 s), and the overshoot is almost double (over 8 V) compared to previous cases. Furthermore, the excitation voltage (controller output) is much higher (even in the context of a much stronger control penalization), maximum excitation voltage being 680 V (see Figure 8b ). This value of control penalty factor is the smallest which still ensures the stability of control system (below this threshold, the system becomes unstable). Any higher value of ρ leads to a degradation of controlled output performance. Overall, performances provided by this low-order control law are poor.
too long (about 1.7 s), and the overshoot is almost double (over 8 V) compared to previous cases. Furthermore, the excitation voltage (controller output) is much higher (even in the context of a much stronger control penalization), maximum excitation voltage being 680 V (see Figure 8b ). This value of control penalty factor is the smallest which still ensures the stability of control system (below this threshold, the system becomes unstable). Any higher value of ρ leads to a degradation of controlled output performance. Overall, performances provided by this low-order control law are poor. As a final conclusion of Case A (see Table 1 ), based on the previous analysis regarding the set of tests performed for the case of a mechanical torque variation, the control law based on the 4th order model provide the best control performances (see also all three responses of control systems depicted overlapped in the same Figure 9 ). 
Case B: Resistive Load (∆ = −5%)
This new tests set considers an external disturbance (at time t = 1 s) produced by a resistive load (∆R = −5%) due to the connection of a new consumer. In all these case studies (see Table 1 ), for each of the three control law, the same values of the controller parameters (λ and ρ) were used as in previous cases (A).
Case study B.1 (5th Order Model)
The first case study considers a minimum variance controller designed based on the 5th order linear model. The results (obtained for the same tuning parameters λ = 0.995 and ρ = 0.0725, as in As a final conclusion of Case A (see Table 1 ), based on the previous analysis regarding the set of tests performed for the case of a mechanical torque variation, the control law based on the 4th order model provide the best control performances (see also all three responses of control systems depicted overlapped in the same Figure 9) .
(controlled output) shows a large increase of settling-time (over 2 s), oscillating regime becomes much too long (about 1.7 s), and the overshoot is almost double (over 8 V) compared to previous cases. Furthermore, the excitation voltage (controller output) is much higher (even in the context of a much stronger control penalization), maximum excitation voltage being 680 V (see Figure 8b ). This value of control penalty factor is the smallest which still ensures the stability of control system (below this threshold, the system becomes unstable). Any higher value of ρ leads to a degradation of controlled output performance. Overall, performances provided by this low-order control law are poor. As a final conclusion of Case A (see Table 1 ), based on the previous analysis regarding the set of tests performed for the case of a mechanical torque variation, the control law based on the 4th order model provide the best control performances (see also all three responses of control systems depicted overlapped in the same Figure 9 ). 
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Case study B.1 (5th Order Model)
The first case study considers a minimum variance controller designed based on the 5th order linear model. The results (obtained for the same tuning parameters λ = 0.995 and ρ = 0.0725, as in 
Case B: Resistive Load (∆R = −5%)
This new tests set considers an external disturbance (at time t = 1 s) produced by a resistive load (∆R = −5%) due to the connection of a new consumer. In all these case studies (see Table 1 ), for each of the three control law, the same values of the controller parameters (λ and ρ) were used as in previous cases (A). Case A) are depicted in Figure 10a,b and Figure 11a -c. As expected for this higher-order controller, the performances are very good (see also Table 1 ): short settling time (0.1 s, considering the defined settling band ± 0.1%, see first yellow point in Figure 11b ), short overshoot (3.4 V, see Figure 10a ), short oscillating regime (under 0.1 s, see Figure 11b ) and low maximum controller output (443 V, see Figure 10b ). Case A) are depicted in Figure 10a ,b and Figure 11a-c. As expected for this higher-order controller, the performances are very good (see also Table 1 ): short settling time (0.1 s, considering the defined settling band ± 0.1%, see first yellow point in Figure 11b ), short overshoot (3.4 V, see Figure 10a ), short oscillating regime (under 0.1 s, see Figure 11b ) and low maximum controller output (443 V, see Figure 10b ). Figure 11b ) and reasonable maximum controller output (460 V, see Figure 12b ). Overall, the performances are very close (negligibly weaker) to those provided by the control law from the previous case. Figure 12a ), short oscillating regime (under 0.2 s, see Figure 11b ) and reasonable maximum controller output (460 V, see Figure 12b ). Overall, the performances are very close (negligibly weaker) to those provided by the control law from the previous case. (Figure 13b) . Therefore, the control law designed based on 3rd order linear model has much weaker performances being unable to accurately describe the dynamics of the real controlled process, and as a consequence, the controller is basically under-dimensioned (operating in a forced mode with higher voltage excitation values, but with poor performances). These remarks regarding this low-order control law are also valid both for the case of a resistive load (Case B.3) and the case of a mechanical torque variation (Case A.3). It is also noted that other inductive and capacitive load / unload tests have been carried out, but the conclusions are similar and have not been presented in the paper. (Figure 13b) . Therefore, the control law designed based on 3rd order linear model has much weaker performances being unable to accurately describe the dynamics of the real controlled process, and as a consequence, the controller is basically under-dimensioned (operating in a forced mode with higher voltage excitation values, but with poor performances). These remarks regarding this low-order control law are also valid both for the case of a resistive load (Case B.3) and the case of a mechanical torque variation (Case A.3). It is also noted that other inductive and capacitive load/unload tests have been carried out, but the conclusions are similar and have not been presented in the paper. Figure 12a ), short oscillating regime (under 0.2 s, see Figure 11b ) and reasonable maximum controller output (460 V, see Figure 12b ). Overall, the performances are very close (negligibly weaker) to those provided by the control law from the previous case. (Figure 13b) . Therefore, the control law designed based on 3rd order linear model has much weaker performances being unable to accurately describe the dynamics of the real controlled process, and as a consequence, the controller is basically under-dimensioned (operating in a forced mode with higher voltage excitation values, but with poor performances). These remarks regarding this low-order control law are also valid both for the case of a resistive load (Case B.3) and the case of a mechanical torque variation (Case A.3). It is also noted that other inductive and capacitive load / unload tests have been carried out, but the conclusions are similar and have not been presented in the paper. For this selected minimum-variance controller, designed based on 4th order linearized process model, the following test scenarios (Figure 14a,b) analyze the behavior and performances of the controlled process under random disturbances, with focus on stability and robustness analysis of the adaptive control system. For this purpose, two case studies are performed. Similar results (not presented here) were obtained for the controller based on a 5th order linear model, respectively, for the controller based on a 3rd order model, the case for which the performances were very poor. As we already mentioned, in addition to external disturbances, the system is perturbed by a stochastic noise (with zero mean and variance σ 2 = 0.01), as a required condition for proper functioning of the parameters estimator (RLS) [2, 3, 6] .
The first case study considers a long sequence of random disturbances (see Figure 14b) , generated by repeated variations of the mechanical torque (produced by wind gusts). The process output (terminal voltage) shown in Figure 14a demonstrates the control system robustness and stability. In addition, the numerical stability and convergence of the parameters estimator are proven by the result depicted in Figure 14c . For this selected minimum-variance controller, designed based on 4th order linearized process model, the following test scenarios (Figure 14a,b) analyze the behavior and performances of the controlled process under random disturbances, with focus on stability and robustness analysis of the adaptive control system. For this purpose, two case studies are performed. Similar results (not presented here) were obtained for the controller based on a 5th order linear model, respectively, for the controller based on a 3rd order model, the case for which the performances were very poor. As we already mentioned, in addition to external disturbances, the system is perturbed by a stochastic noise (with zero mean and variance σ 2 = 0.01), as a required condition for proper functioning of the parameters estimator (RLS) [2, 3, 6] .
The first case study considers a long sequence of random disturbances (see Figure 14b ), generated by repeated variations of the mechanical torque (produced by wind gusts). The process output (terminal voltage) shown in Figure 14a demonstrates the control system robustness and stability. In addition, the numerical stability and convergence of the parameters estimator are proven by the result depicted in Figure 14c . The second case study considers a long sequence of random disturbances (see Figure 15b) , generated by repeated variations of the electrical resistance (produced by connecting or disconnecting consumers at generator terminals). The process output (terminal voltage, depicted in Figure 15a ) demonstrates the control system robustness and stability. In addition, the result depicted in Figure 14c proves the numerical stability and convergence of the parameters estimator. The second case study considers a long sequence of random disturbances (see Figure 15b) , generated by repeated variations of the electrical resistance (produced by connecting or disconnecting consumers at generator terminals). The process output (terminal voltage, depicted in Figure 15a ) demonstrates the control system robustness and stability. In addition, the result depicted in Figure 14c proves the numerical stability and convergence of the parameters estimator. Therefore, these test scenarios demonstrate the stability and robustness of the proposed minimum variance control system under a wide range of repetitive random disturbances acting over a long time interval.
By considering the linear model of the control law and the 4th order linear model of the controlled process (as an approximation of the 7th full-order nonlinear model), the frequency response (Bode diagram) and the complex plane characteristic of the control system can be computed around a functioning point. The nonlinear control system stability can be analyzed through several methods. In concordance with the specific of the considered system, several criteria can be used: Nyquist criterion (involving a linearization in the vicinity of an operating point and based on frequency analysis), Lyapunov criterions (there are more methods, and some of them are difficult to implement for high order systems), circle criterion (for nonlinear time-varying parameters systems), Popov criterion (for the autonomous, time-invariant systems), Nash criterion (specific to the games theory), etc. In the following, the Nyquist criterion is used to perform an analysis regarding the control system stability around a functioning point. Based on frequency response and complex plane characteristic, a study regarding the control system stability is performed in Figures 16 and 17 (Bode diagram, respectively, Nyquist diagram). The Bode diagram presents the magnitude (gain amplitude), respectively, the phase of the control system response in the frequency domain. The Nyquist diagram describes the complex plane characteristic of the control system. Both being representations of the same response (in the frequency domain, respectively, in the complex plan), by using the Nyquist criterion the control system stability can be analyzed (in the vicinity of an operating point).
The reserve phase or phase margin (with red color: Pm = 160 deg. at corresponding crossoverfrequency 14.3 rad/s) and the gain margin (with green color: positive Gm = 6.8 db. at corresponding frequency 628 rad/s) can be highlighted (see Figure 16 ). The control system stability can be analyzed Therefore, these test scenarios demonstrate the stability and robustness of the proposed minimum variance control system under a wide range of repetitive random disturbances acting over a long time interval.
By considering the linear model of the control law and the 4th order linear model of the controlled process (as an approximation of the 7th full-order nonlinear model), the frequency response (Bode diagram) and the complex plane characteristic of the control system can be computed around a functioning point. The nonlinear control system stability can be analyzed through several methods. In concordance with the specific of the considered system, several criteria can be used: Nyquist criterion (involving a linearization in the vicinity of an operating point and based on frequency analysis), Lyapunov criterions (there are more methods, and some of them are difficult to implement for high order systems), circle criterion (for nonlinear time-varying parameters systems), Popov criterion (for the autonomous, time-invariant systems), Nash criterion (specific to the games theory), etc. In the following, the Nyquist criterion is used to perform an analysis regarding the control system stability around a functioning point.
Based on frequency response and complex plane characteristic, a study regarding the control system stability is performed in Figures 16 and 17 (Bode diagram, respectively, Nyquist diagram) . The Bode diagram presents the magnitude (gain amplitude), respectively, the phase of the control system response in the frequency domain. The Nyquist diagram describes the complex plane characteristic of the control system. Both being representations of the same response (in the frequency domain, respectively, in the complex plan), by using the Nyquist criterion the control system stability can be analyzed (in the vicinity of an operating point).
The reserve phase or phase margin (with red color: Pm = 160 deg. at corresponding crossover-frequency 14.3 rad/s) and the gain margin (with green color: positive Gm = 6.8 db. at corresponding frequency 628 rad/s) can be highlighted (see Figure 16 ). The control system stability can be analyzed based on the phase margin and gain margin. If the conditions 0 < Pm < 180 deg and Gm > 0 are accomplished, then the analyzed system is stable around the functioning point. based on the phase margin and gain margin. If the conditions 0 < Pm < 180 deg and Gm > 0 are accomplished, then the analyzed system is stable around the functioning point. Figure 17) . Moreover, the same phase margin (Pm = 160) can be noticed in the Nyquist diagram (see the phase margin angle Pm with red color in Figure 17) . Therefore, the closed-loop system is stable, and so the minimumvariance control system is stable around this operating point.
Additionally, we performed a stability analysis using the indirect Lyapunov method [40] . This method states that: the stability analysis of an equilibrium point 0 (related to the considered functioning point of a nonlinear system) can be done by studying the stability of the corresponding linearized system in the vicinity of this equilibrium point.
For a nonlinear system, the state equation can be written as:
where ( ) is the state vector at time , respectively, ( ) is the input at time . Around the equilibrium point ( , ), the corresponding linearized system is considered: based on the phase margin and gain margin. If the conditions 0 < Pm < 180 deg and Gm > 0 are accomplished, then the analyzed system is stable around the functioning point. Figure 17) . Moreover, the same phase margin (Pm = 160) can be noticed in the Nyquist diagram (see the phase margin angle Pm with red color in Figure 17) . Therefore, the closed-loop system is stable, and so the minimumvariance control system is stable around this operating point.
where ( ) is the state vector at time , respectively, ( ) is the input at time .
Around the equilibrium point ( , ), the corresponding linearized system is considered: Figure 17) . Moreover, the same phase margin (Pm = 160) can be noticed in the Nyquist diagram (see the phase margin angle Pm with red color in Figure 17) . Therefore, the closed-loop system is stable, and so the minimum-variance control system is stable around this operating point.
Additionally, we performed a stability analysis using the indirect Lyapunov method [40] . This method states that: the stability analysis of an equilibrium point X 0 (related to the considered functioning point of a nonlinear system) can be done by studying the stability of the corresponding linearized system in the vicinity of this equilibrium point.
where X(k) is the state vector at time k, respectively, u(k) is the input at time k. Around the equilibrium point (X 0 , u 0 ), the corresponding linearized system is considered:
According to the reduced Lyapunov criterion, if all the eigenvalues of matrix A have modulus less than 1, then the equilibrium point (X 0 , u 0 ) is also asymptotically stable for the nonlinear system [40] .
The following numerical calculations were performed using MATLAB. Considering the operating point of the simulated control system, the linearized model of the closed-loop system can be expressed as a discrete transfer function with the parameter values estimated (by RLS parameters estimator) for the 4th order linear model of the process (see Relations (22) and (23)) and, based on them, with the controller parameters calculated according to the control law (Relation (26)). Thus, the following 7th order discrete transfer function of the control system results. (34) Based on this discrete transfer function (34) , for a state space model (35) :
the following matrix is computed: 
Therefore, the modulus of these eigenvalues of matrix A are 
It can be noticed that all the computed eigenvalues of state matrix A (see Relation (38) ) have modulus less than 1. Therefore, the equilibrium point is also asymptotically stable for the nonlinear system. As a general conclusion of the entire conducted research (see Table 1 and the stability/robustness analysis), the best choice from these three possible solutions is the minimum-variance controller based on 4th order linearized process model, which provides simultaneously very good performances and a simplified control-law computation algorithm. Thus, an increased order of the linear model used for the design of the minimum variance control law is not justified. At the same time, a drop below 4th order is no longer satisfactory for the minimum-variance control system.
Conclusions
Starting from some simplified linear models of a double-fed induction generator (integrated into a wind energy conversion system), the paper presents a comparative study about performances of a self-tuning minimum variance control structure. The double-fed induction generator is connected to a power system through a long transmission line and also, a local electrical consumer is considered connected at generator terminals. A nonlinear model, describing the complex system resulted by connecting the induction generator, electrical consumer, transmission line, and power system, was designed and implemented to simulate the controlled plant behavior.
As a novelty, a study was conducted with the goal of identifying a minimum order of a linear model (obtained through linearization of the designed nonlinear model around a functioning point) used to synthesize a reduced order minimum variance control law, which, despite its simplicity, is able to provide good control results. Therefore, the question to which the performed studies is answering is: How much can the order of the linearized model of a controlled process be reduced, which is a starting point to design a minimum-variance control law, without affecting the control performance? Considering these issues, such simplified control law could avoid a large amount of computational effort, especially required to estimate a large number of process parameters.
The research proves that a reduced 4th order linear model provides the best control performances, although the induction generator is fully functionally described by a 7th order nonlinear model. Even though the control law based on 5th order linear model (or higher) can provide, for some cases, very close or even slightly better results comparatively to the control law based on 4th order model, simplicity of the latter is a reason for choosing it. Furthermore, although some papers from technical literature show that an induction generator could be functionally described around a functioning point by a 3rd order linearized model, the performed tests showed quite poor performances of a control law based on such low order linear model. As a main conclusion and contribution of the paper, the conducted research reveals the fact that a minimum 4th order linear model of the controlled process (induction generator) should be used to design a simplified minimum variance control system (including both control law and parameters estimator), providing good control performance.
