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RÉSUMÉ 
Dans ce travail, nous nous intéressons à divers problèmes de la combinatoire des mots, 
portant principalement sur deux familles: les mots équilibrés et les mots lisses infinis. Il est 
facile de vérifier que l'intersection entre ces deux familles de mots est vide; c'est pourquoi 
nous les traiterons de façon indépendante. 
Dans la première partie, nous étudions les mots équilibrés et des familles de mots dé­
rivées de ces derniers. Les mots infinis sturmiens. aussi appelés des suites sturmiennes, sont 
étudiés depuis plus de cent ans et sont caractérisés de plusieurs façons : pour un alphabet à 
deux lettres, ce sont exactement les suites équilibrées non ultimement périodiques et les suites 
de complexité minimale, c'est-à-dire les suites ayant seulement (n + 1) facteurs de longueur 
n. Une autre propriété caractéristique des suites stunniennes est qu'elles décrivent une droite 
discrète. Les suites épisturmiennes ont récemment été introduites comme étant l'une des géné­
ralisations sur plus de 2 lettres des suites sturmiennes : un mot de Christoffel est la version finie 
d'une suite sturmienne. Dans un premier temps, nous introduisons donc une généralisation des 
mots de Christoffel sur un alphabet à plus (le 2 lettres. Pour ce faire, nous utilisons la propriété 
qu'un mot de Christoffel est l'image d'une lettre par morphisme sturmien. Nous appelons les 
mots ainsi obtenus des mols épichrislO/fels. li est intéressant de remarquer que ces mots ne 
sont généralement pas équilibrés, tout comme les suites épisturmiennes. Nous montrons com­
ment obtenir des mots épichristoffels, comment les reconnaître et nous montrons que certaines 
propriétés des mots de Christoffel se généralisent bien aux mots épichristoffels. 
Dans un deuxième temps, nous nous intéressons aux mots équilibrés, en lien avec la 
conjecture de Fraenkel. Cette conjecture énonce que pour un alphabet à k lettres, avec k 2': .'3, 
il n'existe qu'un unique mot infini équilibré, à permutation des lettres et à décalage près, ayant 
des fréquences de lettres toutes différentes. Par exemple, pour l'alphabet {l, 2, 3}, ce mot est 
(1213121)"'. Nous montrons que la conjecture est vraie si elle est restreinte à la famille des 
suites épisturmiennes et du coup, nous caractérisons les suites épistlllmiennes équilibrées. 
Nous approchons ensuite la conjecture de Fraenkel en travaillant sur la superposition 
de mots de Christoffel. Nous traduisons les travaux de R. Simpson et de R. Morikawa sur les 
suites de Beatty en terme de mots de Christoffel et nous fournissons les détails passés sous 
silence dans leurs preuves. Nous obtenons ainsi une condition nécessaire et suffisante pour 
que deux mots de Christoffel se superposent. Comme un mot équilibré à k lettres peut être vu 
comme la superposition de k mots équilibrés sur 2 lettres, cette condition nous permet de nOlis 
approcher de la conjecture de Fraenkel, sans toutefois la prouver. Nous prouvons toutefois une 
formule donnant le nombre de superpositions pour deux mots de Christoffel superposables et 
nous montrons de nouvelles propriétés concernant les mots de Christoffel. 
x 
La deuxième partie de ce travail pOlte sur l'étude des mots lisses infinis, principalement 
les mots lisses extrémaux, c'est-à-dire le plus petit et le plus grand selon l'ordre lexicogra­
phique. Nous caractérisons ces mots sur des alphabets à deux lettres de même parité. Pour ce 
faire, nous décrivons d'abord des algorithmes qui pelmettent de les construire en temps linéaire 
selon le nombre d'opérations. Nous montrons ensuite des propriétés de fermeture et cie récur­
rence pour les mots lisses en général sur un alphabet de même parité, nous fournissons une 
formule explicite pour la fréquence des lettres dans les mots extrémaux et nous décrivons la 
factorisation de Lyndon pour une sous-classe des mots extrémaux. Ces résultats sont forts in­
téressants puisque les propriétés démontrées ne sont pour la plupart que des conjectures pour 
les mots lisses sur l'alphabet {I, 2}. Par ailleurs, nous montrons que les mots lisses maximaux 
sur des alphabets contenant deux lettres paires et certains mots de Kolakoski généralisés coïn­
cident. Du coup, nous prouvons plusieurs propriétés concernant la factorisation de Lyndon, les 
fréquences, la fermeture de l'ensemble des facteurs sous l'image miroir et la récurrence pour 
les mots de Kolakoski généralisés. Finalement, nous étudions les mots lisses infinis en lien avec 
les surfaces discrètes. Nous montrons que les seuls pavages lisses du quart de plan décrivant un 
morceau de surface discrète sont engendrés par des mots de Kolakoski généralisés. 
Mots clés : Combinatoire des mots, mot de Christoffel, suite sturmienne, mot épichristoffel, 
suite épisturmienne, conjecture de Fraenkel, suite équilibrée, mot lisse, mot de Kolakoski, mot 
de Lyndon, mot extrémal, surface discrète. 
INTRODUCTION 
Même si elle apparaît dans la littérature depuis près de cent ans, la combinatoire des mots 
est un domaine de l'informatique mathématique récent. En effet, malgré que certains articles 
étudiaient déjà les mots au début du 20ième siècle (Thue, 1906; Thue, 1910; Thue, 1912; 
Thue, 1914), les premiers recueils publiés sur ce sujet sous le pseudonyme Lothaire (Lo­
thaire, 1983; Lothaire, 2002; Lothaire, 2005) n'apparaissent qu'à partir de la fin du 20ième 
siècle. Dans plusieurs domaines cles mathématiques tels que la théorie des nombres, la dyna­
mique symbolique, la géométrie discrète et l'infographie, il est possible de représenter certains 
problèmes en terme de mots, c'est-à-dire une suite finie ou infinie de symboles. La combina­
toire des mots est donc un outil pelmettant de modéliser des problèmes apparaissant dans des 
domaines très variés. 
Dans ce travail, nous étudions deux ensembles de mots : les mots équilibrés et les familles 
reliées, et les mots lisses. Rappelons que les suites sturmiennes sont exactement les suites équi­
librées sur un alphabet à deux lettres et que ces dernières décrivent les droites discrètes (Morse 
et Hedlund, 1938; Coven et Hedlund, 1973; Lothaire, 2002). Les mots de Christoffel sont 
la version finie des suites sturmiennes. Ces derniers ont été aussi fortement étudiés (Christof­
fel, 1875; Borel et Laubie. 1993; Berstel et de Luca, 1997; Borel et Reutenauer, 200S; Borel 
et Reutenauer, 2006; Berthé, de Luca et Reutenauer, 2007) et sont maintenant bien caracté­
risés. Dans ce travail, nous donnons une généralisation des mots de Christoffel sur un alphabet 
à plus de deux lettres et nous montrons quelles sont les propriétés qui se généralisent. Par la 
suite, nous nous intéressons à la conjecture cie Fraenkel (Fraenkel, 1973). Ce, dernier prétend 
que pour un alphabet à k lettres, avec k 2: 3, il n'existe qu'une seule suite équilibrée, à permu­
tation des lettres et conjugaison près, ayant des fréquences de lettres toutes différentes. Nous 
abordons cette conjecture d'abord en circonscrivant le problème aux suites épisturmiennes in­
troduites dans (Droubay, Justin et Pirillo, 2001). Ensuite, nous approchons cette conjecture en 
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utilisant la superposition de mots équilibrés, comme les mots satisfaisant la conjecture sont ob­
tenus par superposition de mots équilibrés. Nous nous intéressons ensuite aux mots lisses infinis 
introduits dans (Brlek et al., 2006), c'est-à-dire les mots qui restent sur le même alphabet sous 
l'application de l'opérateur de codage par blocs un nombre infini de fois. Plus particulièrement, 
nous voulons caractériser le plus petit et le plus grand mots selon l'ordre lexicographique afin 
de donner des bornes à ['ensemble des mots lisses infinis. pour un alphabet fixé. Pour terminer, 
nous étudions Je lien entre les surfaces discrètes (voir (Jamet, 2004)), c'est-à-dire la généralisa­
tion des droites discrètes en :3 dimensions, et les mots lisses. Cette idée provient du fait que les 
sUifaces discrètes peuvent être codées par un pavage sur l'al phabet {l, 2, 3} et qu'il est possible 
d'associer un pavage du plan à un mot lisse pour un alphabet fixé. Nous voulons savoir à quoi 
conespond rintersection de ces deux objets. 
Ce travail est présenté comme suit. Dans le Chapitre 1, nous rappelons les définitions et notations 
de bases en combinatoire des mots, d'abord pour les mots finis, puis pour les mots infinis et bi­
infinis. Ces notations sont celles qui seront utilisées tout au long de ce travail. Par aiJleurs, 
notons qu'en cas de besoin, le lecteur peut se ré-Jërer en tout temps à l'index afin de retrouver 
facilement les définitions nécessaires. 
Dans le Chapitre IL après avoir rappelé les différentes définitions et caractérisations des suites 
sturmiennes. nous donnons les principaux résultats les concernant. Nous énonçons ensuite la 
définition d'Un mot de Christoffel, nous donnons sa représentation géométrique et sa constmc­
tion à l'aide des graphes de Cayley ainsi que quelques unes de ses propriétés qui nous seront 
utiles pour la suite. Comme les suites sturmiennes sont caractérisées de plusieurs façons, il y 
a une multitude de généralisations possibles, tout dépendant de la propriété utilisée. La géné­
ralisation qui nous intéresse ici est la famille des suites épisturmiennes. Après avoir rappelé 
les définitions et certaines propriétés des suites épisturmiennes, nous introduisons finalement 
la généralisation des mots de Christoffel sur plus de deux lettres: les mots épichristoffels. Par 
analogie avec les mots de Christoffel, les mots épichristoffels sont définis comme étant les mots 
finis obtenus par morphisme épisturmien sur une lettre et qui sont plus petits gue tous ses suf­
fixes; ils ne sont pas nécessairement équilibrés. Dans un premier temps. nous montrons que 
tout comme les mots de Christoffel, les mots épichristoffels sont primitifs et s'écrivent de façon 
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unique comme le produit de deux palindromes. Par la suite, nous donnons un algorithme rapide 
qui permet de dire si un k-tuplet décrit les fréquences d'un mot épichristoffel ou pas. Si tel est 
le cas, nous montrons que ce mot épichristoffel est unique. Nous montrons ensuite que quelques 
résultats sur les mots de Christoffel se généralisent bien aux mots épichristoffels. Finalement, 
nous prouvons une condition nécessaire et suffisante qui permet de dire si un mot est dans la 
classe de conjugaison d'un mot épichristoffe! ou pas. 
Le Chapitre JII concerne les suites épisturmiennes el la conjecture de Fraenkel. Comme les 
suites sturmiennes sont équilibrées et que ce n'est généralement pas le cas pas pour les suites 
épisturmiennes, il est naturel de vouloir caractériser quelles sont les suites qui sont à la fois 
épisturmiennes et équilibrées. Par ailleurs, il y a plus de 30 ans, A. S. Fraenkel a conjecturé 
que pour un k > 2 fixé, il existe une seule façon de couvrir les entiers Il avec k suites de la 
forme lan + bJ ayant des fréquences différentes. En combinatoire des mots, cette conjecture 
peut se reformuler ainsi: il existe une seule suite équilibrée sur un alphabet à k lettres ayant des 
fréquences de lettres différentes, à permutation de lettres et à conjugaison près. Nous montrons 
qu'il existe exactement lrois différentes suites épisturmiennes équilibrées, à pelmutations des 
lettres et conjugaison près, décrites par les suites directrices suivantes: 
a) 6(8) = 1n 23 (k -l)kW , avec n 2: 1; 
b) 6(8) = 12 (k - l)lk(k + 1) .. (k + e- l)(k + f)~', avec f 2: 1; 
c) 6(8) = 123 klw , 
où k 2: 3. Parmi elles, une seule a des fréquences de lettres toutes différentes. Ainsi, en plus 
de fournir une belle caractérisation des suites épistullniennes équilibrées, ce résultat fournit une 
preuve partielle de la conjecture de Fraenkel pour les suites épisturmiennes. Les résultats de ce 
chapitre font l'objet de la publication (Paquin et Vuillon, 2007). 
Toujours motivé par la conjecture de Fraenkel, nous étudions dans le Chapitre TV la superposi­
tion de deux mots de Christoffel. Des travaux précédents ont montré que les suites satisfaisant 
à la conjecture de Fraenkel sont périodiques. Ainsi. puisque tout mot fini 1t tel que 1(w satisfait 
à la conjecture de Fraenkel peut être obtenu par la superposition de k mots équilibrés sur deux 
lettres, nous abordons la conjecture de Fraenkel en cherchant sous quelle condition deux mots 
de CIu'istoffel se superposent. Nous utilisons les résultats de (Simpson, 2004) dans lequel l'au­
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teur donne une condition nécessaire et suffisante pour que deux suites de Beatty se superposent. 
Nous traduisons tout en terme de mots de Christoffel. Nous obtenons donc une condition né­
cessaire et suffisante afi n que deux mots de Christoffel se superposent et de la preuve de ce 
résultat découlent de nouveJles propriétés des mots de Christoffel. En plus de fournir les détails 
passés sous silence dans les preuves de (Simpson, 2004), nous allons plus loin en donnant le 
nombre de superpositions possibles pour deux mots de Christoffel. Nous tenninons ce chapitre 
en utilisant les mots de Christoffel afin de prouver que le nombre d'éléments du sous-monoïde 
engendré par a et b inférieurs à (a - 1)(b - 1) est (a - l)(b - 1)/2. 
La deuxième partie de ce travail débute au Chapitre V : nous abandonnons les mots équilibrés et 
travaillons plutôt sur les mols lisses infinis. Après avoir rappelé ce qu'est le mot de Kolakoski, 
nous introduisons une famille de mots dérivée de ce dernier, les mots lisses infinis. Nous défi­
nissons d'abord la fonction de codage par blocs que nous notons 6.. Cette fonction est ensuite 
utilisée pour définir la famille des mots lisses infinis. Nous rappelons ensuite les diFférentes 
propriétés de 6., nous mont.rons cie quelle façon les mots lisses infinis sont en bijection avec 
l'ensemble des mots infinis, puis nous définissons les facteurs, préfixes et suffixes lisses. En­
suite, après avoir introduit les graphes de De Bruijn et sa version réduite, nous entrons dans le 
sujet principal: les mots lisses infinis extrémaux. Il s'agit du plus petit et du plus grand mots 
lisses infinis, selon l'ordre lexicographique. Nous nous intéressons d'abord aux algorithmes qui 
les engendrent et nous montrons qu'il est possible de construire un préfixe de longueur n d'un 
mot lisse extrémal en O(n2) opérations. Nous étudions ensuite les propriétés structurelles des 
mots lisses extrémaux, c'est-à-dire leurs dérivées successives et leurs factorisations de Lyndon. 
Selon les dérivées successives obtenues, aucune régularité ne semble apparaître dans les mots 
lisses extrémaux. Les factorisations de Lyndon suggèrent que les mots lisses extrémaux ad­
mettent un suffixe lisse minimal et nous montrons que le mot lisse minimal n'est pas un mot 
de Lyndon infini. Les résultats de ce chapitre font J'objet de la publication (Brlek, Melançon et 
Paquin, 2007). 
Dans le Chapitre VI, nous nous intéressons encore aux mots lisses extrémaux, mais en consi­
dérant maintenant les mots lisses sur des alphabets autres que l'alphabet {1, 2}. Plus particu­
lièrement, nous étudions les mots lisses extrémaux sur des alphabets à deux lettres de même 
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parité. Nous commençons par généraliser les définitions reliées aux mots lisses pour un alpha­
bet ordonné quelconque à deux lettres. Nous étudions ensuite le mot lisse infini minimal sur 
l'alphabet {L:3}. Nous montrons qu'il existe un algorithme linéaire pour le construire et que 
le mot infini de Fibonnaci et le mot lisse minimal sur fI,:3} sont dans le même arbitre sous 
l'opérateur 6.. Une question naturelle est de savoir si ces propriétés se généralisent pour tout 
alphabet à deux lettres impaires. Nous montrons ensuite que les mots lisses sur un alphabet 
impair contiennent une infinité de palindromes préfixes, qu'ils sont récurrents, que l'ensemble 
des facteurs est fermé sous l'image miroir et que les mots lisses extrémaux s'obtiennent par un 
algorithme linéaire. De plus, nous montrons que le mot lisse minimal est un mot de Lyndon 
infini si et seulement si l'alphabet s'écrit comme {a < b}, avec a -# 1 et a, b impaires. Nous 
montrons aussi que pour un alphabet de la forme {1, b} avec b impair, la fréquence de la lettre 
b du mot lisse minimal est donnée par ~+l. Ensuite, l'étude des mots lisses extrémaux 
sur un alphabet à deux lettres paires nous indique que ces derniers peuvent aussi être obtenus 
par un algorithme linéaire. Par ailleurs, nous montrons que pour cet alphabet, la fréquence des 
lettres dans les mots lisses extrémaux est 1/2, que tout mot lisse est récurrent et que les en­
sembles des facteurs des mots lisses extrémaux ne sont pas fermés sous l'image miroir. ni sous 
la complémentation. Nous montrons aussi que les mots maximaux correspondent exactement 
aux mots de Kolakoski généralisés. Cela implique que toutes les propriétés prouvées pour les 
mots lisses extrémaux pour un alphabet pair s'appliquent aux mots de Kolakoski généralisés sur 
ces alphabets. Pour finir, nous prouvons que Je mot lisse minimal est un mot de Lyndon infini. 
Les résultats de ce chapitre font l'objet de la publication (Brlek, Jamet et Paquin, 2008). 
Nous telminons ce travail par le Chapitre VII clans lequel nous étudions le lien entre les sUlfaces 
discrètes et les mots lisses. Les surfaces discrètes sont la généralisation des suites sturmiennes 
en:3 dimensions: elles approximent des suIfaces. TI est possible d'associer un pavage de plan à 
une surface discrète et ce pavage s'écrit sur l'alphabet {l, 2, 3}. Comme à tout mot lisse, il est 
aussi possible d'associer un pavage du qUalt de plan, l'objectif du chapitre est de caractériser 
les mots lisses qui ont un pavage de plan décrivant Ull morceau de surface discrète. Pour ce 
faire, nous rappelons les notions nécessaires concernant les surfaces discrètes. Nous énonçons 
un résultat de (Jamet, 2004) qui foumit une condition nécessaire et suffisante sur un pavage 
6 
du plan afin de déterminer s'il décrit ou pas une surface discrète. Pour finir, nous étudions tous 
les cas possibles et montrons par élimination que les seuls mots lisses ayant un pavage de plan 
décrivant un morceau de surface discrète sont les mots K(3,L), 11(:3.1) et 2K(3,1), où K{3,l) est 
le mot de Kolakoski généralisé sur l'alphabet {l, 3} et débutant par la lettre 3. Les résultats de 
ce chapitre font l'objet de la publication (Jamet et Paquin, 2005). 
Chapitre 1 
GÉNÉRALITÉS SUR LES MOTS 
L'objectif de ce chapitre est de rappeler les concepts et définitions de base en combinatoire des 
mots qui seront utilisés tout au long de ce travail. Nous fixons aussi les notations qui apparaî­
tront dans les chapitres ultérieurs. Les définitions et notations seront fortement basées sur celles 
utilisées dans les Lothaire (Lothaire, 1983; Lothaire, 2002). Nous définissons les trois types de 
mots que nous considérerons: les mots finis, infinis et bi-infinis. Finalement, nous introduisons 
les concepts utiles qui s'y rattachent. 
Dans ce qui suit, N, z:: et IR désignent respectivement l'ensemble des naturels (entiers posi­
tifs ou nuls), des entiers et des réels. La cardinalité d'un ensemble E sera notée Card(E). 
Un alphabet A est un ensemble fini de symboles qui sont appelés des lettres. On écrit A = 
{ao, al, ... , an-l} pour désigner un alphabet à n lettres et A = {ao < al < ... < an-l} 
s'il est ordonné. Un semi-groupe est un ensemble muni d'une opération binaire associative. 
L'ensemble des mots sur un alphabet A avec J'opération de concaténation est un semi-groupe. 
Un morphisme de serni-groupe .5 d'un semi-groupe S dans un semi-groupe T est une fonction 
s : S ----+ T telle que s(uv) = s(u)s(v), pour tout u, v E S. Un monoïde "~1 est un semi­
groupe ayant un élément neutre, c'est-à-dire un élément e tel que me = e'ln = 'In pour tout 
'In E NI. Un morphisme de monoïde s d'un monoïde !l1 dans un monoïde N est un morphisme 
de semi-groupe s : M ----+ N tel que s(e1vI) = eN. 
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1.1 Mots finis 
Un mot fini w sur l'alphabet A est une suite finie de lettres w = w[O]w[l]··· w[n - 1]. al! 
w[i-1] E A est la i-ième lettre de w. On dit alors que west de longueur n et on note 19(w) = n. 
L'ensemble des mots finis de longueur n sur l'alphabet A est désigné par An et A* = UnENA n 
est l'ensemble de tous les mots finis sur l'alphabet A. Le mot vide est noté E et sa longueur est 
O. On noteA+ = A* - {€} l'ensemble des mots finis non vides sur l'alphabetA. L'ensemble 
des mots finis de longueur::; n E N sur l'alphabet A est noté A S;n 
L'ensemble A * est un monoïde. En effet, la concaténation des mots est associative et le mot vide 
est bien un élément neutre pour la concaténation. L'ensemble A + est appelé le semi-groupe libre 
sur l'alphabet A, alors que l'ensemble A * est appelé le monoïde libre. 
Un mot u est appelé un facteur (resp. un préfixe, resp. un suffixe) du mot w s'i! existe des mots 
:E, y tels que w = x'U.y (resp. w = uv. resp. w = .:cu). On dit que le facteur (resp. préfixe, 
resp. suffixe) est propre si xy f. E (resp. y f. E, resp. x f. E). On note Pref(w) (resp. Suff(l.u)) 
l'ensemble des préfixes (resp. suffixes) propres de w. L'ensemble des facteurs du mot west noté 
F(w) et Fn(w) désigne l'ensemble des facteurs de longueur n du mot w. On désigne le facteur 
de w commençant à la i-ième lettre et terminant à la j-ième par w[i, j]. 
Exemple 1.1.1 Soit le mot w = abbaaabbaa E {a,b}*. On a 19(w) = la. Les facteurs de 
longueur 3 de w sont donnés par l'ensemble F3 (w) = {aaa,abb,baa,bba}. On a abba E 
Pref(w), mais abbaaabbaa ~ Pref(w) comme il n'est pas un préfixe propre de w. Par ailleurs, 
w[2,4] = baa et w[O, 5] = abbaaa. 
On écrit Alph(w) pour désigner l'ensemble des lettres ayant au moins une occurrence dans le 
mot w. Le nombre d'occurrences d'une lettre a E A dans le mot '/JI E A* est noté Iwl ll et de 
façon simi 1aire, pour un facteur f de tu, Iwl f désigne le nombre d' occurrences du facteur f dans 
le mot 'W. Lafréquence d'une lettre Q. clans un mot west définie par !,l(w) = Iwla/lg(w). 
Exemple 1.1.2 Fixons A = {1, 2, 3, 4} et considérons le mot w = 131431 E A*. Alors 
Alph(w) = {L3,4} et fl(w) = 3/6 = 1/2, f2(w) = 0/6 = 0, h(w) = 2/6 = 1/3 et 
f4(W) = 1/6. 
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L'image miroir d'un mot w = w[O]tu[I]··· w[n - 1] est le mot noté wet défini par w = 
w[n - l]w[n - 2]· .. 'w[l]w[O]. Un palindrome est un mot w tel que w= w. L'ensemble des 
palindromes sur l'alphabet A est noté pal(A*). Si Ig(w) est paire (resp. impaire), alors west 
un palindrome si et seulement s'il s'écrit comme w = xx (resp. w = xax, où a est une lettre) 
pour un certain mot x. Soient tt, v deux palindromes. Alors u est un facteur central de v si 
v = wwi! pour w E A'. La fermeture palindromique de w E A* est le plus court palindrome 
u = w(+) ayant w comme préfixe. Si w = xp, où p est le plus long suffixe palindrome de w, 
alors w(+) = xpx. 
Exemple 1.1.3 Soient les mots u = 12:34123121 et v = 1243421. Alors u= 1213214321 -1- u 
et v = 1243421 = v. Ainsi, u n'est pas un palindrome et v en est un de longueur impaire 
et s'écrit comme v = x:3i, avec x = 124. D'autre part, 1/+) = 1234123 . 121 . :3214:321 et 
v(+) = v, comme v est un palindrome. 
Soit w E A*, où Card(A) = 2. Le complémenr du mot w = w[O]w[l]w[2] ... w[n - 1] est noté 
w et est défini par w = w[O]w[l]w[2]· .. w[n - 1], où w[i] est)a lettre complémentaire de w[i] 
dans J'alphabet A. 
Exemple 1.1.4 Le complément de 'U' = abbao.abbaa est w = baabbbaabb. 
On dit que pEN est une période d'un mot w = w[O]w[I]· .. [n - 1] si w[i] = w[i + Pl. pour 
o :::; i < n - p. Si p = 0, on dit que la période est triviale. 
Exemple 1.1.5 Soit le mot w = abbaaabbaa E {a, b}·. w admet les périodes 5 et 9, puisque 
w = abbaa . abbaa et w = abbaaabba. . a. 
On note w n , avec n E Net w E A *, le mot w répété n fois. On dit alors que WH est la n-ième 
puissance de w. Un mot w E A + est dit primitif si w = un pour un mot u E A + implique que 
n = 1. D'autre part, pour w E Am et pour q = n + p/m avec n,p, mEN, p < met m -1- 0, 
wq désigne le mot wnw[O, p - 1]. 
Exemple 1.1.6 Soit w = 123112. Alors w3 = www = 123112 ·12:3112 ·12:1112. D'autre part, 
u = 112112 n'est pas primitif, puisqu'il s'écrit comme 'U. = (112f. 
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Exemple 1.1.7 Soit w = 1123. Alors wlO/4 = 1123112:311. 
Deux mots n, v E A + sont dits conjugués s'il existe x, y E A' tels que u = xy et v = yx. La 
conjugaison est une relation d'équivalence. En effet, on peut facilement vérifier la réflexivité, la 
symétlie et la transitivité de la conjugaison. La classe de cOi/iuRaison du mot west notée [w]. 
Si west primitif, alors il a 19(w) conjugués. 
Exemple 1.1.8 a) Le mot w = aababc est un mot primitif. Alors 
[w] = {aababc, ababm, babcaa, abcaab, bcaaba, mabab} etCard([w]) = () = 19(w). 
b) Le mot 1/, = aabaab = (aab)2 est un mot non primitif. Alors 
lu] = {aabaab, abaaba, baabaa} et Card ([u]) = :3. 
c)	 Le mot v = 12112 est un mot primitif. Alors
 
['V] = {12112, 21121,11212,12121, 21211} et Card([v]) = 5.
 
L'ordre lexicographique pour deux mots u, v E A', aussi appelé l'ordre alphabétique, oll A 
est un alphabet totalement ordonné, esl défini comme suit. On écrit u < v si u est un préfixe 
propre de v ou s'il existe des factorisations 71 = .wu' et v = xbv' telles que a < b E A. On 
écrit n ::; v si u < vou si n = v. Cela correspond à l'ordre dans Lin dictionnaire. Si l'alphabet 
est numérique, on suppose que l'ordre sur les lettres est l'ordre des naturels. 
Un mot e E A* est un mol de Lyndon s'il est primitif et s'il est minimal dans sa classe de 
conjugaison, selon l'ordre lexicographique. Un mol de longueur 1 est nécessairement un mot 
de Lyndon. De plus, tout mot non vide est nécessairement un conjugué d'une puissance d'un 
mot de Lyndon. L'ensemble des mots de Lyndon est noté !:.,. 
Exemple 1.1.9 a) Soit le mot v = 12112 de l'Exemple 1.1.8 c). On a v ~ !:." puisqu'il 
n'est pas minima! dans sa classe de conjugaison. En effet, 11212 E [v] et 11212 < 
12112. Donc, 11212 E !:." puisqu'il est primitif et qu'il est le plus petit de sa classe de 
conjugaison selon l'ordre lexicographique. 
b)	 Soit le mot abab. On peut écrire abab = (Ob)2. Donc abab 'F !:.,. 
c) Soit le mot 23121. On a que 12123 et 23121 sont conjugués et 12123 est le mot minimal 
cie sa classe de conjugaison. Donc 2:3121 ~ !:." mais son conjugué 1212:~ E !:.,. 
Il 
Rappelons le théorème suivant concernant la factorisation de Lyndon. 
Théorème 1.1.10 (Lo(haire, 1983) TOUf mOlfmi non vide 'W s'écrir defaçon unique comme un 
produit non croissant de mots de LYJulon : 
n 
W = eoe l ·· ·en = Oei , où ei E,C et fa 2 el 2···2 .en' (1.1) 
'i=O 
Exemple 1.1.11 La factorisation cie Lyndon du mot u = 121221122112 est 
16 = 12122 . 1122 . 112. 
On a bien 12122 2 1122 2 112 et 12122,1122,112 E ,c. 
Un mot w E A' est dit équilibré si pour tous facteurs u, v de même longueur de w et pour 
toute lettre a E A, Ilula - Iv lu 1 ::; 1. Pour un alphabet à deux lettres, il suffit de vérifier cette 
condition pour une seule des deux lettres, puisque par complémentarité, lulu - Ivl a = k si et 
seulement si Ivlb - lulb = k. 
Exemple 1.1.12 a) Soit le mot w = xyxyyx:c. Ce mot n'est pas équilibré. En effet, :CX, yy E 
F2(w),etllxxlx-IYYlxi = 12-01 =2> 1. Remarquons qu'on a aussi Ilx:cly-IYVlvl = 
10 - 21 = 2> 1. 
b)	 Soit le mot ~l = ababb. Ce mot est équilibré. En effet, 
F(-u) = {a, b, ab, ba, bb, aba, abb, bab, abab, babb, ababb} 
et on peut facilement vérifier que pour cieux facteurs f, l' E F(u) de même longueur, 
llfla - 11'Ia 1 ::; 1. 
c)	 Soit le mot v = 1213. On a 
1?(v) = {1,2,3,12,13,21,121,213. 1213}. 
On peut véJifier que pour tous facteurs f, f' tels que 19(f) = 19(f'), Ilfll - If'lJ 1 ::; 1, 
11112 -11'121::; 1 et Ilf13 -11'131::; 1. Ainsi, v est équilibré. 
cl)	 Soit le mot t = 1123. On a F(t) = {1, 2, 3,11.12,23,112,123, 1123}. Pour tous 
facteurs f,!' tels que Ig(f) = Ig(f') , 11112 - If'I21 ::; 1, IlfL! -lf'131 ::; 1, mais 
IllllJ - 12:~lll = 12 - 01 > 1. Donc t n'est pas équilibré. 
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Définition 1.1.13 On note r le conjugueur défini de la manière suivante: pour une lettre y et 
un motw E A', ')'(yw) = wy. 
1.2 Mots infinis 
Un mot infini à droite 5 sur l'alphabet A est une suile infinie de lettres 5 = 5[0]5[1]5[2] "', où 
sri] E A pour i ::::: O. On désigne par AN l'ensemble des mots infinis à droite. Cet ensemble 
est aussi parfois désigné par A W . C'est l'ensemble des suites de symboles de A indicées par les 
naturels. Nous appelerons suites ou mots infinis les mots infinis à droite. 
On définit A 00 = A * U A W , l'ensemble des mots finis ou infi nis sur l'alphabet A. 
La concaténation u.v esl bien définie pour II E A' et v E A W • Le résultat est une suite. Si 
u E A *, alors UW désigne la suite U1W .... 
Un mot fini u est un facteur d'une suite 5 s'il existe p E A", s/ E AW tel que 5 = pus/. 
L'ensemble des facteurs de 5 est noté F(s) et l'ensemble de ses facteurs de longueur n est noté 
Fn(s). Une suile t E A W est un .l'l(lfixe de la suite 5 E A W s'il existe un mol p E A" tel que 
s = pt. Si p -1- E, on dil que le suffixe est propre. 
E A oo E A ooSi w = pus , avec p, U E A* et s , alors p-1w désigne le mol us. De façon 
similaire, ws- J est le mot pu. 
Exemple 1.2.1 Soient w = 11232121242, U = 11231(213)W, s = 21242 et p = 1123. Alors 
p-J w = 2121242, p-1u = 1(21:3)W et ws- J = 112321. 
L'ordre lexicographique pour les suites s, t E A W est défini comme suit. On dit que s < t s'il 
existe des factorisations S = lWS/ et t = ubt', avec a < b E A, u E A" et Si, t' E A w. 
Siromoney et al. (Siromoney et aL, 1994) ont généralisé le Théorème 1.1.10 aux mots infinis. 
L'ensemble Loo des mots de Lyndon infinis consiste en les mots qui sont plus petits que tous 
leurs suffixes. La définition de factorisation de Lyndon se généralise aux mots infinis de la façon 
suivante. 
Théorème 1.2.2 (S iromoney et al., 1994) Tout mot infini w s'écrit de façon unique comme un 
produit..fini ou il7;fini. non croissant de mots de Lyndon de l'une des deux.formes suivantes: 
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i) soit il existe une suite infinie (t'dk?O d'éléments de /:., tel que 
w = eoe1f 2 ··· et pour tout k, ek 2: t'k+l' 
ii) soit il existe une suitefmie to, ... ,t'm (m 2: 0) d'éléments de /:., et tm+l E /:"00 
tel que 
Exemple 1.2.3 a) La factorisation de Lyndon de la suite s = 1231211:33424121w est 
s = 123 . 12· 113342412 . 1 . 1 . 1· .. 
Cette factorisation est du type i). 
b) La factorisation de Lyndon de la suite t = 123121l3:W241(12)W est 
t = 12.'3·12· 11:33424· 1(12)w. 
Cette factorisation est du type ii). 
La fonction de décalage (J pour les suites est définie par (J : AN AN telle que (J(s) = t, où---7 
t[n] = s[n + 1], pour nE N. On a alors (J(s[O]s[1]s[2]··· ) = s[1]s[2]s[:3] ....
 
Exemple 1.2.4 Soit s = (123)w. Alors (J(s) = 2.3(123)W = (231)W et (J2(s) = (J((J(s)) =
 
(J((231)W) = (312)w.
 
L'opérateur (J est J'analogue de l'opérateur r sur les mots infinis. En effet: (J(UW) = bw)w.
 
Soit w E A 00. La fonction. de complexité du mot tu est la fonction qui associe pour chaque
 
longueur nE N, le nombre P(w, n) de facteurs de longueur n dans le mot w. Ainsi, P(w. n) =
 
Card(f;t(w)). On a toujours P(w,O) = 1 et P(w, 1) = Card(Alph(w)). S'il n'y a pas d'ambi­

guïté, on écrit simplement P(n).
 
Exemple 1.2.5 Soit w = bbabaa. Alors
 
F(w) = {a,b.aa, ab,ba, bb, aba, baa,bba, abaa,bbab,babaa,bbaba,bbabaa} 
et donc P(w, 1) = 2, P(w, 2) = 4, P(w, 3) = 3, P(w, 4) = 2, P(w, 5) = 2 et P(w, 6) = 1. 
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Si west une suite, tout facteur peut être prolongé vers la droite et donc, la propriété P(w, n) :s; 
P(w,n + 1) est toujours satisfaite. Un facteur f de west dit spécial à droite (resp. spécial à 
gauche) dans w s'il existe a, b E A. a =1= b, tels que fa, fb E F(w) (resp. af, bf E F(w)). 
Exemple 1.2.6 Dans le mot abcabacbc, le facteur ab est spécial à droite, puisque abc et aba 
sont aussi facteurs. D'autre part, le facteur bc est spécial à gauche, puisque abc et cbc sont aussi 
facteurs. 
Soit sE A W . On note Ult(s) l'ensemble des lettres qui apparaissent infiniment souvent dans s. 
On dit qu'une suite .5 est récurrente si Is If est infini pour tout facteur f E F(s). On dit que .5 est 
purement périodique (resp. ultimement périodique) si s s'écrit comme s = 1(w (resp. s = P'I(w, 
P E A*), avec 11 E A*. 
Exemple 1.2.7 On a Ult(12l:3121412(142)W)) = {1, 2,4}. Cette suite n'est pas récurrente, 
puisque le facteur 121:3 n'apparaît qu'une seule fois, mais elle est ultimement périodique. 
Lafréquence (voir (Pytheas-Fogg, 2002)) de la lettre a dans la suite s est dénnie par 
}. Is[O, n - 1] la fa ().5 = lm 
11,-+00 n 
lorsque cette limite existe. 
Exemple 1.2.8 Soit s = 1213121412(142)"'. On a h(s) = 1'2(s) = f4(S) = 1/:3 et h(s) = 
o. 
Deux mots u,v E A oo sont dits équivalents si F(u) = F(v) : s'ils ont le même ensemble de 
facteurs. 
Soit w E A oo . Un facteur f de IL' de la forme f = o:/.;, avec Cl: E A et k 2: 1 maximal, est appelé 
bloc de 0' de w et sa longueur est k. 
Exemple 1.2.9 Soit w = 12313ill312213il323. Ce mot contient contient successivement des 
blocs de 1 de longueur respectivement 1,1,3,1,1 et 2. 
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1.3 Mots bi-infinis 
L'ensemble des mots bi-infinis, noté A Z , est défini comme étant l'ensemble des fonctions Z ---> 
A. 
Si 'Il E A *, alors wuw désigne le mot bi-infini 05 = .. , 'Il elm .... Le point e est placé juste avant 
05[0] et représente l'origine du mot s. On aura alors que sri] = u[j], où j == i mod Ig(u). 
Pour s E A Z, on définit lafonction de décalage (J par (J : JlL ---> A Z telle que u(05) = t, où 
tIn] = sIn + 1], pour nEZ. Contrairement au décalage d'un mot infini à droite, le décalage 
d'un mot bi-infini donne une bijection dans AZ. Un décalage (Jk correspond à un déplacement 
de l'origine de k positions vers la droite. 
Soit G, l'ensemble des entiers n tels que (Jn(05) = s, avec s E A". Alors G forme un groupe 
d'élément neutre 0 et dans lequel l'inverse de n est -no Les éléments de G sont appelés des 
périodes. On définit la plus petite période non triviale du mot bi-infini s E A Z comme étant 
le plus grand commun diviseur p des entiers n 2: 1 de G. Ce p correspond exactement au 
générateur du groupe G. Si Card(G) > 1, alors p 2: 1. Sinon, G = {O} et on dit que la période 
est infinie. 
Exemple 1.3.1 Soit Je mot bi-infini s = W(I2J~4)W de périodes fi, 10, 15.... = fiN et de plus 
petite période non triviale 5. On a (J(05) = W(2,'t141)W et (J:I(S) = W(34123)w. 
1.4 Autres définitions et notations 
Notation 1.4.1 On écrit a: 1- /3 si pgcd (0:, (3) = 1. Sinon, on écrit a: 1- /3. 
Notation 1.4.2 À moins de mentionner le contraire, [a, bJ désigne l'ensemble qui contient tous 
les entiers de a à b inclusivement. où a, b E Z. On appelle cet ensemble un intervalle entier. 
Définition 1.4.3 La projection IIa ( s) de s E Jl= par rapport à la lettre 0: est définie par 
IIa:(s)[i] = 0: si sri] = 0:, et IIa:(s)[i] =:t: sinon. 
Exemple 1.4.4 Soit w = 12:1124:121. Alors III (w) = LrTLr:l':l::tl et II2(w) = :J:2:L':J:2x:J:2:r. 
Chapitre II 
MOTS ÉPICHRISTOFFELS 
Les suites sturmiennes, aussi appelées les mots de Sturm, apparaissent dans la littérature dès 
le 18ième siècle dans les travaux précurseurs de l'astronome Bernoulli (Bernoulli, 1772): ces 
suites caractériseraient les phases de la lune. Selon Markov (Markov, 1882), il considère la 
suite {F(an +P)}nEZ, où F(x) désigne l'entier le plus proche de x E IR;., et tente de dételminer 
pour quelles valeurs de a E lR la suite {F(o:(n + 1) + p) - F(o:n + P)}nEZ est périodique. Il 
conjecture que c'est le cas si et seulement si 0: est rationnel. 
On retrouve ensuite les suites stUlTI1iennes au 19ième siècle dans les travaux de Christoffel 
(Christoffel, (875), puis dans ceux de Markov (Markov, 1882). Ce dernier prouve la conjecture 
de Belllouili. La première étude en profondeur de ces suites demeure toutefois celle de Morse 
et Hedlund. Dans leurs travaux (Morse et Hedlund, 1938; Morse et Hedlund, 1940; Hed­
lund, (944), ils montrent comment les suites sturmiennes s'obtiennent en considérant les zéros 
des solutions d'équations différentielles homogènes linéaires de degré 2 
yI! + h(x)y = 0, 
où h(x) est continu et de période 1. C'est d'ailleurs dans leurs travaux que le nom suites stur- , 
miennes apparaît pour la première fois dans la littérature. 
À la fin du 20ième siècle et plus récemment, une foule de chercheurs se sont intéressés à ces 
suites. Par exemple (Coven et Hedlund, 1973; Coven, 1974; Storlarsky, 1976; Brown, 1993; 
Ziccardi, 1995; de Luca, 1997a; Bender, Patashnik et Rumsey, 1994; Berstel, 2002). Trois 
livres récents soulignent cet intérêt (Lothaire, 2002; Pytheas-Fogg, 2002; Allouche et Shal­
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lit, 2003). Dans cette vaste littérature. on retrouve plusieurs caractérisations des suites stur­
miennes. Entre autres, elles sont les suites infinies sur deux lettres de complexité minimale, elles 
sont les suites équilibrées sur deux lettres, elles codent des droites discrètes, elles codent l'orbite 
d'un point de ['intervalle réel [0, I[ sous l'action d'une rotation d'angle irrationnel suivant une 
partition de [0, 1[en deux intervalles de longueurs respectives a: et 1 - Ct. Ces différentes carac­
térisations proviennent du fait que les suites sturmiennes appmuissent dans une multitude de do­
maines tels que la théorie des nombres (Morikawa, 1985b: Simpson, J991: Tijcleman, 2000b; 
Tijdemlln, 2000a; Barat etValjû, 2003; Simpson, 2004; Graham et ü'Bryant, 2005), la géo­
métrie discrète, la cristallographie (Bombieri et Tuylor, (986), la reconnaissance de formes, la 
dynamique symbolique (Morse et Hedlund, 1938; Morse et Redlund, 1940; Redlund, 1944; 
Queffélec, 1987), l'infographie (Bresenham, 1991). Selon le domaine. on retrouve différentes 
appelations pour les suites sturmiennes ou pour Ulle sous classe : suites de Beatty, mots de 
coupures, suites caractéristiques. mots de Christoffel, mots de billard. 
Depuis la fin des années 1990, plusieurs chercheurs ont généralisé les suites sturmiennes à des 
suites à plus de deux lettres, en utilisant l'une de ses multiples caractérisations. Une générali­
sation naturelle sur trois lettres et plus est la famille des suites épislurmiennes. Cette dernière 
utilise la propriété de fermeture palindromique des suites sturmiennes. La première construction 
de ces mots appllraît dans (de Luca, 1997b). Cette classe apparaît aussi dans (Rauzy, 1985; Ar­
noux et Rauzy, 1991) et a été étudiée plus récemment par (Justin et Vuillon, 2000; Risley 
et Zamboni, 2000; DroubllY, Justin et Pirillo, 2001; Justin et Pirillo, 2002; Justin et Pi­
rillo, 2004; Justin, 2005: Glen, 2008; Glen, 2007). Certains auteurs (Cassaigne, Ferenczi 
et Zamboni, 2000; Berstel, 2002; Vuillon, 2003) se sont intéressés à une généralisation de la 
notion d'équilibre sur des suites sur un alphabet à plus de trois lettres et il a été prouvé qu'il 
existe toujours une suite d'Amoux-Rauzy qui ne soit pas équilibrée, selon la notion d'équilibre 
généralisée. Une autre généralisation des suites sturmiennes consiste en les mots de billard en 
trois dimensions (Arnoux et al., 1994; Borel et Reutenauer, 2005). Remarquons que pour un 
alphabet à deux lettres, ces trois classes coïncident avec la famille des suites stul1niennes. Par 
contre, dès que l'alphabet comporte plus de deux lettres, elles ne coïncident plus. 
La version finitaire des suites sturmiennes, les mots de Christoffel, s'avère aussi un objet fort 
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étudié (Chlistoffel, 1875; Lothaire, 2002; Borel et Reutenauer, 2006; Berthé, de Luca et 
Reutenauer, 2007; Kassel et Reutenauer, 2007). Malgré que les facteurs finis de suites épistur­
miennes aient été étudiés entre autres par (Glen, Justin et Pirillo, 2008), personne n'a encore 
introduit une généralisation des mots de Christoffel. Dans ce chapitre, nous introduisons une 
généralisation des mots de Christoffel que nous appelons les mots épichristoffels en utilisant 
les morphismes épisturmiens. Dans un premier temps, nous rappelons ce que sont les suites 
sturmiennes. Ensuite, nous introduisons la version finie des suites sturmiennes : les mots de 
Christoffel. Puis, nous nous intéressons à la généralisation naturelle des suites sturmiennes : les 
suites épisturmiennes. Nous présentons ensuite la nouvelle classe de mots: les mots épichris­
toffels. Malgré que ces mots ne soient généralement pas équilibrés, nous montrons de quelle 
façon certaines propriétés des mots de Christoffel se généralisent pour un alphabet à plus de 
deux lettres. 
2.1 Suites sturmiennes 
Dans cette section, nous n'introduisons que les propriétés des suites sturmiennes qui nous in­
téressent pour la suite. Pour plus de propriétés, nous référons le lecteur à la section du (Lo­
thaire, 2002) qui est consacrée à l'étude de ces suites. 
L'une des définitions classiques des suites sturmiennes est celle de Morse et Hedlund. 
Définition 2.1.1 (Morse et Hedlund, 1940) Soit 0: et p deux nombres réels, avec 0 S a < 1 
ilTationnel, et posons, pourn 2:: 0, 
asi la(n+1)+pJ = lan+pJ, 
b sinon, 
asi 1(.~(n+1)+pl 
b sinon. 
Alors les deux suites 
So:,p = s[0]s[1]s[2] .. et s~.P = s'[0]s'[1]s'[2]··· 
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sont sturmiennes et réciproquement, tout mot sturmien est de la forme sQ,(J ou s~,(J pour un 
nombre irrationnel ex et un réel p. On appelle la pente le réel ex et l'intercept le réel p. 
Définition 2.1.2 Soit une suite sturmienne s. Si l'intercept est 0, alors on dit que s est standard 
ou caractéristique. 
Définition 2.1.3 (Lothaire, 2002) La suite stunnienne scr,p (resp. s~,(l) est appelée le mot mé­
canique inférieur (resp. mot mécanique supérieur) de pente ex et d ïntercept p. 
Cette définition provient de la représentation géométrique suivante. Considérons une droite 
d'équation y = exx + p (voir la Figure 2.1). Les points à coordonnées entières tout juste sous la 
droite sont les points Pn = (n, lcm + pJ). Deux points consécutifs Pit et Pn+1 sont reliés par 
une ligne droite horizontale si sa,p(n) = a et diagonale si sa,p(n) = b. On a la même chose 
pour Pu = (n, rexn + pl) pour les points situés juste au dessus de la droite. Le mot associé à 
cette droite est baabaabaabaabaaa .... 
: : : : ; : : : : ; : : : : : : :
r-,-_L_,--r-,--r-,--r-,--r-,--r-,--r-,-- Y=Cl:X+P 
~_~ __ ~_~ __ ~_~ __ ~_~ __ ~_~ __ ~_~ __ ~_ 1 1 1 1 
; : 1 : : : : ; : : : : : 1 
r-,-_L_,--r-,--r-'--r-'-- --r-,- ­
1 1 : 1 1 1 1 1 l " 1 1 1 1 1 1 
:-:--~-:--:-:--:-: : 1 : : : -;--;-;--;-;- ­
r-,--L-,-- --r-'--r-,--r-'--r-'- ­
~_ 1 : 1 l , _~ __ ~_~ __ ~_~ __ ~_~ __ ~_~ __ ~_~ __ 
1 l "l" 1 1 1 1 1 1 1 1 1 
,. l ""  1 1 1 l , l , , 1
--r-,--r-'--r-,--r-'--r-,--r-,--r-,- ­
.-~--~-~--~-~--~-~--~-~--~-~--~-~--~-~--~-~--
b a a b a a b a a b a a b a a b a 
Figure 2.1 Exemple de mots mécaniques supérieurs et inférieurs. 
Notation 2.1.4 Dans ce travail, nous ne considérons que les mots de pente iITationne]Je, appelé 
des mots mécaniques irrationnels. Il existe aussi des mots mécaniques rationnels: les mots 
ayant une pente rationnelle. 
Proposition 2.1.5 (Morse et Hedlund, 1938) Une suite S est sturmienne si et seulement si elfe 
est apériodique et équilibrée. 
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De plus, on a la Proposition 2.1.6. 
Proposition 2.1.6 (Lothaire, 2002) Un rnotfini west facteur d'une suite sturmienne si et seule­
ment s'il est équilibré. 
Les suites sturmiennes sont caractérisées par leur complexité minimale. En effet, on a le résultat 
suivant. 
Proposition 2.1.7 (Co ven et Hedlund, 1973) Une suite s est sturmienne si et seulement si 
P(n) = n + 1, pour fOut nE N. 
Théorème 2.1.8 (Lothaire, 2002) Soit s une suite. Les énoncés suivants sont équivalents:
 
i) s est sturmienne ;
 
ii) s est équilibrée et apériodique;
 
iii) s est un mot mécanique irrationnel.
 
Une suite sturmienne standard c(mespond au mot mécanique décrit par une droite débutant à 
un point entier. 
Définition 2.1.9 (Lothaire, 2002) Un mOlphisme f est .wurmien si f(8) est une suite stur­
mienne pour toute suite sturmienne s. 
Exemple 2.1.10 Le morphisme identité et le morphisme qui échange les deux lettres de l'al­
phabet sont des morphismes sturmiens. 
Proposition 2.1.11 (Séébold, 1991) Les morphismes if; et 1/' définis par 
1/'(a) = ab 'I/;(b) = a 
1f;(a) = ba '0(b) = a 
E(a) = b E(b) = a 
som sturmiens. 
Proposition 2.1.12 (Lothaire, 2002) L'ensemble des morphismes sturmiens est le monoide 
engendré par les morphismes '0, 1f;, E sous la composition. 
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2.2 Mots de Christoffel 
lnformellement, un mot w E {a, b}* est lin mot de Christoffel s'il peut être obtenu en discré­
tisant un segment de droite dans le plan, comme dans la Figure 2.2, en prenant cette fois des 
sauts horizontaux et verticaux. 
(5,3) 
././ 
/' 
l/" (0,0) 
Figure 2.2 Le mot de Christoffel aabaabab de pente :3/.'5. 
Tout mot fini w sur un alphabet ordonné à deux lettres A = {a, b} définit un chemin continu 
dans le plan, partant de l'origine (0,0) et allant jusqu'à un point (p. q) ErP. On part du point 
(0,0) et en lisant le mot w, on fait un pas horizontal vers la droite pour chaque lettre a, et on fait 
un pas vertical vers le haut pour chaque lettre b. Ainsi. si Iwl a = pet Iwlb = q, alors le chemin 
se termine au point (p, q). 
Définition 2.2.1 On dit qu'un chemin décrit un mol de Christo./fel (inférieur) s'il satisfait les 3 
conditions suivantes: 
i) il est situé sous le segment de droite reliant (0,0) et (p, q), où p, q E N, et il joint (0,0) à 
(p, q) ; 
ii) aucun point de N2 ne se situe entre le chemin et le segment; 
iii) p..l q. 
On dit alors que le mot de Christotfel west de pente q/p; cela cOITespond exactement à la pente 
du segment de droite représentant le mot de Christoffel. De plus, on a toujours que Ig(w) = 
p + q. Par définition, une lettre est bien un mot de Christoffel. On dit qu'un mot de Chlistoffel 
est propre s'il n'est pas réduit à une seule lettre. 
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Il existe aussi des mots de Christoffel supérieurs qui sont situés au dessus du segment de droite, 
mais nous ne nous y intéressons pas dans ce travail. Nous ne considérons que les mOIs de 
Chrisroffel inférieurs, c'est-à-dire ceux situés sous le segment de droite. 
Cette défi nition d'un mot de Christoffel est celle du point de vue de la géométrie discrète in­
troduite dans (Borel et Laubie, 1993). En dynamique symbolique, les mots de Christoffel sont 
définis à l'aide des échanges d'intervalles (Morse et Hed luncl. 1940) de la façon qu i suit. 
Définition 2.2.2 (Morse et Hedlund, 1940) Soit l'alphabet A = {a < x}, soient o:J3 E N tels 
que 0: ..1 /3 et posons n = 0: + /3. Le mot de Christoffel li. E A' avec Ct occurrences de CL et /3 
occurrences de x est défini par II = u[0]1l[1] ... u[n - 1], où 
CL si i/3 moc! n < 0: mad n 
uri] = { x si i,8 lIlOc! n 2: 0' moc! n 
pour 0 :::; i < n, où i/3 mod n désigne le reste de la division euclidienne cie i.8 par n. 
Comme modulo n on a 
i/3 < 0' <=} i/3 < n - /3 <=} i/3 < i/3 +,8 = (i + 1),8, 
on obtient la définition équivalente suivante. 
Définition 2.2.3 Soit l'alphabet A = {a < x}, soient 0:,,8 E N tels que 0: ..1 ,8 et posons 
n = ct + ,8. Le mol de Christoffel li. E A' avec ex occurrences de Q. et ,8 occurrences de x est 
défini par li. = U[O]ll[1] ... lt[n - 1], où 
. {CL si (i + 1. ),3 moc! n > i,8 mac! n U[l] = 
x si(i+l),8 moc! n :::; i,8 moc! n 
pour 0 :::; i < n, où i,8 rnod n désigne le reste de la division euclidienne de i,8 par n. Ce mot 
est de pente ,8/0:. 
Remarquons que la Définition 2.2.3 peut se généraliser aux puissances de mots de Christoffel 
en supprimant la condition de primalité entre Ct et .8. 
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Proposition 2.2.4 Un mal de Christoffel est lOujours primitif. 
Preuve Soit un mot de Christoffel 1.1.' E {a,.r:} * tel que Iwl CL = pet Iwlx = q. Supposons w 
non primitif. Il existe donc 1.1. tel que w = un, avec n ;:: 2. Mais alors, p = np' et q = nq', avec 
n ;:: 2. Donc pgcd(p, q) ;:: n ;:: 2. D'où une contradiction, comme par définition d'un mot de 
Chlistoffel, p ..L q. • 
Définition 2.2.5 Soit C (n, Ct) un mot de longueur n sur {a < :c} * ayant Ct occurrences de la 
lettre a et posons r = pgcd(n, Ct).
 
i) Si r = l, alors C(n, Ct) désigne le mot de Christoffel de pente n - Ct.
 
ii) Si r > l, alors C(n, Ct) = C(r;,r~) = (C (~,~) ret repr~sente la r-ième puissance
 
du mot de Christoffel C (~, ~). 
Considérons le graphe orienté ayant l'ensemble de sommets {D,l, 2, ... ,Ct + [3 - 1} et com­
portant une flèche du sommet i au sommet j si i + fJ == j mod n étiquetée a si i < j, et x si 
j < i. 
i) Si Ct ..L ,8, ce graphe est appelé le graphe de Cayley du mot de Christoffel 1.1. sur l'alphabet 
fJ{ci < :c} de pente -.Ct 
ii) Si pgcd( Ct, fJ) = r > l, alors le graphe ainsi obtenu est isomorphe au graphe de Cayley 
du mot de Christoffel C (Ct + ,8, :::) . Ce graphe parcouru r fois est le graphe de Cayley de 
l' r 
C(Ct + ,8, Ct). 
Exemple 2.2.6 Le graphe de Cayley associé au mot de Christoffel sur {a < x} de pente 3/5 
est 
o 
5 
4 
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et u = aaxaaxax, lula = 5, lul~: = 3. 
Exemple2.2.7 Le graphe de Cayley associé au mot C(6,.:l) = aoxaax sur {a < x} est le 
suivant, 
x 
2 
a 
parcouru deux fois. Son graphe de Cayley peut aussi être représenté par 
ax 
2 
a x 
Soit C(n, a) un mot cie Christoffel et posons a + /3 = n. Le graphe de Cayley de C(n, a) est 
le graphe du sous-groupe engendré par (n - a) dans ?Lln?L. Ce sous-groupe est exactement 
?Lln?L, puisque a ..1 n comme un mot de Christoffel est primitif, donc (n - a) ..1 n. De plus, 
on peut vélifier que le graphe de Cayley du mot de Christoffel C(n, a) a bien a occurrences 
de a et ;3 occurrences de x. En effet, comme a + /3 = n, on a (i - 1)/3 mod n = j si et 
seulement si soit il] mod n = j + ,6, soit i.3 mac! n = j - a. Si i;3 rnod n = j + /3, alors 
C(n, a)[i] = a, comme i{3 mod n > (i - l),a IllOc! n. Sinon, if3 ll!oel n = j - 0:, et donc 
i,e mod n < (i - 1).8 mod n implique que C(n, 0:) ri] = x. Mais i3 mac! n = j + f3 pour 
a valeurs de j et i/3 mod n = j - 0; pour f3 valeurs de j. Ainsi. le mot obtenu par le graphe 
de Cayley a bien 0: occurrences de a et ,8 occurrences de x. 
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Lemme 2.2.8 L'image miroir d'un mot de Christoffel (resp. une puissance d'un mOI de Chris­
toffel) C(n, 0:) E {a < x}', noté C(n, 0:), eSl aussi un mOI de Christoffel (resp. une puissance 
d'un mot de Christoffel) sur le même alphabet, mais !Jour lequel l'ordre des lettres est inversé. 
Plus précisément, C(n, 0:) = C(n,n - 0:) E {x < a}*. 
Preuve Considérons le graphe de Cayley du mot C(n, n - 0:) E {x < aJ'. Par définition, ce 
graphe a une flèche du sommet -i au sommet j si i +a == j mad n et cette flèche est étiquetée x 
si i < j et a sinon. D'autre part, remarquons que le graphe cie Cayley cie C(n, a) est le graphe 
de Cayley de C(n, 0:) pour lequel le sens des flèches est inversé. Si l'on change le sens des 
flèches dans le graphe de Cayley de C(n, 0:), alors dans le graphe ainsi obtenu, il y a une flèche 
clu sommet i au sommet j si i + CI< == j mad n et elle sera étiquetée x si -i < j et a sinon. _ 
Lemme 2.2.9 (Berstel el de Luca, J997) Un mOlli) est un mot de ChrisI()ffel si el seulement si 
west un mO/ de Lyndon équilibré. 
Lemme 2.2.10 Dans la classe de conjugaison d'un mot de Christoffel, le mot de Lyndon, c'est­
à-dire le plus petir mot selon l'ordre lexicographique, est le mOI de Christoffel. 
Le Théorème suivant apparaît dans (ele Luca et de Luca, 2006). 
Théorème 2.2.11 Soit w E A' un mol primitif tel que tout w' E [w] est facteur d'une suite 
sturmienne (pas nécessairement la même suire sturmienne). Alors, west conjugué à Iln mot de 
Christoffel. 
Preuve Supposons que tout conjugué de west facteur de suites sturmiennes. Alors, par la 
Proposition 2.1.6, w et ses conjugués sont tous équilibrés. Comme west primitif, il existe un 
mot de Lyndon w' dans la classe de conjugaison de w. Plus particulièrement, ce mot de Lyndon 
w' est équilibré et donc, par la Proposition 2.2.9, est un mot de Christoffel. Ainsi, west dans la 
classe de conjugaison d'un mot de Christoffel. _ 
Sans jamais n'avoir été énoncée explicitement, la proposition suivante découle des travaux de 
Séébold. entre autres (Séébold, 1996; Séébold, 1998), et de Richomme. Kassel et Reutenauer 
(Richomme, 2007; Kassel et Reutenauer. 2007). 
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Proposition 2.2.12 Les mots de Christoffel et leurs conjugués sont exactement les mots obtenus 
par tàpplication d'un morphisme sturmien sur une lettre. 
Définition 2.2.13 (cie Luca et de Luca, 2006) Soit le mot w E A' et soit p, la plus petite 
péliode non triviale de w. On appelle racine fractionnaire de w le préfixe kW de w de longueur 
p. 
La notion de racine fractionnaire est bien définie: si la plus petite période est 19(w), on a 
Zw = w. 
Théorème 2.2.14 (de Luca et de Luca. 2006) Soit w un mot non vide. Les conditions suivantes
 
sont équivalentes:
 
i) w est facteur d'une suite sturmienne;
 
ii) la racine fractionnaire Z1JJ de west conjugué à un mot de Christoffel.
 
2.3 Suites épisturmiennes 
L'ensemble des suites épisturmiennes a d'abord été obtenu par une construction de de Luca 
(de Luca, 1997a), puis a été étudié par Rauzy (Rauzy, 1985) et par Arnoux-Rauzy (Arnoux et 
Rauzy, 1991). Plus récemment, on retrouve entre autres les travaux (Justin et Vuillon, 2000; 
Droubay, Justin et Pirillo, 2001; Justin, 2005). 
Rappelons la définition de suite épistlllmienne standard introduite par Droubay, Justin et Pirillo. 
Définition2.3.1 (Droubay, Justin et Pirillo, 2001) Une suite 8 est dite épisturmienne standard
 
si elle satisfait à l'une des conditions équivalentes gui suit.
 
i) Pour tout préfixe U de 8, U(+) est aussi préfixe de 8.
 
ii) Toute première occurrence d'un palindrome dans 8 est un facteur central d'un palindrome
 
préfi xe de 8. 
iii) Il existe une suite Uo = E, Ul, U2,'" de palindromes et une suite 6(8) = x[O]:r[l] "', avec 
xli] E A, telle que tout Un défini par Un+J = (unx[n])(+) , n :::: 0, avec Ua = E, est préfixe 
de 8 .. 
27 
Pour la preuve de l'équivalence des conditions de la Définition 2.3.1. nous référons le lecteur à 
(Droubay, Justin et Pirillo, 2001). 
Définition 2.3.2 (Droubay, Justin et Pirillo, 2001) Une suite test épisrurrnienne si F(t) 
F(s) pour une suite épisturmienne standard s. 
Notation 2.3.3 (Justin, 2005) Soit w = w[O]w[l]··· w[n - 1], w[i] E A, et ua = c, ... , 
Un+1 = (unw[n])(+) , les préfixes palindromiques de un+]. Alors Pal(w) désigne le mot u 71 +]. 
Dans la Définition 2.3.1, le mot 6.( s) est appelé la suite direcrrice de la suite épisturmienne 
standard s. On écrit alors s = Pal(6.(s)). 
L'exemple suivant illustre comment la suite directlice nous permet de constl'uire facilement des 
suites épisturmiennes standards. 
Exemple 2.3.4 Sur l'alphabet A = {1, 2, :3}, la suite de Tribollacci Test épisturmienne stan­

dard et est déterminée par la suite directrice 6.(T) = (123)w. En effet, on trouve
 
Uo = C,
 
Ul = l,
 
U'2 = (12.)(+) = 12.1,
 
1/3 = (121~Y+) = 121~121,
 
et finalement, T = 121}121121312121312112l:3121··· = Pal((123)W).
 
Dans l'exemple précédent comme dans tous les exemples à venir, les lettres de la suite directrice
 
sont soulignées dans la suite épisturmienne standard correspondante pour des fins de clarté.
 
Rappelons de (Justin, 2005) une propriété utile de l'opérateur Pal.
 
Lemme 2.3.5 (Justin, 2005) Soit x E A, w E A*. Si Iwlx = 0, alors Pal(wx) = Pal(w)xPal(w). 
Sinon, Oll écrit w = WIXW2 avec IW21x = O. Le plus long préfixe palindrornique de Pal(w) qui 
esr suivi de x dans Pal(w) esr donc Pal(Wl)' D'où Pal(wx) = Pal( w)Pal(wd- 1Pal(w). 
Dans le lemme précédent, rappelons du Chapitl'e 1 que si w = pus E A 00, avec p, U E A * et 
sE A oo , alors p-lw désigne le mot l(S. 
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Exemple 2.3.6 Soit w = Pal(12:3) = 1213121. Alors, 
Pal(123 . 4) =	 Pal(123)· 4 . Pal(l2:3) 
12131214121:1121. 
Pal(123·2)	 Pal(123) . Pal- 1 (wd . Pal(12.1) 
1213121(1)-1 1213121 
1213121213121 el 
Pal(123· :1)	 Pal(12:3)· Pal-l(wl)· PaJ(12:1) 
1213121(121)-1121312] 
12131213121. 
Lemme 2.3.7 (Droubay, Justin et Pirillo, 2001) Une suite épisturmienne non périodique s 
sur un alphabet à k lelfres est de complexité pen) = (h - l)n + q, avec q E f'<l - {ü} et 
h = Card(Ult(6(s))). 
Définition 2.3.8 (Arnoux et Rauzy, 1991) Une suite s est une suite d'Arnoux-Rauz} si elle est 
uniformément récurrente et qu'elle admet exactement un seul facteur spécial à droite et un seul 
facteur spécial à gauche pour chaque longueur. 
Proposition 2.3.9 (Justin et Pirillo, 2002) Sur un alphabet à k lettres, toute suite d'Arnoux­
Rauzy est de complexité (k - l)n + 1, mais lOutes les suites de complexité (k - l)n + 1 ne sont 
pas nécessairement des suites d'Arnoux-Rauzy. 
Définition 2.3.10 Une suite épisturmienne standard s E A W ou n'importe quelle suite épis­
tunnienne équivalente est dite 'B-stricle si Ult(s) = Alph(s) = 'B ÇA: toute letu·e dans 
'B = Alph(s) apparaît infiniment souvent dans la suite directrice 6(.'1). 
Plus particulièrement, les suites épisturmiennes 'B-strictes correspondent aux suites d'Arnoux­
Rauzy (Arnoux et Rauzy, 1991). 
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Définition 2.3.11 Un morphisme f est épislUrmien si f(s) est une suite épistunnienne pour
 
toute suite épïsturmienne 8.
 
Définition 2.3.12 Soit A, un alphabet à k lettres. Pour toute lettre a, b E A, on définit les
 
endolmorphimes de A* suivant:
 
i) 'lj1a(a) = 1P,,(a) = Q.;
 
ii) Wa(x) = a:r:, si x E A - {a};
 
iii) 1Pa(x) = xa, si x E A - {a};
 
iv) 8ab (a) = b, 8ab (b) = a, 8ab (x) = x, x E A - {a; Il}.
 
Rappelons la définition suivante de Justin et Pirillo.
 
Définition 2.3.13 (Justin et Pirillo, 2002) L'ensemble f}' des morphismes épisturmiens est le
 
monoïde engendré par les morphismes 1/'a, 1jj,l' 8üh sous la composition. L'ensemble ,y des
 
morphismes épisturmiens standards est le sous-monoïde engendré par Va et 8ab .
 
Théorème 2.3.14 (Justin et Pirillo, 2002) La suite 8 est épisturl11ienne standard si et seulement 
s'il existe une suite épisturmienne stamulrd t et une lettre a tels que s = 1/1(1 (t). De plus, test 
unique et sa suite directrice sati.ljeût .6.(8) = a.6.(t). 
2.4 Mots épichristoffels 
Dans cette section, nous généralisons les mots de Christoffel à un alphabet à k lettres et nous 
appelons cette généralisation des mols épichristojfels. Nous utiliserons la propriété énoncée 
dans le Lemme 2.2.12. 
Définition 2.4.1 Un mot fini w E A* est un mol épichrislotfel s'il est obtenu par morphismes 
épisturmiens et qu'il est le plus petit de sa classe de conjugaison, selon l'ordre lexicographique. 
Définition 2.4.2 Un mot fini w E A* est dans une classe épichri.l'tojfelle s'il est conjugué à un 
mot épichlistoffel. 
On peut facilement se convaincre que tout mot appartenant à une classe épichristoffelle peut 
toujours s'obtenir par morphismes épisturmiens sur une lettre. 
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Exemple 2.4.3 Soit A = {a: b, c}. Alors le mot 'ljJa('lh('l/'c(a))) = 'lba(Wb(ca)) = Wa(bcba) = 
abacabo. est dans une classe épichristoffelle, mais n'est pas un mot épichristoffel, comme son 
conjugué a.o.bo.co.b < o.bo.caba. Le mot o.o.baco.b est un mot épichristoffel. 
Exemple 2.4.4 Soit A = {1, 2, 3, 4, 5}. Alors le mot u = 121:31214121:31215 est dans une 
classe épichristoffelle. En effet, on peut vérifier que 12131412131215 est obtenu par le mor­
phisme W12:34(5). Par ailleurs, comme 11, est plus petit que tous ses conjugués, il est un mot 
épichlistoffel. 
Dans (Justin et Pirillo, 2002), les auteurs ont utilisé des mots épichristoffels sans mentionner 
qu'il s'agit d'une généralisation des mots de Christoffel. Dans leur article, les conjugués de 
mots épichristoffels sont notés hn . Ils ont prouvé deux propriétés qui montrent clai.rement que 
les li-" sont une généralisation des mots de Christoffel. La proposition suivante rappelle ces 
propriétés. 
Proposition 2.4.5 ((Justin et Pirillo. 2002), prop. 2.8, prop. 2.12) TOltt mot fini dans Itne classe 
épichristo}felle est primitif et s·écrit de façon unique comme un produit de deux palindromes. 
2.4.1 k-tuplets épichristoffels 
Rappelons que pour un couple (p, q) donné, il existe un mot de Christoffel avec des fréquences 
de lettres P et q si et seulement si P -.l q. De plus, il est possible de le construire facilement en 
utilisant les graphes de Cayley. Dans cette sous-section, on donne un algorithme qui détermine 
si pour un k-tuplet P = (po, Pl, ... ,Pk- d, il existe ou non un mot épichristoffel w sur l'alphabet 
A = {o.o, al, ... ,ak- d tel que P = (Iwlao ,Iwlol , ... , Iwlak_1) représente les fréquences des 
lettres. 
Définition 2.4.6 Soit P = (Po, Pl, ... ,Pk-I) un k-tuplet d'entiers non négatifs. Alors, l'opéra­
teur T : Nk --7 1} est défini sur un k-tuplet P comme 
T(p) = T(PO,Pl,'" ,pl.:-d = (PO,PI: ... :Pi-l· (Pi - ~ pj) ,P'i+L'" ,PI.:-I), 
)=O.#i 
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Proposition 2.4.7 Soit p Ull k-tuplet. 1/ existe un mot appartenant à une classe épichristoffelle 
ayant les fréquences de lettres p si et seulement si l'itération de l'opérateur T sur p retourne un 
k-tuplet pl avec Pj = 0 pour tour j sauf pour j = m où p~ = 1. 
La proposition précédente et la définition de l'opérateur T sont inspirées de l'algorithme cal­
culant le plus grand diviseur commun de 3 entiers décrit à la section 3 de (Castelli, Mignosi et 
Restivo, J999) utilisé pour la généralisation du théorème de Fine el Will' à :5 périodes et des 
tuplets décrits dans (Justin, 2000). 
Avant de faire la preuve de la Proposition 2.4.7, certains lemmes sont nécessaires. 
Lemme 2.4.8 Soit w = <j;ao(u), avec w,u E A*, </J un mOiphisme épisturmien, ao E A et 
A = {ao, al,··· ,ok-d. Alors 
k-l 
i) Iwl ao = L lui ai = Ig(u); 
i=O 
k-1 
ii) Iwl ao = lul ao + L Iwl a;· 
i=l 
Preuve La première égalité découle de la définition de </JaO' Pour chaque lettre 0: 1- ao, 
</Jo.o(O:) = aoo: et </Jao(aO) = 00 : <bao ajoute aut<tnt de ao que le nombre d'occurrences des 
autres lettres dans le mot. La deuxième égalité découle de la première, comme Iwl a , lul a; 
pour i > O. • 
Lemme 2.4.9 Soit w E A * un mot dans une classe épichristoffelle. Alors il existe u E A *. 
Ig(u) > 1 et un morphisme épisturmien </Jac , ao E A, tels que w = 1jJO{) (cl) si et seulement si 
Iwl ao > \wk pour tout ai E A, i 1- o. 
Preuve 
(===}) Par contradiction. Supposons que west dans une classe épichristoffelle, ao E A, w = 
<fJao (u) et Iwb non maximum. Alors il existe au moins une lettre ai E A telle que Iwl oi ;:: 
Iwl ao ' Sans pelte de généralité, supposons que i = 1. Par le Lemme 2.4.8, Iw lao = L7~llula; = 
lul ac + Iwl al + L7~21 lul a; et cela implique que Iwloo -Iwl a ! = lul oo + L7~i lula; :5: 0, qui 
est impossible, comme Iwl rY ;:: 0 pour tout mot 'LU et toute lettre a: E A. Alors, si Iwl ao n'est 
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pas maximum, 11il u, = °pour tout i -1- 1 et alors Iwl('l = Iwl ao ' Ainsi, on aurait u = al net 
w = 'l/:ao (al n). La seule possibilité est que n = l, comme un mot clans une classe épichris­
toffelle est primitif. Alors Ig(u) = 1 : contradiction. Ainsi, si w = '000 (u), avec Ig(u) > l, 
Iwl uo est maximum. 
(-{==) Supposons maintenant que I·wla.o > Iwl u ,. pour tout ai E A, i -1- O. Comme west un 
mot épichristoffel, il existe un morphisme épisturmien 1/)u; et un mot u E A * dans une classe 
épichristoffelle tels que '0a; (u) = w. Supposons que i -1- O. En utilisant le Lemme 2.4.8, 
Iwl u, = Iwl o{) + IlilUi + Ll:<;j<::k-l,j#i Iwla)" Comme Iwl oo > Iwla.;, cela impliquerait que 
lul(li + LlSj:<;k-l,j#i Iwl u) < 0, ce qui est impossible. Donc i = O. 
• 
Preuve (de la Proposition 2.4.7) Découle des Lemmes 2.4.8 et 2.4.9. • 
Exemple 2.4.10 Le 5-tuplet p = (3,4, fi, 6, 7) ne décrit pas les fréquences cI'un mot appar­
tenant à une classe épichristoffelle. En effet, T(p) = T(3, 4, 5, G, 7) = (3,4,5,6,7 - 18) = 
(3,4,5,6, -11). Par contre, le 6-tuplet q = (1. 1,2,4,8, 16) décrit les fréquences des lettres 
d'un mot appartenant à une classe épichristoffeJle : 
T(I, 1, 2, 4, 8,16) (l, 1,2,4,8,0) 
T 2(q) T(l, 1,2,4,8,0) = (1,1,2,4,0,0) 
T;l(q) T(l, 1,2,4,0.0) = (1,1,2,0,0,0) 
T'I(q) T(l, 1,2,0,0,0) = (1,1,0,0,0,0) 
y5(q) T(l,l,O,O,O,O) = (1,0,0,0,0,0). 
De cet algorithme découle une construction cl'un mot appartenant à une classe épichristoffelle 
et ayant les fréquences de lettres p. Soit pie k-tuplet initial correspondant aux fréquences des 
lettres du mot appartenant à une classe épichristoffelle. Avec l'opérateur T clécrit précédem­
ment, on obtient une suite finie de k-tuplets p(O), p(1), p(2) ... ,p(,.-I), p(r). Notons 
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la relation T(p(s)) = p(5+1), où p~s) est un entier maximal de p(s). On applique T jusqu'à ce 
que p~") = °pour tout i sauf pour une valeur i"-l pour laquelle pt~[ = 1. 
Si la suite de k-tuplets est 
(O)iO (1) il (2) i2 i"-2 (r-l) i'r_1 (1')p ----> p ----> p ---->. . . ----+ p ----+ P , 
alors un mot appartenant à une classe épichristoffelle et ayant les fréquences pest 
1/Jo (wa (···(·1/Ja (0:)) ... )).'to ' 'l.l ~1'-j , 
où 0:' est la lettre pour laquelle pt~J = 1. 
Exemple 2.4.11 Pour le triplet (5, 10,16) représentant les fréquences des lettres a, b et c res­
pectivement, on obtient la suite 
(.5,10,16) -S (5,10,1)!!'" (5,4,1)!:. (0,4,l)!!.., (0,3,1)!!.., (0,2,1).!:.> (0,1,1)!!'" (0,0,1). 
En appliquant l'algorithme, on trouve le mot 
1/Jr:babbbb (c)
 
'l/JcbCtbb (1/Jb( bc))
 
'~'cbab Cl/Jb (bbc))
 
'1fJr:blJ (1/Jb( bbbc))
 
1/Jcb (1/Ja (bbbbc))
 
~c(babbabbabbabbabc) 
cbcacbcbcacbcbcacbcbcacbcbcacbc. 
Ce mot est dans une classe épichristoffelle et le mot épichristoffel de cette classe est le conjugué 
acbcbcacbcbcacbcbcacbcbcacbc . cbc.
 
Remarquons que clans l'exemple précédent, on aurait pu décider de choisir la transition (0, 1, 1) -S
 
(0, 1,0) et le mot obtenu aurait été un conjugué de 1/Jcbaobbb(C).
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2.4.2 Propriétés des mots épichristoffels 
Dans cette sous-section, nous montrons que certaines propriétés des mots de Christoffel se 
généralisent bien aux mots épichristoffels, mais que ce n'est toutefois pas toujours le cas. 
Remarquons d'abord que l'équivalence du Théorème 2.2.14 ne se généralise pas aux mol, épi­
christoffels. En effet, considérons la suite épisturmienne 
s = aabaacaabaacaabaabaa . caabaacaabaaa.·· . 
Alors le mot w = caabaacaabaaa est facteur cie s. mais sa racine fractionnaire Zw = w n'est 
pas dans une classe épichristoffelle, car la Proposition 2.4.7 nous assure qu'il n'existe aucun 
mot épichristoffel ayant les fréquences (2,2,9). En effet, T(2, 2, 9) = (2,2,5), T 2(2, 2, 9) 
T(2, 2, 5) = (2,2,1), T3(2, 2, 9) = T(2, 2,1) = (2, -1, 1). 
Par contre, l'implication suivante est vraie pour les mots épichristoffels. 
Théorème 2.4.12 Soit w un mot non vide tel que sa racine .fractionnaire est dans une classe 
épichrisroffelle. Alors w est facteur d'une suite épistllrmienne. 
Preuve Posons w = z~, avec k :2 1 E Q, la racine fractionnaire de w. Supposons que Zw est 
dans une classe épichristoffelle. Il existe donc x E A* et Cl E A tels que 'I;\(a) = Zw. Alors, 
west facteur de zfuk1 = 'l/Jlk\a) = 'l!\(a fk1 ). Il suffit donc de prendre une suite épisturmienne 
ayant a fk1 comme facteur et d'appliquer le morphisme 'l/Jx' On trouve alors que 'ljJx(a fk1 ) est 
facteur d'une suite épisturmienne, et donc que w aussi. • 
Proposition 2.4.13 Soit w E A * un mot épichristofl'el. Alors l'ensemble des facteurs de lon­
gueur::::: Ig(w) de la classe épichristoffelle [w] est fermé sous l'image miroir. 
Preuve Remarquons d'abord que ['ensemble des facteurs de longueur::::: Ig(w) d'une classe 
épichristoffelle est le même que celui de w2. Comme tout mot w épichristoffel est produit 
de deux palindromes (Proposition 2.4.5), posons w = P1P2, avec Pl, P2 palindromes. Alors 
w2 = PIP2P1P2 et donc w = PlP2 = P2Pl est facteur de w2 Ainsi, l'image miroir de tout 
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facteur de west aussi un facteur de w2 et par conséquent, est dans la classe épichristoffelle de 
w. • 
Remarque 2.4.14 La fermeture palindromique à droite d'un mot w dans une classe épichris­
toffelle est souvent préfixe de w 2 , mais ce n'est pas toujours le cas. Il suffit de prendre le mot 
w = abcbab pour lequel w( +) = abcbab . cba. 
Lemme 2.4.15 Un mor épichristoffelne s'écrit pas roujours comrne produit de de~L'( mots épi­
christoffels. 
Preuve Il suffi t de considérer le mot épichristoffel aabacab. Les seules décompositions en 
mots de classe épichristoffelle sont a . abacab et aab . acab, mais abacab et acab ne sont pas les 
plus petits mots de leur classe de conjugaison respective. • 
Lemme 2.4.16 Tour mor épichristoffel s'écrit defaçon non unique comme un produir de deux 
mots appartenanr à des classes épichrisroflelles. 
Preuve Poui' la non unicité, il suffit de considérer l'exemple du mot aabacab donné dans la 
preuve du Lemme 2.4.15. Pour l'existence, comme tout mot faisant partie d'une classe épichris­
toffelle s'écrit comme 'ljJw(a), avec a E A, w E An et w[n - 1] i- a, il suffit de prendre les 
mots 1/Jw[O]w[1] ...w[n-2] (w[n - 1]) et <'uw[O]w[11 ...w[n-2] (a), puisque 
</;1/1 (a) 1Pw [O]W[l] ..w[n-ll (a) 
<'uw[Olw[1Iw[n-2] (w[n - 1]0) 
V)w[O]w[l] ..w[n-2](w[n - 1]) . 1,611l[O]W[I] ...w[n-2] (a). 
• 
Lemme 2.4.17 (Justin, 2005) Pour tout w E A *, x E A *, 
Pal(xw) = 1,6,c(Pal(w) )Pal(x). 
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Proposition 2.4.18 Soit w un mot appartenant à une classe épichristoffelle. Soit 7/Jxo' 1/l xl' ... , 'l/lxn, 
avec Xi E A, une suite de morphismes à appliquer sur une lettre a E A fixée pour obtenir w. 
Alors 
w = 'ljJlnXn_l ..xo(a) E Pref(Pal(xnxn-J ... xoa)). 
Preuve Procédons par réculTence. Vérifions pour n = O. Il y a 2 cas à considérer. Soit 
w = 'ifJa(a) = a, soit 'W = 'l/lb(a) = ba, avec b =/:. a. On a respectivement Pal(aa) = aa 
et Pal(ba) = bab. Dans les 2 cas, 'W E Pref(Pal(xoa)). Supposons maintenant que 'LV = 
'l/lxn ...xo(a) est préfixe de Pal(xn · .. xoa), pour tout /,; :S n. Vérifions pour n + 1. D'une part, on 
a 'l/lXn+1Xn'''XO(a) = 1Px n +1 (w). D'autre part, par le Lemme 2.4.17, on a Pal(xn+Jxn ... xoa) = 
'l/lXn+1 (Pal(xn ··· xoa))Xn+l' Par hypothèse de récurrence, Pal(x n ··· xaa) s'écrit comme ws, 
pour un s E A". Donc, Pal(xn+ixn'" Ioa) = 'ifJ:r>l'H (ws)xn+l = '/1J:r >l+1 (w)'l/l.rn+1 (S)xn+i. 
D'où la conclusion. _ 
Exemple 2.4.19 Soitw = 'l/labo.a(a) = aba. Alors Pal (abaaa) = (aba)' et w E Pref(Pal(abaaa)). 
2.4.3 Critère pour être dans une classe épichristoffelle 
Le but de cette section est de prouver le théorème suivant. qui est une généralisation du Théo­
rème 2.2.11. 
Théorème 2.4.20 Soit w un mot fini tel que tous ses coniugués sont facteurs d'une même suite 
épisturmienne z. Alors 'West dans une classe épichristojfelle. 
Remarquons que pOlir les suites épisturmiennes, une condition supplémentaire est nécessaire: 
les conjugués doivent être facteurs de la même suite épisturmienne. Par exemple, tous les conju­
gués du mot abc sont facteurs de suites épisturmiennes, mais abc n'est pas lin mot épichristoffel. 
Avant de prouver ce théorème, quelques résultats sont préalables. 
Lemme 2.4.21 Soient u, v E A' et un morphisme 'Ij;. Si u et v sont conjugués, alors w(u) et 
'1/;( v) le sont aussi. 
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Proposition 2.4.22 Soient u et v des mots finis appartenant à des classes épichristoffelles. Si 
lui", = Ivl", pour tout a E A, alors u et v sont dans la même classe épichristoflelle. Autrement 
dit, un k-tuplet de fréquences de lettres détermine une unique classe épichristoflelle. 
Preuve Soit ao E A tel que j'uloo est maximum. Alors, en utilisant le Lemme 2.4.9, il existe 
so, to E A' dans des classes épichristotlelles tels que 1t = 1,6"'o(so) et v = 1/.'0:0 (to)· De plus, 
pour toute lettre f3 E A, si IV)",0(so)l;3 = I1jJC\'o(to)lu, alors Isol/:l = Itolo, comme le nombre 
de lettres d'un mot obtenu par un morphisme sur un mot w dépend seulement du nombre de 
chaque lettre de w et non pas de leur position (voir Lemme 2.4.8). Par le même argument, on 
trouve une suite de morphismes 1/J0.1 , 'l/J0'2' ... ,1/J"" et deux suites de mots so, S J, ... : Sn- 1., Sn et 
to, h,···, tn-l, tn telles que Si = 1PC<i+l (Si+l), ti = 'l/JCti+l (ti+d, Isilo = Itilo pour toute lettre 
/3 E A et pour tout 0 S i < n el sn = 01a2 et tn = 0201, al, a2 E A, al -=1- a2. On conclut en 
utilisant le Lemme 2.4.21 n fois: u = 1/;aoo.[".o" (a 1(2) est conjugué à v = 1/;aOO'I "o." (a201)' • 
Lemme 2.4.23 La longueur des blocs d'un mot fini 1V esl exactement la même que dans sa 
fermeture palindromique w( +) 
Preuve Soit w = Wl W2, avec W2. le plus long suffixe palindromique de w. Alors, par défini­
tion, w(+) = WtW2Wl. La seule façon de construire un bloc d'une longueur différente de ceux 
de west lors de la concaténation de W2 avec Wl. Comme W2 est un palindrome, on peut écrire 
W2 = a ou W2 = aua, avec g E A et u E A' palindrome. Il y a deux cas à considérer: 
i) Wl = va, v E A· : w(+) s'écrit donc comme vaw2ov. Le bloc de la lettre a créé par la 
concaténation de W2 et Wî a la même longueur que celui de la concaténation de Wj et W2, 
comme W2 est un palindrome. Aucun bloc d'une nouvelle longueur n'est créé. Notons que 
cet argument fonctionne comme 1L'2 .;: a+. En effet, si W2 E 0+ et Wl = va, alors W2 n'est 
pasJe plus long suffixe palindromique de w. 
ii) Wl = vb, a -=1- b et v E A* : la concaténation de W2 avec Wj ne crée pas de bloc d'une 
nouvelle longueur, comme la dernière lettre de W2 est différente de la première de W J.. 
• 
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Exemple 2.4.24 Dans le mot w = abacabaab, les blocs de a sont de longueur l et 2, les blocs 
des l.ettres b et c sont de longueur l, toul comme pour sa fermeture palindromique 
w( +) = abacabao,b . acaba. 
Lemme 2.4.25 Dans une suite épisturmienne standard, les blocs des lettres sont de longueur 
1, sauf exactement ceux d'une lettre. dont les longueurs sont k et (k + 1), pour k ~ 1fixé. 
Preuve Soit 6(s) = akz la suite directrice d'une suite épislurmienne s, avec 1;; maximal, 
a E A et z E A"'. Alors la suite s a le préfixe Pal(al.;) = é. En utilisanl le Lemme 2.3.5, il 
en découle que pour toute première occurrence d'une lettre b -=1= a E A dans la suite directrice, 
Pal(akvb) = Pal(akv)· b· Pal(akv). avec v E A', qui se réécrit comme étak . b· aktak (resp. 
akbak), en supposant que Pal(akv) = aktak (resp. v = E). Ainsi, la longueur cles blocs de la 
lettre b esl l, comme le b est précédé et suivi de la (ellre a. 
Si ce n'est pas la première occurrence de la lettre b dans la suite directrice, alors par définition, 
Pal(évb) = (Pal(akv) . b)(+). Comme Pal(akv) . b a la lettre a comme avant-dernière lettre 
el comme la fermeture palindromique ne change pas la longueur des blocs (voir la Proposition 
2.4.23), l'ajout de la lettre b à la suite directrice ne crée pas une nouvelle longueur de bloc. Si 
la lettre suivante de la suite direclrice était un a, alors on aurait Pal (akva) = (Pal( akv) . a)(+). 
La concalénation de Pal( akv) avec a crée un bloc de a de longueur (k + 1), puisque Pal(ak v) a 
le suffixe al.;. Comme la fermeture palinclromique préserve la longueur des blocs, les longueurs 
des blocs de la lettre a sonl k et (k + 1). Remarquons qu'il esl impossible d'avoir des blocs de 
la lettre a de longueur (k + 2) puisque les blocs de longueur (Ii: + 1) ne sont jamais suffixes 
d'un préfixe palindromique. • 
Remarque 2.4.26 Une suite épistLllmienne peul avoir des blocs d'une seule longueur pour 
taules ses lettres. C'est le cas si la suite directrice s'écrit comme al.;z, avec z E {A - {a}}*. 
Alors, ces suites épisturmiennes ont des blocs de longueurs /;; pour la lettre a et cie longueur 1 
pour toutes les autres lettres. 
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Remarque 2.4.27 Pour une suite épisturmienne standard w = 'l/Ja (t), toutes les lettres diffé­
rentes cie a sont précédées et suivies de la lettre a. Si s est une suite épisturmienne non standard, 
cette remarque est aussi vraie, sauf possiblement pour la prem ière lettre cie la suite, si elle est 
différente de a. 
Lemme 2.4.28 Dans une suite épisturm.ienne non standard, les blocs des lettres sont de lon­
gueur l, sauf exacrement ceux d'une tertre 0:, dont les longueurs sonr C, k, (/;; + 1), pour k ;::: 1 
fixé, et où e< k esr la lonRueur du bloc de Cl préfixe du mot, s'il y a lieu. 
Preuve Comme pour toute suite épisturmienne, il existe une suite épisturmienne standard 
ayant exactement le même ensemble cie facteurs, il n'y a que le prétixe du mot qui peut créer un 
bloc de lettres de longueur plus petite, d'où la longueur f. • 
Exemple 2.4.29 Soit la suite épisturmienne standard s = 1121131121141121131121112113· .. 
et la suite épisturmienne non standard t = 12113112114112113112111211:3··· . Ces 2 suites 
ont le même langage: F(s) = F(t). La suite s a des blocs de l de longueur 2 et 3, mais la suite 
t a des blocs de 1 cie longueur 1,2 el :~. 
Lemme 2.4.30 Soit une suite épisturmienne standard z =~'ao (t) et w = aoyal un facteur de 
z. avec aO,a] E A el y E A*. Alors, il exisre un jacteur u de t tel que 'l/)ao(u) = w. 
Preuve Si z = 'l/;(/.(J(t), t = t[O]t[1]t[2]··· et Card(A) = k, alors par définition cie 'l/;, z = 
1,i;ao(t[O])1Pao(t[1])·· E {ao,aoa],aOa2, .. · ,aoak-d*. Comme tout facteur w = aOya] de 
z = 'l/Jao (t) s'écrit comme un 'W E {ao, aoa], aOa'2, ... , aoa/,;-J } *, on peut construire un mot u 
en faisant correspondre à aOai la lettre ai pour i =1= () et à ao la lettre ao. Ainsi, west l'image du 
mol u par le morphisme V}ao' • 
Proposition 2.4.31 Soit z = 'ljJa(t), où t er z sont des suites épisturmiennes standards. Soit w 
unfacteur de z non puissance d'une lettre tel que Ig(w) > ] er raus ses conjugués sonr aussi 
facteurs de z. Alors, il existe u facteur de t tel que w = 'l/Ja (u) ou w = -:;j)a(u). 
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Preuve Puisque z = 'Ij)u(t) , les blocs de toute lettre CI' E {A - {a}} sont de longueur l.
 
Posons k et (k + 1) les longueurs des blocs de a. Soit (3, 'Y E A, avec ,[3, Î' #- a et y E A *. Il Ya
 
4 cas à considérer.
 
i) 10 = (3y'Y : si 10 est facteur de z, alors son c?njugué Y'Y(3 doit aussi être facteur de z. C'est
 
impossible, puisque toute occurrence de la lettre /3 doit être précédé de la lettre a. On exclut 
donc ce cas. 
ii) 10 = ay,8 : si 10 est facteur de z = 'l/Ja(t) , alors par le Lemme 2.4.30, il existe 11 facteur de t 
tel que 1/Ja(u) = 1O. 
iii) 10 = (3ya : de façon symétrique au cas ii), si w = (3ya est facteur de z = l/Ja (t), alors il 
existe u facteur de t tel que 'l/Ja(ll) = 'u). 
iv) 10 = aya : réécrivons 10 = a,nylan. Où m. n ;::: 1 et m et 11. sont maximums. Le facteur 
yi est non vide, puisque 10 est supposé non puissance d'une lettre. Supposons que 10a n'est 
pas facteur de z. On a donc que w,8 = arn y'a"(3 est facteur de z, pour (3 E A,,8 #- a fixé. 
Comme les blocs de a sont de longueur k et (k + 1) seulement, ail a que 11. = k ou 11. = k + 1. 
D'autre part, comme 10 = amylan est facteur de z, son conjugué ylarn +n est aussi facteur de 
z. Donc m + 11. S k + 1. Mais comme m #- 0, la seule possibilité est que 11. = k et m = 1. 
Ainsi, W = Gylah-. Son conjugué y'ak+1 est aussi facteur de z et comme yi ne commence 
pas par a, il doit être précédé de a : aylak+l = aylaka = 10a est facteur de z. Donc 10a est 
facteur de z et on conclut en utilisant le Lemme 2.4.30. 
• 
Corollaire 2.4.32 Soit z = 1fJa(t), où t et z sont des suites épisturmiennes standards. Soit 10 
un facteur de z non puissance d'une lettre tel que Ig(1O) > 1 et tous ses conjugués sont aussi 
lfacteurs de z. Alors. pour tout conjugué 101de 10, il existe u facteur de t tel que 101 = tPa(l/) 
ou 101 = 'l/Ja(ul ). 
Preuve Il suffit d'utiliser la Proposition 2.4.31 pour tous les conjugués de 1O. • 
Proposition 2.4.33 Soiell! lU et 10/, deux mots finis conjugués tels que w = 4Y(u) et Wl = d/ (ul ), 
où <p, <pl E {'l/Ja, 13a}, pour u, ul E A*' Alors u et ul sont aussi conjugués. 
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Preuve Sans pelte de généralité, on peut supposer que </J = </JI = Wa, comme Waew) = 
a1{;,,(w)a- 1 et donc, 'Ij!r,,(w) est conjugué à 13"a(w) pour tout mot w. Ainsi, on peut écrire 
w = anOv[O]aH1 v[l] ... a,nkv[k], où v[i] i= a, no > 0 et ni > O. Comme w = Wa(U.), 
on au = ano-lv[O]a'tl-lv[l] ... arlk-1v[k]. Comme tu et v/ sont conjugués, on peut écrire 
Wl = aCl'v [i]arlitl v[i + 1] ... an;-tv(i - l]a,3, où 0: + (3 = ni et 0: ~ 1. De la même façon, ul = 
aIX - 1v[i]ani+ 1 -lv[i+ 11· .. a71 t-l-1v[i -l]o.·{;, qui est conjugué ù u" = a'H,r;-lv[i]an.+ t-l v [i+ 
1]· .. an .- 1- 1v[i - 1]. En comparant u et u", on conclut que u est conjugué à u l • 
Avant de faire la preuve du Théorème 2.4.20, prouvons le théorème suivant qui en est un cas 
particul ier. 
Théorème 2.4.34 Soit w un mot fini primitif tel que fOus ses conjugués sont facteurs d'une 
même suite épisturmienne standard z. Alors, west dans une classe épichristoffelle. 
Preuve Par récurrence sur le nombre de morphismes. On utilise le Corollaire 2.4.32 et 
la Proposition 2.4.33 : on trouve une suite de morphismes épisturmiens {</>o, </>J,", </>d E 
{'!,bo,1{;o}k+l et une suite de mots {w, 'W" W2, .. ,wiJ tel que Ig(w) ~ Ig(wl) ~ Ig(W2) > 
... ~ \g(Wk) = 1, w = cPo(</>l( .. (</>dwk))"·)) et U'i = </J'i('" (</>dWk))). Ainsi, w est bien 
J'image d'une lettre par morphismes épisturmiens, et donc, west dans une classe épichristof­
felle. Remarquons que l'utilisation du Corollaire 2.4.32 nécessite J'hypothèse que les conjugués 
soient facteurs de la même suite épisturmienne. • 
Rappelons que la condition que tous les conjugués soient facteurs de la même suite épistur­
mienne est nécessaire. Par exemple, il suffit de prendre le mot abc pour lequel tous les conjugués 
sont facteurs de suites épisturmiennes, mais qui n'est pas un mot épichristoffel. 
Preuve (Preuve du Théorème 2.4.20) Supposons que west un mot fini tel que tous ses conju­
gués sont facteurs d'une même suite épisturmienne s. Si s n'est pas standard, par la Définition 
2.3.2, on sait qu'il existe une suite épisturmienne standard Si telle que F(s) = F(SI). On peut 
donc considérer cette suite Si et on conclut en utilisant le Théorème 2.4.34. • 
Théorème 2.4.35 Soit tu un mot fini primitif Alors west tel que tous ses conjugués sont fac­
teurs d'une même suite épisturmienne z si et seulement si west dans une classe épichristoffelle. 
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Preuve Le sens direct découle du Théorème 2.4.20 et la réciproque est obtenue par définition 
de suites épisturmiennes et de mots épichristoffels. • 
2.5 Problèmes ouverts 
Inspirée d'une construction décrite clans (Arnoux et Rauzy, 1991), nous avons trouvé une façon 
analogue aux graphes de Cayley permettant de construire géométriquement un mot épichris­
toffeJ à pal1ir des fréquences des lettres pour une sous-classe des mots épichristoffels sur un 
alphabet à trois lettres. Cette const.ruction est la version discrète de la construction suivante sur 
un cercle de longueur a + /3 + "(. 
1.	 Diviser le cercle en trois intervalles ayant des longueurs respectives de a, f3 et "(. 
2.	 Couper chacun de ces intervalles en deux parties égales, puis permuter ces deux parties 
sur chacun des intervalles en préservant l'orientation. Les intervalles al, a2, /31 , f32, "(1 et 
"(2 sont obtenus. 
3.	 Faire une rotation d'un demi-tour. 
"(2 
f3i ,32
 
Étape 1 Étape 2
 
Exemple 2.5.1 Soient les fréquences (2,3,5). Comme 2 + 3 + 5 = 10, on prend l'intervalle 
entier [1,10], que l'on subdivise en trois sous-intervalles, de longueurs 2, 3 et 5. Pour chacun 
des sous-intervalles, on le coupe en deux et on échange les deux moitiés. Si la longueur est 
impaire, la valeur du milieu reste inchangée. On obtient ainsi: 
2 3 4 5 6 7 8 9 10 
2 5 4 3 9 10 8 6 7 
Ensuite, on coupe le nouvel intervalle en deux et on échange les deux moitiés. On obtient: 
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2 345 6 789 10 
2 543 9 10 8 6 7 
9 10 8 6 7 2 5 4 3 
En ne considérant que la première et la troisième lignes, on obtient la permutation en un seul 
cycle (1,9,4,6,2,10,3,8,5,7). En associant aux valeurs 1 et 2 la lettre a, aux valeurs :3,4,5 
la lettre b et aux valeurs 6 à 10 la lettre c, on obtient le mot acbcacbcbc qui a les fréquences 
désirées et qui s'obtient par morphisme épisturmien. En effet, acbcacbcbc = ;j;cb'l/Jaa(b). 
Le problème est le suivant: pour quelle sous-classe des mots épichristoffels cette construction 
pelmet-elle d'obtenir un conjugué d'un mot épichristoffel ? 
Nous avons effectué cette construction pour plusieurs triplets de fréquences. Pour les triplets 
(l, 1,2), (l, 2,4), (2,4, 7), (l, 1,4), (l,l, 6), (1,4,6), (l, 2, 3), (1, 2, 6), (2, :3, 6), (1,3,6), 
(2,3,5), (2, 5, 7), (1,4,5), (1,6,7), cette construction fonctionne très bien. Par contre, pour cer­
tains autres triplets, on rencontre un problème: soit le mot obtenu n'est pas dans une classe 
épichristoffelle, comme c'est la cas pour le triplet (1,2,7), soit la permutation consiste en plus 
d'un cycle, comme c'est le cas pour les triplets (1,4,7), (l, :3, 4), (.1,4,7), (1,5,6). 
Il serait bien de caractériser cette sous-classe des mots épichristoffels. Peut-être est-elle d'un in­
térêt sous estimé. D'autre part, comme les mots épichristoffels sont définis sur des alphabets à 3 
lettres et plus, il serait pertinent de trouver une construction analogue pour un mol épichristoffeJ 
sur k lettres, pour k :::: 3. 
Un autre problème intéressant relié aux mots épichristoffels serait de caractériser les permu­
tations obtenues par la bijection de Gessel-Reutenauer (Gessel et Reutenauer, 1993) sur les 
mots épichristoffels. Rappelons que pour un mot fini w de longueur n, la bijection de Gessel­
Reutenauer associe à un mot de longueur n une permutation P des éléments de 1 à n de la façon 
suivante: 
P A* Sn----t 
--
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où (J"i(l) = j si le conjugué de w commençant à la (i + l)-ième lettre est le j-ième plus petit, 
pour l ::; i ::; n - 1 et (J"n(l) = 1. Comme un mot épichristoffel est primitit~ il sera toujours 
possible d'ordonner les conjugués d'un mot épichristoffel. 
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Figure 2.3 Illustration de l'Exemple 2.5.2 
Exemple 2.5.2 Soit le mot épichristoffel tu = acbcacbcbc. En ordonnant les conjugués de w 
selon l'ordre lexicographique, on obtient 
w acbcacbcbc 
·l(w) acbcbcacbc 
..,8 (w) bcacbcacbc 
·l(w) bcacbcbcac 
..,6 (w) bcbca.cbcac 
·l(w) cacbcacbcb 
.,,\w) cacbcbcacb 
.,,7 (w) cbcacbcacb 
.,,1 (w) cbcacbcbca 
.,,5(w) cbcbcacbca. 
La permutation obtenue est donc (1,9,4,7,2, 10,5,8,3,6). Cette permutation se réécrit sous la 
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forme 
2 345 6 7 8 9 10 
9 10 6 7 8 2 3 4 5 
Dans le cas de mot de Christoffel, la bijection de Gessel-Reutenauer donne la même permutation 
que celle qui engendre le graphe de Cayley. Dans le cas de mots épichristoffels, il serait intéres­
sant de trouver à quoi cOlTespondent les permutations ainsi obtenues. Notons que la régularité 
observée dans l'exemple précédent, c'est-à-dire le fait qu'on retrouve 3 intervalles d'entiers 
ayant des longueurs respectivement 2, 3 et 5, n'est pas présente pour tout mot épichristoffel, 
comme l'illustre l'exemple qui suit. 
Exemple 2.5.3 Soit le mot épichristoffel w = a-abacababacab. La permutation obtenue par la 
bijection Gessel-Reutenauer est 
2 3 4 5 6 7 8 9 10 Il 12 13 
589 10 Il 12 13 4 6 7 2 3 
Remarque 2.5.4 Les mots épichristoffels ne sont généralement pas équilibrés, au sens tradi­
tionnel d'équilibre. En effet, il suffit de considérer le mot w = aabacababacab de l'exemple 
précédent et les facteurs bab et aca. 
Le fait que les mots épichristoffels ne soient pas tous équilibrés est cohérent avec les résultats 
du chapitre suivant. En effet, à la Section 2.5, nous verrons que les suites épisturmiennes ne sont 
pas équilibrées en général. Il pourrait donc être fort intéressant d'éventuellement caractériser les 
mots épichristoffels équilibrés. 
Chapitre III 
SUITES ÉPISTURMIENNES ET CONJECTURE DE FRAENKEL 
Les suites sturmiennes sont bien connues comme étant les suites non péliocliques équilibrées 
sur un alphabet à deux lettres. Elles sont aussi caractérisées par leur complexité: elles ont exac­
tement (n + 1) facteurs de longueur n. Une généralisation naturelle des suites sturmiennes est 
l'ensemble des suites épisturmiennes. Ces suites ne sont pas nécessairement équilibrées sur un 
alphabet à k lettres, ni nécessairement apériodiques. Dans ce chapitre, nous caractérisons les 
suites épisturmiennes équilibrées, périodiques ou non, et prouvons la conjecture de Fraenkel 
pour la classe des suites épisturmiennes. Nous montrons que les suites épisturmiennes équili­
brées sont toutes ultimement périodiques et sont divisées en 3 classes. 
Dans un premier temps, nous rappelons la définition d'une suite de Beatty. Ensuite, nous intro­
duisons la conjecture de Fraenkel telle qu'initialement introduite. en terme de suites de Beatty, 
puis en temle de mots infinis. Puis, après avoir caractérisé les suites épisturmiennes équili­
brées, nous utilisons ce résultat afin de prouver la conjecture de Fraenkel pour les suites épis­
turmiennes. 
3.1 Suites de Beatty 
Comme mentionné au début du Chapitre II, les suites de Beatty correspondent aux suites stur­
miennes étudiées du point de vue de la théOlie des nombres. La forme des suites de Beatty 
apparaît dans la littérature pour la première fois dans (Beatty, 1926) et ce n'est qu'une trentaine 
d'années plus tard que le nom apparaît (Connell, 1959; Connell, 1960). 
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Définition 3.1.1 Une suife de Beau)' est une suite de la forme 
8(Ct,B) = {lCtn+BJ :nEZ}, 
avec Ct, (3 E IR. 
Définition 3.1.2 Une suite de Beatty rationnelle est une suite de Beatty 8 (Ct, (3) telle que 
ct E Q - {O}. On la note S(P/q,(3), avec p,q E Z etq i- O. 
Exemple 3.1.3 Pour p = 2, q = 3 et ,8 = 0, on obtient la suite de Beatty 
Le tableau suivant donne quelques unes des valeurs de la suite. 
n	 1 2 :3 4 5 6 7 8 
0 1 2 2 3 4 4 5l~~ J 
Ainsi,s(~,O) = ... ,0,1,2,2,3,4,4,5, .. 
Proposition 3.1.4 Soit 8 (~,.B) = { l~ + /3J :nEZ}, une suite de Beatty rationnelle. 
i) Si p = q, alors la suite correspond exactemelll à Z. 
ii) Si p < g, alors la suite correspond à Z et comporte des répétitions. 
iii) Si p > q, alors la suite es, de lalorme 
{l,BJ, lpq+ ,8J , l2qP + ,8J , ... , l(q -q l)p + /3J} + pZ. 
Preuve Découle de la définition de 8(0., .3). • 
Les suites de Beatty rationnelles qui nous intéressent sont celles pOLIr lesquelles Ct > l, c' est-à­
dire p > q. 
Exemple 3.1.5 POLIr p = 5, q = 2 et 13 = -2, on obtient la suite de Beatty 
et on a 
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n 1 2 3 4 5 6 7 8 
l5~) - 2J 0 3 5 8 10 13 15 18 
Ainsi, S (~, -2) = ... ,0,3,5,8,10,1:3,15,18, ... = [0, :1} + 52. 
Définition 3.1.6 Un système couvrant de suites de Beatty disjointes est un ensemble de k suites 
de Beatty { S(:: 'bi ) : i = l, ... , k} tel que 
Définition 3.1.7 Un système couvrant éventuel de suites de Beatty disjointes est un ensemble 
de k suites cie Beatty { S (~; , bi ) : i = l, ... , k} tel que 
i) U (s (~1 ,bi ) nS (P) ,bj )) = 0; 
l<i«k J, q)
_ L 
ii) fik::f ç ÛS (P1 .bi ) , pour un E E 7L fixé. 
i=1 q, 
Autrement dit, l'ensemble doit couvrir les entiers à partir d'une certaine valeur R. 
Exemple 3.1.8 Soient les suites de Beatty SI (~, D). S2 (~, 6) et Sa (î,4). On trouve que 
SI = {n, 1,3, 5} + 77L, S2 = {2,6} + 72 et S:~ = {4} + 72. L'union de ces suites forme un 
système couvrant de suites de Beatty disjointes, puisque 
i) SI n S2 = SI n S3 = S2 n S3 = 0; 
ii) SI U S2 U S3 = {D,l, 2, 3, 4, 5, 6} + 77L = 7L. 
3.2 Conjecture de Fraenkel 
Il est naturel de se demander quels ensembles de suites de Beatty forment un système qui couvre 
les entiers. 
D'abord, en 1926, Beatty a étudié le cas où /3 = O. Il énonce le résultat suivant: 
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Proposition 3.2.1 (Beatty, 1926) 5(ex), 0) et 5(ex2, 0) forment un système couvrant de suites 
de Beatty disjointes si et seulement si a) est irrationnel et aIl + a 21 = 1. 
Des preuves indépendantes de ce résultat ont été données un peu plus tard dans (Bang, 1957; 
Skolem, 1957), puis dans (Fraenkel, Levitt et Shimshoni, 1972). Le cas d'un ensemble de 2 
suites de Beatty avec les ai rationnels et les (J quelconques a été prouvé dans (Niven, 1963). En 
1927, l'auteur de (Uspensky, 1927) montre qu'il n'existe aucun système couvrant éventuel de 
suites de Beatty pour 3 suites de Beatty ou plus de la forme 5( exi, 0). Pour ce faire, il utilise une 
application du théorème d'approximation cie Kronecker. Une preuve plus simple de ce résultat 
est ensuite donnée dans (Graham, 1963), 
Des travaux de Skolem découle le résultat suivant. 
Proposition 3.2.2 (Skolem, 1957) Sial est irrationnel. alors5(al,(Jd et 5(a2, (J2) forment 
un système couvrant éventuel si et seulement si ;1 + n\ = 1 et ~: + ~ E Z, 
Fraenkel a ensuite prouvé (Fraenkel, 1969) le même résultat, mais pour a) rationnel. Il a ainsi 
donné une condition nécessaire et suffisante pour que deux suites de Beatty forment un système 
couvrant. Dans un autre alticle (Fraenkel, 1973), l'auteur énonce la conjecture suivante. 
Conjecture 3.2.3 Si {5 (ai, (Ji) : i = 1, .. , ,k} forme un système couvrant éventuel, avec k 2 
3 et exi i:- O:j pour tout i i:- j, alors il existe deux exi rationnels. 
Fraenkel a prouvé cette conjecture pour k = :3,4 et pour quelques cas particuliers pour k > 4. 
Erdos et Graham (Erdos et Graham, 1980) attribuent la conjecture suivante à Fraenkel. 
Conjecture 3.2.4 (Conjecture de Fraenkel) Si les suifes de Beatty rationnelles 
forment un système couvrant éventuel, avec k 2 3 et Pl / ql < P2/q2 < ... < PA:!qk, alors pour 
1 :s i :s k, 
Pi = 21." - 1, 
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Entre autre, Graham (Graham, 1973) a utilisé le théorème d'approximation de Kronecker et 
les travaux cie Skolem sur les suites de Beatty afin cie montrer que si tous les 0; d'un système 
couvrant éventuel cie plus de 2 suites de Beatty sont di tférents, alors tous les 0; sont rationnels. 
De plus, si ct est rationnel, alors la suite des différences entre deux éléments consécutifs de 
S(ct,/3) est une suite périodique. Ainsi, aucune différence n'est nécessaire entre les systèmes 
couvrants éventuels et les systèmes couvrants lorsque ['on étudie les systèmes couvrants de 
suites de Beatty avec des 0: tous diftërents, comme c'est le cas pour la Conjecture 3.2.4. C'est 
pourquoi qu'à pattir de maintenant, nous nous intéressons à la conjecture de Fraenkel que pour 
des systèmes couvrants. 
Depuis l'énoncé de la conjecture de Fraenkel, plusieurs autres chercheurs se sont intéressés aux 
suites de Beatty. Il sufffit de penser aux travaux suivants: (Storlarsky, 1976; Morikawa, 1982; 
Morikawa, 1983; Morikawa, 1984; Morikawa, 1985a; MOIikawa, 1985b; Morikawa, 1985c; 
Morikawa, 1988; Morikawa, 1989; Simpson, 1991; Morikawa, 1992; Morikawa, 1993; 
Morikawa, 1995; Tijdeman, 1996a; Tijdeman, 1996b; Tijdeman, 1998; Tijdeman, 2000a; 
Tijdeman, 2000b; Simpson, 2004). 
Le travail (Tijdeman, 2000a) offre un excellent survol des derniers travaux sur ce sujet. 
Proposition 3.2.5 Si l'ensemble des k suifes de Beatty { S (::' (Ji) : i = l, ... , k} forme un 
système couvrant.. avec k 2 3, alors on peut lui associer une unique suite bi-infinie s sur 
l'alphabet à k lettres A = {l, 2, ... , k}. à permutation des lettres er à décalage près, de la 
façon suivante: sri] = j, si i E 5 (~, Bj ). 
Exemple 3.2.6 Avec les suites de Beatty de j'Exemple 3.1.8, on trouve 8[-2] = s[5] 
1,s[-1] = 8[6] = 2.8[0] = 1,s[1] = 1,8[2] = 2,8[3] = 1.8[4] = 3,s[5] = 1,s[6] 
2, s[7] = 8[0] = l, s[8] = s[l] = l, ... et donc, 
s = ... 12 ·1121:51211 ... = W(112B12)W E W{l. 2, 3}w. 
Dans une suite d'entiers, un intervalle est un ensemble fini cI'entiers consécutifs. Un intervalle 
de n entiers est appelé un intervalle de longueur n. Une suite d'entiers S est dite équilibrée si 
51 
le nombre de termes de S dans n'importe quels deux intervalles d'entiers de même longueur 
diftère d'au plus 1. 
Exemple 3.2.7 Soit la suite d'entiers S = 1,3,4,5,7,9, Il, 13, 14, 16, ... Considérons les 
intervalles de longueur 3 : [3,5] et [8, Hl]. Dans le premier, il y a 3 entiers de S et dans le 
deuxième, il n'yen a qu'un. Ainsi, S n'est pas équilibrée. 
Proposition 3.2.8 (Tijdeman, 2000a) Soit S = {lan+,BJ }nEZ, une suite de Bearty périodique, 
avec a,;3 ERS est équilihrée si et seulement s'il existe des nomhres rationnels a', ,B' avec 
a' > 1 tels que 8 = {lc/n + ,B'J} "EZ, 
Lemme3.2.9 (Tijdeman, 2000a) Soit la suite de Beatty 8(Ct"B), avec Cl: rationnel. Alors, on 
peut supposer que ,B est un nombre rationnel de même dénominateur que Ct. 
Proposition 3.2.10 Les suir.e.\· de Beatty rationnelles sont équilibrées. 
Preuve Par le Lemme 3.2.9, une suite 8(a,8), avec ct = p/q rationnel, peut toujours s'écrire 
comme 
On conclut en utilisant la Proposition 3.2.8. • 
Corollaire 3.2.11 Les suites de Beatty satisfaisant à la conjecture de Fraenkel sont équilibrées. 
Preuve Rappelons que la conjecture de Fraenkel suppose les suites cie Beatty rationnelles. 
On conclut en utilisant la Proposition 3.2.10. • 
Dans (Altman, Gaujal et Hordijk, 1998), les auteurs montrent que tout mot infini sur 3 lettres 
ou plus avec des fréquences de lettres toutes différentes est périodique. Ils prouvent aussi la 
conjecture de Fraenkel pour 4 suites de Beatty. Puis dans (Tijdeman, 2000a), l'auteur prouve 
la conjecture pour 5 suites de Beatty. 
En utilisant la Proposition 3.2: 10 et la bijection décrite dans la Proposition 3.2.5, on peut réécrire 
la conjecture de Fraenkel de la façon qui suit. 
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Conjecture 3.2.12 (Conjecture de Fraenkel en termes de combinatoire des mots) Toute 
suite bi-infinie équilibrée sur un alphabet à k lettres, où k 2: ;~, et ayant des fréquences de 
lettres toutes dif/érentes est de laforme wF'k', où 
avec Fr2 = 121. 
Notation 3.2.13 Les mots Frk sont aussi connus dans la littérature sous le nom de mots de 
Zùnin. 
Lemme 3.2.14 Ig(FriJ = 2k - 1. 
Preuve Procédons par récurrence. Pour k = 2, on a Fr2 = 121 et donc, Ig(Fr2) = 22-1 = 3. 
Supposons que Ig(FriJ = 2" - 1 pour tout k :S n. Montrons que c'est alors vrai pour (n + 1). 
Comme Frn +l = FrnnFrn, on a 
• 
Lemme 3.2.15 Lafréquence de la lettre i dans Frk est 2k - i /(2 k - 1). 
iPreuve Montrons par récurrence que le nombre d'occurrences de la lettre i dans Fr" est 2k - . 
iPour k = 2, on a 112111 = 22- 1 = 2 et 112112 = 22- 2 = 1. Supposons que IFrk li = 2k - pour 
tout k :S n et montrons que c'est alors vrai pour (n + 1). Comme Frn+l = Frn(n + l)Frn , on 
i 
= 211+1a IFrn+J li = IFrn(n + l)Frn li = 21Frn li = 2(2n- ) -; si i i= (n + 1), et 1Frn+lli = 
IFrn(n + l)Frn li = 1 = 2(,,+1)-(71+1) si i = (n + 1). On conclut en calculant la fréquence: 
IFrkli 2"-i 
Ig(Fr,,) 2" - 1 . 
• 
Définition 3.2.16 On appelle mols de Fraenkel les mots de la forme Fl't 
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Exemple 3.2.17 Ainsi, la seule suite équilibrée ayant des fréquences de lettres différentes sur 
3 lettres serait 
W(1213121)""'. 
Sur 4 lettres, ce serait 
""'(121312141213121)W. 
Lemme 3.2.18 Pal(12··· kW) (Pal(12··· (k - l))k)W, où Pal est l'opérateur introduit au 
Chapitre II. 
Preuve Il suffit d'utiliser le Lemme 2.3.5 un nombre infini de fois. • 
Lemme 3.2.19 Frk = Pal(l2· .. k) et Pal(12·'· kW) = (Frk_ J k)w. 
Preuve Pour la première égalité, on procède par récurrence sur k. Pour k = 3, on a Fr3 = 
1213121 et Pal(123) = 1213121. Supposons que l'égalité soit vraie pOlir tout n ::; k et vérifions 
pour (k + 1), Comme Frk+l = Frk(k + l)Frko en utilisant l'hypothèse de récun'ence, on trouve 
Frk+J = Pal(12"· k)(k + 1)Pal(12·" k) = Pal(12··· k(k + 1)), Pour la deuxième égalité, 
par le Lemme 3.2.18, on a 
Pal(12··· kW) = (Pal(12··· k - l)k)W = (Frk_1k)"'. 
• 
Lemme 3.2.20 (Justin, 2005) Soit W E A*, a E A. Alors Pal (WQ.) = Ww(a)Pal(w). 
Proposition 3.2.21 Les mots Frk appartiennent cl des classes épichristoffelles. Plus précisé­
ment, 
Preuve Procédons par récurrence. Pour k = :~, on a Fr:l = 1213121 et 1/>123(1) = 1213121. 
Supposons que l'énoncé est vrai pour tout k ::; n. Soit Frn+l = Frn(n + l)Frn . En utilisant les 
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Lemmes 3.2.19 et 3.2.20, on a Frn+l = Pal(12··· (n + 1)) = 1/)12 ..n(n + l)Pal(l··· n). Par 
hypothèse de réculTence, on a 
• 
3.3 Caractérisation des suites épisturmiennes équilibrées 
Définition 3.3.1 Un mot fini w E A" est linéaire si toute lettre de l'alphabet apparaît au plus 
une fois dans w. 
Exemple 3.3.2 Le mot w 123415 n'est pas linéaire puisque Iwll > l, alors que le mot 
11 = 526124 l'est. 
Lemme 3.3.3 Soit 1 EAetw EA*.Sïlwestunmotlinéaire,alorsPal(lwl k ) = (Pal(lw))k+l. 
Preuve On procède par récurrence sur k et on utilise le Lemme 2.3.5. Pour k = 0, c'est 
trivial. Pour k = 1, on a la factorisation lU! = E' 1 . w et on trouve Pal(lwl) = Pal(lw) . 
(Pal(t:)) -] Pal(lw) = (Pal( lw) j2. Supposons maintenant que pour tout k ::; n, on ait Pal(lwlk) = 
(Pal(lw))k+l. Alors 
Pal(lwln)(Pal(1wl"-1)- Lpal(lwl ") 
(Pal( 1w) )"+J ((Pal(lw))") -1 (Pal(lw) )"+1 
(Pal (lw)t+1-n+71+1 
(Pal(lwW+2 . 
• 
E A C0Définition 3.3.4 Soit 10 un mot non linéaire et écrivons w = ]Jw', OlJ ]J est le plus long 
préfixe linéaire de w. Alors w'[O] est appelé la première lettre répétée. 
Exemple 3.3.5 Soit 11 = 1432, v = 12l2:i12 et w = 12321. Seul u est linéaire, la première 
lettre répétée de v est 1 et celle de west 2. 
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Exemple 3.3.6 Soit Fr3 = 1213121. Ce mot est décrit par la suite directrice 6..(Fr3) = 123. On 
a aussi Fr4 = 121312141213121 et 6..(Fr4) = 12:~4. De manière générale, on peut vérifier que 
6..(Frk) = 123· .. k. 
Remarquant dans l'Exemple 3.3.6 que les mots de Fraenkel semblent tous être déterminés par 
une suite directrice, nous nous intéressons aux suites épisturmiennes équilibrées. Dans un pre­
mier temps, nous caractérisons les suites épisturmiennes standards équilibrées, puis en utilisant 
cette caractérisation et la propriété que pour toute suite épisturmienne non standard, il existe 
une suite épisturmienne standard ayant le même langage, nous caractérisons de façon générale 
l'ensemble des suites épisturmiennes équilibrées. 
Dans ce chapitre, afin de montrer qu'une suite n'est pas équilibrée, nous allons toujours donner 
deux facteurs f et f' de même longueur tels que Ilfl/[O] - 1J'lfl011 2: 2 : le déséquilibre sera 
sur la première lettre de f, soit la lettre f [0]. 
Commençons par quelques exemples. 
Exemple 3.3.7 
a) Soit s une suite épisturmienne standard définie par la suite directrice 6..(s) = 12:~2· ... Alors 
s = Pal(1232··· ) = 121~121;?13121·· 
qui contient les facteurs 212 et 1:31. Ainsi, s n'est pas équilibrée par rapport à la lettre 2. 
b) Soit t une suite épisturmienne standard définie par la suite directrice 6..(t) = 12131···. 
Alors 
t = Pal(12131 ... ) = 121121;21211211213121121· .. 
qui contient les facteurs 11211 et 21312. Ainsi, t n'est pas équilibrée par rapport à la lettre 1. 
c) Soit u une suite épisturmienne standard définie par la suite directrice 6..( u) = 12341w . Alors 
u = Pal(12:341W ) = (121312111213121)W 
qui est une suite équilibrée. 
La Proposition 3.3.9 décrit le cas des suites épisturmiennes standards équilibrées ayant des 
suites directrices avec comme première lettre répétée une lettre différente de la première lettre 
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du mot. La Proposition 3.3.11 étudie celles ayant des suites directrices de la forme <0.( s) = llz, 
avec z E A W . Avant de présenter ces propositions, le lemme suivant est préalable. 
Lemme 3.3.8 Soit <0.( s) = xc/y la suite directrice d'une suite épisturmienne standard équili· 
brée 8, avec a E A, x E A +, y E A W , f! :2: 2 et yin] f a. Si xa est linéaire, alors 
Alph(x) li Alph(y) = 0. 
Preuve Supposons qu'il existe.8 E Alph(x) li Alph(y) tel que <0.(8) = J./j3:r;l/a f y'j3yl/, avec 
x'j3Xl/yl linéaire. Posons p = Pal(:r: I ,f3xl/). 11 y a 3 cas possibles. 
a) Si Xl f é, alors 
8 = p(QP)€ . .. (pa)ipQ.p[O]· .. : 
qui contient les facteurs apa et ]),8p[0], prO] i= a, prO] i= ,(J. Ainsi, s n'est pas équilibrée. 
b) Si Xl = E et x" f E, alors 
i f 28 = (p(QP) '" (po:) p) ... , 
qui contient apa et pp[O]p[l], plO] = f3 f a, p[l] = xl/[O] fa. Alors s n'est pas équilibrée. 
c) Si Xl = E et xl/ = E, alors comme s est sur un alphabet contenant au moins 3 lettres, il existe 
" E {A - {a,,f3} } tel qu'à sa première occurrence, 
qui contient aj3a et .8,'13. Ainsi, 8 n'est pas équilibrée. 
• 
Proposition 3.3.9 Soit <0.(8) la suite directrice d'une suite épisturmienne standard équilibrée 
s sur un alphabet à k lettres A = {1, 2, ... , k}, k :2: :3. Supposons que k soit la première lettre 
répétée de s. Si k f s[O], alors la suite directrice s'écrit comme <0.(8) = 12··· (k - l)kW , à 
permutation de lettres près. 
Preuve Soit <0.(s) = xkykz la suite directrice d'une suite épisturmienne standard équilibrée 
8, avec x E A+, y E A*, z E A W et xky un mot linéaire. Posons p = Pal(x) et supposons 
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y =1= E. Alors 
s = pkpy[O]pkp· .. pkpy[O]pkpkP' .. 
qui contient les facteurs kpk etpy[O]p[O], plO] =1= k et y[O] =1= k (comme xky est linéaire). Alors s 
n'est pas équilibrée par rapport à la lettre k. Ainsi, y = E. Conséquemment, on a ~(s) = xk2z. 
Supposons z =1= kW. On réécrit 6( s) = xk t z', avec z'[O] =1= k et e2 2. Alors. par le Lemme 
3.3.8, comme xk est linéaire, z'[O] f:- Alph(x). Ainsi, xz'[OJ est linéaire et donc 
Donc s contient les facteurs kpk etpz'[O]p[O], avec z'[O] =1= k etp[O] = .T[O] =1= k. • 
Lemme 3.3.10 Soit 6(s) = IJ'w, avec e2 let w E A W • Alors toute lettre a =1= l dans s est 
séparée par un facteur contenant l t. 
Preuve Considérons le préfixe Ifa de ~(s) et supposons a =1= 1. Alors s = 1t al f .... La 
lettre a est bien précédée et suivie de 1t. Considérons maintenant le préfixe l J'ya de la suite 
directrice, avec y E A+ Alors (Pal(1f y)a)(+l est préfixe de s. Mais Pal(l ty) commence et 
termine par le. Il s'écrit donc comme l'zIf. Ainsi, (Pal(1fy )a)(+l = IJ'zl ta1 f .... D'où la 
conclusion. • 
Proposition 3.3.11 Soit 6 (s) la suite directrice d'une suite épisturmienne standard équilibrée 
s sur un alphabet à k lettres A = {l, 2, ... ,k}, k 2 3. Si 6(05) = If z, avec z E A W , z[O] =1= 1 
et e22, alors ~(o5) = 1f 23··· (k - l)kW , à permutation de lettres près. 
Preuve Soit ~(s) = If z, la suite directrice d'une suite épisturmienne standard équilibrée s, 
avec z[O] =1= 1, e2 2. Supposons Izl1 > O. Alors ~(s) = 1f z'lz", avec z' =1= € et Iz'I1 = O. 
Comme s est sur un alphabet à au moins 3 lettres, il existe au moins une lettre a dans z' ou z" 
différente de /[0] et 1. À sa première OCCUITence dans s, a est précédée et suivie par If (voir 
Lemme 3.3.\0). On a 
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qui contient les facteurs :/[0]1 C+I Z/[O] et 1(a1 2 Ainsi,lzh = O. Par ailleurs, comme ['alphabet 
est fini, il existe au moins une lettre différente de 1 qui apparaît au moins deux fois dans z. 
Considérons "(, la première lettre répétée de z. Alors 6(s) = 1cv/yv"(w, avec u"(v linéaire. 
Supposons vi- E et posons p = Pal(l cu.). Alors 
qui contient les facteurs "(n, pv[O]p[O], viOl i- "( et prO] = 1. Il en découle que v = E. 
Considérons maintenant 6(s) = lCuÎ,2w , que nous réécrivons comme 6(s) = 1cuÎ,ffiw', avec 
1.1 linéaire, m 2: 2 et w/[O] i- "(, Alors 
qui contient les facteurs În etpw/[O]p[O]. Ainsi, v/ = 'f' et on conclut. • 
Les Propositions 3.3. J3 et 3.3.16 étudient les suites épisturmiennes standards équilibrées ayant 
des suites directrices de la forme 6(s) = 1y1z, avec Yi- E et 1y linéaire. Mais avant, introdui­
sons le résultat suivant. 
Lemme 3.3.12 Soit 6(s) = 1y1z la suite directrice d'une suite épisfurmienne standard équi­
librée s, avec 1y E A* un mot linéaire, 'Y i- E, Z E A W . Alors, Alph(y) n Alph(z) = 0. 
Preuve Supposons qu'il existe a E Alph(y) n AJph(z). Alors on peut écrire 6(s) 
1y'o:y"1z'CU", avec yiay"1z' un mot linéaire. Posons p = Pal(l y/). Il Ya deux cas à considérer. 
a) Si yi i- E, comme Pal(l y'ay"1) = (Pal(ly'ay"))2, on a 
s = (pfrP' .. po:p)2 ... (pa]) ... pnp)2Q. ... 
qui contient les facteurs npo: etpp[O]p[l] = p1y/[a], 1 i- n, y/[a] i- n. 
b) Si yi = E, alors comme s est sur un alphabet à au moins 3 lettres, il existe une lettre (3 E 
{A - {1, 0: }} dans s telle qu'à sa prem ière occurrence, elle est précédée et suivie par 1 (voir 
Lemme 3.3. JO). On a alors 
s = (ln1·· ·lcd)2 ... (10:1·· .l(1)2Q. ... 
qui contient les facteurs a1o. et 1(31. 
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D'où la conclusion. 
-
Proposition 3.3.13 Soit f:l( s) = 1y 1z la suite directrice d'une suite épisturmienne standard 
équilibrée s sur un alphabet à au moins 3 lettres. Supposons que 11y 1z1 1 = 2 et que y -1- é est 
un mot linéaire. Alors f:l(s) = 12· .. (k -l)lk· .. (k +t -l)(k + R)W, à permutation de lettres 
près, avec k 2: 3. 
Preuve Considérons f:l(s) = 1y1z avec 11y1zh = 2, Y linéaire et supposons que cx E A 
est la première lettre répétée différente de l, donc la première lettre répétée de yz. Alors, il y a 
deux cas à considérer. 
ci) f:l(s) = 1y'cxy"1z/cxz l , avec ly/y'/lz/lc, = O. Impossible par le Lemme 3.3.12. 
b) f:l(s) = 1y/1z/cx//cxzlll , avec ly/1///ler = Iz/Ctz"cx/ll = O. Supposons Z" -1- é et posons 
p = Pal(ly/1z/). Alors 
s = PQP//[O]pcxp··· pcxp//[O]papQ'" 
qui a les facteurs cxpcx etpz"[O]p[O]. On conclut que Z" = é. 
La seule possibilité est donc que .6.(s) = 1y/1z/cx2zlll , que nous réécrivons comme f:l(s) 
1y/1z/cxi' Z"//, avec R 2: 2 et //11 [0] -1- Ct. Posons p = Pal(ly/ 1z/). Alors, 
qui a les facteurs apa et pZ//1I [O]p[O], avec Z"// [0] -1- Ct, plO] = 1 -1- Ct. Il en découle que 
/"/ = cxw , donc que Zlll = cxw . Finalement, .6.(s) = 1y/1z/o:w avec y/lz/a: linéaire. _ 
Exemple 3.3.14 Soit s une suite épisturmienne standard ayant comme suite directrice f:l( s) = 
12321· ... Alors, 
s = 121~121Z131211213121213121··· 
qui contient les facteurs 212 et 131. Ainsi, s n'est pas équilibrée par rapport à la leUre 2. 
Exemple 3.3.15 Soit t une suite épisturmienne standard ayant comme suite directrice f:l(t) = 
12312· ... Alors, 
t = 1Z1112112l:3121Zl:3121 ... 
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qui contient les facteurs 212 et 131. Ainsi, t n'est pas équilibrée par rapport à la lettre 2. 
Proposition 3.3.16 Soit 6.(8) = 1y1z la suite directrice d'une suite épisturmienne standard 
équilibrée s sur un alphabet cl k lettres. k 2:: 3. telle que 1y est linéaire. y i- E et z E A uJ. 
i) Si z [0] i- 1, alors Iz 1L= 0 et donc. 6.( s) est de la forme donnée dans la Proposition 3.3.13. 
ii) Si z[O] = 1, alors z = 1W et donc. 6.(s) = 123··· k(l)w. 
Preuve Supposons qu'il y ait une troisième occurrence de 1 dans la suite directrice: Izll 2:: 1. 
Alors 6.(8) = 1y1z'lz", avec Iz'IJ = O. Supposons que z' i- E. Posons p = Pal(ly). Comme 
Pal(ly1) = (Pal(1y))2 = p2, on a 
qui contient les facteurs 1p1 (dans p21) et 1-1pz'[0]p[0]p[1], où z'[O] i- plO] = 1 et z'[O] i­
p[l] = y[O] (assuré par le Lemme 3.3.12). Alors, z' = E et 6.(8) = 1yllz". Réécrivons 
6.(s) = 1ylfz"', avec f; 2:: 2 et zll/[O] i- 1. Comme Pal(ly11') = (Pal(ly))I'+1 si ly est linéaire, 
on a 
8=P'1'+1 ... p1'+1 z"'[0]1 y [0] ... 
qui contient les facteurs 1p1 (dans p3) et 1-lpz'''[0]ly[0], avec ylO] i- 1. On aurait donc que 8 
n'est pas équilibrée. On conclut que z = 1W • Donc 6.(8) = 1ylW , avec w linéaire. • 
On a maintenant considéré toutes les possibilités de suites directrices pour une suite épistur­
mienne standard équilibrée. En effet, la Proposition 3.3.9 déclit les suites directrices ayant 
comme première lettre répétée une lettre différente de la première. La Proposition 3.3.11 donne 
la forme d'une suite directrice débutant par un bloc de lettres. Finalement, les Propositions 
3.3.13 et 3.3.16 décrivent les suites directrices de la forme 1y1z ayant ou pas d'autres occur­
rences de la lettre 1. 
Le Théorème 3.3.17 résume ces résultats. 
Théorème 3.3.17 Toute suite épisturmienne staJulard équilibrée 8 sur un alphabet cl trois lettres 
et plus a une suite directrice, à permutation de lettres près. dans l'une ou l'autre des troiSf{:I­
milles de suites suivante.i· : 
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i) t:.(8) = ln ()j i) (k)W = 1n2:3··· (k - l)(k)W, avec 11 ::::: 1; 
ii) t:.(8) = ()] i) l CIr i) (k + e)W = 12··· (k - 1)1k··· (k + E. - l)(k + e)W, avece 2: 1; 
iii) t:.(8) = Cg i) (l)W = 123·· . k(l)W, 
avec k ::::: ~~. 
Preuve La Proposition 3.3.9 implique a) pour 11 = l, la Proposition 3.3.11 implique a) pour 
11 ::::: 2, alors que b) (resp. c)) clécoule cie la Proposition 3.3.13 (resp. Proposition 3.3.16). • 
Nous devons maintenant vérifier que ces suites directrices décrivent bien des suites épistur­
miennes qui sont équilibrées. Pour ce faire, certains résultats de (Hubert, 2000) concernant les 
suites équilibrées sont nécessaires. 
3.4 Quelques notions de suites équilibrées 
Définition 3.4.1 (Hubert, 2000) Soit s une suite sur un alphabet fini A. On dit que 8 estforte­
ment équilibrée si pour tout nombre entier 11, pour tout couple f et f cie F" (8) U Fn - I (8) et 
pour toute lettre a cie l'alphabet A, on a 
Iifia - Il'Ial ~ 1. 
Lemme 3.4.2 Toute suilefortement équilibrée est aussi équilibrée. 
Preuve Il suffit de remarquer que F,,(s) C (Fn,(s) U Fn - 1(8)). • 
Exemple 3.4.3 La suite 8 = 1211212112112121121··· est équilibrée, mais n'est pas forte­
ment équilibrée. En effet, pour les facteurs f = 11211, f = 2121 E F5(s) U F4(8), on trouve 
que 
Ilfh -11'111 = 14 - 21 = 2> 1. 
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Proposition 3.4.4 ((Hubert, 2000), Proposition 2.2) Soient A un alphabet fini, v une suite 
sturmienne sur l'alphabet {a,b} et {A 1 ,A2 } une partition de A. Soit la suite u. obtenue en 
remplaçant les a du mot v par les lettres successives d'une suitefortemelU équilibrée z E Ar et 
les lettres b du mot v par les lettres successives d'une suite forrement équilibrée z' E A~. Alors 
u est une suite équilibrée sur /'alphaber A. 
Les Exemples 3.4.9 et 3.4.10 illustrent la Proposition 3.4.4. 
Définition 3.4.5 (Hubert, 2000) Soit m une suite sur un alphabet fini A. On dit que m est 
une suite à lacunes constantes si, pour toute lettre 0: E A, [es lacunes entre deux apparitions 
consécutives de 0. ont une longueur constante. 
Exemple 3.4.6 La suite (23242:325)'" est à lacunes constantes. En effet, la lacune entre deux 
occurrences de 2 est 2, celle entre deux occurrences de 3 est 4 et celle entre deux occurrences 
de 4 ou de 5 est 8. 
Proposition 3.4.7 ((Hubert, 2000), Proposition 3./) Soit z une suite sur un alphabet fini A. 
Alors z estfortement équilibrée si et seulement si z est à lacunes constantes. En particulier, une 
suite fortement équilibrée est périodique. 
Exemple 3.4.8 Comme la suite (23242325)W de l'Exemple 3.4.6 est à lacune constante, elle 
est aussi fortement équilibrée. 
Exemple 3.4.9 Soit A = {1,2,3,4} et {A1 ,A2} une partition deA: Al = {1,2} etA2 
{3, 4}. Soit la suite sturmienne s = abaababaabaababaaba· .. et soient les suites fortement 
équilibrée (12)W et (34)w. En remplaçant dans s les a par les lettres de la suite (12)W et les bpar 
les lettres de la suite (34)W, par la Proposition 3.4.4, on obtient la suite équilibrée 
1321423124123141231··· 
Exemple 3.4.10 Considérons la suite sturmienne périodique (anb)w. En utilisant la Proposition 
3.4.4, on sait que si l'on remplace la suite aaa··· par 1"', une suite fortement équilibrée, et si 
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l'on remplace la suite bbb· .. par (23242325)W, aussi fortement équilibrée, alors on obtient la 
suite 
(1"21 n 31"21"41 n 21"31"21 n 5)'" 
qui est une suite équilibrée sur J'alphabet {l, 2, 3, 4, 5}. 
Proposition 3.4.11 Les suites de lafarme Pal(12:3··· kW) sont à lacunes canslalltes. 
Preuve D'abord, par le Lemme 3.2.19, on sait que 
Pal(123··· kW) = (Pal(123··· (k - 1))/;;)"'. 
Procédons par récunence pour montrer gue (Pal(l23··· (k - 1))k)W est à lacune constante. 
Pour k = 4, on Cl (Pal(123)4)W = (121:31214)W qui est bien à lacune constante. Supposons 
donc que cette suite soit à lacune constante pour tout n :::; k. Pour (k + 1), on a 
(Pal(12··· k)(k + 1))'" = (Pal(12··· (k - 1))kPal(12·· . (k - 1))(k + l)t . 
Par l'hypothèse de récurrence. on sait que les lacunes sont constantes pour les lettres:::; (k - 1) 
et comme k et (k + 1) n'apparaissent qu'une seule fois chacune dans la période, on conclut. _ 
3.5 RetoUl' à la caractérisation 
Proposition 3.5.1 Les suites directrices données au Théorème 3.3.17 sont les suites directrices 
de suites épisturmiennes standards qui sont équilibrées. 
Preuve Considérons chacun des 3 types de sui tes directrices du Théorème 3.3.17. 
i) En construisant la suite épisturmienne standard conespondante à la suite directrice i) du 
Théorème 3.3.17, on obtient une suite qui s'écrit comme 
Considérons maintenant la suite obtenue en faisant la projection III par rapport à la lettre 1. 
On obtient alors la suite stunnienne III (8) = (I n x)w. En remplaçant la lettre x par la suite 
fortement équilibrée Pal(23 ... kW) = (2321232 .. ·232.6:.)'" (voir Proposition 3.4.11), par la 
Proposition 3.4.4, on conclut que la suite s est équilibrée. 
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ii)	 La suite définie par .6.(05) = 12· .. (k - l)lk·· . (k + f! - l)(k + [)W est donnée par 
2 2 2 2 2 2 2 2 2 2 205 = ( U liu (k + nu lm ... U hL (k + e- l)u lm ... u (k + l)u h (k + e) )W , 
où u = Pal(12··· (k - 1)). Comme u = Fric-l, s s'écrit comme (Frk_IFrk_IA)W, où A est
 
périodiquement remplacé par les lettres de la suite
 
(Pal(k(k + 1) ... (k + e- 1))(k + €))w. 
Considérons maintenant la suite stUlmienne (a2(2 h - l - J) b)W, qui consiste en la suite épistur­
mienne 05 pour laquelle on a remplacé les lettres 1 à k - 1 par a et les lettres k à k + f! par 
1b. En effet, par le Lemme 3.2.14, on sait que Ig(Frk-l) = 2k - - 1. Remplaçons les b par
 
la suite périodique à lacune constante (voir Proposition 3.4.11), donc fortement équilibrée,
 
Pal(k(k + 1) ... (k + € - l)(k + f!)W). La suite ainsi obtenue est équilibrée (voir Proposition
 
3.4.4). Ainsi, s est équilibrée par rapport aux lettres k à li; + é. Afin de montrer que 05 est équi­

librée, il suffit de montrer que s est équilibrée par rapport à la lettre ct, pour 1 s:: ct s:: (k -1).
 
Considérons s' = (Frk-l Frk-l b)W = Frk_1 (Frk_lbFrk_dw, avec b ~ {l, 2, ... ,k - 1} fixé.
 
On a alors que s'est de la forme Frk_1 Frl:'. On sait que la suite Frl:' est une suite périodique
 
équilibrée. De plus, comme Fr'k = (Frk-l kFrk_I)W = Frk_l kFrk-J Frk', Je préfixe Frk-J de
 
s' ne peut faire en sorte que s' ne soit pas équilibrée, sinon il en serait de même pour Frf.
 
Ainsi, puisque s'est équilibrée, 05 est équilibrée par rapport aux lettres 1,2, .... (k - 1) et on
 
conclut que s est une suite épisturmienne équilibrée.
 
iii) Les suites déclites par les suites directrices données en	 c) sont de la forme FrA: et sont 
connues pour être équilibrées. 
• 
Théorème 3.5.2 Une suite épisturmienne standard s sur un alphabet à trois lettres et plus est
 
équilibrée si et seulement si sa suite directrice (à permutation de lettres près) est dans l'une ou
 
l'autre des trois familles de suites suivantes:
 
i) .6.(s) = ln (fi i) (kt = ln23··· (k - l)(kt, avec n ~ l;
 
2=2 
k-]) (icH-l)
ii)	 .6.(05)= (t]i 1 gi (l;; + f)W = 12 .. ·(k-1)lk· .. (l;;+f-l)(k+f!t,aved2 1; 
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iii) 2:.(3) = (fI i) (l)W = 123··· k(l)W, 
2=1 
avec k :2: 3. 
Preuve Découle du Théorème 3.3.17 et de la Proposition 3.5.1. • 
Rappelons le résultat suivant. 
Théorème 3.5.3 ((Droubay, Justin et Pilillo, 2001), Théorème 3) Une suite épisturmienne 
standard 3 est ultimement périodique si et seulement si sa suite directrice 2:.(3) est de laforme 
waw , w E A*, CI' E A. 
Corollaire 3.5.4 Une suite épisturmienne standard ne peut pas être à la fois périodique et A-
stricte. 
Preuve Découle du Théorème 3.5.3 et de la définition d'une suite A-stricte. • 
Corollaire 3.5.5 Toute suite épisturmienne standard équilibrée sur un alphabet à trois lettres 
ou plus est ultimement périodique. 
Preuve Découle directement du Théorème 3.5.2 et du Théorème 3.5.3. • 
Corollaire 3.5.6 Aucune suite de ArnOLCi:-RauZY (suites épisturmiennes A-strictes) n'est équi­
librée. 
Preuve Découle des Théorèmes 3.5.2 et 3.5.3 et du Corollaire 3.5.4 : une suite épisturmienne 
A-stricte ne peut être ultimement périodique. • 
Remarque 3.5.7 Une suite 3 E A W est c-équilibrée si pour tous facteurs u, v de 3 de même 
longueur, 
Ilula -Ivlal ~ c 
pour tout a E A. Dans (Cassaigne, Ferenczi et Zamboni, 2000), les auteurs ont prouvé qu'il est 
possible de construire une suite d' Arnoux-Rauzy qui n'est pas c-équilibrée pour tout cE N. 
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Corollaire 3.5.8 Toute suire épisturmienne standard équilibrée s sur lin alphabet à 3 lettres et 
plus appartient à l'une ou l'autre des familles suivantes, à permutation de lertres près: 
i) s = (p(k - l)pk)W, avec p = Pal(l n2··· (k - 2)) ; 
ii) s = ((Frk_l)2t)w, où t est successivement remplacé par les lettres de la suite 
[Pal(k(k + 1)··· (k + f - l))(k + t)]"'; 
Preuve On obtient ce résultat directement en calculant Pal(6(s)) en prenant les suites direc­
trices du Théorème 3.5.2. _ 
3.6 Retour à la conjecture de Fraenkel 
Proposition 3.6.1 Toute suite épisturmienne standard équilihrée s sur un alphahet à 3 lettres 
et plus et ayant des fréquences de lettres différentes pour roures les lettres peut être écrite, à 
permutation de lerrres près, sous la forme 
s = [Pal(12:3· .. k)]W . 
Preuve Dans le Corollaire 3.5.8 i), les lettres k et (k - 1) apparaissent une fois par période. 
Ainsi, les fréquences de k et (k -1) dans s sonlles mêmes. Dans ii), on as = (Frk_lFrk_lt)W, 
avec t périod iquement remplacée par [Pal (k (k +1) ... (k + e- 1)) (k +f)]w. Comme les Jettres 
(k + f) et (k +.e - 1) n'apparaissent qu'une seule fois chacune dans Pal(k(k + 1)··· (k + 
.e - 1)) (k + f), la fréquence de ces deux lettres est la même dans une période. Dans iii), la 
période de s est Ig(Pal(123 ... k)) = 2k - 1 (voir Lemme 3.2.14) et la fréquence de la lettre 
i est 2k - i /(2 k - 1) (voir Lemme 3.2.15). Ainsi, les fréquences de deux lettres différentes sont 
différenles. _ 
Comme pour toute suite épisturmienne t, il existe une suite épisturmienne standard s ayant le 
même langage, le résultat de la Proposition 3.6.1 peut se généraliser à n'importe quelle suite 
épisturmienne équilibrée. On obtient alors le résultat général suivant, qui est une preuve de la 
conjecture de Fraenkel réduite à la classe des suites épisturmiennes. 
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Théorème 3.6.2 Soit s une suite épisturmienne équilibrée sur un alphabel fini A = {l, 2, ... , k}, 
avec k ;::: 3 et h( s) -f. fj (s) pour tout i -f. j : toutes les lettres ont des fréquences différentes. 
Alors, à permutation de lettres près et cl déca/aRe près, s = [Pal(12:1 ... k) t. 
Exemple 3.6.3 Pour respectivement k = :3,4,5, on obtient 
s (12B121)w: 
t (121312141213121)W, 
u (1213121412131215121312141213121)w. 
De plus, les suites 
Si 3121(1213121)W, 
t ' 213121(121312141213121)W, 
1/ 121412131215121312141213121(1213121412131215121312141213121)W 
sont aussi des suites épisturmiennes (non standards) équilibrées avec des fréquences de lettres 
différentes. 
La conjecture de Fraenkel considère les suites bi-infinies. Étant donné que les suites satisfaisant 
la conjecture de Fraenkel sont toutes pél10diques, il suffit de considérer les suites infinies et non 
pas bi-infinies. 
Dans ce chapitre, nouS avons réussi à caractériser les suites épisturmiennes équilibrées. 11 serait 
intéressant de généraliser ce résultat en considérant la notion générale d'équilibre énoncée à la 
Remarque 3.5.7. Par ailleurs, remarquons que notre résultat fournit un nouvel angle d'attaque 
pour la conjecture de Fraenkel: il suffit de prouver que toute suite satisfaisant à la conjecture 
de Fraenkel est une suite épisturmienne. 
Chapitre IV 
SUPERPOSITION DE 2 MOTS DE CHRISTOFFEL 
Rappelons que la conjecture de Fraenkel a d'abord été étudiée du point de vue de la théorie des 
nombres, en termes des suites de Beatty. Un cas particulier de la conjecture est de savoir sous 
quelles conditions deux suites de Beatty sont disjointes. Dans les années 1980-1990. les suites 
de Beatty ont fait [' objet d'une dizaine d'articles de Morikawa, entre autres (Morikawa, 1985a). 
Dans ce dernier article, [' auteur prou ve le théorème suivant, qui fournit une condition nécessaire 
et suffisante pour que deux suites de Beatty soient disjointes. 
Théorème. (Morikawa, 1985a) Soient P1,P2,Q1,q2 des enliers el posons P = pgcd(Pl,P2), 
q = pgcd( qt, Q2), Ut = qtfq, U2 = q2/q. Il exiSle ,6] et [32 tels que les suites de Beatty 
51 = {lP]n/q] + ,6]J : nEZ} eT 52 = {lP2n/Q2 + 62J : nEZ} sont diJjointes si et 
seulement s'il exisle des entiers positifl' x et y tels que 
Exemple 4.0.4 Soient Pl = Pz = 10, q1 = ,) et q2 = 4. Alors p = 10, Q = 1, U1 = 3, U2 = 4. 
Il existe .81 et ,62 tels que 51 = {llOn/3 +,Bd : nEZ} et 82 = {llOn/4 + .62J : nEZ} 
sont disjointes si et seulement s'ils existent x, y >°tels que 3x + 4y = 10.11 suffit de prendre 
x = 2 et y = 1 et on a l'égalité. En effet, avec ,61 = 0 et ,62 = 3, on a les suites de Beatty 
disjointes 51 = {1, 4, 7} + 10Z et 52 = {O, 3, 5, 8} + lOZ. 
20 ans plus tard, dans (Simpson, 2004), l'auteur donne une preuve différente de ce résultat 
et prouve de nouveaux résultats intermédiaires. Cet article s'avère contenir des propriétés in­
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téressantes concernant les mots de Christoffel. En effet, en traduisant les résultats de Simpson 
en terme de mots de Christoffel, certaines caractéristiques cie ces mots apparaissent naturel­
lement. Dans ce chapitre, nous introduisons d'aborcl quelques définitions et résultats prélimi­
naires. Après avoir traduit les principaux résultats de Simpson, nous allons plus loin en donnant 
le nombre de superpositions de deux mots de Christoffel superposables. Nous donnons aussi 
quelques détails passés sous silence dans certaines preuves de Simpson. Entre autres, la preuve 
du Théorème 4.5.1 présentée ici est la même que celle donnée dans (Simpson, 2004), mais pour 
laquelle plusieurs détails ont été précisés. Nous terminons le chapitre en parlant d'un problème 
relié au problème de la monnaie, dans lequel les mots de Christoffel apparaissent géométrique­
ment. 
La motivation principale de ce chapitre est de caractériser un cas particulier de la conjecture 
de Fraenkel. En effet, la conjecture en terme cie mots énonce que pour un alphabet à k lettres, 
k ~ 3, il existe une unique suite équilibrée et ayant des fréquences de lettres toutes différentes, 
à permutation cles lettres et à conjugaison près. Dans ce chapitre, nous montrons comment une 
suite satisfaisant les hypothèses de la conjecture de Fraenkel peut être obtenue par superposition 
de k puissances de mots de Christoffel. L'idée de ce chapitre est d'étudier un cas particulier: la 
superposition de deux mots (ou puissances) de mot de Christoffel. 
Définition 4.0.5 Un mot w E A * est circulairement équilibré si le mot w2 = 'Ww est équilibré. 
Exemple 4.0.6 Le mot u = 112121 est équilibré, mais n'est pas circulairement équilibré. En 
effet, 111,212 E F(vu), mais 1111111 - 12121J 1> 1. 
Exemple 4.0.7 On peut facilement vérifier que le mot 112112 est équilibré etdonc que v = 112 
est circulairement équilibré. 
Lemme 4.0.8 Si w E A * est circulairement équilibré, alors pour tout a E A, la projection 
rra (w) est aussi circulairement équilibrée. 
Preuve Comme west circulairement équilibré, pour tous facteurs lL, v de w2 tels que 19(lL) = 
19(v) et pour toute lettre a E A, on a IltLla - Ivla1 :s; 1. Par ailleurs, on a lITa ('IL) la = lulaet 
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IlIa(v)la = Iv la. Ainsi, pour tout facteur lIa(~l) et lIa(v) de même longueur de lIa(w2), on a 
1IlIa (Zl) la - IlIa(v) la 1 = Ilzlla - Ivl al 'S 1. Comme lIn (w) E {a,:c}', par complémentarité, on 
a aussi que 1 IlIa(zl) lx - IlIa(v)lxi 'S 1. Donc lIa(w) est circulairement équilibré. _ 
Définition 4.0.9 Soient u E W{a, x}W et v E W{b, x}w, deux mots bi-infinis. Soient A l'en­
semble des positions des a dans u. et B l'ensemble des positions des b dans v. On dit que u et 
v sont superposables si An B = 0. Autrement dit, les ensembles A et B forment une partition 
des entiers. 
Exemple 4.0.10 Soient u = W(aaxaxI)W et v = W(xxbxx:r)w. Alors A = {ü, 1, :3} + 6Z et 
B = {2} + 6Z. Donc u et v sont superposables. 
Définition 4.0.11 Soient u, v des mots finis. Soit A l'ensemble des positions des a dans u E 
{a, x}' et soit B l'ensemble des positions des b dans v E {b, x}'. Supposons que Ig(u) = net 
19(v) = m. On dit que u et v sont superposables si et seulement s'il existe k E Z tel que WZlW 
et (7k(w v"') «(7 est la fonction de décalage introduite dans la Section 0.3) soient superposables, 
c'est-à-d ire si 
(A + nZ) n (B - k + mZ) = 0. 
Si k = 0, on dit alors que les mots u et v se superposent exactemenr. 
Remarque 4.0.12 Dans la Définition 4.0.11, la condition k E Z peut être remplacée par k E 
[0, min{m, n} - 1]. En effet, on peut facilement vérifier que s'il existe un décalage k hors de 
cet intervalle permettant la superposition, alors il existe k' E [0, min{m, n} - 1] pour lequel il 
en est de même. 
Exemple 4.0.13 Soient les mots u = axxxa.x et v = xbx. Considérons wuw = W(axxxax)W 
et (7-1 (WVW) = W(xxb)w. Les positions des a dans wuw sont données par l'ensemble {O, 4} +GZ 
et les positions des b dans (7-1 (WvùJ) sont données par l'ensemble {2} + 32 = {2, 5} + 62. 
Comme ces deux ensembles sont disjoints, u et v sont superposables et le décalage nécessaire 
est k = -1. 
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Exemple 4.0.14 Soient les mots u = axax et v = bxb. Ces deux mots ne sont pas superpo­
sables. En effet. les positions des a dans w1tw sont données par l'ensemble A = {O,2} + 4Z 
et les positions des b dans wvw sont données par l'ensemble B = {O,2} + 3Z. Comme A = 
{O,2} +4Z = {O,2,4,6,8, lü} + 12Z etque B = {0,2} +3Z = {0,2,3,5,6,8, 9, Il} + 12Z, 
on conclut par inspection qu'il n'existe aucun k tel que An (B - k) = 0. Donc u et v ne sont 
pas superposables. 
Lemme 4.0.15 Soient 1t, 'U, A et B tels que décrits dans la Définition 4.0./ /. Les mots u E 
{a, :.1: }" et v E {b,:.I:}" sont superposables et sont tels que 
(A + nZ) n (B - k + m,Z) = ((; 
si et seulement si u et "l (v) se superposent exactement. 
Preuve Rappelons que A est l'ensemble des positions des a dans u et que B est l'ensemble 
des positions des b dans v. Par définition, les mots lt et v sont superposables si et seulement s'il 
existe k E Z tel que (A +nZ) n (B - k +mZ) = 0. Cette condition est satisfaite si et seulement 
si les positions des a dans wuw et des b dans ak ( WvW) forment des ensembles disjoints. Il suffit 
donc de montrer que les positions des b dans wbk(v))w sont les mêmes que dans ak(WvW). 
Ces deux mots ont la période m et donc, les positions des b seront les même si et seulement si 
w(-'l(v))W = ak(WVW) {==} "l(v) = ak( WVW)[O, m - 1]. Par la définition du conjugueur Î', 
cette dernière condition est satisfaite. • 
Corollaire 4.0.16 Un mot fini W E {I, 2, ... , k}/t circulairement équilibré et ayant des fré­
quences de lettres toutes différenles peut être obtenu par la supe/position de k mols circulai­
rement équilibrés Wl E {1, x}n, W2 E {2, x}l!, ... , Wh: E {k, x}n tels que IWili =/= IWj Ij pour 
tout i =/= j. 
Preuve Découle directement du Lemme 4.0.8. Il suffit d'appliquer la projection IIa(w) pour 
toute lettre a E A. 
Le Corollaire 4.0.16 motive l'étude de ce chapitre: tout mot satisfaisant aux conditions de la 
conjecture de Fraenkel peut être obtenu par la superposition de mots circulairement équilibrés, 
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autrement dit, par la superposition de conjugués de puissances de mots de Christoffel. Un mot 
satisfaisant aux conditions de la conjecture de Fraenkel pour un alphabet à k lettres est donc 
obtenu par la superposition de k mots circulairement équilibrés. 
Exemple 4.0.17 a) Le mot 121.3121 satisfait les conditions du Corollaire 4.0.16. Il peut être 
obtenu en superposant le mots circulairement équilibrés 1x1xhl, x2;cxx2x et xxx3xxx. 
b)	 Le mot :312112131214121 est le résultat de la superposition des mots 3xxxxxx3xxxxxxx, 
x1x11x1x lx lx lx l, xx2xx2xxx2xxx2x et xxxxxxxxxxx4xxx, qui sont tous circulai­
rement équilibrés et qui ont respectivement les fréquences de lellres 2/15, B/15, 4/15 et 
1/15. 
Dans ce chapitre, nous nous intéressons d'abord à la superposition de deux mots circulairement 
équilibrés. Nous ne considérons que des mots primitifs et nous donnons une condition néces­
uJ uJsaire et suffisante pour que deux mots primitifs 'U, v soient tels que 1l et v se superposent. De 
plus, puisqu'un mot de Christoffel est un mot circulairement équilibré, primitif et minimal selon 
l'ordre lexicographique dans sa classe de conjugaison, si u est primitif et circulairement équili­
bré, il existe un conjugué cie u qui soit un mot de Christoffel. Ainsi, nous considérons les mots 
de Christoffel conespondant Wl et W2 et nous donnons un critère pour que w'! et w'2 se super­
posent, à conjugaison près de W2. Pour ce faire, nous utilisons les résultats de (Simpson, 2004) 
qui sont une extension du travail de (Morikawa, 1985a). 
4.1 Quelques résultats de base 
Le Lemme 4.1.1 est une traduction du Théorème 3 de (Simpson, 2004) en terme cie mots cie 
Christoffel. Ce résultat apparaît aussi dans (Berthé, de Luca et Reutenauer, 2007) sous une 
forme équivalente, mais en utilisant la dualité des mots de Christoffel. 
Lemme 4.1.1 (Simpson, 2004; Berthé, de Luca et Reutenauer, 2007) Soit le mot de Christoffel 
C(n, a) E {a. < x}' et soit 0: tel que a'Q == -1 mod n. Alors les positiuns modulo n des a 
dans C(n, a) soM données par l'ensemble {O, Ct, 2a, ... ,(a - I)Ct}. 
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Preuve Posons i == jo: moc! net 0: + /3 = n. Comme 0: 1- n, alors son opposé inverse 0: est 
aussi tel que 0 1- n. Donc 0: est un générateur du groupe cyclique Z/nZ et alors 
Soit i E [0, n - 1]. Nous pouvons donc écrire i = jo:, avec jE [0, n - 1]. Ainsi, 
il3 == jo/3 == jo:(n - 0:) == -jeter == j mac! n. 
Par la Définition 2.2.3 d'un mot de Christoffel, C(n,er)[i] = a si et seulement si (i + 1)0 
moc! n > i/3 mod n. Mais cette condition est satisfaite si et seulement si iJ3 mod n E [0, ct ­
1]. Ainsi, iJ3 mocl n E [0, ct - 1] si et seulement si jE [0: ct - 1]. ce qui prouve le lemme. _ 
Corollaire 4.1.2 Soit C(nq, aq) = (C(n, o:))q avec n 1- 0:, satisfaisant aux mêmes hypothèses 
que dans le Lemme 4.1.1. Alors les positions modulo nq des a dans C(nq, erq) sont données 
par 
q-.1U{a, 0:, 20:, .. ,(ct - l)a} + in. 
i=O 
Preuve Découle directement du Lemme 4.1.1. 
-
4.2 Premiers résultats concernant la superposition de deux mots de Christoffel 
Théorème 4.2.1 (Th. du reste chinois de (Simpson, 2004» Soient C(n. 1) E {a < x}* et 
C(m, 1) E {b < x }*, deux mots de Christoffel. Alors C(n, 1) et C(m, 1) se superposent si et 
seulement si n J- m. 
Preuve Par la Définition 4.0.11, les mots C(n, 1) et C(m, 1) sont superposables si et seule­

ment si les mots (C(n,l))l7l = C(nm: m) et (C(m, 1))71 = C(nm: n) le sont. Les positions
 
des a dans C(nm, m) sont A = {a, n, 2n, . .. ,(m - 1) n} et celles des b dans C(nm, n) sont
 
B= {0,m,2m, ... ,(n-l)m}.
 
(==?) Supposons que n ...L m et que les mots C(nm, m) et C(nm, n) se superposent avec un
 
décalage k. Ainsi, les positions des b dans C(nm, n) suite au décalage k sont données par l'en­

semble B' = {-k, m - k, ... , (n - l)m - k}. Comme n ...L m, par le Théorème de Bezout,
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il existe 0 ::; é < n tel que ém - k == 0 mod n. Il y a donc conflit à la é-ième position de b,
 
puisqu'à cette position, il y a un a dans C(nm, m) : contradiction.
 
(Ç=) Supposons maintenant que pgcd(n, m) = d > 1. Écrivons n = dp et m = dq. Pour tout
 
o ::; i < m, in + 1 = idp + 1 -=j. 0 mod dq. Donc C(n, 1) et C(m, 1) sont superposables et
 
un des décalages possibles est k = 1.
 • 
Lemme 4.2.2 Soit C(n, a) E {a < x}*. Pour foufe position i d'un a dans C(n, a), il exiSte 
j E N tel que 
ia < jn::; (i + l)a. 
Preuve Par le Lemme 2.2.8, on sait que C(n, a) = C(n, n - a) E {x < a}'. En utilisant 
la généralisation de la Définition 2.2.3 aux puissances de mots de Christoffel en remplaçant 
respectivement a, x, a et i3 par :r, a, n - a et a, on trouve que C(n, Ct) li] = a si et seulement si 
(i + l)Ct mod n ::; ia mod n. Donc i est la position d'une lettre a si et seulement si (i + l)a 
mod n ::; io: mod n. Mais (i + l)a rnod n ::; ia mod n si et seulement s'il existe un 
multiple de n entre ia et Ci + 1)0: inclusivement. On conclut en remarquant que cette condition 
est satisfaite si et seulement si ia < jn ::; (i + l)Ct. • 
Lemme 4.2.3 Soient C(n,a) E {a < x}' et C(n,/3) E {b < x}', desmofs ou des puissances 
de mots de Christoffel de même longueur. Si al$, alors l'ensemhle des positions des a dans 
C(n, Ct) est un sous-ensemble de l'ensemble des positions des b dans C(n, /3). 
Preuve Raisonnons sur les mots miroirs. Comme Ctl$, on écrit i3 = qa, q E N. Soit i la 
position d'un a dans C(n, a). Alors par le Lemme 4.2.2, il existe j E N tel que ia < jn ::; 
(i + l)a. En multipliant chacun des membres de l'inéquation par Q = qa = q E N, on trouve 
a Q; 
i(qa) < (jq)n ::; (i + l)(qa) 
i/] < (jq)n ::; (i + 1)$, 
avec jq E N. Donc i est aussi la position d'un b dans C(n, $). • 
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Théorème 4.2.4 (Th. 2 de (Simpson, 2004» Soient deux mots de Christoffel C(n, Cr) E {a < 
x}*, C(m,;3) E {b < x}* et posons p = pgcd(m,n). Alors C(n, Cr) et '/"C(nl-,;3) sont 
superposables exactement si et seulement si C(p, Cr) et 'lC(p, ;3) le sont aussi. 
Preuve (Ç=) Soit A (resp. A'), l'ensemble des positions des a dans C(p, Cr) (resp. dans 
C(n, Cr) et B (resp. B'), l'ensemble des positions des b dans "/'C(p, (3) (resp. dans Î,kC( m, ;3». 
Supposons que C(p, Cr) et C(p,;3) sont superposables avec un décalage k. On a donc que 
A + pZ n B - k + pZ = 0. 
Comme pgcd(m, n) = p, posons n = pi. Alors C(n, a) = C(pi, 0:). D'autre part, on a 
(C(p,Cr))i = C(pi,o:i). Comme C(pi,Cr) et C(pi,o:i) ont la même longueur et que CriCri, 
le Lemme 4.2.3 s'applique et on conclut que l'ensemble des positions des a dans C(pi, a) est 
inclus dans l'ensemble des positions des a clans C(pi,ai) = (C(p.a))i. Cela implique que 
l'ensemble des positions des a dans WC(pi,Cr)W est inclus dans l'ensemble c1es positions des 
a dans ""( C(p, Cr))w. Autrement dit, A' + nZ ç A + pZ. De façon semblable, on montre que 
B'+mZ ç B+pZ, Comme A+pZnB-k+pZ = 0, il en découle que AI+pZnB'-k+pZ = 0, 
donc que C(n, a) et !,'C(m, /3) sont superposables. 
(====}) (Par l'absurde) Supposons que C(n,o:) et '/'C(m,;3) sont superposables. Comme p = 
pgcd(m, n), posons n = pi et m = pj, avec i 1.. j. Comme Cr 1.. n (resp. /3 1.. m), on a Cr 1.. i 
(resp. ;3 1.. j). Supposons que C(p, 0:) et '-'/C(p, ,8) ne se superposent pas. Il existe donc T, € 
tels que la r-ième occurrence cie a dans C(p, Cr) apparaisse à la même position que la f-ième 
occurrence de bdans "lC(p, ;3). En terme de suites de Beatty (voir Chapitre III), cela se traduit 
par 
Cela implique que pour sEN, 
l~(f + 8;3)J - k. (4.1) 
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Il reste à montrer qu'il existe un s' tel que 
il(T + s'o:) et j 1 (l' + Si (3) . (4.2) 
En effet, on aurait alors que les positions données en (4.1) du membre de gauche et du membre 
de droite sont respectivement des positions des mots C(pi,o:) = C(n, a) et ).kC(pj, ,3) = 
'lC(m, ,3). D'où une contradiction, comme nous avions supposé C(n, a) et ),kC(m, ,3) super­
posables. 
Comme i ..1 j, G = 7l1i71 x 7lfj71 est un groupe cyclique. Ce groupe est engendré par (0:,{3). 
En effet, si s(a,/3) = 0 dans C, alors sa == 0 mac! i et s{3 == 0 moc! j, et donc ils et jls, et 
donc, ijls. Donc l'ordre de (a,{3) estij. Ainsi, V(nl,n2) E G,::lt tel que (nl,n2) = t(o:,{3). 
Autrement dit, pour tout nI, n2 E 7l, ::lt E 7l tel que ni == ta moc! i et n2 == t{3 mac! j. En 
prenant n] = T, n2 = P. et t = -s', on conclut. 
-
Corollaire 4.2.5 Si les mots de Christoffel C(n, a) et C (l'n, ,3) se superposent, alors m l- net 
a + (3 ::; p, où p = pgcd(m, n). 
Preuve Posons p = pgcd(rn. n). Par le Théorème 4.2.4. on sait que C(n, a) et C(m, ,3) sont 
superposables si et seulement si C (p, a) et C (p, (3) le sont. Cela implique que si C(n, a) et 
C(m, (3) sont superposables, alors a + ,3 ::; p. Et comme a, ,3 > 0, on a 1 < 0: + (3 ::; p, et 
donc, m l- n. ­
4.3 Superposition de mots de Christoffel de même longueur 
À partir de maintenant, nous ne considérons que des mot, de Christoffel de même longueur, 
puisque le Théorème 4.2.4 nous permet ensuite de généraliser nos résultats. Soient C(n, a) et 
C(n,,6). Alors on étudie deux cas. 
4.3.1 Cas particulier: si 0'1,3 
Dans cette section, nous étudions la superposition des mots de même longueur avec 0:1,3. Nous 
montrons une propriété nécessaire et suffisante pour que de tels mots de Christoffel soient su­
perposables (Théorème 4.3.4). Ensuite, nous donnons un critère que doit satisfaire le décalage 
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pour permettre la superposition (Corollaire 4.3.3), puis nous explicitons un décalage qui sera 
toujours valide (Corollaire 4.3.5). Pour telminer la section, nous montrons de quelle façon un 
mot de Christoffel peut être vu comme la superposition de plusieurs mots de Christoffel (Théo­
rème 4.3.6). Ces propriétés nous seront utiles pour prouver le résultat principal de la prochaine 
section: un Clitère nécessaire et suffisant pour que deux mots de Christoffel quelconques de 
même longueur soient superposables. 
Lemme 4.3.1 Soit le mot de Christrd/el C(n, a) E {a < x}* Si a"Q == -1 rnod n, alors 
C(n, a) = 1,ÛC(n, a). 
Preuve Par le Lemme 4.1.1, on sait que les positions modulo n des a dans C(n, a) sont 
données par l'ensemble 
A = {O,"Q, 2"Q, ... ,(a - l)ëi) 
D'autre part, les positions modulo n des a dans le mot miroir C(n, a) sont données par 
,4' = {n - 1, n - 1 - a, n - 1 - 20, ... , n - 1 - (a - 1)a} 
= {- 1, -1 - a, -1 - 2a, .. . , -1 - (a - 1)a} . 
Finalement, en prenant le conjugué 1,7'iC(n, a), on trouve que les positions des a sont données 
par 
')'Œ,4' = {-1 - a, -1 - a - a, -1 - 20' - a, , -1 - (Ct - 1)"Q -"Q} 
= {-1 - a, -1 - 2"Q, -1 - :10', , -1 - aa} 
= {(a-l)a,(a-2)"Q, ... ,,"Q,O} =A. 
• 
Définition 4.3.2 Soient 1 = [a, b] et l' = [e, dl. deux intervalles d'entiers. On dit que 1 est à 
gauche de l' si a < e. 
Lemme 4.3.3 Soient C (n, Ct) E {a < x} * et C (n./3) E {b < x y, deux mots de Christoffel 
de même longueur avec {3 = qo: et q E N. Soit eE [0, n - 1]. Les conditions suivantes sont 
équivalentes. 
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i) C(n, a) et "jiBC(n,;3) se superposent exactement. 
ii) e~ [-(a - l)q,,3[ mod n. 
iii) C(n, a) et "j/3(l+t)C(n, ,3) se superposent exactement. 
Preuve Montrons d'abord que les différences entre les positions des a du mot C(n, a) et 
celles des b dans C(n,,3) forment un intervalle entier de cardinalité (2a - 1)q. Les positions des 
a dans C(n, a) sont {O, a, ... , (a-1)et} et celles des b dans C(n, 10') sont {O, $, ... , (;3 -1)$}, 
où ao == -1 mod n etS8 == -1 moc! n. On a iCi == iq$ mod n. En effet, comme qa = ,3. 
en multipliant de chaque côté par Ci$, on obtient a = q$. Donc les dit1ërences entre les positions 
des lettres forment l'ensemble 
(4.3) 
Regardons les nombres j - iq. Pour i = 0, cela correspond à l'intervalle [0, ;3[, pour i = 
1, à l'intervalle [-q.8 - q[, et de manière générale, cela correspond à l'intervalle [-iq. ,3 ­
iq[, Comme q > 0, on remarque que les intervalles se déplacent vers la gauche: l'intervalle 
[-iq,;3 - iq[ est à gauche de l'intervalle [-(i -1)q,,3 - (i -1)q[. 
On a ;3 = q('{ ===? ;3 2 q ===} ,3 - iq 2 q - iq = -(i - l)q. Donc l'union de 
deux intervalles consécutifs est aussi un intervalle et alors, l'union de ces a intervalles forme 
l'intervalle [-(Ci - l)q,,8[, qui a la cardinalité 
;3 - (-(a - l)q) = 13 + o:q - q = Ciq + Ciq - q = (2Ci - l)q. (4.4) 
C(n, Ci) et "jkC(n. ,13) se superposent exactement si et seulement si le décalage k ne fait pas par­
tie de l'ensemble E. c'est-à-dire si et seulement s'il existe f. ~ [-(a - l)q,.s[ tel que k = e$. 
Donc il existe e~ [- (a - l)q,;3[ si et seulement si C(n, Ci) et Î,epC( n, ,3) se superposent exac­
tement. D'où i) {=::::;> ii). Par ailleurs, par le Lemme 4.3.1, on sait que C(n,,3) = "jf3C(n,.8). 
En remplaçant C(n, (3) par cette valeur dans l13C(n, ,3), on obtient 
D'où i) Ç==} iii). • 
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Corollaire 4.3.4 (Th.4etCor. 5de (Simpson, 2004» SoientC(n;a) E {a < x}*etC(n,I:J) 
E {b < x} * tels que ,6 = qa, q E N. Alors C(n, a) et C(n, (3) se superposent si et seulement si 
(2o--1)q<n. 
Preuve Par l'équation (4.4), on sait que Card(E) = (2a-l)q. D'autre part, les mots C(n, a) 
et C(n, .B) se superposent si et seulement s'i 1existe un décalage 0 ::; k < n tel que les positions 
des a occunences de a dans C(n, a) forment un ensemble disjoint de l'ensemble des positions 
des ,6 occurrences de b dans C(n,/3), Un tel décalage k existe si et seulement si l'ensemble E 
(de l'éguation (4.3» est de cardinalité au plus n - 1. D'où la condition nécessaire et suffisante 
(2a - l)q ::; n - 1 < n, • 
Du Lemme 4.3.3, il est aussi possible de déduire un décalage qui sera toujours valide pour deux 
mots de Christoffel superposables de même longueur, avec al/3. 
Corollaire 4.3.5 Soit C(n, a) et C(n, (3), deux molS de Christoffel superposahles lels que ,B = 
qa, q E N. Alors C(n; a) el Î,(l-l'lC(n; /3) se superposent exaCtement. où ar == 1 mod n. 
Preuve Par le Corollaire 4,3.3, il suffit de montrer qu'il existe f tJ­ [-(a ­ l)q;,6[ moc! n 
tel que 
,8(1 + f) == 1 ­ l' mod n. 
En multipliant de chaque côté par ,B, on obtient 
-1 - f == /3 - (31' mod n 
f. == ,67' - (3 - 1 mod n. 
Il suffit donc de montrer que modulo n, on a 
/3r - /3 - 1 tJ- [-(a - l)q,l3[ = [-,6 + q"B[ 
/31' 'f. [q + 1,2,6 + 1[. 
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Or, ,8r == q moc! n, car ,8 = qa et ar == 1 moc! n. Il suffit donc de montrer que 
q + n 2 2(3 + 1 <;=::} n 2 2aq + 1 - q = (20'. - l)q + 1. 
On conclut en utilisant le Corollaire 4.3.4. • 
Théorème 4.3.6 (Th. 6 de (Simpson, 2004» Soit le mot de Christoffel C(n, qa) E {a < x}'. 
Alors l'ensemble des positions des a dans C(n, qa) est la réunion des ensemQles 
{O, a, .... (a - l)a} + kqo:, 
pour a :::; k < q. De plus, le mot de Christoffel C(n, qa) est le résultat de la superposition 
exacte des q conjugués de C(n, a) suivants: 
C(n, a), -y-qexC(n, 0:), ... ,-y-(q-l)ljexC(n, a). 
Preuve Par le Lemme 4.1.1, l'ensemble des positions des a dans C(n, qo:) est 
q(\- J 
{a, qa, 2qo:, . .. , (qa - l)qo:} =	 U jqa . 
.1=0 
En séparant les positions selon leur résidu modulo q, on obtient 
Ijex-i q-l Q-1
U jqa UU(iq + k)qa. (4.5) 
j=o k=Oi=O 
Comme qaqa == -1 moc! n, on a qqo: == a moc! n. Ainsi, en remplaçant qqa par a dans 
['équation (4.5), on obtient 
qo:-1 q-1 ex-J 
U jqa UUia - kqa. (4.6) 
j=O k=Oi=O 
On peut alors réécrire le membre de droite de l'équation (4.6) comme 
q-lU{a, a, 2a, ... , (a - l)a} + kqa. 
k=O 
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De plus, les ensembles 
{a, a,,,. ,(0:' - l)ct}, 
{qO:',qO:' + ct, ... ,qo: + (0:' -1)a}, 
{(q - l)qO:', (q - l)qO:' + a, .. . , (q - l)qO:' + (0:' - l)a} 
correspondent respectivement aux positions des a dans les mots de Christoffel C(n, a), /,-q/)'C( n, a), 
". ,/,-(q-l)q/)'C(n, a). • 
4.3.2 Cas général 
Dans cette section, nous traitons le cas général de superposition de deux mots de Christoffel 
de même longueur. Pour ce faire, nous considérons les mots de Christoffel écrits sous la forme 
C(n, qa) et C(n, qf3), avec a 1- {3 et q E N. 
Notation 4.3.7 Pour 0 :S i < 0:', on note Yi l'intervalle entier 
Yi = [( -q + 1),8, q{3 - 1] + icr{3. 
Proposition 4.3.8 Les mots de Christoffel C (n, qO:') E {a < x} * et C(n, qfJ) E {b < x} * avec 
0'1- /3 se superposent si et seulement si l'union 
c<-1 
UV; (4.7) 
i=O 
n'est pas un système complet de résidus modulo n. 
Preuve Par le Théorème 4.3.6, en interchangeant q et a, on trouve que C(n, qO:') est la super­
position exacte des a- conjugués C(n,q),/,-q/)'C(n,q), ... ,/,-(a-l)qaC(n,q). On peut donc 
écrire que l'ensemble des positions des a dans C(n, qa-)est ur:01posab-iqC<C(n, q)), où POSa 
désigne les positions des lettres a. De plus, par le Lemme 4.3.3, en remplaçant 0:, q et {3 par 
respectivement q, {3 et q{3, on trouve. que C(n, q) el l/q[3C(n, q{3) se superposent exactement si 
et seulement s'il existe etj; [-(q - 1),8, ql1[ rnod n. De manière plus générale, Î,-iqC<C(n, q) 
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et ,../q,6C(n, q,O) se superposent exactement si et seulement si C(n, q) et ,../q(3+iqC'<C(n, q(3) se 
superposent exactement. Pour retrouver la forme du Lemme 4.3.3 iii), réécrivons eq/3 + iqo:. On 
a 
fqf3 - q(3q/3iqo: 
q(3( e+ q,Biq 0:) 
q/3(e - io:j3). 
On a maintenant la forme du Lemme 4.3.3 iii) et on peut dire que Î,fq·O+iqO<C(n, qf3) el C(n, q) 
se superposent exactement si et seulement s'il existe e - io:(3 ~ [-(q - 1);3, q{3[ mon n. Cela 
est équivalent à dire qu'il existe un f ~ [-(q - 1);3,q,B[ +ûi,B = Vi. Mais on doit avoir que 
0'-1 
etJ. 1"i pour tout 0 ::; i < ex. Ainsi, les mots C(n, qo:) et C(n, q(3) se superposent si U Vi n'est 
i=() 
pas un système complet de résidus modulo n. 
-
0"-1 
Corollaire 4.3.9 Il existe f. ~ U vi rnod n. un élémen; !lors de l'union des intervalles, si et 
i=O 
seulement si C(n, qo:) et --y(f+1)Qi3C(n, qiJ) se superposent exactement. 
Preuve On sait par la Proposition 4.3.8 que les mots cie Christoffel C(n, qo:) el C(n, q,O) se 
supelposent si et seulement si J'union des 1"i n'est pas un système complet de résidus modulo 
n. Dans la preuve, on montre qu'il doit exister un e ~ [-(q - 1);3, qj3[ +iCi,B pour 0 ::; i < 0: 
et qu'alors, tous les mots Î,-i·qo.C(n, q) se superposent exactement avec le mot Î,fq(!C(n, qj3). 
Comme C(n, qo:) est le résultat de la supelposition exacte des a conjugués de C(n, q) suivants 
on a que C(n,qa) et --yfq/3C(n,qj3) se superposent exactement si et seulemenl s'il existe f ~ 
[-(q-1).B,q,8[ +io:{3pourO::; i < Ct. ParleLemme4.3.I,on sait que C(n,qG) = ~fqf3C(n,q/3). 
Ainsi, on a que C(n, qo:) et Î· fqfJ Î,ql3C(n, q{3) = Î,(f+ l)q,BC(n, q/3) se superposent exactement. _ 
Lemme 4.3.10 Soient 0:,{3 E N - {O}. avec Ct 1.. ,0, Soit l'équation 
xo: + y{3 = n - 2a{3(q - 1), (4.8) 
avec q, a, /3 1.. n et q ;:: 1. 
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i) L'équation (4.8) a toujours une solU/ion x, y E Z.
 
ii) Elle a toujours une solution avec 1 :::; Y :::; Ci et cette solution est unique.
 
iii) Si l'équation (4.8) est satisfaite, alors Ci ..1 (Ci - y).
 
Preuve Comme Ci ..1 /3. en utilisant le théorème de Bezout, on trouve que l'équation (4.8) 
a toujours une solution ;1;, y E Z. Supposons maintenant qu'il existe deux solutions telles que 
1 :::; y, yi :::; Ci. On aurait alors XCi + y8 = XICi + yl,8, et donc, o:(x - Xl) = {3(yl - y). Mais 
Ci ..1 /3 implique que Cil(yl - y). Comme 1 :::; y, yi :::; a, cela est impossible. De plus, en utilisant 
l'équation (4.8), on trouve que 0: ..1 y. En effet, on peut réécrire l'équation (4.8) comme 
Ci(X + 2/3(q - 1)) = 17, - y/3 
et puisque Ci ..1 n, il en découle que Ci ..1 y. Finalement, Cl: ..1 (a - y). • 
Posons z = a-y. Soit i E [0,0:- 1], l'une des valeurs possibles de z, comme z = a - y et 
que 1 :::; Y :::; Ci. Puisque 0: ..1 z. il existe un unique r(i) E N tel que i = 1'(i)z mac! a. Pour 
Cl :::; T < ex, posons 
M(1') = r(x + (2q - 1)8) -l:'J {i. (4.9) 
Dans ce qui suit. nous utilisons les fonctions r(i) et lvf(1'(i)) pour obtenir un nouvel ordre pour 
les intervalles 1;;. 
Remarque 4.3.11 Soit a = bq +T, la division euclidienne de a par b, où r < b et a, b, q, TE N. 
Ona1' = a mac! betq = l~J. Ainsi, 
a = bq + T {::::::} a - bq - l' = a {::::::} a - b l~ J - (a mod b) = O. 
Lemme 4.3.12 (Lemme 7 de (Simpson, 2004)) Pour i E [0,0:- 1], 
AI (1'( i)) = -iCi/3 mod n. 
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Preuve Considérons a(A[(r(i)) + io:/3) , pour un i fixé. Dans ce qui suit, afin d'alléger la 
notation, nous écrirons l' pour désigner T(i). En utilisant l'équation (4.8) et la définition de 
l\1(7'), on obtient: 
a (M(r) + io:(3)	 a1' (x + (2q - 1)(3) - al: J /3 + o:io:/3 
l' (xa + 2o.(3(q - 1) + a(3) - a,Dl : J - i(3 
r( -y(3 + 0:(3) - a,Dl :'J - i.3 
(3 ((0: - Y)7' - a l: J - i) 
.3 (Z1' - 0: l: J - i) mod n. 
Il suffit cie remplacer a et b dans la remarque précédente par respectivement zr et 0', et de se 
rappeler que i = zr rnod 0:. On a alors que le terme entre parenthèse vaut 0, et donc que 
o:(M(1') + io:(3) == 0 mocl n. Comme Ct ..1 n, on a iVI(r) + io:(3 == 0 mocl n et on conclut. _ 
Les Lemmes 4.3.13, 4.3.14, 4.3.15, 4.3.16 et 4.3. 17 ne sont pas des résultats originaux, puis­
qu'ils apparaissent de façon sous-entendue dans la preuve du Théorème 8 dans (Simpson, 2004). 
Nous remercions d'ailleurs l'auteur pour les cOITespondances éclairantes que nous avons eues 
avec lui. 
Lemme 4.3.13 Soient 10 , Il, ... ,1,,_ 1. l' intervalles de même longueur et ri E N fixé, tels que 
i) m~\((Io) - min(Ir-d ?: n - 1 ?: 1; 
ii) pour () ::; j < l' - L si I j +1 est à gauche de Ii, alors I j +1 U 1) est lin intervalle. 
1'-1 
Alors UI j est un système complet de résidus modulo n. 
j=O 
Preuve Supposons que l'intervalle 1"-1 ne soit pas situé à gauche de 10 , Alors comme 
max(Io) - min(I,,-d ?: n - 1, cela implique que 10 U11'-1 est un intervalle et que 10 n 11'-1 = 
1'-1 
[min(Ir-d, max(Io)], Il en découle que Card(Io nlr-d ?: n et donc que UI j est un système 
j=O 
complet de résidus modulo n. Supposons maintenant que l'intervalle 1,._ 1 est situé à gauche de 
l'intervalle 10 . Par ii), il existe bien des intervalles consécutifs qui se déplacent vers la gauche, 
La condition ii) nous assure aussi que tous les entiers entre 1"-1 et 10 font partie de l'union 
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des j intervalles. Comme max(Io) - min(I"-l) ::::: n - 1, le nombre d'entiers compris entre le 
7'-1 
début de l'intervalle 1"-1 et la fin de l'intervaJJe la est au moins n. Dans tous les cas, UIi est 
j=o 
•bien un système complet de résidus modulo n. 
Lemme 4.3.14 Soient la: Il: ... ,11'-1 des intervalles finis dans Z et soit 1 le plus petit illter­
valle qui les contient tous. On suppose que 
1'-1 
i) 1 \ UI j n'est pas vide; 
)=0 
1'-1 7'-1 
ii) si x E UIi et y E 1 \ UI j , alors Iy - xl < n. 
j=() .i=O 
1'-1 
Alors UI j ne contient pas tous les entiers modulo n. 
j=O 
1'-1 "-1 
Preuve Il existe y E 1 \ UI j . Pour un tel y, il n'existe pas de x E UI j tel que y == x 
j=O )=0 
mac! n (ce qui démontre le lemme). En effet, on aurait y - x = kn, avec k E Z, Comme 
7'-1 ,'-.1. 
Y tJ. UI j et x E UI j , on a k 1- 0 (sinon x = y). Donc l!vl ::::: 1 ===} Iy - xl ::::: n, qui 
j=o j=O 
contredirait ii), • 
Lemme 4.3.15 Soir z = 0: - Y et 0 ~ l' < 0:, Alors lZ(T: 1) J-l:JE {a, l}. 
Preuve Posons zr = io: +t, avec iE Net 0 ~ t < 0:, Alors 
lz(r:l)J -l:'J = liO:+~+ZJ -lio::tJ 
i+ lt:zJ -i-l~J 
= lt:zJ -l±J, 
Comme 1 ~ Y ~ 0: et a~ t < 0:, on a 0 ~ t + z < 20: et donc, 
lt:ZJ l~J lt:zJ -a~l. 
• 
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Lemme 4.3.16 Soit M(1') tel que défini à l'équation (4.9). Alors
 
i) M(O) = 0;
 
ii) j\lf(a - 1) = n - J; - 2{3(q - 1) - i, où i = 0 si y i= CI' et i = ,13 sinon.
 
Preuve En utilisant la définition de M(1'), on obtient 
i) M(O) = O(:r + (2q - 1){3) - lz~o J.8 = O. 
ii) Si Y i= Ct, alors 
M(a - 1)	 = (a - 1)(x + (2q - 1){3) -l z(Cta- 1) J{3 (4.10) 
= ax + (2q - l)a,13 - x - (2q - 1),13 - z,13 +,f3 (4.11) 
= CtX - -;;/3 + (2q - l)o:{3 - ;c + {3 - (2q - 1)(3 
= ax + y{3 - a{3 + (2q - l)a{3 -:c + {3 - (2q - 1){3 
n - 2a,l3(q - 1) + 2(q - 1)Ct,13 - x + ,3 - (2q - 1){3 
= n-x+,B-(2q-l){3=n-x-2,3(q-l) (4.12) 
Si Y = a, alors 
M(a - 1) = n -:c - 2.B(q - 1) - (3. (4.13) 
On passe de l'équation (4.10) à l'équation (4.11) en utilisant le fait que 
comme °< z = a - y < a, puisque 1 :::; Y < a. Si y = a, alors z = 0 et on a plutôt que 
d'où l'équation (4.13). • 
Lemme 4.3.17 Soit 1'v1(1') tel que défini à l'équation (4.9). Alors 
i) M(1' + 1) - 1\tJ(1') = x + (2q - 1){3 -,B (l Z(,;-l) J - l*J) ; 
ii) si x::; 0, alors M(r- + 1) - M(r-) ::; (3(2q - 1). 
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Preuve On a M(1' + 1) -	 NI(1') 
0: (	 l'71' J ) ((1' + l)(x + (2q - 1),8) - -'" (1' + 1) J ) (J - 7"(.1: + (2q - 1),8) - ~fJl 
x + (2q -1)(3 - ,8 (l Z(1': 1) J-l:'J) , 
qui est ~ (3(2q - 1) si x ~ O. • 
Théorème 4.3.18 (Th. 8 de (Simpson, 2004)) Soient les mots de Christoffel C(n, qo:) et C(n, qj3) 
avec 0: 1- .8. Alors. C(n, qo:) et C( n, qf3) sont superposables si et seulement s'il existe x, y E 
N - {O} tels que 
xo: + y,ô n - 20:.,8(q -	 1) (4.14) 
Preuve Considérons les mots de Christoffel C(n, qo:) et C(n, q,8). Par le Lemme 4.3.lO, on 
sait qu'il existe x, y qui satisfont (4.14), avec 1 ~ Y ~ 0:. On veut montrer que C(n, qo.) et 
C(n, q(3) sont superposables si et seulement si :c > O. 
(==::::}) Supposons que x ~ O. Considérons l'union des intervalles donnée à l'équation (4.7) : 
Q-]
U{[( -q + 1),8, q/3 - 1] + 'ÏCi7,8} . 
i=O 
La Proposition 4.3.8 nous indique que C(n, qo:) et C(n, q.fJ) sont superposables si et seulement 
si cette union n'est pas un système complet de résidus modulo n. Par le Lemme 4.3.12, on sait 
que cet ensemble est égal modulo n à l'union 
0-1U{[( -q + 1),fJ, q,f3 - 1] -	 M(1')} . (4.l5) 
1'=0 
Posons 1,. = [( -q+ 1)(3, q,8-1j- M(1'), pour 0 ~ l' < 0:. Alors, max(Jo) =. q,8 -1- M(O) = 
q,8 - 1 et rnin(Ja-d = (-q + 1).8 - ]1,1(0:. - 1). Ainsi, on a 
rnax(Jo) - min(Ja-1)	 q,B - 1 - (( -q + 1),8 - M (ex - 1)) 
q,8 - 1 + q/3 - .8 + n - x - 2(3(q - 1) - i 
(3+n-x-l-i 
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où i E {O, ,1}. Comme x :::; 0, -x est non négatif. Donc, max(Io) - min (I,,- d 2: n - 1. 
De plus, pour tout 0 :::; r- < ex - l, Ir U Ir+l est un intervalle. En effet, supposons que I" U 1"+J 
n'est pas un intervalle. Cela signifierait que lv1(r- + 1) - M(r-) > Ig(I,.) + 1. Donc il suffit que 
j'v1(r + 1) - M(r) :::; Ig(Ir) + 1 pmu' que I" UI"+1 soit un intervalle. Par le Lemme4.3.17, on 
a M(r + 1) - M(r) :::; /3(2q - 1). 
Par ailleurs, tous les intervalles sont de longueur 
19(I,.) = q/3 - 1 - (-q + 1),6 = 2q/3 - /3 - 1 = /3(2q - 1) - 1. 
On a donc bien que M(r+ 1) - M(r) :::; 19(1r) + 1. En appliquant le Lemme 4.3.13, on conclut 
que si x :::; 0, les mots ne sont pas superposables. 
(~) Supposons maintenant que x> °et montrons qu'alors, les mots se superposent. Il suffil 
0-1 
donc de montrer que si x > 0, alors U{[-(q - 1),6,q6 - 1] - iV1(T)} ne contient pas tous 
r=O 
les entiers résidus modulo n. 
Rappelons que l,. = [-(q - 1)/3, q,6 -1] -lv1(r), pour 0:::; r < a. Puisque x> 0 et q 2: l, en 
utilisant les Lemmes 4.3.15 et 4.3.17, on a 
M(r + 1) - 1\;1(1') x + (2q -1),3 ­ ,B (l2(r: 1) J -l:'J) 
> x + (2q - 1),fJ - /3 
x + 2q,!3 - 2/3 
x + 2,6(q - 1) 2: x > O. 
Donc les intervalles l,. se décalent vers la gauche, pour 0 < r < a. Ils' ont tous la même 
cardinalité 
Card(I,.) = 19(I,.) + 1= f3(2q - 1) - 1 + 1 = ,t3(2q - 1). 
0<-\ 
Supposons que l = UIr ne soit pas un intervalle. Alors la condition i) du Lemme 4.3.14 est 
r=O 
satisfaite. Pour la condition ii). il suffit de prendre y = min(Io) - 1 (puisque max(I \ Ulj) :::; 
min(lo) -1) et x = min(I) et de vérifier que y - x < n. On a x = -(q - 1)/3 - M(ex -1) et 
y = -(q - 1)/3 - 1. 
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Donc 
y-x = (-(q -1)/3 -1)-(-(q -1)0 - (n - x - 20(q -1) - i)) = n-x-I-2,6(q-l)-i, 
avec i E {O, O}. Comme x > 0, ce nombre est bien < n. Par le Lemme 4.3.14, on conclut que 
la réunion de ces intervalles ne contient pas tous les entiers modulo n. • 
4.4 Nombre de superpositions de mots de Christoffel de même longueur 
Les résultats de cette section n'apparaissent pas dans (Simpson, 2004). Ils se déduisent de cet 
article, mais ils n'y sont pas mentionnés. 
Définition 4.4.1 Soient C(n, ex) et C(n, ,6), deux mots de Chlistoffel superposables. On définit 
le nombre de superpositions de ces deux mots comme 
Card ( {k E [0, n - 1] 1 C(n, ex) et 'lC(n, /3) sont exactement superposables} ) . 
Dans cette section, nous donnons le nombre exact de superpositions entre deux mots de Chris­
toffel cie même longueur. 
D'abord, quelques résultats sont préalables. 
Coronaire 4.4.2 (du Lemme 4.3.14 et de sa preuve) Si les deux conditions du Lemme 4.3.14 
sont satisfaites, alors 
7'-] 
i) les éléments de 1 \	 UI j sont tous distincts modulo n; 
j=O 
7'-] 
ii) si Card(I) 2: n, alors modulo n les éléments de 1\ UIj coiilciden! avec ceux de l'ensemble 
j=O 
7'-] 
des éléments qui ne sont pas, modulo n, dans UI j ;
 
j=O
 
)'-1 
iii) si Card(I) < n, alors modulo n les éléments de 1\ UI j coiilcident avec ceux de l'ensemble 
j=O 
)'-] 
des éléments qui ne son! pas, modulo n, dans UI j auxquels on ajou!e les éléments
 
j=O
 
{min(I) - (n -Card(I)), ... ,min(I) - 2,min(I) -1}, 
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qui sont au nombre de n - Card(I). 
Preuve 
"-) 
i) Si x,y E l \ U I j , alors lx - Yi < n. En effet, sans perte de généralité, supposons y> x. 
j=O 
r-l r-) 
Alors y :S max(I \ U I j ) et x > min(I), car ce dernier est dans U I j . Donc y - x < 
j=O j=O 
r-] 
max(I \	 U I j ) - min(I). Par Je Lemme 4.3. 14 ii), on a que
 
j=o
 
r-) 
Y - x < max(I \ UIi) - min(I) < n, 
j=o 
donc que Y - x < n - 1. 
r-l 
ii) l contient tous les éléments mod n. Par ii) du Lemme 4.3. 14, aucun élément de UI j n'est 
j=O 
congru à un élément de l \ 
"-]U I j . D'où l'assertion. 
j=O 
iii) Les éléments rajoutés ne sont congrus à aucun élément dans I. D'où l'assertion. _ 
Lemme 4.4.3 Soit le mot de Christoffel C(n. j) E {a < b}·. Alors 
C(n,j)[i] = 
ln- j J ln - j Jb si -n-(i + 1) - -n-i = 1. 
Preuve Découle du graphe de Cayley des mots de Christoffel. Faire la différence des parties 
entières correspond à vérifier si l'on a dépassé ou pas un multiple de n. Si la différence des 
parties entières est nulle, alors on n'a pas dépassé un multiple de n. 
-
Proposition 4.4.4 Soient C(n, qG) et C(n, q/J), deux mots de Christoffel superposables avec 
Y :S 0: et 0: .1 /J. Le nombre de superpositions est
 
i) xy, si x :S ,8,'
 
ii) xo: + y,8 - 0:/3, si :c > /3 ..
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oit x, y es! la solution de l'équation (4.14). 
Preuve Rappelons que selon le Théorème 4.3.18, si deux mots sont superposables, alors 
x > O. Notons l le plus petit intervalle qui contient l'union des intervalles donné à l'équation 
(4.15). Calculons d'abord Card(I). 
Card(I)	 rnax(I) - rnin(I) + 1 
max(Io) - min(Ia,-d + l 
(q{3 - 1) - ((-q + 1),0 - M(a -1)) + 1 
q{3 - 1 + q,o - {3 + (n - x - 2,0(q - 1) - i) + 1 
2q{3 - (3 + n - x - 2{3(q - 1) - i 
n - x + (3 - i, 
où i E {O,{3}, 
i) Supposons :1:: ::; ,0 et y =1= a. Alors Card(I) = n - x + ,0 2: n. Par le Corollaire 4.4.2 ii), 
/)'-1 
l'ensemble complémentaire mod n de U1j a la cardinaJité du nombre d'éléments situés 
j=() 
entre la et Il, Il et 12 , etc. Le nombre d'éléments situés entre Ir et 1"+1 est !l1(r + 1) ­
M(7') - (2q - 1),6, soit la distance entre le début des deux intervalles moins la cardinalité 
d'un intervalle. On a 
M(r + 1) - j1,.f(7') - (2q - 1),6 -- x-{3 (lZ(T:. l)J -l:'j).Co< (4.16)u  
li Ya un trou entre deux intervalles si l'équation (4.16) est> 0 et cette valeur correspond 
au nombre d'entiers contenus dans le trou. Comme:r :::; ,6, ce sera le cas pour tout 7' tel quelZ(7': 1) J-l:'j = O. En utilisant Je Lemme 4.4,3, avec j = y, i = Tet n = a, on trouve 
que ce sera le cas pour exactement y valeurs de T. Il Ya donc xy superpositions. 
lZ(T+1)J lZ1'jii) Supposons x> (3. Alors Card(I) = n-x+(3 < n. On a toujours que Cl: - ~ 
opour y valeurs de T. De plus, comme 0::; 7' < a, il ya (0: - 1) trous contenant chacun 
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entiers. Ainsi, 
pour 0: - 1 - Y = z - 1 valeurs. Donc x - {3 (l*:1)J - l~ J) = x - /3 pour (z - 1)
 
valeurs de r.
 
En utilisant le Corollaire 4.4.2 iii), on sait qu'il yan - Card(I) autres valeurs possibles. On
 
fait la somme et on obtient le nombre de superpositions:
 
xy + (x - ,8)(z - 1) + n - Card(I) xy + (x - ,8) (0: - Y - 1) + n - (n - x + ,8) 
= ;J;y + xo: - 0:,8 - xy + ,Gy - x + (J + n - n + x - (3 
xC\' + y{3 - 0:{3. 
iii) Supposons x :S (3 et y = 0:. Alors Card(I) = n - x < n. On est donc dans une situation 
semblable à ii). Par contre, une particularité apparaît: 
lz (T: 1) J - l:.J = 0 
entre tous les intervalles, puisque y = Ct et donc, z = Ct - Y = O. Comme il ya (y - 1) = 
(0: - 1) trous entre la et 10 - 1 , en utilisant le Corollaire 4.4.2 iii), on trouve que le nombre de
 
superpositions est donné par
 
x(y -1) +n - Card(I) = x(y -1) +n - (n - x) = xy. 
• 
Remarque 4.4.5 À pmtir du Lemme 4.3.10, on a supposé que x et y est la solution de l'équa­
tion (4.14) telle que y :S 0'. Dans la preuve de la Proposition 4.4.4, nous utilisons ces résultats. 
TI serait possible de tout rééclire ces résultats en considérant plutôt la solution telle gue x :S (3. 
Nous obtiendrions ainsi un résultat similaire à la Proposition 4.4.4, avec les conditions y :S 0: 
et y > 0:. 
Le Théorème 4.4.6 est une généralisation du Corollaire 4.3.5 pour n'importe quelles valeurs de 
q, Ct,{3. 
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Théorème 4.4.6 Soient C(n, qQ) et C(n, q{J). avec Q ..1 (J, deux mols de Christoffel qui se 
superposent. Alors C(n, qQ) et ryl-rC(n, q{J) se superposent exactement, où q7' == 1 mocl n. 
Preuve Par le Corollaire 4.3.9, on sait que C(n, qQ) et ry(e+I)qf3C(n, q8) se superposent si 
a-.1 
et seulement si :Je tJ- UV; rnod n. Il suffit donc de montrer quïl existe un f tJ- U7:cf Vi 
i=O 
mod n tel que (f + l)q,8 = 1 - 7'. Autrement dit, on veut montrer qu'il existe eà l'extérieur 
des interval1es tel que 
(f+l)qlJ 1-7' 
CqfJ 1 - 7' - q{J 
e -q/3(1 - 7' - q,8) = -qf3 + rq/3 - 1 = {J - 1 - q,3. 
Montrons que (J - 1 - q,6 n'est jamais dans l'union des Vi· 
Si Q = 1, alors l'union des V; est t'intervalle [-q/3 +,8, q{J -1]. Alors,8 - qO -1 est l'élément 
précédent l'intervalle et comme les mots se superposent, l'intervalle est de longueur < n, donc 
,8 - q{J - 1 mod n ne fait pas partie de l'intervalle. Si Q > 1, considérons les intervalles 10 et 
Il, Il Ya des éléments entre ces deux intervalles, car 
M(l) - M(O) - (2q - l)fJ = ;I: + (2q - 1),8 -l~J .f3 - 0 - (2q - 1),3 = x > 0, 
comme Z = Q - Y < Q. Nous allons montrer que l'élément fJ - 1 - q{J est entre ID et h : 
1max(Id, min(Io)[	 ]q,3 -1- (x + (2q -1).8), (-q + 1),8[ (4.17) 
]qB - 1 - x - 2q,f3 + .f3, -q,8 + ,3[ 
]{J - q,3 - 1 - x, -q;3 + ,8[. (4.18) 
Et donc, ,8 - qfJ - 1 est bien entre Jo et ft. Pour conclure, il suffit de montrer que cet élément 
n'apparaît pas clans un autre intervalle. Cela sera vrai si (f3 - q{J - 1) - min(Ia-l) < n. 
Vérifions: 
(fJ - qfJ - 1) - min(Ia-l) /3 - q,8 - 1 - (( -q + 1),8 - (n - x - 2,8(q - 1) - i)) 
n - 2fJ(q - 1) - x - l - i < n 
où i E {0,,8}. • 
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4.5 Généralisation des résultats à des mots de longueurs différentes 
Dans cette section, nous utilisons le Théorème 4.2.4 pour général iser les résultats des Sections 
4.3.2 et 4.4 pour deux mots de Christoffel quelconques. 
Théorème 4.5.1 (Morikawa, /985a; Simpson, 2(04) Soient les mots de Christoffel C(n, qo:) 
et C(m, qj3) avec 0: .1 13. Alors C(n, qo:) et C(m, qj3) sont superposables si et seulement .1' 'il 
existe x, yEN - {O} tels que 
xa + y,B p - 2aj3(q - 1), (4.19) 
oùp = pgcd(m,n). 
Preuve Posons p = pgcd(m,n). On sait par le Théorème 4.2.4 que C(n,qa) et C(m,qj3) 
sont superposables si et seulement si C(p, qcr) et C(p, qj3) le sont aussi. On conclut en utilisant 
le Théorème 4.3.18 qui nous assure que C (p, qo:) et C (p, q/3) sont superposables si et seulement 
s'il existe de x, yEN - {O} satisfaisant l'équation (4.19). • 
Lemme 4.5.2 Si m > net C(p, 0:) et ,-kC(p,,8) se superposent exactement, alors C(n, 0:) et 
'Y-k+ipC( m, ,B) se superposent aussi exactement, olÎ p = pgcd(n, m) et 0 ::; i < W-. 
Preuve Le Théorème 4.2.4 nous indique que C(p, 0:) et 'Y-kC(p, ,6) se superposent exacte­
ment si et seulement si C(n, 0:) et 'Y-kC(m, ,B) se superposent exactement. Mais C(p, 0:) et 
'Y-kC(p,j3) se superposent exactement si et seulement si C(p, 0:) et 'Y-k+ipC(p, 13) se super­
posent aussi exactement. Ces -f..; + ip correspondront à des décalages différents, pour 0 :::; i < 
rg:, pour des mots de longueur au plus m. • 
Proposition 4.5.3 Soient C( n, qo:) et C(m, q/J), deux mots de Christoffel superposables, avec 
0: .1 ,B, p = pgcd(m. n) et m > n. Le nombre de superpositions est 
m 
i) xy-,six:::;,8; 
p 
·m 
ii) (xo: + y13 - 0:13)-. si x> /3; 
P 
où x, yEN - {ü} est la solution de xo: + y/3 = p - o:/3(q - 1) telle que y :::; 0:. 
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Preuve Découle de la Proposition 4.4.4 et du Lemme 4.5.2. • 
Théorème 4.5.4 Soient C(n, qa) et C(m, q(3), avec 0: ..1 ,B et p = pgcd(n/', n), deux mots de 
Christoffel qui se superposent. Alors C(n, qo:) et ')'-(r-l)+il'C(m, q.B) se superposent exacte· 
, J Ü . rn
ment, ou qr = 1 mou pet ::::: z < -. 
P 
Preuve Découle du Théorème 4.4.6 et du Lemme 4.5.2. • 
4.6 Autres résultats concernant la superposition de deux mots de Christoffel 
Dans cette section, nous donnons d'abord une condition suffisante pour que deux mots de 
Christoffel se superposent sous quelques hypothèses. Nous terminons la section par un résultat 
concernant le mot obtenu suite à la superposition de deux mots de Christoffel. 
Théorème4.6.1 Soient 1.1. = C(n,a) E {a < z}*, v = C(n"B) E {b < z}*. des mots 
de Christoffel. Il existe x, yEN - {ü} tels que ca +f3y = n si et seulement si II et V se 
superposent. 
Preuve (===}) Supposons qu'il existe x, yEN - {ü} tels que ax + py = 11. Considérons 
les mots de Christoffel 1.1..' = C(n, xo;) et Vi = C(n, y(3). Comme (y:c + (3y = 11, ces deux 
mots sont complémentaires, c'est-à-dire que 1.1.1 et Vi se supelposent exactement. En utilisant le 
Lemme 4.2.3, on conclut que 1.1. et vse superposent aussi exactement. 
(~) Supposons que 1.1. et v se superposent. Posons d = pgcd(a,,6). Par le Lemme 4.2.3, 
C(n. d) E {a < z} * et C(n, d) E {z < b} * se superposent aussi. Montrons maintenant que tl 
et vne se superposent que si dln. Si d ne divise pas n, alors C(n. d) s'écrit comme un produit 
de azi et de azi+ l, il commence par azi et finit par az'i+l. De plus, C(11, d) finit par bz Î b. Il y a 
donc un conflit entre un a et un b, puisque 
Donc dln. 
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Mais comme d = pgcd(0:,,6), on a que dlo: et dl,6. Ainsi, pgcd(n,o:) = d et pgcd(n,,6) = d. 
Comme C(n, 0:) et C(n,(3) sont des mots de Christoffel, 0: 1.. net ,6 1.. n. Ainsi, d = 1. En 
appliquant le Théorème 4.5.1 en prenant m = n, q = l, on a p = 1 et donc, C(n, 0:) et C(n, (3) 
se superposent si et seulement s'il existe x, yEN - {O} tels que xo: + y,O = n. _ 
Définition 4.6,2 Soit le mot 'w E A ~. Le mot Wl E A' obtenu suite à la décimation DTJ/q de w 
par rapport à la lettre a, avec p ::; q, est le mot '/J/ pour lequel p occurrences sur q de la lettre a 
sont supprimées. Lorsque p/q > 0, on supprime en partant de la droite et sinon, en partant de 
la gauche. On supprime les p premières occurrences rencontrées sur q. 
Exemple 4.6.3 En appliquant une décimation D 1/3 sur le mot w = aabaabababa par rapport 
à la lettre a, on obtient Wl = abababab. Puis, en effectuant la décimation D- 1/ 2 sur Wl par 
rapport à la lettre b, on obtient W" = aabaab. 
Théorème 4.6.4 Soient u = C( n, 0:) E {a < z}* et C(n, (3) E {b < z}', deux mots de Chris­
to/j'el superposables avec 0: 1.. ,6. Soit v le conjugué de C(n. (3) qui se superpose exactement ri 
u. Soit le nouveau mol w défini par 
a si '/J.[i] = a 
w[i] = b si v[i] = b 
{ 
z sinon. 
Soit Wl le mot obtenu ri partir de w en supprimant les lettres z. Alors, Wl est le mot de Christoffel 
de pente ,0/0:. 
Preuve Soient x, yEN - {O} tels que o:x + (3y = n. Par le Théorème 4.3.18. on sait que de 
tels :c, y existent. Considérons le mot de Christoffel t avec o:x occurrences de la lettre a et (3y 
occurrences de la lettre b. Effectuons la décimation D(i-l)/i sur le mot t par rapport à la lettre 
a. On enlève ainsi les (o:i - 0:) lettres a en trop. Ensuite, effectuons la décimation D _(j -l)/j sur 
le mot obtenu sur la lettre b. On enlève ainsi les (.6j - (3) lettres b en trop. Comme la décimation 
préserve les mots de Christoffel (Borel, 2001), le mot Wl ainsi obtenu est un mot de Christoffel 
de longueur 0: + (3 avec 0' occurrences de la lettre a et ,6 occurrences de la lettre b. _ 
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Exemple 4.6.5 Soientu = C(13,4) = axxaxxaxxaxxxetC(1.3,3) = bxxxbxxxbxxxx. 
Ces mots sont superposables. En effet, il suffit de prendre le conjugué de v = C(13, :~) = 
xxxxbxx:.rbxxxb. On trouve alors 1JJ = axxab:wxba:rxb et z = aababab. D'autre part, 4:1: + 
3y = 13 a pour solution x = 1 et y = 3. Considérons le mot de Christoffel t = C( 1:3,4) = 
abbabbabbabbb. Effectuons la décimation DOll sur t par rapport à la lettre a : on ne supprime 
aucun o.. Puis on effectue la décimation D -2(l par rapport à la lettre b sur le mot obtenu: à partir 
de la gauche, on supprime 2 occurrences de b sur 3. On obtient alors le mot aababab = C(7, 4). 
4.7 Problème de la monnaie 
Dans la section précédente, nous avons vu que deux mots de Christoffel u et vde longueur TI. se 
superposent si et seulement s' il existe des entiers 0:, /3 tels que o:x + j3y = n. Dans cette section, 
la forme ax + j3y intervient à nouveau: nous prouvons, en utilisant la représentation géomé­
trique des mots de Christoffel, des résultats classiques de Sylvester concernant le problème de 
la monnaie. aussi connu sous le nom de probLème de Frobenius. 
D'abord, rappelons ce qu'est le problème de la monnaie. 
Définition 4.7.1 (Weisstein, 2007) Soient n entiers 0 < al < ... < an avec n 2: 2 qui 
représentent n différentes valeurs de pièces de monnaie et tels que pgcd(0.1,0.2, ... , an) = 1. 
Les montants d'argent pouvant êt.re obtenus à partir de ces pièces de monnaie sont clonnés par 
n 
Laixi, 
i=l 
où les Xi E N représentent le nombre de pièces ai utilisées. Le probLème de la monnaie consiste 
à déterminer le plus grand entier N = g(al; 0.2, ... ; an) non représentable avec les pièces de 
monnaie 0.],0.2, ... ,an.. Cet entier est appelé le n.umbre de Frobenius. 
Si al = 1, toute somme d'argent peut être représentée. Par contre, dans le cas général, seuls 
quelques montants peuvent être représentés. Par exemple, avec des pièces de 2,5 et 10, il est 
impossible de représenter 1 et 3, alors que toutes les autres quantités sont représentables. Donc 
g(2, 5, 10) = 3. 
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Proposition 4.7.2 (Sylvester, 1884) Le plus grand entier non représentable avec les deux 
pièces de monnaie a et b est 
g(a, b) (a-1)(b-1)-1. (4.20) 
La Proposition 4.7.3 apparaît dans (Weisstein, 2007), mais J'auteur initial nous est inconnu. 
Proposition 4.7.3 Le nombre d'entiers non représentables avec a et b est donné par 
(a-1)(b-1) (4.21)
2 
Corollaire 4.7.4 Le nombre d'éléments du .\'ous-monoide engendré par a et &qui sont inférieurs 
à (a - 1)(& - 1) est 
(a-1)(b-1) 
2 
Preuve On sait par la Proposition 4.7.2 qu'à partir de (a - 1)(b - 1) inclusivement, tous 
(a-1)(b-1)
les entiers sont représentables. Donc les entiers non représentables donnés dans 
2 
la Proposition 4.7.3 sont nécessairement inférieurs à (a - 1)(b - 1). Comme la moitié des 
(0 -1)(& -1) éléments inférieurs à (a -1)(& -1) (en incluant le 0) ne sont pas représentables 
avec a et b, il en reste exactement la même quantité qui le soit. • 
Dans ce qui suit, nous allons voir qu'il est possible de prouver le Corollaire 4.7.4 en utilisant la 
représentation géométrique des mots de Christoffel et les graphes de Cayley. 
Théorème 4.7.5 Soient a, bEN. Considérons le quart de plan défini par x 2: °et y :; 0, et 
ayant en la coordonnée (x, -y) la valeur xb+ va. En ne dessinant que les coordonnées (x, -y) 
entières telles que xb + ya < ab, la frontière obtenue se code par un mot de Christoffel ayant 
exactement a occurrences de la lettre 0: et b occurrences de la lettre {J. 
Avant d'en faire la preuve, voici un exemple. 
Exemple 4.7.6 Pour a = 8, b = 5, on a ab = 40. On obtient alors: 
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8 
0 5 
8 13 
16 21 
24 
32 
a: a: 
Si l'on associe x à un déplacement vers la droite et y à un déplacement vers le haut et si l'on 
commence au coin inférieur gauche, alors la frontière inférieure se code par le mot aa(3a:a:(Ja:,8a:a:/3a:/3 : 
c'est bien le mot de Christoffel avec 8 occurrences de 0. et 5 occurrences de ,8. 
Preuve (du Théorème 4.7.5) Considérons le graphe de Cayley du mot de Christoffel ayant a 
occurrences de la lettre a: et boccurrences de la lettre ,0, avec Cl: < ,8. On obtient alors le graphe 
de Cayley représenté linéairement par 
0---> b ---> 2b mod (a + b) ---> ... ---> ib mod (a + b) ---> ... ---> (a + b - l)b rnod (a + b) ---> 0 
Dans ce graphe de Cayley, s'il existe kEN tel que 
ib < k(a + b) :s (i + l)b, 
alors 
(i + l)b mocl (a + b) = (ib mod (a + b)) - a. (4.22) 
Sinon, on a 
(i + l)b Illocl (a + b) = (ib mad (a + b)) + b. (4.23) 
Considérons le graphe de Cayley précédent auquel on ajoute la valeur ab - a - b. Comme les 
valeurs du graphe de Cayley initial ne dépassaient pas a + b, les valeurs du nouveau graphe de 
Cayley ne dépassent pas a + b + ab - a - b = ab. Cela correspond exactement à prendre le 
chemin le plus à droite et le plus en bas tel que la valeur à la coordonnée (x, -y) ne dépassent 
pas ab. En effet, on fait +b (voir l'équation (4.23): déplacement vers la droite) si l'on ne dépasse 
pas la valeur ab, sinon on fait -a (voir l'équation (4.22) : .déplacement vers le haut). _ 
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Dans ['exemple précédent, le graphe de Cayley est 
o-7 5 -7 10 -7 2 -7 7 -7 12 -7 4 -7 9 -7 1 -7 (j -7 11 -.:. 3 -7 8 -7 0 
Le nouveau graphe de Cayley obtenu en ajoutant ab - a - b = 27 est 
27 -7 :i2 -7 37 -7 29 -7 34 -7 39 -7 31 -7 :36 -7 28 -7 33 -7 38 -7 30 -7 35 -7 27 
et il correspond bien à la frontière décrite dans l'Exemple 4.7.6. 
Voici une nouvelle preuve du Corollaire 4.7.4 qui utilise le résultat du Théorème 4.7.5. 
Preuve (du Corollaire 4.7.4) Si l'on exclut les nombres qui forment la frontière dans le Théo­
rème 4.7.5, en utilisant le graphe de Cayley vu précédemment, on obtient qu'il reste exactement 
les xa + yb qui sont inférieurs à (a - l)(b - 1). Le nombre total de cases dans le rectangle est 
ab et comme il faut retrancher la frontière qui contient a + b - 1 éléments, puis diviser par 2. 
. ab - (a + b - 1) (a - 1) (b - 1)
on obtient: _ 
2 2 
Nous avons donc réussi à exprimer en tenne de combinatoire des mots, sous quelles conditions 
deux mots de Christoffel se superposent. Dans l'affirmative, nous allons plus loin que dans les 
travaux de (Morikawa, 1985a; Simpson, 2004) et nous donnons le décalage nécessaire pour 
qu'il y ait superposition. Afin d'éventuellement prouver la conjecture de Fraenkel, il faudrait 
généraliser ce résultat à la superposition de plus de deux mots de Christoffel. 
Chapitre V 
MOTS LISSES EXTRÉMAUX 
En 1965, Kolakoski (Kolakoski, 1965) propose le problème suivant : Quelle règle permet 
de construire la suite 2211212212211211221211212211 ... ? Quelle en est la n-ième lettre? 
Cette suite est-elle périodique? Un an plus tard, la solution à ce problème est donnée dans (Ko­
lakoski et Ucoluk, 1966). Les auteurs montrent que cette suite, notée K, est non périodique et 
ils en donnent la règle de construction: la suite décrit les longueurs des blocs successifs qu'elle 
possède. En effet, 
22 11 2 1 22 1 22 11 2 11 22 
"-v-'''-v-'''-v-'''-v-' "-v-'''-v-'''-v-' "-v-'''-v-' "-v-' "-v-' 
2 2 112 122 1:2 2 
Ils prouvent que pour L1ne première lettre fixée, cette construction donne une suite unique: si la 
première lettre est 1, alors la suite obtenue est 1K, c'est-à-dire la suite J( précédée de la lettre 1. 
Cette solution est aussi attribuée à W. Bluger, H. B. Corstius. P. Cu11, J. Dix, R. F. Jackson, N. 
Miller, J. Nadas, C. E. OIson et plusieurs autres. Dès son introduction, le mot de Kolakoski a 
donc suscité beaucoup d'intérêt auprès des mathématiciens. Entre autres, dans (Dekking, 1981), 
l'auteur s'intéresse aux suites qui s'engendrent d'elles-même. Puis, Weakley (Weakley, 1989) 
montre que la fonction de complexité de K, c'est-à-dire le nombre de facteurs de longueur n, 
est bornée de façon polynomiale. En étudiant les mots obtenus par itération alternante de mor­
phismes, les auteurs de (Culik, Karhumaki et Lepist6, 1992) obtiennent le mot de Kolakoski. 
Carpi (Carpi, 1993; Carpi, 1994) montre que le mot de Kolakoski ne contient qu'un nombre 
fini de carrés, ce qui implique, en inspectant toutes les possibilités, que K est sans cube. Dans 
(Dekking, 1981; Dekking, 1997), l'auteur introduit de nombreuses conjectures au sujet de K 
102 
dont la plupart demeurent encore non prouvées malgré J'intérêt qu 'on lui porte. Entre autre. il 
conjecture que I( est récurrent, que J'ensemble de ses facteurs est fermé sous l'image miroir et 
sous complémentation et que la fréquence des lettres est 1/2. Dans (Brlek et Ladouceur, 2003), 
un lien est établi entre la complexité palindromique et la récurrence de [( : la présence d'un 
nombre infini de palindromes impliquerait la récurrence de K. Plus récemment, une formule 
récursive pour K a été donnée dans (Steinsky, 2006). 
La classe des mots lisses injinis sur l'alphabet A = {1, 2}, notée X, est fortement reliée au mot 
de Kolakoski, puisqu'elle en est une généralisation. D'abord introduits dans (Brlek et Ladou­
ceur, 2003), puis étudiés entre autres dans (Brlek, deI Lungo et Ladouceur, 2002; Bergeron­
Brlek et aL, 2003; Berthé, Brlek et Choquette, 2005; Jamet et Paquin, 2005; Brlek, Jamet et 
Paquin, 200S; Brlek et al., 2006; Brlek, Melançon et Paquin, 2007), les mots lisses forment 
une famille infinie de mots pour laquelle beaucoup de propriétés n'ont pas encore été étudiées. 
Dans (Brlek et Ladouceur, 2003), les propriétés palindromiques des mots lisses sont décrites. 
Puis dans (Brlek et al., 2006), les auteurs montrent que les mots lisses ne contiennent pas de 
carré. Ils y conjecturent aussi que toutes les conjectures de Dekking au sujet de la structure de 
K se généralisent à la classe des mots lisses infinis sur {I. 2}. Dans (Berthé, Brlek et Cho­
quette, 2005), les auteurs généralisent la classe des mots lisses infinis à un alphabet général à 
deux lettres {a. < b}, avec o., bEN - {O}, et même, à des alphabets numériques à plus de deux 
lettres. Ils y établissent aussi une caractérisation du mot de Fibonacci par un mot ultimement 
périodique. Dans les articles (Brlek, Jamet et Paquin, 200S; Brlek, Melançon et Paquin, 2007), 
les auteurs s'intéressent aux mots lisses extrémaux, c'est-à-dire le plus petit et le plus grand 
de la classe selon l'ordre lexicographique. Dans le premier article, les auteurs se limitent aux 
mots lisses sur les alphabets {l, 2}, puis dans (Brlek, Melançon et Paquin, 2007), ils étudient 
les mots lisses extrémaux sur des alphabets plus généraux. Dans (Jamet et Paquin. 2005), les 
auteurs s'intéressent aux sUlfaces discrètes représentables par un pavage lisse, c'est-à-dirè un 
pavage ne contenant que des mots lisses. Ces trois articles (Brlek, Jamet et Paquin, 200S; Br­
lek, Melançon et Paquin, 2007; Jamet et Paquin, 2005) font l'objet de ce chapitre et des deux 
suivants. 
Dans un premier temps, nous définissons les mots lisses sur l'alphabet {l, 2} tels qu'initiale­
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ment définis, puis nous montrons comment un pavage lisse du quart du plan peut être associé 
à un mot lisse. Ensuite, nous définissons la version finie des mots lisses: facteurs, préfixes et 
suffixes lisses, puis nous introduisons les graphes de De Bruijn, qui s'avèrent être fort utiles 
pour représenter la structure d'un mot lisse. Par la suite, nous entrons dans le vif du sujet: 
l'étude des mots lisses extrémaux. Dans un premier temps, nous définissons ce que sont les 
mots lisses extrémaux, puis nous montrons comment les construire. Nous utilisons d'abord un 
algorithme naïf, puis nous montrons comment l'améliorer en utilisant les graphes de De Bruijn 
et finalement, nous présentons un troisième algorithme qui utilise la bijection entre les mots 
lisses infinis et les mots infinis. Par la suite, nous étudions leur structure en calculant les déri­
vées successives de ces mots en utilisant l'opérateur .6., l'opérateur de codage par blocs, puis 
en analysant leur factorisation de Lyndon. 
5.1 Mots lisses 
Avant de définir la famille des mots lisses. quelques résultats et définitions sont préalables. 
Lemme 5.1.1 Soit A = {1, 2}. Alors tout mot non vide w E ACQ s'écrit defaçon unique comme 
un produit de facte urs 
li02illi2 ... si w[O] = 1W~{ 
2io 1ij 2i2 ... si w[O] = 2 
avec ik > 0, [Jour k 2: O. 
Preuve Il suffit de prendre ik comme étant la longueur maximale du (k + 1)-ième bloc de 
lettres. ­
Exemple 5.1.2 Le mot u. = 112112222212212121 s'écrit comme u. = 12211225112211211121, 
le mot?J = 221212222 s'écrit comme?J = 221J 211124 et w = (112)W s'écrit comme 
w = (1 2 21 )w. 
Définition 5.1.3 Lafonction de codage par blocs est définie par l'opérateur .6. : A 00 N'QG,----7 
.6.(w) = ioi1i2 ... = II ik, 
k?O 
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où les ik correspondent aux exposants de l'unique factorisation décrite dans le Lemme 5.1.1. 
Pat'convention, <0..(E) = O. 
Lafonction de codage par blocs est utilisée dans plusieurs applications comme moyen de com­
pression des données. Par exemple, la première étape qu'effectuent les télécopieurs afin de 
compresser les données consiste en J'application de <0.. sur chaque ligne de pixels. Cette fonc­
tion s'est révélée fort utile lors de l'énumération des facteurs de la suite de Thue-Morse (Br­
lek, 1989). 
Remarque 5.1.4 L'opérateur <0.. introduit ici n'a aucun lien avec le <0.. des suites directrices 
des suites épisturmiennes. À partir de maintenant, le symbole <0.. fera toujours référence à 
celui de la Définition 5.1.3. 
Exemple 5.1.5 Soit u. = 12212211. Alors u = 1122112212 et donc, <0..( u) = [1,2,1,2,2]. 
Afin d'avoir une notation plus compacte, la ponctuation est supprimée si cela n'occasionne 
aucune ambiguïté. Ainsi, pour l'Exemple 5.1.5, <0..( u) = 12122. 
Exemple 5.1.6 a) Soit v = 221212222221 qui s'écrit comme v 
<0..(v) = 211161. 
b) Soit w = 122111222211111 qui s'écrit comme w = 11 22 1:124 1". Alors <0..(w) = 12345. 
Remarquons que dans l'Exemple 5. ] .5, l'alphabet du mot initial est le même que celui du mot 
obtenu suite à l'application de l'opérateur <0... Par contre, il peut arriver comme dans l'Exemple 
5.1.6 que les alphabets ne coïncident pas. 
Le lemme suivant apparaît dans (Brlek et al., 2006), mais aucune preuve n'y est donnée de 
façon explicite. 
Lemme 5.1.7 Lafonction <0.. est une contraction, c'est-à-dire que pour tout mot w E A*, 
19(<0..(w)) :s 19(w) , (5: 1) 
et l'égalité est obtenue si w E {E,2} . (12)* . {E, 1}. 
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Preuve Puisque la fonction /::,. associe à un mot w le mot formé par la concaténation des 
longueurs de ses blocs, pour chaque bloc de longueur 2: 1, une seule lettre est associé. Ainsi, 
Ig( /::,.(w)) :S Ig(w). L'égalité sera donc obtenue si tous les blocs sont de longueur 1, c'est-à-dire 
si w à l'une des 4 formes suivantes: (12)71,2(12) 71 1, (12) 71 1 ou 2(12)fI pour nE N. L'ensemble 
de ces mots cOlTespond à l'ensemble {Cl 2} . (12)* . {Cl 1}. • 
Il est possible d'itérer l'opérateur /::,. sur un mot fini w E {1, 2}* jusqu'~1 ce qu'un mot de 
longueur 1soit obtenu, ou jusqu'à ce que l'alphabet du mot obtenu diffère de l'alphabet initial. 
Dans ce chapitre, à moins de le préciser, nous utilisons toujours l'alphabet à deux lettres A = 
{1,2}. 
Exemple 5.1.8 Soit w = 12211211. En appliquant successivement l'opérateur /::,., on obtient 
/::,.O(w) = 12211211 
/::,.l(w) = 12212 
/::,.2(w) = 1211 
/::,.3(w) = 112 
/::,.4(w) = 21 
/::""(w) = 11 
6.6(w) = 2. 
Exemple 5.1.9 Soit u· 2221112121212. En appliquant successivement l'opérateur 6., on 
obtient 
6.°(w) = 2221112121212 
6. 1(w) = :1:11111111. 
Exemple 5.1.10 Soit le mot v = 112212211221211.En appliquant successivement l'opérateur 
6., on obtient 
6.°(w) = 112212211221211 
6.1(w) = 221222112 
6. 2(w) = 21321. 
----
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Nous pouvons maintenant définir l'objet d'étude de ce chapitre et du suivant: la famille des 
mots lisses 
Définition 5.1.11 L'ensemble des mots lisses finis ou infinis sur l'alphabet A = {I,2}, noté 
X, est défini par 
X = {w E A oo l 'r:/k E N, <0. k (w) E A OO }. 
Ainsi, panni les mots des exemples 5.1.8, 5.1.9 et 5.1.10, le seul mot lisse est celui du premier 
exemple: w = 12211211. Il est plutôt difficile de montrer qu'un mot infini est lisse. Nous 
verrons ultérieurement comment construire des mots lisses infinis. 
Afin d'étudier les mots lisses, rappelons les propriétés suivantes de l'opérateur <0.. 
Proposition 5.1.12 (Brlek et Ladollceur. 2003) Pour IOUI "U E A' el pOlir tOUI p E pal (A'),
 
l'opérateur <0. satisfait les conditions
 
i) <0.(u) = <0.(u);
 
ii) <0.(u) = <0.(u) ;
 
iii) <0.(p) E pal(A~).
 
Exemple 5.1.13 Soient w = 12112112, 'U = 21221221 et p = 2212122. On a 
a) <0.(ûi) = <0.(21121121) = 121211 et <0.(w) = 1Î2'l21 = 121211 ; 
b) <0.(v) = <0.(12112112) = 112121 et <0.(v) = 112121; 
c) P E pal(A~) et <0.(p) = 21112 E pal(A~); 
d) <0.(w) = 112121 = 6.(v) et w = v. 
L'Exemple 5.1.13 d) illustre le fait que 6. n'est pas bijective, comme 6.(v) = 6.(v). Il est 
toutefois possible de définir pour des alphabets numériques à deux lettres {a < b} des fonctions 
pseudo-inverses de la façon suivante. 
Définition 5.1.14 Soit II E A 00 et fixons A {a < b}. Les fonctions pseudo-inverses sont 
définies par 
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telles que 
Exemple 5.1.15 Soit u = 11211. Alors 6 2](u) = 6 21(11211) = 212212.
 
Exemple 5.1.16 Soit v = 12211212. Alors 6 11(v) = 6 11(12211212) = 122112122122.
 
Lemme 5.1.17 La/onction pseudo-inverse 6- 1 commute sous l'image miroir, c'est-à-dire que
 
pour 'U. E A*, (x, 13 E A, 
(5.2) 
où 13 = (X si 19(u) est impaire et 13 = 0: si 19(u) est paire. 
Preuve Soit 1( = 11[0]'1111]'11[2] .. ·u[n] et supposons A = {1, 2}. Si 19( '11) est impaire, alors 
Si Ig(u) est paire, alors 
6 11(w) = 1u[012u1iJ .. ·luln- 1i2·u[nl 
et 6 11 ('11.) = 2u [n1 1'u[n- 11... 2u [1Iru[OI. D'autre part, 
• 
Exemple 5.1.18 Soit le mot '11 = 1213431. Alors
 
6 11 ('11.) = 11221123112311 = 122122211112221 et 62'1 (11) = 211211122221112.
 
Cet exemple nous donne l'intuition du résultat qui suit. 
Lemme 5.1.19 Soir 'Il. E A oo . Alors 6 11Cu) = 6 21 Cu). 
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Preuve Découle directement du fait que 6(u) = 6(u). • 
Définition 5.1.20 (Brlek et Ladouceur, 2003) L'ensemble des mots k-différentiables sur l'al­
phabet A, noté 6~, est défini par 
et alors, 6~ = Uk2:1 6~. Autrement dit, un mot fini west k-différentiable s'il est lisse et que 
6 k (w) = 2. 
Proposition 5.1.21 (Briel< et L([douceur. 2003) L'ensemble des mots lisses finis satisfait les 
propriétés defermeture 
(5.3) 
uEX ~ uEX. (5.4) 
La propriété (5.3) signifie qu'un mot 1( est k-différentiable si et seulement si son complément 
et soo image miroir le sont aussi. La propriété (5.4) nous indique qu'un mot u est lisse si et 
seulement si son complément u l'est aussi. 
Exemple 5.1.22 Le mot c( = 11211221211 est lisse. Plus particulièrement, 11 est G-clifférentiable. 
En effet, 
6 0 (u) = 11211221211 
6 1(11.) = 2122112 
6 2(1() = 11221 
6 3(1() = 221 
6 4 (u) = 21 
6 5 (u) = 11 
6 6(u) = 2. 
Par la Proposition 5. 1.2J, on sait que le mot îi = 22122112122 est aussi un mot lisse et que 
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Définition 5.1.23 Le mot de Kofakoski (Kolakoski, J965) 
K = 22112122122112112212112122112112122122112122121121122··· 
est le point fixe sous l'opérateur D. et ayant 2 comme première lettre. 
Constnlisons le mot de Kolakoski. On sait qu'il commence par 2. Donc K[OI = 2 et cela 
implique D.(K)[O] = 2. Ainsi, en appliquant D.2'J (2), on trouve que K[O, 1] = 22. Ainsi, on a 
aussi D.(K)[O, 1] = 22 eten appliquant D.2'1(22), on trouve K[O,3] = 2211. Ainsi de suite, la 
longueur du préfixe de K augmente et on peut obtenir un préfixe de I<.." aussi long que désiré. 
Dans la famille Je des mots lisses, J'opérateur D. a exactement deux points fixes et ce sont les 
deux mots infinis suivants: 
D.(K) = K et D.(1· If) = 1 . K 
5.2 Pavage lisse du quart de plan et bijection <P 
Dans cette section, nous introduisons les deux outils nécessaires pour construire des mots infinis 
qui sont lisses: la bijection 1> entre les mots lisses infinis el les mots infinis sur un alphabet A 
et le pavage lisse d'un quart de plan. 
Définition 5.2.1 Soit w E NlO un mot lisse. Alors il existe une bijection 
qui associe de façon unique à tout w E X un mot 1>(w) E A 00. Cette bijection est définie par 
1>(w) = D.0(w) [0]D.1 (w)[O]D.2 (w)[0]D. 3 (w)[O]··· = II D.i(w)[O]. 
i2:0 
Exemple 5.2.2 Dans l'Exemple 5.1.8, on a <1>(12211211) = 1111212 et v = 1111212 n'est 
pas un mot lisse, puisque D.(v.) = 4111. 
Remarquons qu'en général, le mot obtenu par la fonction 1> n'est pas lisse. 
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Exemple 5.2.3 Pour le mot de Kolakoski K, on a ,6.i(I{) [0] = 2 pour tout i, puisque ]( est un 
point fixe pour la fonction ,6.. Ainsi, <1>( I() = 2w . 
Par convention, pour un mot fi ni w E {l, 2}', <1>( w) term ine par un 2. Sinon, on obtiendrait une 
queue infinie de 1. 
Comme <1> est une fonction bijective, nous devons définir sa fonction inverse. Pour ce faire, des 
définitions et lemmes sont préalables. 
Définition 5.2.4 Soit U E A k, alors <I>-l(u) = Wk, où 
-u[k - 1], si n = 1; 
Wn = 1{ 
,6.- (W 1) si2_<n<_k.ulk-nl 71,- , 
Exemple 5.2.5 Soit le mot W pour lequel u = <I>(w) = 1212222. On a/;;= 7, W1 = 1t[6] = 2, 
W2 = ,6. -[~](Wl) = ,6.21(2) = 22,Ut) 
Wa = ,6.~I~I(W2) = ,6.;-1(22) = 2211, 
1W4 = ,6.~[~I(W:3) = ,6.2 (2211) = 22112l.
 
W5 = ,6.~[~I(w4) = ,6.1 1 (221121) = 112212112,
 
'W6 = ,6.~[~1(1LI5) = ,6.2 1 (112212112) = 2122112112122,
 
w? = ,6.~[~I(w6) = ,6.1 1(2122112112122) = 11211221211212212211 = <I>-l(u) = W.
 
Définition 5.2.6 Soit w, un mot lisse fini. Le pavage partiel du quart de plan associé à west
 
construit de façon à ce que la i-ième ligne consiste en ,6.i(s).
 
Exemple 5.2.7 Soit le mot lisse w = 2122121122122. Le pavage paliiel du quart de plan
 
associé à west
 
,6.0(w) = 2122121122122
 
,6.1(w) = 112112212
 
,6.2(w) = 212211
 
,6.3(w) = 1122
 
,6.4(w) = 22
 
,6.5(w) = 2.'
 
III 
Exemple 5.2.8 Considérons maintenant le mot <1>(w) = 212122 auquel la Jettre 2 est ajoutée. 
En appliquant /:::,. - j en partant de la fin cie <1>(w) et en écrivant de bas en haut les mots obtenus, 
le pavage partiel du quart de plan suivant est obtenu. 
/:::,.O(1V) = 2122121122122 . 12112 
/:::,.1 (w) = 112112212 . 1121 
/:::,.2(w) = 212211 . 211 
/:::,.3(w) = 1122.12 
/:::,.4(w) = 22·11 
/:::,.5(w) = 2 ·2 
/:::,.(j(w) = 2. 
Les Exemples 5.2.7 et 5.2.8 suggèrent que pour une lettre x et un mot w, iJ>-1(7V) est préfixe de 
<1>-l(WX). Ce résultat est vrai en général. 
Lemme 5.2.9 (Lemme du collage) (Berthé, Brlek ef Choquefte, 2005) Soient1t; v E /:::".:4. S'il 
existe ln tel que pour tout i, 0 ~ i ~ ln, la dernière lettre de /:::,., (u) esf différente de la première 
lettre de /:::,.i(v) et/:::,.i(u) i= l, /:::,.i(v) i= l, alors 
i) iJ>( uv) = iJ>( u) [O. m] . iJ> 0 /:::,.m+l (uv) ; 
ii) /:::,.i(uv) = /:::,.i(7t)/:::,.i(v). 
Corollaire 5.2.10 Soit u E A * ef x E A. Alors <li - 1 ('u) e.If préfixe de <li -) ('ux). 
Le Corollaire 5.2.10 nous permet de définir la fonction inverse de <1> pour un mot infini de la 
façon suivante. 
Définition 5.2.11 Soit u E A W . On définit <li- 1(u) = lim w" = lim <[J-1(u[O, k - 1]), où 
k~oo k---'>oo 
w" est le même que ceJui de la Définition 5.2.4. 
Soit u un mot infini. Afin d'obtenir un préfixe de <1>-1 (u) arbitrairement long, il suffit de prendre 
un préfixe de u aussi long que nécessaire. Par le Corollaire 5.2.10, la limite existe et donc, [a 
fonction <1>-1 est bien définie pour les mots infinis. Cette bijection apparaît dans Ja thèse de 
Lamas (Lamas, J995) pour la classification des mots infi nis. Dans la même période, Dekking 
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(Dekking, 1997) utilise indépendamment cette bijection pour montrer l'existence de mots sa­
tisfaisant 6 n (w) = w pour tout n. Pour TI = 1, il s'agit des mots de Kolakoski. 
Corollaire 5.2.12 (du Corollaire 5.2./0) Touf mot /issefini li est prolol1geahle en un mot lisse 
plus long. 
Preuve Il suffit d'ajouter une lettre au mot <1>(11,) et d'appliquer <[>-1 à ce mot. • 
Exemple 5.2.13 Soit le mot lisse w tel que 4>(w) = 12122122212222··· . Les préfixes de w 
de longueurs croissantes obtenus par <I>-l sont 
<I>-1(1) = 1 
4>-1 (12) = 11 
<1>-1 (121) = 11 
<[>-1(1212) = 112 
4>-1 (12122) = 112112212 
<1>-l(121221) = 112112212 
4>-1(1212212) = 11211221211 
Dans l'exemple précédent, on peut remarquer que malgré l'information supplémentaire obtenue 
en ajoutant la lettre 1 à un mot fini, la longueur du mot obtenu par 4>-1 n'augmente pas. Pour 
utiliser toute l'information, il faudrait/orcer les coups. 
Définition 5.2.14 Inspiré de l'opérateur 6 -1, l'opérateur 0- 1 est défini comme 
où x E A *, 0:, /3 E A et,8 est la lettre complémentaire à la dernière lettre de 6;1 (x). 
La définition précédente découle du Lemme du collage: forcément, la lettre qui suit 6;l(X) 
doit être différente de la dernière lettre de 6,;1 (x). Cette définition nous permet de construire 
des préfixes de mol') lisses infinis plus long qu'en utilisant la fonction 6-1. 
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Définition 5.2.15 L'opérateur rjJ-l est défini comme l'analogue de <I>-I, avec 0- 1 plutôt que 
6,-1. 
Exemple 5.2.16 Reprenons l'Exemple 5.2.13 avec l'opérateur 1J-l Le résultat obtenu est 
rjJ-l(1) = 1 
rjJ-l(12) = 112 
rjJ-l(121) = 1121 
r 1(1212) = 112112212 
~-1(12122) = 1121122121121 
rjJ-l(121221) = 112112212112122112112 
rjJ-l(1212212) = 1121122121121221121121221211221221121 
Définition 5.2.17 Un pavage lisse du quart de plan, aussi appelé par abus de langage pavage 
lisse du plan, consiste au quart du plan pour lequel la i-ième ligne est 6,i(w), Oll west un mot 
lisse infini fixé. 
Proposition 5.2.18 Pour un alphabet A fixé, l'ensemble des mots lisses infinis est en bijecrion 
avec l'ensemble des mots infinis. 
Preuve Décou le de la fonction bijective <I>. 
-
Corollaire 5.2.19 Il existe un nombre infini de mots lisses infinis. 
Preuve Découle de la Proposition 5.2.18 : comme il y a un nombre infini de mots infinis sur 
un alphabet donné, le nombre de mots lisses infinis sur cet alphabet est lui aussi infini. _ 
Corollaire 5.2.20 Tout mot infini u E A vJ décrit un unique paV{{Re lisse du plan. 
Preuve Découle de la Proposition 5.2.18. 
-
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Exemple 5.2.21 Considérons le mot u = 1112w . Ce mot détermine le pavage lisse suivant 
122121122122112112122122112122121122122121121221121122122121··· 
121122122121121221121122121121122122121122122112112122121122··· 
112212112112212211212212112212212112112212112122122112112212··· 
221121221221121122121121221121121221221121221211211221221121··· 
221121221221121122121121221121121221221121221211211221221121··· 
221121221221121122121121221121121221221121221211211221221121··· 
221121221221121122121121221121121221221121221211211221221121··· 
221121221221121122121121221121121221221121221211211221221121··· 
221121221221121122121121221121121221221121221211211221221121··· 
221121221221121122121121221121121221221121221211211221221121··· 
Proposition 5.2.22 (Bergeron-Brlek et al., 2003) Soit 1U E AW, un mot lisse infini. Si <P(-U!) 
est périodique de période minimale de longueur p, alors 6. i (w) = 6. i +np (w), pour tout nE N. 
Si west un mot lisse fini tel que w E 6.~, alors 6.i+np (w) est toujours préfixe de 6. i (w), !Jour 
i + np:::; k. 
5.3 Facteurs lisses 
Afin de définir la notion de facteur lisse, nous devons introduire un nouvel opérateur similaire à 
6. noté D. Cet opérateur a d'abord été défini dans (Dekking, 1981) et a ensuite été utilisé pour 
l'énumération des mots 0 00 dans (Weakley, (989). 
Définition 5.3.1 L'opérateur D : A * -> N* est défini comme 
E si 6.(w) = 1 ou W = E, 
6.(w) si 6.(w) = 2x2 ou 6.(w) = 2, 
D(w) = 2x si 6.(w) = 2x1. 
x2 si 6.(w) = 1x2, 
x si 6.(w) = lx!. 
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Appliquer l'opérateur D correspond à éliminer le préfixe 1 et/ou le suffixe 1du mot obtenu suite 
à l'application de l'opérateur .6., s'ils existent. Notons que l'opérateur D est seulement défini 
sur les mots finis. 
Tout comme l'opérateur.6., il est possible d'itérer D. L'itération arrête lorsque l'alphabet change, 
ou lorsque le mot obtenu est c. 
Exemple 5.3.2 Soit w = 211211221. Alors 
D1(w) = 2122 
D2(w) = 12 
D:l(w) = c. 
Définition 5.3.3 Un mot fini west appelé unfacteur lisse s'il existe kEN tel que D"(w) = c 
et que pour tout j :S k - 1, Dj (w) E A *. 
Le mot de l'Exemple 5.3.2 est un facteur lisse. 
De façon analogue à un facteur lisse, nous définissons maintenant ce qu'est un préfixe lisse et 
un suffixe lisse. Pour ce faire, deux nouveaux opérateurs sont nécessaires. 
Définition 5.3.4 (Brlek, Melançon et Paquin, 2007) La dérivée à droite est définie par la fonc­
tion Dr : A * --> N* telle que 
si.6.(w)=louw=c,
 
si .6.(w) = x2,
 
si .6.(w) =,rl.
 
Définition 5.3.5 (Brlek, Melançon et Paquin. 2007) De façon semblable, la dérivée à gauche 
est définie par la fonction Dt : A * --> N* telle que 
si .6.(w) '= 1 ou w = c,
 
si .6.(w) = 2x,
 
si .6.(w) = lx.
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Définition 5.3.6 Un mot 11.' est lisse à droite (resp. lisse à gauche) s'il existe k tel que D~:( 11.') = 
E (resp. D~(11.') = E) et pour tout j :::; k - 1, D/(11.') E A* (resp. D~(-w) E A*). Un mot lisse à 
droite (resp. à gauche) est alors appelé un préfix;e lisse (resp. suffixe lisse). 
Les noms préfixe lisse et suffixe lisse proviennent du fait que ce sont respectivement les opé­
rateurs Dr et De qui permettent de dire si le mot est respectivement préfixe d'un mot lisse et 
suffixe d'un mot lisse. En effet, il est facile de se convaincre gu 'un préfixe lisse est toujours 
prolongeable à droite en un mot lisse et qu'un suffixe lisse est toujours prolongeable à gauche 
en un mot lisse. 
Exemple 5.3.7 Soit 11.' = 1122121. En appliquant successivement les opérateurs D,. et De sur 
le mot 11.', on obtient 
D~!(11.') = 1122121 D2(11.') = 1122121 
D,~ (-w) = 2211 D}(11.') = 22111 
2D;'(w) = 22 Dt(11.') =23. 
D;~(11.') = 2 
Le mot 1J.l est lisse à droite, mais n'est pas lisse à gauche, comme Di(11.') ~ A*. 
Exemple 5.3.8 Soit v = 12122112. Alors D;(v) = :32 et Di(v) = 1. Ainsi, le mot v n'est pas 
lisse à droite, mais est lisse à gauche. 
Remarque 5.3.9 Certains facteurs lisses ne sont ni lisse à droite, ni lisse à gauche. Par exemple, 
prenons le mot 1t = 1212212211212. En appliquant successivement l'opérateur D, on obtient 
Dl(u) = 11212211 
D2(u) = 21122 
D:3(u) = 22 
D4 (u) = 2. 
Ainsi, le mot u est lisse, mais n'est ni lisse à droite, ni lisse à gauche puisque 
D;(v.) = 111212211 D~(v) = 112122111 
D;(1t) = 31122 Df(u) = 2112.3. 
La notion de facteur lisse est donc moins restrictive que les notions de préfixes et suffixes lisses. 
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Pour terminer cette section, rappelons cel1aines conjectures et propriétés des mots lisses infinis 
qui découlent de (Brlek et al., 2006), 
Conjecture 5.3.10 Tous les mots lisses infinis contiennent tous les facteurs finis lisses. 
Conjecture 5.3.11 Lafréquence des lettres 1 et 2 dans un mot lisse w E {l, 2}W eSll/2. 
Proposition 5.3.12 fl n'existe aucun mot lisse périodique. 
5.4 Graphe de De Bruijn 
Dans cette section, nous introduisons les graphes de De Bruijn, aussi connus sous le nom de 
graphes de Rauzy, qui nous permettront ensuite de représenter les facteurs d'une longueur don­
née pour un mot fixé. 
Définition 5.4.1 Le graphe de De Bruijn d'ordre k associé au mot w E A 00 est un graphe 
orienté ayant des sommets étiquetés par les facteurs de Fd'IJ.') et ayant une arête étiquetée 
0: E A partant du sommet y et allant au sommet z si et seulement si z = y[l, li: - 1]0:. 
Exemple 5.4.2 Soit le mot infini de Fibonacci 3' défini par 
3' = lim 3'11 où 3'0 = 2, TI = 1 et 3'11 = 3'1I-I3'n-2, '<:In 2: 2. 
71----"00 
Les premières valeurs de 3'n sont 3'2 = 12,3'3 = 121,3'4 = 12112,3'5 = 12112121, ... et 
3'= 12112121121121211212112112121121121211212112112121121211211212112112··· 
Il est bien connu que 3' est une suite sturmienne : donc pour tout n, P(n) = n + 1. On sait que 
:J n'a que 4 facteurs de longueur 3 : 112,121,211,212. Ainsi, son graphe de De Bruijn d'ordre 
3 est le graphe à 4 sommets illustré à la Figure 5.1. 
Le principal désavantage de ce type de graphe est qu'il devient grand très rapidement. En effet, 
le nombre de sommets d'un graphe de De Bruijn d'ordre k d'un mot west l'ensemble de 
ses facteurs de longueur k et ce nombre est de l'ordre de ()(2 k ). Il est toutefois possible de 
diminuer le nombre de sommets d'un graphe de De Bruijn en supprimant certains sommets et 
arêtes superflus et le graphe résultant est appelé le graphe de De Bruijn réduit. 
liS 
Figure 5.1 Graphe de De Bruijn d'ordre 3 du mot cie Fibonacci. 
Notation 5.4.3 Soit un graphe C. Pour un sommet x, pred(x) (resp. succ(x) désigne l'en­
semble des sommets y tel qu'il existe une arête qui relie le sommet y au sommet x (resp. de x à 
y). De plus, label (y, x) dénote l'étiquette de l'arête reliant le sommet y au sommet x et d+ (x) 
désigne le nombre d'arêtes sortant du sommet x. 
E A ooDéfinition 5.4.4 Soit C = (S, A), le graphe de De Bruijn d'ordre k du mot w , où S est 
l'ensemble des sommets et A ç S x A x S est l'ensemble des arêtes. Le graphe de De Bruijn 
réduit associé à C est le nouveau graphe C' = (5", A'), où S' ç S et A' ç S' x A' X 5". 
Le graphe C' est obtenu de C en enlevant récursivement des arêtes et sommets superflus de C. 
C'est-à-dire 
s' = S - {x ES: é(x) = let succ(;j;) 1- x} 
et pour tout sommet x supprimé, avec z E pred(1:) et y E succ(x), les arêtes (z, label (z, x), x) 
et (x, label(x, y), y) sont supprimées de A et (z, (label(z, x)label(x, y), y) y est ajoutée. Ce 
nouvel ensemble forme A'. 
La Figure 5.2 illustre la suppression d'un sommet. 
-------~ 
Figure 5.2 Suppression du sommet x d'un graphe de De Bruijn. 
Remarque 5.4.5 L'ordre dans lequel les sommets sont supprimés n'a pas d'influence sur le 
graphe de De Bruijn réduit obtenu, puisque la concaténation des mots est associative. Remar­
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quons que dans le graphe réduit, les étiquettes sont des mots de A'. Par exemple, le graphe de 
De Bruijn réduit pour le mot de Fibonacci est donné par la Figure 5.3 
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Figure 5.3 Graphe de De Bruijn réduit d'ordre 3 associé au mot de Fibonacci. 
Les graphes de De Bruijn nous seront utiles dans ce qui suit, puisqu'ils permettent cie représenter 
la structure d'un mot. 
5.5 Calcul des mots extrémaux 
Avant de montrer comment construire les mots extrémaux, voici leur définition. 
Définition 5.5.1 Le mot lisse infini minimal (resp. maximal), noté m (resp. Ai) est le plus petit 
(resp. grand) mot lisse infini seJon J'ordre lexicographique. 
Lemme 5.5.2 Pour deux mots u, v E {a < b}W, on au < v {===? fi> v. 
Preuve Par définition cie < sur les mots infinis, on a lt < v si et seulement si l'on peut écrire 
u = palt' et v = pbv', avec a < b. Supposons donc que lt = pau' et v = pbv'. Alors 'ü = pa1/ 
et u = pbu'. Alors u > v. _ 
Le mot minimal et le mot maximal sont fortement liés. En effet, on a le lemme suivant. 
Lemme 5.5.3 M = m. 
Preuve Le Lemme 5.5.2 nous indique que lb < v {===? u > v. Ainsi, si m < x pour tout 
mot:r -1- m, alors on a aussi m > x. D'où j'vI = m. _ 
Cela signifie donc que le calcul de m nous donne directement le mot Ai = m : il suffit d'échan­
ger l'ordre des lettres sur l'alphabet. Dans ce qui suit, nous nous intéressons seulement au calcul 
du mot minimal, comme le mot maximal est ensuite obtenu directement. 
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5.5.1 Algorithme naïf 
L'algorithme le plus simple qui calcule un préfixe du mot minimal m d'une longueur n donnée 
est l'algorithme naïf qui suit. 
Algorithme 5.5.4 
DÉBUT lisseMinimal 
Entrée: longueurMax; 
0: m:= 1; 
1 : Boucle 
2: Si estLisse (m· 1) alors m := m· 1; 
3 : Sinon m := m . 2; 
4: Fin si; 
5: SORTIR QUAND longueur(m)=longueurMax ; 
6 : Fin boucle 
FIN lisseMinimal 
La condition estLisse est vérifiée en utilisant la dérivée à droite Dr et nous assure que le préfixe 
calculé est un préfixe d"au moins un mot lisse infini. On obtient alors 
m[O,2:3] = 112112212112122112112122 
pour longueurMax = 24 et conséquemment. 
Af[0,23] = 221221121221211221221211. 
L'algorithme naïf consiste à construire Je plus petit préfixe lisse possible pour une longueur k 
donnée. On tente de le prolonger par la lettre l, on vélifie si le mot ainsi construit est toujours 
un préfixe lisse ou pas. Si le mot est toujours un préfixe lisse, alors on a ajouté la bonne lettre. 
Sinon, on remplace le 1 par un 2. Puis on répète. Comme l'opérateur Dr vérifie qu'on a un 
préfixe lisse, ce préfixe sera toujours prolongeable et donc, l'algorithme peut toujours nous 
fournir un préfixe de m aussi long que souhaité. 
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Proposition 5.5.5 Si la Conjecture 5.3.11 est vraie, alors l'Algorithme 5.5.4 calcule un préfixe 
de m de longueur n en O(n2 10g(n)) opérations. 
Preuve Pour chaque lettre ajoutée au préfixe de m, on doit vérifier si le préfixe ainsi obtenu 
est le préfixe d'un mot lisse en utilisant l'opérateur Dr. En supposant que la Conjecture 5.3.11 
sur la fréquence des lettres dans un mot lisse soit vraie, il y aurait en moyenne autant de l 
que de 2 dans les préfixes lisses. En appliquant la dérivée Dr sur un préfixe de longueur k, on 
obtient donc un mot d'une longueur 2k/3 et le nombre de dérivées est log:3/2 k. On effectue 
k 10g3/2 k opérations pour un préfixe de longueur k. Ainsi, pour un préfixe de longueur n, le 
nombre d'opérations à effectuer est donné par 
n 
22..= k log3/2 k < n log n. 
k=l 
D'où la conclusion. • 
5.5.2 Algorithme naïf amélioré 
Afin de réduire le nombre d'applications de l'opérateur D" dans l'Algorithme 5.5.4, il est natu­
rel de vouloir ajouter plus d'une lettre à chaque étape. Pour ce faire, nous utilisons le graphe de 
De Bruijn réduit. En effet, en considérant le graphe de De Bruijn réduit du mot m pour un ordre 
donné, les prolongements possibles du préfixe lisse apparaissent plus clairement. Le nouvel al­
gorithme proposé consiste à fixer l'ordre du graphe de De Bruijn à un kEN et à chaque étape, 
selon les k dernières lettres du préfixe lisse, on connaît les prolongements possibles. On tente 
de mettre le plus petit des prolongements, on vérifie s'il est lisse et sinon, on tente de mett.re le 
deuxième plus petit prolongement, et ainsi de suite. Formellement, on a l'algorithme suivant. 
Algorithme 5.5.6 
DÉBUT lisseMinimal2 
Entrée: m, 10ngueurMax, etatActuel ; 
0: Si longueur(m) :::':longueurMax RETOURNER(m); 
l : Sinon 
2 : Pour s E succ(etatActuel) faire # selon l'ordre lexicographique croissant 
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3 : nouveau_m := m·]abel(etatActuel,s) ; 
4 : Si estLisse(nouveau_m) alors 
5 : lisseMinimal (nouveau_m, longueurMax, s) ; 
6: Fin si ; 
7: Fin pour; 
8: RETOURNER(m); 
9: Fin si; 
FIN lisseMinimal2 
Par exemple, pour trouver un préfixe de longueur 100 du mot lisse infini minimal, on utilise 
l' algorithmelisseMinimal avec les paramètres (ll2l 12, lOO, etatlnitial). La condition estLisse 
est encore vérifiée en utilisant l'opérateur de ciérivée à droite D,.. 
Le graphe de De Bruijn réduit d'ordre 6 pour le mot minimal m est représenté à la Figure 5.4. 
1121 
12212 
</ 
2112 " 
221221 212112 
21221 IV 
N N ~ IV 
N 
21121 
221121 212212 
,,'" 
2212 
;> 
1221 
12112 
Figure 5.4 Graphe de De Bruijn d'ordre 6 réduit pour le mot m. 
Dans le graphe d'ordre 6, il Y a 8 sommets et la longueur moyenne des étiquettes des arêtes 
est de 3.375. Le Tableau 5.1 illustre la croissance du nombre de sommets et des longueurs des 
étiquettes des arêtes en fonction de l'ordre du graphe de De Bruijn réduit. 
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Ordre Nombre de sommets Longueur mo)'enne des étiquettes 
1 2 1 
2 2 1.5 
3 4 2.25 
4 4 2.25 
5 4 2.25 
6 8 3.375 
JO 12 4.667 
15 16 5.062 
20 32 7.594 
25 36 8.611 
50 128 17.09 
Tableau 5.1 Longueur moyenne des étiquettes. 
Proposition 5.5.7 (Weakley, 1989) Le nombre de sommets d'un graphe de De Bmijn d'un mot 
lisse varie de façon polynomiale en fonction de son ordre, puisque le nombre de facteurs de 
log; :1 
longueur n est dans O(niQg2). 
La réduction du graphe de De Bruijn fait diminuer le nombre de sommets du graphe sans toute­
fois en faire diminuer la classe de complexité. Le Tableau 5.1 suggère que la longueur moyenne 
des étiquettes, c'est-à-dire le nombre moyen de lettres ajoutées à chaque itération de l'algo­
rithme, croît de façon logarithmique en fonction de J'ordre du graphe. Ainsi, augmenter l'ordre 
du graphe augmente la longueur moyenne des étiquettes des arêtes, donc le nombre de lettres 
ajoutées par itération (amélioration de la performance), mais augmente aussi le nombre de som­
mets (diminution de la performance). Comme la longueur moyenne des étiquettes varie de façon 
logarithmique et le nombre de sommets de façon polynomiale, cela signifie que pour un ordre 
plus grand, il y a plus de comparaisons à effectuer pour trouver le bon prolongement et alors, 
la peJformance obtenue par la croissance de la longueur moyenne est négligeable. Dans le but 
d'obtenir un algorithme plus efficace que l'Algorithme 5.5.4, on doit donc trouver le meilleur 
rapport entre le nombre de sommets et la longueur moyenne des étiquettes des arêtes. L'algo­
124 
rithme a été programmé en Maple pour des graphes d'ordre l, 10,20,30,40.50,55,60 et 65. 
Expérimentalement, pour un ordre plus petit ou égal à 50, l'augmentation de l'ordre améliore 
la pelformance en temps de l'algorithme. Pour un ordre plus grand que 50, l'algorithme devient 
moins rapide. L'algorithme le plus performant inspiré de l'algorithme naïf serait donc celui qui 
utilise un graphe de De Bruijn réduit d'ordre 50. 
5.5.3 Algorithme utilisant la bijection <1) 
En utilisant la bijection <:P, il est possible de trouver un algorithme plus performant pour calculer 
m. Comme m est en bijection avec <I>(m), l'algorithme consiste à construire un préfixe du mot 
<I>(m) plutôt que de constmire un préfixe du mot m. 
Algorithme 5.5.8 
DÉBUT lisseMinima13 
Entrée: 10ngueurMax; 
0: phim= 1; 
1: Tant que longueur(phim)< 10ngueurMax faire 
2 : Si philnv(phim·l) < philnv(phim·2) alors phim := phim'l: 
3 : Sinon phim := phim·2; 
4: Fin si ; 
5: Fin tant que; 
6 : RETOURNER philnv(phim) : 
FIN lisseMinimal3 
Dans cet algorithme, phim désigne le mot préfixe c1e <I>(m), philnv est la fonction cjJ-1 qui 
calcule les coups forcés. 
Proposition 5.5.9 Si la Conjecture 5.3.11 est vraie, alors l'Algorithme 5.5.8 s'effectue en (')(n2) 
opérations, où n est la longueur du préfixe de m calculé. 
Preuve En supposant la Conjecture 5.3.11 vraie, on a que pour un préfixe p de m de longueur 
k, <I>(p) est de longueur environ ]Og:3/2 k. Considérons <:P(p). Afin d'ajouter une nouvelle lettre 
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à <I>(p), on doit calculer <b- 1 (<I>(p) . 1) et 4>-l (<I>(p) .2). Constmire le mot obtenu par la fonction 
log3/2 k (3) i 
4>-1 prend L "2 opérations. Il faut faire ce calcul pour les deux lettres possibles et 
7.=J 
ensuite comparer les deux mots de longueur k ainsi obtenus. La comparaison se fait en 2k 
opérations. Ainsi, le coût en nombre d'opérations pour ajouter la k-ième lettre au préfixe de m 
est 
)og3/2 k (:~); 
2 L "2 + 2k. 
;=l 
Pour terminer, il suffit de faire varier k de 1 à n afin de construire un mot <I>(p) (resp. p) de 
longueur 10g3/2 k (resp. n). On a alors 
n log3/2 k i 
L(2 L (~) + 2k) 
k=l i=1 
n 
2 L( -3(1 - k)) + n(n + 1) 
k=l 
Il 
6L(k -1) +n(n+ 1) 
k=l 
6n(n + 1)/2 - 6n + n(n + 1) 
Le calcul d'un préfixe de longueur n du mot m avec l'Algorithme 5.5.8 s'effectue donc en 
• 
5.6 Étude des dérivées successives et des factorisations de Lyndon de m et AI 
Dans cette section, nous étudions la structure de m et l'v! en analysant leurs dérivées successives 
et leur factOlisation de Lyndon. Les délivées successives des mots lisses nous permettent de 
construire le mot <1>(m) (resp. <I>(M) et comme <Il est une fonction bijective, si le mot <I>(m) 
(resp. <1>(111) a des propriétés régulières, cela nous permettrait de mieux caractériser m (resp. 
M). Par ailleurs, l'étude des factorisations de Lyndon est motivée par la propriété de minimalité 
et de maximalité des mots extrémaux. Intuitivement, leur factorisation de Lyndon utiisant des 
propliétés d'ordre lexicographique pourraient avoir des propriétés intéressantes. 
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En calculant les premières dérivées de rn en utilisant l'opérateur 6. sur rn, on obtient 
6 0(nl) = 112112212112122112112122121122122112112122112112212112122122112112122112· 
6 l (rrL) = 212211211221211211221221211221221121121221211221221211211221221121221211 
6 2 (m) = 112212211212212112212212112112212112122122112112122112112212112122122112 .. 
6 3(m) = 221221121122121121221121121221211221221121121221121122121121122122121121· 
6 4("nJ) = 212212211211221211211221221211221221121221211211221221121221221121121221 
6 5(m) = 1121221221121221211.221221 [2112[221221121.22121122[22121[2[221121122122121 .. 
6 6 (m) = 211212211211221221211212211211221211211221221211212211211212212211212212 . 
6 7 (m) = 121.1221221211211221221121221 211211.22121121 221121 12122122112112212112J [22 
6 8 (m) = 112212112122122112112122112112212112122122112122121122122[21121122122112 . 
6 9 (m) = 2211211212212[ 1221221[21121221121122121[2[22122112 U2122112[122[22121121 
6 10 (m) = 22121121122122121122122112112122121122122121121122121 121221 121122"1221211 
6 Il (m) = 211212212112212212112112212112122112112212212112122[12112122122112112212 .. 
6 12 (m) = 121121122[211212211211221. 221211211221 2112122l221121122121[2 LI 22122J 2 Ll2[ .. 
6 13 (rrJ) = 112122112112212212112122112112122122112122121121122122121122122112122122· 
6 14 (m) = 2112212212112112212112122112112122121122122[1212212 .. 
6 n (m) = 12212lJ.21221121122[211211221221121 
6 J6 (m) = 12112112212211212212211 . 
6 17 (m) = 112122122112122 
6 18 (m) = 2112122112· 
Comme rn et NI sont complémentaires, 6. i (m) 6. i (lvI) pour i > 1. Ainsi, on obtient la 
proposition suivante. 
Proposition 5.6.1 <1>(rn) = 12122121122211211121122··· el <1>(111) = 21-1<1>(m) 
Intuitivement, par leur définition, les mots extrémaux devraient avoir des propriétés intéres­
santes par rappOlt à l'ordre lexicographique. Dans ce qui suit, nous étudions donc les factorisa­
tions de Lyndon des mots extrémaux. Les premiers facteurs de la factorisation de Tn sont 
to(m) 112112212112122, 
t l (m) 112112122121122122. 
t2(rr0 1121121221121122121121221221121121221121122122121121221121122121121··· 
t30n) 112112122112112212112122122il21121221121122122121121221121121221221 
LI (m) 112112122112112212[121221221121121221121122122121121221121121221221 . 
tô(rrJ) 1121121221121122121121122122112122[21121122122121122122112122121121··· 
t6 (rrJ) 1121121221121122121121122122112122121121122122121122122112112122121 
t 7 (m) 1121121221121122121121122122112122121121122122121122122112112122121··· 
ts (m) 112)] 21221 1211 22121121122122.1121221211 21122121121 221121122] 22121121 . 
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f9(m) 11211212211211221211211221221121221211211221211212211211221221211211 
flO(m) 112112122112112212112112212211212212112112212112122112112212212112112· 
fl1(m) 112112122112112212112112212211212212112112212112122112112212212112112· 
Rdrn) 112112122112112212112112212211212212112112212112122112112212212112112·· 
et les longueurs sont respectivement 
15,18,180,910,382,1948.2961,490,1703,2359,2194,4679,7278. 
Les premiers facteurs de la factorisation de Lyndon de l'vI sont 
fo(M) 2,
 
R1(i'v!) 2,
 
f2(AI) 122,
 
f3(M) 11212212112212212,
 
f.(M) 112122,
 
(sUv!) 112112212212112212211212212,
 
f6(i'd) 1121122122121122122,
 
f7(M) 1121121221211221221121221221121121221211221221211211221211212212211
 
RaUd) 112112122121122122,
 
f 9 (lv!) 1121121221121122121121221221121122121121122122121122122112122121121···
 
(IO(M) 1121121221121122121121221221121121221121122122121121221121121221221···
 
fl1(M) 1121121221121122121121122122112122121122122121121122122112122122112··
 
[12 (lv!) 112112122112112212112112212211212212112112212212]]221221]2122122112···
 
RdN!) 1121121221121122121121122122112122121121122121121221121122122121121···,
 
et les longueurs sont respectivement 
1,1,3,17,6,27,19,80,18,180,268,1753,2107,816. 
Les lettres soulignées représentent la première position pour laquelle le facteur diftère du fac­
teur précédent. Ces factorisations suggèrent que le préfixe commun de deux mots de Lyndon 
consécutifs dans la factorisation de Lyndon de m et de l'vI est de longueur croissante. 
Cela laisse donc supposer l'existence d'un mot qui soit un suffixe de m et de !vI qui soit mini­
mal. 
Définition 5.6.2 On note s, le suffixe lisse minimal, c'est-à-dire le plus petit mot selon l'ordre 
lexicographique qui soit un suffixe d'un mot lisse. 
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On construit le mot s en utilisant l'Algorithme 5.5.4 modifié comme suit: à chaque fois qu'on 
ajoute une nouvelle lettre au préfixe de $, on vérifie si s est toujours un suffixe lisse en appliquant 
l'opérateur de dérivée à gauche De. On obtient ainsi le suffixe lisse 
s = 11211212211211221211211221221121221211211221211212211211221221··· 
Lemme 5.6.3 Le mot sn 'est pas un mot lisse. 
Preuve En effet,
 
~(s) = 21211221221121221221121121···
 
~2(s) = 11122122112122121.
 
~3(s) = .'3212211211 ...
 
Donc $ est un suffixe lisse, mais n'est pas un mot lisse.
 • 
Proposition 5.6.4 Le su./fixe lisse minimal $ est un mot de Lyndon infini. 
Preuve Par la définition de mot de Lyndon infini, il suffit de montrer que $ est stlictement plus 
petit que tous ses suffixes. Comme $ est le suffixe lisse minimal, s'i! existe un suffixe plus petit 
que lui-même, il y a contradiction. S'il existe un suffixe qui lui est égal, alors cela impliquerait 
que s est périodique (voir Figure 5.5), ce qui est impossible, par la Proposition 5.3.12. • 
$ 
s------~-----
Figure 5.5 Schéma de la preuve de la Proposition 5.6.4. 
Le Tableau 5.2 indique la position i pour laquelle le mot s diffère de fk(m) et Rk(M). Dans 
ce tableau, ? signifie que nous n'avons pas calculé suffisament de facteurs pour connaître la 
position. Le calcul d'un préfixe de longueur 50 000 n'était pas suffisant pour obtenir le 15-ième 
facteur de la factoJÏsation de Lyndon de m. Observons que dans ce tableau, pour k ----l 00, €dm) 
et ek(M) semblent converger vers s. On pourrait être tenté de conjecturer que met M terminent 
par le suffixe 5, mais c'est impossible, comme l'énonce le lemme qui suit. 
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k Position dans fk(m) Position dans fdM) 
1 7 2 
2 11 2 
3 23 2 
4 23 5 
5 23 5 
6 46 7 
7 46 7 
8 46 li 
9 68 Il 
10 80 23 
11 80 23 
12 80 40 
13 142 46 
14 142 80 
15 ') 248 
Tableau 5.2 Positions pour lesquelles sri] -1=- j,Jm) li] et sri] -1=- fk(2\1) li]. 
Lemme 5.6.5 met IvI ne peuvent pas tout deux avoir le suffixe s. 
Preuve Supposons que TI? = us et M = vs, avec Ig(u) < Ig(v). On peut alors écrire up = v, 
pour un préfixe p de s. Mais si s commence par p et que 1'd = m, alors m = UppSI, pour 
SI E A"'. Cela implique que 111 a vp comme préfixe. Ainsi de suite, comme l'illustre la Figure 
5.6, on trouve que m == u(pJ5)'" et M = v(pJ5)"'. Donc met M sont ultimement périodiques. 
Par la Proposition 5.3.12, on sait que c'est imposible. Si 19(u.) > 19(v), la preuve est similaire. 
Si Ig(u) = 19(v), alors on trouve que s = S, ce qui est impossible. • 
Le Lemme 5.6.5 donne l'idée de la conjecture suivante. 
Conjecture 5.6.6 lim fi(m) = s ou (exclusif) lim éi(M) = s. 
1,----j.00 1,-+00 
Étudions maintenant plus particulièrement la factorisation de Lyndon de m et AI. Rappelons 
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s 
m, 1 11 
s 
Figure 5.6 Schéma de la preuve du Lemme 5.6.5. 
d'abord un résultat sur le nombre de carrés. 
Lemme 5.6.7 (Brlek et al., 2006) Le nombre de facteurs carrés des mots lisses esl fini: 
Card(Carrés(X)) = 46. 
Corollaire 5.6.8 (Brlek et al., 2006) Les mors lisses sonl sam cube. 
Il en découle que Card(Carrés(m)) S 46 et parmi les 46 carrés possibles, ceux qui sont des 
carrés de mots de Lyndon sont 
12 ,(112)2,(112112212)2,(112112212212112212211212212)2,(122)2 et 22 . 
Proposition 5.6.9 Soit m = fI (m)f2(m) "', lafacrorisation de Lyndon de m. Alors
 
i) f l (m) est le seulfacteur de Lyndon qui est un pr4fixe lisse;
 
ii) éi(m) > €.i+l(m), pour tour i.
 
Preuve i) Par la définition de factorisation de Lyndon, on sait que fi (m) :::: Ci(m), pour i > O. 
Précédemment, on a calculé les premiers facteurs de la factorisation de Lyndon de m et on a 
obtenu que él(m) > f 2(m). Ainsi, pour tout i :::: 1, eo(m) > e;(m). Mais par la construction 
de m, aucun préfixe lisse n'est plus petit que m. Par conséquent, un préfixe lisse plus petit que 
el (171) n'existe pas et alors, pour tout éi(m) < m, .ei(171) ne peut être un préfixe lisse. 
ii) Supposons maintenant qu'il existe i :::: 2 tel que .e.i(m) = fi+l(m). Ainsi, cela signifierait 
qu'il y a un facteur puissance carré d'un mot de Lyndon. En ordonnant les facteurs de mots 
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lisses qui sont des carrés de mots de Lyndon, on obtient 
12 < (112)2 < (112112212)2 < (112112212212112212211212212)2 < (122)2 < 22. (5.5) 
Comme les seuls carrés::; Cr(m) sont (112)2 et 12, pour avoir Ci(m) = Ci+r(m), il faudrait 
que Ci(m) = 112 ou Ci(m) 1. Dans les deux cas, cela impliquerait que m est ultimement 
périodique: contradiction. • 
On obtient un résultat semblable pour le mot lisse maximal NI. 
Proposition 5.6.10 Dans la factorisation de Lyndon de Id, 
i) Co(M), C1(M), C2(M), C4 (A1), C5(A1), CG(M) sont les seuls préfixes lisses; 
ii) ei(M) > ei+1 (M), pour tout i :::: 1. 
Preuve i) On vérifie directement que les facteurs de Lyndon Ci(M), pour i ::; 6, sont lisses 
ou pas en utilisant l'opérateur Dr. Pour i > 6, il suffit de vérifier que C7 (M) < to(m). 
ii) En observant que C,(l'v!) < (112112212)2 dans la formule (5.5), on conclut en utilisant le 
même raisonnement que dans la preuve de la Proposition 5.6.9. • 
Proposition 5.6.11 Le mot lisse infini minima! m n'est pas un mot de Lyndon. 
Preuve Le mot lisse infini minimal a le suffixe 1121121221211 .. plus petit que lui-même 
et commençant à la position 15 . • 
Si tous les mots lisses infinis contiennent tous les facteurs lisses finis comme le prétend la 
Conjecture 5.3.10, alors aucun mot lisse infini n'est un mot de Lyndon. En effet, supposons 
qu'un mot lisse infini w contiennent tous les facteurs lisses et supposons que w soit un mot 
de Lyndon infini. Remarquons qu'un mot peut être un facteur lisse, mais non pas un mot lisse. 
L'inverse est faux. 11 est donc plus restrictif d'être un mot lisse qu'un facteur lisse. On peut ainsi 
se convaincre qu'il serait toujours possible de trouver un t'acteur lisse plus petit que w, et donc 
que w ne pourrait pas être un mot de Lyndon. La Proposition 5.6.11 vient donc renforcer la 
Conjecture 5.3.10. 
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Récemment, les mots lisses ont été généralisés à différents alphabets à deux lettres ou plus. 
Dans le chapitre suivant, nous montrons comment le changement des lettres de l'alphabet in­
fluence les propriétés des mots lisses extrémaux et contrairement aux mots 1isses extrémaux sur 
l'alphabet {l, 2}, nous verrons que certaines régularités apparaissent. 
Chapitre VI 
MOTS LISSES EXTRÉMAUX GÉNÉRALISÉS 
Dans ce chapitre, nous utilisons la notion introduite dans (Berthé, Brlek et Choquette, 2005) de 
mot lisse généralisé à différents alphabets. Ainsi, nous considérons les mots lisses extrémaux 
sur différents alphabets à deux lettres. Dans un premier temps, nous étudions les mots lisses 
extrémaux sur l'alphabet {l, 3}. Il apparaît que de remplacer le 2 pour un ;1 dans l'alphabet 
change grandement la structure des mots 1isses extrémaux et même, que cela leur donne des 
propriétés beaucoup plus intéressantes. En observant ainsi que de considérer les mots lisses ex­
trémaux sur l'alphabet {1, 3} plutôt que sur {l, 2} en influence grandement les propriétés, nous 
nous intéressons ensuite aux mots lisses extrémaux sur des alphabets cie lettres cie même parité. 
Ainsi, pour un alphabet orclonné {a < b} fixé, avec a, bEN - {O} et a, b de même parité, nous 
étuclions les mots lisses extrémaux. Nous clonnons cles algorithmes rapides pour les construire, 
nous montrons cles propriétés cie récurrence, cie fermeture pour les ensembles cie facteurs et 
nous fOLll11issons une formule pour la fréquence des lettres pour certains types d'alphabets. 
Nous nous intéressons ensuite aux factorisations de Lynclon et montrons que contrairement au 
mot lisse minimal sur l'alphabet {l, 2}, il existe cles mots lisses minimaux qui sont cles mots 
cie Lynclon. Nous montrons qu'il existe un lien entre les mots minimaux sur des alphabets pairs 
et certains mots de Kolakoski généralisés. Ainsi, nous montrons cles propriétés pour les mots 
cie Kolakoski généralisés qui sont toujours cles problèmes ouverts sur l'alphabet {I,2}. Les 
résultats cie ce chapitre font l'objet cie la publication (BrJek, Jamet et Paquin, 2008). 
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6.1 Quelques définitions et résultats préalables 
Rappelons une propriété utile sur les mots de Lyndon. 
Lemme 6.1.1 (Chapitre 5.1 de (Lothaire, 1983)) Soienr <J, v E f..,. Alors uv E f.., si et seule­
ment si u < v. 
Lemme 6.1.2 Soient <J, v E f.., et supposons li < v. Alors uv < v. 
Preuve Si u tt. Pref(v), alors c'est évident. Supposons donc que u E Pref(v) et écrivons 
v = UkV', avec k maximal. Ainsi, li. ne peut pas être préfixe de Vl Comme v est un mot de 
Lyndon, v est plus petit que tous ses suffixes. Plus particulièrement, v < Vi. Ainsi, u < v < Vi. 
Comparons v = UkV' et uv = uk +1Vi : la comparaison se fait entre Vi et u. Comme u < Vi et 
u ~ Pref(v' ), on conclut que lW < V. • 
nCorollaire 6.1.3 Soient li, v E f.." avec 11, <v. Alors uv , unv E f.." pour tour n 2: O. 
Preuve Il suffit d'appliquer le Lemme 6.1.1 11 fois. En effet, si 11., v E f.., et u < v, alors 
uv E f..,. Ainsi, 7(,liV E f.., et v < vu et donc, 11.2 1' E f..,. De la même façon, considérons 
uv, v E f..,. Par le Lemme 6.1.2, uv < v, et par le Lemme 6.1.1, on a que uv2 E f..,. • 
À moins d'indication contraire, dans ce chapitre, nous ne considérons que des alphabets A = 
{a < b}, avec a, bEN - {ü}. 
Toutes les notions vues dans le Chapitre V se généralisent naturellement aux mots lisses sur 
un alphabet {a. < b}. Ainsi, la fonction de codage par blocs reste bien définie si ['on change 
l'alphabet {l, 2} pour {l, :1}, {2,3}, {3, 7}, etc. 
Exemple 6.1.4 Soit w = 223322333222333. En appliquant successivement l'opérateur 6" on 
obtient 
6,O(w) = 2233223332223:13 
6,1(W) = 222333 
6,2(w) = 3~~ 
6,3(w) = 2. 
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Exemple 6.1.5 Soit 1t = 22444242222444. En appliquant successivement l'opérateur ,0., on 
obtient 
,0.°(u) = 22444242222444 
,0.1(1t) = 23H43 
,0.4(U) = 11211 
,0.:3(1t) = 212 
,0.4(11) = 111 
,0.5(u) = 3. 
La famille des mots lisses peut donc être généralisée à différents alphabets, comme l'ont fait les 
auteurs de (Berthé, Brlek et Choquette, 2005). 
Définition 6.1.6 Soit un alphabet ordonné numérique A. On définit la famille des mots lisses 
infinis sur l'alphabet A par l'ensemble 
Définition 6.1.7 Soit un alphabet ordonné numérique A. Un mot fini 11) E A* est lisse s'il existe 
k tel que 19( ,0.k('W)) = 1 et ,0.k(UJ) S ,3, où /3 est la lettre maximale de A, et pour tout j < k, 
on a ,0.j(tv) EA* 
Ainsi, le mot UJ de l'Exemple 6.1.4 est un mot lisse sur l'alphabet {2. :3}, tandis que le mot 11 de 
l'Exemple 6.1.5 n'est pas un mot lisse sur l'alphabet {2, 4}, mais l'est sur l'alphabet {l, 2, 3, 4}. 
Les fonctions pseudo-inverses de ,0. demeurent bien définies pour un alphabet à 2 lettres autre 
que l'alphabet {1,2}. 
Exemple 6.1.8 Soit 11 = 44554544445. Alors 
,0.4'1 (lt) = 444455554444455555444455555444455554444555544444 
et 
,0.51(U) = 555544445555544444555544444555544445555444455555. 
136 
Définition 6.1.9 Les mots de Kolakoski généralisés sont définis comme étant les points fixes 
sous l'opérateur 6,.. Pour un alphabet à deux lettres {a, b}, il Y a exactement deux points fixes: 
K(a,lI) et K(b,(I) , où ]((a,b) le mot de Kolakoski généralisé sur l'alphabet {a, b} et commençant 
par la lettre a. 
Exemple 6.1.10 Le mot de Kolakoski sur l'alphabet A = {1, 2} et commençant par la lettre 
2 est ]( = K(2.1)' Le mot de Kolakoski ](("2.3) = 223:~2223:n223:~223:~3222· .. et ]((3,1) = 
33311133313l:33:S1113331 . 
La b~jection <P définie au Chapitre V se généralise naturellement à tout alphabet numérique 
ordonné à deux lettres. 
Exemple 6.1.11 Pour le mot w = 133.'3111333133:3111333131:333111:333133311133.'31, on a 
6,.o(w) = 1333111333133311133313133311133313331113331 
6,.' (w) = 133:)13:3311133313331 
6,.2(w) = 1:31333131 
6,.3(w) = 1113111 
6,.4(W) = 313 
6,.5(w) = 111 
6,.6(w) = 3. 
Donc west un mot lisse sur l'alphabet {1, :3} et <p( w) = 1111313. 
Exemple 6.1.12 Soit le mot w pour lequel 1L = <p(w) = 3533. On retrouve w en appliquant 
<1>-1, donc en itérant 6,. -1 sur les lettres du mot ·u. 
6,.o(w) = 3333355555333:3355533:3555333335555533333 
6,.1(w) = 555333555 
6,.2(w) = 333 
6,.3(w) = 3. 
Tout comme pour l'alphabet {I, 2}, il est possible déforcer les coups pour un alphabet {a < b} 
fixé. 
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Définition 6.1.13 Soit l'alphabet A = {Q < b} et x E A *. Alors 
où ,8 est la lettre complémentaire de la dernière lettre cie 6;1(x) et 0:, ,6 E A. La fonction rP- 1 
est définie de façon analogue à <1>, mais utilise 0- 1 plutôt que 6 -1. 
Exemple 6.1.14 Dans l'exemple précédent, si l'on applique 4>-1, on obtient 
OO( w) = 33333555553333355533355533333555553333:355533:3555.33:355533333 
55555333335555533333555333555333555333335555533333555 
01(w) = 555333555333335555533333555 
02(w) = 3:3355,5 
c5 3(w) = 3. 
Les opérateurs D, De et Dr' se généralisent aussi à des alphabets à deux lettres comme l'énoncent 
les trois définitions suivantes. 
Définition 6.1.15 Pour un alphabet {a < b}, on définit l'opérateur D comme 
E si6(w)<bouw=E, 
6(w) si 6(w) = bxbou 6.(w) = b, 
D(w) = bx si 6(w) = bx'U, 
xb si 6(w) = 'Uxb, 
x: si 6(w) = 'Uxv, 
où 'U et v sont des blocs de longueur < b. Appliquer l'opérateur D correspond à éliminer de 
6(w) les blocs préfixes ou suffixes de longueur plus petite gue la lettre maximale, s'ils existent. 
Définition 6.1.16 Un mot fini west appelé un/acteur lisse s'il existe k tel gue D/c(w) = E. et 
'rIj < k, Dj(w) E A*. 
Définition 6.1.17 La dérivée à droite est définie par la fonction Dl' : A* ----7 N* telle gue 
si 6(w) < bou w = E., 
= xb,D,(w) ~ { ~(w) si 6(w) 
si 6(w) = X~L, 
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où u est un bloc de longueur < b. 
Définition 6.1.18 La dérivée à gauche est définie par la fonction De : A* -l F::j* telle que 
si t>.(w) < bau w = s, 
Dt(w) = { ~(w) si t>.(w) = bx, 
x si t>.(w) = 1LX, 
où u est un bloc de longueur < b. 
Définition 6.1.19 Un mot west lisse à droite (resp. lisse à gauche) sur l'alphabet A s'il existe 
k tel que D~(w) = s (resp. D~'(w) = s) et pour tout j < k, D;(w) E A* (resp. Di(w) E A*). 
Un mot lisse à droite est alors appelé un préfixe lisse et un mot lisse à gauche est appelé un 
suffixe lisse. 
Exemple 6.1.20 Soit w = 223223322333222. En appliquant successivement les opérateurs Dr. 
et De sur le mot w, on obtient 
D:!(w) = 223223322333222 D?Cw) = 223223322333222 
D;(w) = 212223:) D;(w) = 1222:):) 
D;(w) = 11:3 D1(w) = :32 
D;~(w) = 2 Di(w) = l. 
Dès les premières dérivées, il est clair que le mot w n'est ni lisse à droite, ni lisse à gauche sur 
l'alphabet {2, 3}, mais qu'il l'est sur l'alphabet {I, 2, 3}. 
Exemple 6.1.21 Soit v = 3334443:33444433334444333444333. On obtient 
D~ (v) = 3334443334444:)33:34444333444333 D~ (v) = 3334443334444:3:)334444333444333 
D;(v) = 33344433 D](v) = 33444333 
D;(v) = 33 D~(v) = 33. 
Le mot v est donc un préfixe lisse et un suffixe lisse sur l'alphabet {:), 4}. 
Définition 6.1.22 Le mot lisse infini minimal (resp. maximaf) sur l'alphabet {a < b}, noté 
m(a,b} (resp. l'vIra,!>}) est le plus petit (resp. grand) mot lisse infini selon J'ordre lexicographique. 
L'algolithme 5.5.4 du Chapitre V qui calcule le mot minimal se généralise pour différents al­
phabets de la façon suivante. 
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Algorithme 6.1.23 
DÉBUT lisseMinimalGeneral 
Entrée: A = {a, b}, 10ngueurMax ; 
°:m{a,b} := a; 
1 : Boucle 
2: Si estLisse (m{a,b) . a) alors m{a,b} := m{a,b} . a; 
.'3 : Sinon m{a,b} := m{a,b} . b; 
4: Fin si; 
5 : SORTIR QUAND longlleur(m{a,b} )=longueurMax ;
 
6 ; Fin boucle;
 
FIN lisseMinimalGeneral
 
Dans cet algorithme, la condition estLisse est vérifiée avec J'opérateur Dr. Notons gue l' Algo­
rithme 6.1 .23 ne dépend pas de la parité des lettres de l'al phaber. Pour différents al phabets et 
pour longlleurMax = 47, on obtient les mots 
m{l,2} [0,46] = 11211221211212211211212212112212211211212211211, 
M{J,2} [0, 46] = 21211221211212211211212212112212211211212211211, 
m{1,3} [0, 46] = 11131113131113111313111313111311131311131113131, 
M{l,:l} [0, 46] = 3:3:n3:3:n:n333133313133:U3133:n:r33131:333133:n313, 
m{2,l} [0, 46] = 22224444222244442244224422224444222244442244224, 
m{3,fJ} [0, 461 = 3:3:n:3555653333355533:3555:n33355555:3:·n:i3555:33355, 
mp,3} [0, 46] = 22233322233223:322233322233223332223322333222333, 
m{3,4} [0, 46] = 333:344443333444333444333:344443:333444:3:33444:333:34. 
Si la Conjecture 5.3.11 est vraie, le calcul d'un préfixe de longueur n de m{a,b} avec l'Algo­
rithme 6.1.23 nécessite O(n2 jog(n)) opérations. Afin de réduire le nombre d'applications de 
('opérateur Dr, il serait pertinent d'ajouter plus d'une lettre à chaque étape, comme au Chapitre 
V, en utilisant les graphes de De Bruijn réduits. Toutefois, nous ne nous y attardons pas, puis­
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qu'il existe des algorithmes beaucoup plus efficaces pour les alphabets de même parité. comme 
nous le montrons dans les sections suivantes. 
6.2 Mot de Fibonacci et mot lisse minimal sur l'alphabet {L 3} 
Dans cette section, nous étudions les mots lisses extrémaux sur l'alphabet {1, 3}. Nous mon­
trons que ces mots ont une structure plus régulière que les mots lisses extrémaux sur l'alphabet 
{1, 2}. De plus, nous montrons que les mots lisses extrémaux sur l'alphabet {1, 3} sont éton­
namment reliés au mot de Fibonacci. 
Pour débuter, rappelons que le mot infini de Fibonacci l' est défini comme 
Dans (Berthé, Brlek et Choquette, 2005), les auteurs montrent que:f n'est pas lisse sur l'alpha­
bet A = {1, 2}, mais l'est sur l'alphabet A = {I, 2, 3}. Le pavage 1isse décrivant 3'" est 
6°(3) = 121121211211212112121121121211211212112121121121211212112112121121121· 
6 1 (3) =112111212111211121211121211121112121112111212111212111211121211121211··· 
6 2 (3) = 213111313111311131311131311131113131113111313111313111311131311131311··· 
6 3 (3) = 111311131311131113131113131113111313111311131311131311131113131113131··· 
6 4(3) = 313111313111311131311131311131113131113111313111313111311131311131311··· 
6 5 (3) = 111311131311131113131113131113111313111311131311131311131113131113131··· 
6 6 (3) = 313111313111311131311131311131113131113111313111313111311131311131311··· 
6 7 (3) = 111311131311131113131113131113111313111311131311131311131113131113131··· 
6 8 (3) = 313111313111311131311131311131113131113111313111313111311131311131311··· 
6 9 (3) = 111311131311131113131113131113111313111311131311131311131113131113131· 
6 1°(3) = 313111313111311131311131311131113131113111313111313111311131311131311··· 
Proposition 6.2.1 (Berthé, Brlek et Choquette, 2005) Soit 3'", le mol de Fibonacci. Alors 
<p(:f) = 112(B)"'. 
Proposition 6.2,2 (Berrhé, Brlek et Choquette, 2005) Soit l' le mot de Fihonacci. Alors 
i) 33.31313 ne sont pasfacreurs de .6,k(1'), pour k 2: 0; 
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ii) 3" et 6.(1') E {1, 2}W ;
 
iii) 6.2 (3") = 2u, où u E {1, :1}W ,
 
iv) 6."(3") E {l,3}W pour k 2: :3.
 
En utilisant l'Algorithme 6.1.23 décrit dans la section précédente, on obtient les premières 
lettres du mot lisse infini minimal sur l'alphabet A = {1, ~}, soit 
m{l,3} = 111311131311131113131113131113111313111:3111.3131113131113· .. 
Ce mot coïncide avec 6.:1(3"). En effet, on a le Théorème 6.2.3. 
Théorème 6.2.3 m{ l ,:3} = 6.3(3"), où l' est le mot de Fibonacci. 
Afin de prouver ce théorème, certains lemmes sont requis. 
Lemme 6.2.4 Soit 3'n, le n-ième mot de Fibonacci. Alors pour n 2: 3, 3'n admet les jacrorisa­
tians 
i)	 3'11 = 3'A; n::Ll 3'i' pour 1 ::; k < n, 
ii) 3'n = (n~~~ 3'n-2i-1 ) :111 -21.;. pour 1 ::; k ::; n/2, k un entier. 
Preuve Rappelons que par définition, 3'11 = 3'71-13',,-2, 
i)	 Pour n = ;) et k = 1, on a :1:1 = 3'13'03'[. Si k = 2, on a 3':1 = 3'23'[. Supposons que 
la factorisation existe pour tout j ::; n - 1. Alors, par définition, 3'" = 1'n- l 3'n-2 = 
(3'n-23'n-3)3'n-2. Par hypothèse de récurrence, on a 
ii) Pour n = 3 et k = 1, on a 3'3 = 3'23'1. Supposons que la factorisation existe pour tout 
j ::; n - 1. Alors, 3'n = 3'n-l3'n-2 = 3'n-l3'n-33'n-,j et par hypothèse de récurrence, 
k-l )II 3'''-2-;-1 3'n-2(k:+2) ,( 
,,=0 
avec 2k ::; n - 4, donc 2(k + 2) ::; n. • 
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Lemme 6.2.5 Les mots finis de Fibonacci :7n sati5font, pOlir n :2:: 2, les conditions
 
i) ~3(:72n+1 ,1-1 ) = ~3(:72n' 2-1). ~3(2. :72n-1 ,1- 1);
 
ii) ~3(:72n' 2-1) = ~3(:72n_J '1-1). ~3(1. :72n-2' 2- 1).
 
Preuve Par un calcul direct, on a 
~3(:751-l) ~3(1211212) = ~2(112111) = ~1(213) = 111. 
~3(1:74T]) ~3(11211) = ~2(212) = ~[(111) = 3, 
~3(:74T1) ~3(1211) = ~2(112) = ~1(21) = 11, 
~ 3(2:73 1- 1) ~3(212) = ~2(111) = ~1(3) = 1, 
~3(:731-1) ~3(12) = ~2(11) = ~](2) = 1, 
~:3(U2Tl) ~3(11) = ~2(2) = ~1(1) = 1. 
Les deux conditions sont bien vérifiées pour Tl = 2. 
La récun'ence :7n = :7n-[ . :7n-2 implique que 
où a, b E {I,2}. Il suffit alors de montrer que les conditions du Lemme du collage sont satis­
faites dans les deux cas. 
i)	 Vérifions que la dernière lettre de ~i (:72n .2-]) diffère de la première de ~ i(2· :72n-1 '1-'), 
pour a ::; i ::; 3. Du Lemme 6.2.4 ii), on sait que pour tout Tl :2:: 3, :72n a le suffixe :76. 
De plus, pour Tl :2:: 3, on sait par le Lemme 6.2.4 i) que 3'2n a :7G pour préfixe. Comme 
:h = 1211212112112, le mot:72n·2-1 a le suffixes = 121121211211 et le mot 2·:72n_I·1-] 
a le préfixe p = 21211212. En appliquant les opérateurs De et Dr généralisés sur l'alphabet 
{1, 2, 3}, à s et p respectivement, on obtient 
DeO(s) = 121121211211 DrO(p) = 21211212 
De'(s) = 12111212 D 7.l(p) = 111211 
De2(s) = 1:3111 D72 (P) = 31 
Df 3(S) = 13 Dr 3(p) =1. 
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Ainsi, les conditions du Lemme du collage sont satisfaites. 
ii) De façon semblable, on obtient que pour tout n ~ 4, le mot 3 2n.-l . 1-[ a le suffixe s = 
12112121121121211212 et le mot 1 . :12n-2 . 2- 1 a le préfixe p = 1121121211211. En 
appliquant encore les opérateurs DR et Dr sur s et p respectivement, on obtient le résultat. _ 
Lemme 6.2.6 (Berthé, Brlek et Choquette, 2005) .63(2:r) = .63(:1). 
Preuve (du Théorème 6.2.3) Procédons par récurrence pour montrer que pour tout n ~ 2, 
.6.3(:J2n _ 11-1 ) est minimal. Vérifions pour n = 2 : 
est bien minimal. Vérifions un cas de base moins trivial, disons pour n = 4. 
:17 .1- 1 = 121121211211212112121.1- 1 = 12112121121121211212, 
.6(J'7 . 1-1 ) 1121112121112111, 
.62 (:17 .1- 1 ) 21:111131:), 
.63(3"7 ,1-1) 1113111. 
Supposons maintenant que .6:\32k- 1 . 1-1) est minimal pour tout 2 :s: k :s: n. Par le Lemme 
6.2.5, 
A:l('T 1- 1) A3('T 1- 1) A3('T 2- 1') A:3(2 'T 1- 1)U .72(11.+1)-1' = U J2n+l' = U J2n' . U . .7211.-J.· . 
Par hypothèse de récurrence, .63 (:12n . 2-1) est minimal. JI suffit de montrer que .63(2. :12n-1 . 
1-1) est minimal, comme la concaténation de deux mots minimaux est certainement minimale. 
Par le Lemme 6.2.6, comme .63 (:1211._1 . 1-1 ) est minimal, alors .63 (2 . :12n - 1 ,1-1 ) est aussi 
minimal. Pour conclure. il suffit de prendre la limite 
lim .63(J'2n_1 . 1-') = .63(3). 
11---+oc 
Cette dernière existe. comme 3"1) _ j est préfixe de 3". 
-

Puisque .63(3) = mp,:l}' les propriétés suivantes découlent directement de (Berthé, Brlek et 
Choquette, 2005). 
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Corollaire 6.2.7 Les mots lisses infinis extrémaux sur l'alphabet A {l, :3} satisfont aux
 
conditions suivantes
 
i) llk(m{l,:3}) = llk+2(m{l,3}), \/k 2': 0;
 
ii) <I>(m{l,3}) = (13)W et <I>(M{1,3}) = 3(31)W ;
 
iii) m{1,:\} ne contienr pas lesfaeteurs 33 et 31313 er JI{I,:I} ne conrienr pas lesfacreurs com­

plémentaires 11 et 13131 ; 
iv) posons m{1,3} = llu, alors ll(m{1,:3}) = :3u. 
Proposition 6.2.8 Le transducteur illustré à la Figure 6.1 calcule le mot lisse in/mi minimal 
m{l,3} en temps linéaire. 
Preuve Découle de la la propriété iv) du Corollaire 6.2.7. • 
Rappelons qu'un transducteur est un automate fini à une bande et deux pointeurs: un pour lire 
et l'autre pour éClire. Les transitions de l'automate étiquetées de la forme Cr/fJ signifient qu'on 
lit Cr, qu'on écrit ,3, puis qu'on se déplace à l'état suivant. 
1/3 
ITJ EI1I.[Q] 1111. 1 1/1 3 
3/ III 
Figure 6.1 Transducteur engendrant le mot lisse minimal sur l'alphabet {l, 3}. 
Le Tableau 6.1 décrit comment le mot m{1.3} est construit en utilisant le transducteur. 
La fait que le mot de Fibonacci et le mot lisse infini minimal sur l'alphabet {I, :3} soient dans 
la même orbite sous l'opérateur II est surprenant et soulève d'intéressantes questions. Est-ce 
que les propriétés du mot minimal sur {1: 3} se généralisent à tout alphabet impair? La section 
suivante répond à cette question. 
6.3 Mots lisses extrémaux sur un alphabet à deux lettres impaires 
Dans cette section, nous considérons un alphabet à deux lettres A = {a < b}, avec a et b des 
entiers positifs impairs. Introduisons d'abord un lemme fort utile pour la suite. 
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~ Préfixe de m{ l,:1} 1 
é 11 11 
11 1 111 
1 3 1113 
3 111 111:3111 
1 :3 111:31113 
1 1 111311131 
1 3 111:311131:3 
3 111 111:3111313111 
] :3 113111313111.'3 
.. . .. . ... 
Tableau 6.1 Construction du mot lisse minimal à l'aide d 'un transducteur. 
Lemme 6.3.1 Pour tout u E A + J q,-1 (u) est un palindrome de longueur impaire. 
Preuve Soit w = q,-1 (u). Procédons par récurrence sur la longueur de li. Si n = Ig(l.) = l, 
alors w = (3 E A, qui est un palindrome. Si n = 2, alors u = 0:(3, avec 0:,f3 E {a,b}. Ainsi, 
~-1(u) = w = Q/3 est un palindrome de longueur (3. Comme a et b sont impaires, il en découle 
que w a une longueur impaire. Supposons maintenant que l'énoncé est vrai pour tout u tel que 
19(1.) ::::: k. Posons u' E A k . Donc w = q,-i (1/) est un palindrome de longueur impaire. Posons 
Ig(w) = 2j + 1. On peut donc écrire w = w' . w[j] . 7'Z', 71/ E A * et alors, 
pour 0: E A. II Ya deux cas à considérer: si Ig(w') est impair, 
et si 19(w') est paire, 
.-----..-..­
6~1(w) = 6;:1 (w') . 6~I(w[j])· 6~1(~,) = 6~1(w')· 6~1(w[j]). 6~i(W'). 
Rappelons que dans les équations précédentes, on a utilisé le Lemme 5.1.17. Comme Vo:, ,6 E 
A, et 6;:;1 ((3) = œ8 est de longueur impaire, alors 6;:; 1(w) est de longueur impaire. _ 
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Le Théorème 6.3.2 montre que les mots lisses extrémaux sur un alphabet impair a une structure 
beaucoup plus simple que ceux sur l'alphabet {I, 2} et que le Corollaire 6.2.7 ii) se généralise. 
Théorème 6.3.2 <I>(m{a.b}) = (ab)w. 
Preuve Procédons par récurrence sur la longueur des préfixes de 'U = <I>(m{o..b))' Remar­
quons d'abord que m{a,b} commence par la lettre minimale a. On peut facilement vérifier que 
c]?-l(ab) = ab < aab· w = c]?-l(aax), pour tout x E L:, w E L:*. Supposons maintenant que 
c]?-l((ab)k) est minimal pour tout k :<:::: n. Par le Lemme 6.3.J, toutes les lignes du pavage (voir 
Figure a» obtenu par <1>-1 (( ab)71) sont de longueur impaire. Donc <I>-) ((ab)'1) commence et 
termine par la même lettre, soit la lettre a. 
a a a a 
b b b ... 
·b 
2n 2n 
a a 
h 
:r 
Figure a) Figure b) 
Soit x, la (2n + 1)-ième lettre de <1>( m{a,b})' Que ;r; = a ou ;t: = b, la 2n-ième ligne commence 
par au moins a occurrences de la lettre b. Comme a, b sont impairs, par le Lemme 6.3.1, toutes 
les lignes commencent et terminent par Ja même lettre, en alternant. La Figure b) illustre cette 
propriété. Les indices dans la figure comptent le nombre de lettres. Par exemple, bo' .. ba- 1 
signifie qu'il y a a. occurrences de la lettre b. 
Si x = a, alors 2.&1(0.) = ha et la 2n-ième ligne a le préfixe bax = bQa. Si x = b, alors 
2.& 1 (b) = bQbb-a et la 2n-ième ligne commence par bax = bab. Dans les deux cas, cela signifie 
que la 2n-ième ligne commence par bax (voir Figure c». 
147 
b b a 
a a b a 
. 
0. 
. 
b 
b b a 2n ­ 2 
2n b b' ci 
a a b' a a b 
bo '" b l:r bo '" b l X 
x X 
Figure c) Figure d) 
Par le Lemme du collage, on a <I>-l((ab)" x ) <I>-l((ab)"a) . <I>-1((ba)'I-1bx)s. pour un 
sE I;*. On déduit alors que la lettre x doit être celle qui rend <I>-1 ((ba)n-lbx) minimal. Dans 
la Figure d), on considère q,-1 (( ba)'~-1 bx). POUl' que ce mot soit minimal, 1>-1 (( ab)"-1 x) doit 
être minimal. Par l'hypothèse de récurrence, on a donc x = o.. Il en découle que si <I>-l((ab)n) 
est minimal, alors <I>-l((ab)na) l'est aussi. 
0. 0. b 
b b a b b a 
2n a 0. b 
a a 2n 
b···· b a b b' a' 
o.{)" .. aa 1 fj 0.0'" a J y 
Y fj 
Figure e) Figure f) 
La Figure e) montre que la prochaine lettre, disons y, est celle qui rend <I>-l((ba)/fj) minimal. 
La Figure f) considère ce mot et illustre le fait que fj doit être tel que <I>-J((ab)n-l ay ) est 
minimal. Par l'hypothèse de réculTence, on obtient y = b et on conclut. 
-. 
Corollaire 6.3.3 <I>(M{a.b}) = b(ba)w. 
Preuve On obtient directement 1> pour le mot lisse maximal en utilisant l'égalité .0..( m{a,b}) = 
.0..(iV!{a,b} ). • 
Le Théorème 6.3.2 el le Corollaire 6.3.3 montrent bien que les propriétés de périodicité de 
<I>(m{l,;j}) se généralisent à tout alphabet impair. Cette périodicité de <I>( m{a.b}) nous donne un 
algorithme linéaire qui construit le mot minimal et donc, le mot lisse maximal pour les alphabets 
impairs. 
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Corollaire 6.3.4 Soit Q E A = {a, b}. Le Iransducteur de la Figure 6.2 engendre m{lI,b}' 
a b 
Figure 6.2 Transducteur engendrant m{a,b} pour un alphabet impair. 
En échangeant les lettres Q. et b dans le transducteur précédent, on obtient directement le trans­
ducteur pour le mot lisse maximal. 
Le Corollaire 6.2.7 iii) implique que F(m{1,3}) n'est pas fermé par complémentation. La struc­
ture palindromique des mots lisses (voir Lemme 6.3.1) nous permet toutefois d'établir le résultat 
suivant. 
Proposition 6.3.5 Pour toul mot lisse infini w, l'ensemble F(w) est fermé SOifS l'image miroir 
et w eSI réeurrem. 
Preuve Soit J un facteur fini de w. Alors w = uJv pour u, J E A- et v E A W • Comme tout 
mot lisse w a, par le Lemme 6.3.1, des préfixes palindromiques arbitrairement longs. il existe 
un préfixe palindromique p de w commençant par uf, et ainsi, contenant uJ et on obtient la 
fermeture sous l'image miroir. Pour la propriété de récurrence, une étape supplémentaire est 
nécessaire. Comme p contient f et J, tout préfixe palindromique plus long q contient nécessai­
rement deux occurrences de J et 1- Remarquons que p est alors préfixe et suffixe de q. Donc J 
apparaît au moins deux fois dans q. La Figure 6.3 illustre cette preuve. _ 
6.3.1 Factorisations de Lyndon 
Dans cette section, nous montrons que la Conjecture 5.3.10 ne se généralise pas pour les mots 
lisses sur un alphabet A =/= {I, 2}. Avant de le prouver, débutons par un résultat négatif. 
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Figure 6.3 Schéma de la preuve de la Proposition 6.3.5. 
Lemme 6.3.6 Si a =1- l, alors m{a,b} '/:. ,coo' 
Preuve En calculant <[>-I((ab)2), on obtient le pavage fini 
[(abbb) a;l {lb(bfJ.aa) ";1 bal b;l (abbb) a;J ab 
b-J(baaa)"Tba 
ab 
b. 
Par la Proposition 5.2.22, on sait que <[>-1 ((ab)2) est préfixe de m{a,il}' Le mot lisse minimal 
admet donc un suffixe de la forme abbuas', avec Si E A W • Comme abbaas' < abbbs, m{a,b} '/:. 
• 
Exemple 6.3.7 Le mot m{3,5} = 333:3355555;3.,'33335.">.">:3:33555333:3355555··· a le suffixe 
oS = 33333555333· .. qui est plus petit que lui, alors m{3,5} '/:. ,coo' 
Dans le Lemme 6.3.6, on suppose que a =1- 1 atin de s'assurer que le mot commence par abbb 
(sinon a;J = 0). Si a = l, la situation est bien différente et on va montrer que m{1,b} E ,coo' 
Avant d'en faire la preuve, quelques résultats au sujet des préfixes lisses sont préalables. Dans 
ce qui suit, pour le 2: l, on pose 
(6.1 ) 
Proposition 6.3.8 Soit A = {1: b}. Alors les conditions suil'antes sont vérifiées. 
b-1 
i) W n = (Wl1 -2 . wn -:\) '2 . Wn.-2, pour fOut TI. 2: 4. 
ii) W2kW2k-l: W2kW2k+1 E ,c. pour tout k 2: 1. 
iii) W2k-2U'2k-1 2: W2k et W2k tj. Pref(W2k-2W2k-l), pour tout le 2: 2. 
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Preuve Procédons pal' récurrence. i) Par un calcul direct, on obtient WI = b, W2 = lb, 
1>-1 b 1>-1 h h 0-1 h 0-1 
W3 = (b1)Z-b et W4 = (1 b)z-l . Comme W4 = (1 . b)z- . 1 = (W2' wJ)z- . W2, 
['énoncé est vrai pour 17. = 4. Supposons maintenant que Wm = (Wm -2Wm-3) b;1 WIn.-2, pour 
tout m ::; 17.. Alors, comme la fonction 6. -1 est distributive et puisqu'en vertu du Lemme 6.3.1. 
les Wi sont des palindromes de longueur impaire, on a 
b-J 
= (Wn -lWn -2)z-Wn -l, 
avec Q; = b si 17. pair, Q; = 1 sinon. 
b b b-Jii) Par (6.1), on a que W2WI = 1 b, W2W3 = 1 (b1)z-b E [,. Donc l'énoncé est vrai pour 
k = 1. Supposons maintenant que W2kW2k-j. W2kW2k+l E [, pour tout k ::; n. 
0-1 
1. Par i), W2n+2W2n+l = (W2nW2n-I)z- . W2nW2n+l. En utilisant l'hypothèse de récurrence, 
11-1 
W2nW2n-l, W2n.W2n+1 E [" donc W21l+21.U2n+1 = uz-v, où U, v E [, avec u E Pref(v) 
implique que u < v. On conclut en utilisant le Corollaire 6. J .3. 
h-l 
2. Par i), W2n+2W2n+:J = W2n+21.U2n+J . (W2nW2n+l)"""'2. En utilisant respectivement 1. et l'hy­
pothèse de réculTence, on déduit que W2n+2W2n+l, W2nW2n+l E [,. Alors, W2n+2W2n+3 = 
b-l 
uvz-, où u, v E [" v E Suff(u) implique que 'U < v. On conclut à nouveau en utilisant le 
Corollaire 6.1.3. 
Ainsi, le lemme est vérifié pour k: = 2. Supposons maintenant que l'énoncé est vrai pour tout 
k ::; 17.. Alors par i), 
b-l 
W2nW2n+l = W2nW2n-J (W2n-2W 271-d z-
et 
0-1 
W2n+2 = W2n( 1.{}2n-1 W2n)"'2. 
Par hypothèse de récurrence, W2n-2W2n-1 2: W2n. • 
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Exemple 6.3.9 Soit A = {1,5}. Alors <I>(m{1,5}) (15)W et Wj = 5, W2 11111, 'W3 
51515. La Proposition 6.3.8 i) indique que 
5-1 
W4 = (W2WjrZ--W2 = W2WjW2WjW2 = 11111511111511111. 
Remarquons que W2Wj = 111115 El:., et W2W3 = 1111151515 El:.,. 
Proposition 6.3.10 Soit A = {1, b} et soit Ln la factorisation de Lyndon de W n . Alors pour 
n::::: 4, 
"-1 ) 
( OWn -2W n-3 . L n - 2 , si n est pair i=l 
b-l ) 
L n - 2 · OWn -3Wn-2 , si n est impair. 
( 
'/.=1 
b />-1 b b-} bPreuve (Par récurrence sur n) On a Wl = b, W2 = 1 , W3 = (bl)~b, W'J = (1 b)~l , 
/>-1 b b-1 /,-1 
W5 = (( bl) ~ bl )~ (b1) --z b et les factorisations de Lyndon cie ces mots sont respectivement 
b-l 
b ~
 
LI = b, L 2 = 01, L 3 = bO(lb),
 
i=1 i=1 
et 
b-1 b-} 
~ ~ 
L s = bOUb)O (lb(blt~1 b) . 
i=l i=j 
Comm, L, ~ (2W2W') .L, "L, ~ L3· (2W'W3) . la fo,m" l, po", Ln <s, ,'''fié< 
pour n = 4,5. 
Supposons maintenant qu'elle soit vraie pour tout m < n. 
&-1 
i)si nestpair: par la Proposition 6.3.8 i), W n = (Wn-2Wn-3)~Wn-2; par la Proposition 6.3.8 
ii), Wn-2Wn-3 E 1:., avec W n -2 comme préfixe propre. Il en découle que W n -2 ::::: Wn-3Wn-2. 
1>-1 
ii) si n est impair: par la Proposition 6.3.8 i), W n = Wn-2(Wn-3Wn-2)~ ; par la Propo­
sition 6.3.8 ii), Wn-2Wn-3 E 1:.,. Comme W n -2 est suffixe du mot de Lyndon Wn-3Wn-2, 
on a W n -2 > Wn-3Wn-2. Pour terminer, il suffit de montrer que le dernier facteur de L n -2 
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est plus petit que Wn-3Wn-2. Par hypothèse de récurrence, le dernier facteur de L n -2 est le 
mot de Lyndon Wn-5Wn-4' Par la Proposition 6.3.8 iii), on sait que W n -:,)Wn -4 > Wn-:l et 
• 
On peut maintenant énoncer notre résultat concernant la factorisation de Lyndon du mot lisse 
minimal de la forme m{1,b}' 
Théorème 6.3.11 Soit A = {l, b}. Alors
 
i) m{1,b} E J..,oo ;
 
jj) lafactorisation de LYlulon de ,0,(m{1,b}) est une suite infinie de mots de Lyndon finis.
 
Preuve Il suffit de prendre la limite n -t 00 des énoncés de la Proposition 6.3.10. • 
6.3.2 Fréquences des lettres 
Dans cette sous-section, nous donnons une formule pour la fréquence des lettres dans les 
mots lisses extrémaux sur l'alphabet A = {l, b}. Remarquons que pour un alphabet impair 
A = {a, b} avec un a quelconque, nous ne connaissons toujours pas la fréquence des lettres de 
m{a.b}· 
Théorème 6.3.12 Soit A = {l, b}. Alors lafréquence de la lertre b dans ?nA est 
I (6.2)fb(?nA) = ~+( 
Preuve Par [es Propositions 5.2.22 et 6.3.8 i), W2n est un préfixe de ?n{l,h} pour tout n 2: I 
et on a la définition récursive suivante pour ?n{1,b} : 
1 0-1 
b; W2 = 1'; W3 = (blfz b; 
0-1 
(U'k-2Wk-:I) ""2 U'k-2; 
m{1,b) lim U'2n. 
n-+oc 
En posant fn = Iwnlb et 9n = Iwnh, la définition récursive cie W n nous donne une réculTence 
pour fn et 911' Ainsi, 
b-1 b+1. b-1 fn = -2-(fn-2 + fn-3) + fn-2 = ~ fn-2 + -2-fn-3, (6.3) 
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avec les conditions initiales il = 1, h = 0, 13 = btJ et 
b+l b-l 
9." = -2-9.,,-'2 + -2-911.-:1, (6.4) 
avec les conditions initiales 91 = 0, 92 = b et 93 = b;l. Afin de compléter la preuve, il suffit 
de résoudre les récunences. 
Le polynôme caractéristique associé à la réCUlTence in donnée en (6.3) est 
:3 b+l b-l ° 
z - -2- Z - -2- = , 
qui se réécrit comme 
+ J2b - 1) ( 1- J2b - 1)( )(z - 1 - = O.z + 1 z2 2 
Si b -=f. 5 : Comme les racines du polynômes sont -1, l+vfET et 1- vfET, il en découle que 
in = CI (_1)11. + C2( 1+~ Y' +c3(l-T )11., avec CI, C2, C3 E R En utilisant les conditions 
initiales, on trouve 
2 b+~ b-2+v'2b=1 
Cl = b _ 5' C2 = J2b _ 1(1 + b + 2~)' C3 = - v'2b=1(b - 5) . 
On a donc une formule close pour ln. 
En procédant de la même façon avec la récurrence (6.4), on trouve que pour b -=f. !J, 
1 ( )11. 1 1(1 + J2b _1)11 (1-~)n 
911. = cl -1 + c'2 2 + c:J 2 ' 
avec 
1 b + 1 1 bv'2b=1 + 2b - 1 
CI =-b-5' c2= v'2b=1(I+b+2J2b-l) 
et 
2b-l+~(b-2)C3 = ----===----=-----~ ~(b-5) 
La fréquence de b est donc donnée par 
1
· hn1nn 
11.-'00 hn + 92n J2b - 1 + l' 
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Si b = 5 : Les racines du polynôme In sont -1, -1 et 2 et alors, In = Cl ( -1)T!. + C2 n (_1)n + 
c3(2t· Les racines de 9n sont les mêmes. Finalement, en utilisant les conditions initiales, on 
- -2 _ -1 _ 2 ,1 _ 1 1 _ 1 1 2 . hn 1.tl'ouve Cl - 9' C2 - 3' C3 - 9' cl - 3' c2 - et c3 = 3' Alors, lun f = -, qUI
n-'co "271 + 92T1. 4 
-
6.4 Mots lisses extrémaux sur un alphabet à deux lettres paires 
Dans cette section, nous supposons que A = {a < b} est un alphabet contenant deux entiers 
pairs. 
Lemme 6.4.1 Si w E A+ est lisse, alors pour tout Cl' E A, Ig(6;;:1(w)) est paire. 
Preuve Posons 19(w) = n 2: 1. En appliquant 6;;:1 à w, on obtient 
6;1(W) = 6~1(w[0]w[I]··· w[n - 1]) 
= .0.;;:1 (w [0]).0.; l (w[l]) ... 6~1 (w[n - 1]) 
= QIlI[O];;W[l] ... ,6w [n-l] 
10-1 
où .8 = Q si n est impair et (3 = Ct si n est pair. Comme 19(6;;: 1(w)) = L w[i], on conclut. _ 
7.=0 
Le théorème suivant montre que tout comme pour les alphabets impairs, les mots lisses extré­
maux w sur un alphabet pair sont caractérisés par la périodicité de <ï>(w). 
Preuve Procédons par récurrence sur la longueur des préfixes de 'U = <ï>(M{a,b})' Le mot 
M{ a,b} commence nécessairement par le préfixe 6" et donc, 1>( A'!{ a.b}) 10] = b. Supposons 
maintenant que <ï>-l(bk) est maximal, pour tout k :s n. Posons u = bnx et v = 6;1 (x). 
Si 1>(M{a,b})[nj = x, alors v = 6;1(X) = bX et conséquemment, vIx] = x. Par le Lemme 
6.4.1, chaque préfixe est de longueur paire et alors, il termine par la lettre a. Maintenant, en uti­
lisant le Lemme du collage (Lemme 5.2.9), la lettre x doit être celle qui rend le mot 1>-1 (bn-l x) 
maximal. Par hypothèse de récurrence, on conclut que x = b. 
­
On a la situation suivante: 
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b 
b .... a 
a 
b 
b 
n 
b a b' 
bo'" b 1 X 
X 
De l'égalité 2>(m{a,b}) = 2>(M{a,b}) découle le corollaire suivant. 
Corollaire 6.4.3 <I> (m{ a,b}) = abW • 
Ainsi,lV!{a,b} = .6.(m{a,b})' De plus, comme <I:>(M{a.b}) = bW , 1\1{a,b} correspond au mot de 
Kolakoski généralisé K(b,a)' Cette dernière propriété nous donne directement un algorithme li­
néaire qui engendre les préfixes du mot lisse minimal pour un alphabet pair et donc, du mot 
maximal en échangeant les lettres de l'alphabet. Cet algorithme est représenté par le transduc­
teur de la Figure 6.4, où 0: E {a, b}. 
aa/abO 
Figure 6.4 Transducteur engendrant m{a.b} pour un alphabet pair. 
Proposition 6.4.4 Lafréquence des lettres dans les mots lisses extrémaux sur un alphabet pair 
est 1/2. 
Preuve Comme ce transducteur a deux cycles (un pour chaque lettre) avec le même étal 
initial, tout chemin infini non périodique va dans ces deux cycles. Comme un nombre égal de Q. 
et de b sont éClits dans chaque cycle, la fréquence de chacune des lettres est ~. • 
Ce résultat est fort surprenant puisque la fréquence des lettres des mots de Kolakoski K(1,2) el 
]((2,1) sont toujours inconnues. En effet, la meilleure borne connue est 0.50084 et a été démon­
trée par Chvatal (Chvatal, 1994), qui a construit un algorithme pour approximer la fréquence 
des lettres du mot de Kolakoski. Tout récemment, dans (Steinsky, 2006), l'auteur a mis en doute 
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cette conjecture en calculant les fréquences des lettres du mot de Kolakoski de longueur 100 à 
300 millions. La courbe qu'il obtient ne semble pas converger vers 1/2. Par la suite, on trouve 
dans (Monteil, Thomasse et Tisserand, 2007) le calcul des fréquences pour des longueurs de 
100 milliards. Pour une telle longueur, une situation similaire à celle soulevée par Steinsky est 
observée. 
Un lemme analogue au Lemme 6.3.1 exhibant la structure palindromique des préfixes des mots 
lisses sur un alphabet impair, montre que dans le cas d'un alphabet pair, les préfixes des mots 
lisses sont des répétitions. 
>2 2 1 ~Lemme 6.4.5 Pour tour u. E A- lisse, il existe p E A m tel que <I>- Cu) = P 2 . 
Preuve Soit w = ci>-l(u). Procédons par récurrence sur la longueur de lI. Si Ig(u) = 2, 
alors u = 0:.8, 0:, ,8 E A et w = 0:(3 = (0:0:) ~, ainsi p = 0:0:. Supposons maintenant que 
l'énoncé est vrai pour tout u tel que Ig(u) ::; k. Soit v E A* tel que 19(v) = k + 1. Alors 
ci>-l(v) = ~~[bl(<I>-l(v[l, k])) et par hypothèse de récurrence, pour un p de longueur paire, 
<I>-l(V) = ~ viol-] (P~). . 
ulkJ 
qui peut se réécrire comme 1> -] (v) (~~[6J(p))~. On conclut en appliquant le Lemme 
6.4.1. • 
Cette propriété peut être utilisée pour montrer que les mots lisses extrémaux sont récurrents, 
en adaptant la preuve donnée dans le cas des alphabets pairs. En fait, pour ces alphabets, la 
propriété de récurrence est vraie pour tout mot lisse, incluant les mots de Kolakoski Ii."(a.b) et 
K(b.a)· 
Théorème 6.4.6 Les mots lisses sont récurrents. 
Preuve Soit'U E A W et posons w = ci>-l(lt). Soient f E F(w) et n tel que p = ci>-I(u[O, n­
I]) contient f comme facteur. Posons q = <'p-J(u[O, (n + 1)]), 0: = 'u[n] et,f3 = u[n + 1]. Par 
définition, 
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OÙ tJ.~[;t_l](OO) termine par la lettre u[n - 1] et x E A*. Soit q' le préfixe de q tel que 
tJ.n+l(q') = 00. Alors w = q'w' pour un mot w' et en utilisant le lemme du collage, on a 
que pour tout k: tel que 0 ::; k: ::; n. 
Par le Lemme 6.4.1, si tJ.k(q') commence par 1t[k - 1], alors il termine par u[k -1].11 en 
découle que tJ.k(w') commence par u[k - 1] et par conséquent, w' contient nécessairement une 
autre occurrence de p, donc de f. • 
Proposition 6.4.7 F(m{a,b}) et F(M{a,b}) ne sont pas fermés sous l'image miroir. ni sous la 
complémentation. 
Preuve Considérons le préfixe p = (bbab)b/2 de JV1{a,b) et supposons que son image mi­
roir p = (abbb)b/2 E F(j\![{a,b})' Alors, tJ.(P) = bb serait un facteur de tJ.(.M{a.b}) codant p 
dans AI{a,v}. Par le Lemme 6.4.1. tout facteur a'",ab,b'",bb dans tJ.(JvI{a.b}) code un facteur 
de M {a.v} commençant par b et tenninant par a. ContJ'adiction. Pour la non fermeture sous la 
complémentation, il suffit d'observer que pour ce préfixe p, on a p = p. • 
6.4.1 Factorisation de Lyndon 
Nous allons maintenant montrer que le mot lisse minimal sur un alphabet pair est un mot de 
Lyndon infini. D'abord, quelques lemmes sont préalables. 
Lemme 6.4.8 Soit W n = <1>-1(&71). Alors, pour n :::: :3, W n 
V2 tJ- Pref(vd et Ig(Vl), Ig(v2) paires. 
Preuve Procédons par réCllll"ence sur n. On peut facilement calculer 
Comme aa < bb, aa tJ- Pref(bb), Ig(aa) et 19(bb) sont paires, la propriété est vélifiée pour 
n = :3. Supposons maintenant que l'énoncé est vrai pour tout :3 ::; k ::; n. Alors 
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avec Ig(~bl(vd) et Ig(~bl(V2)) paires, par le Lemme 6.4.1. Par la Proposition 5.2.22, V2 est 
préfixe de ~bl(V2) et VI est préfixe de ~bl(vd. Comme V2 < VI et V2 n'est pas préfixe cie VI, 
~bl (V2) < ~b1(vd et ~bJ (V2) ~ Pref(~bl (vd). • 
649 S . ( 1>/2 "/2)1>/2 Al '.-/ > ') cl" 1 ( a/2 (1/2)"/2Notat ' .. Olt Wn = VI . " ors, vn _ d, Wn. eSlgne e mot VI V2 .IOn V2 
Lemme 6.4.10 Soit W n = <I>-1 (bn ). Pour n :::: 4,
 
1') Wn = (Wn -lWn -l )"/2 ;
 
ii) 101)-1 < W n-1. W1)-J ~ Pref(wn-d et 19(wn-I), Ig(wn -l) sont paires;
 
""") _ _ l" &/2 "/2
111 Ul, U2 E "'. ou W n = u 1 et 101) = u2 . 
Preuve Procédons par récurrence sur n. Par calcul direct, on obtient 
101 = b, 102 =,b" 103- -- (bl'a&)1>/2 
Comme 103 = (b"a")"/2 = (baaa)"/2, on a bien 101 = (103 . 103)"/2. Ainsi, i) est vérjfié pour 
n = 4. Comme 103 = (ba aa)"/2 < (b"a")"/2 = 103, 10;1 ~ Pref(W;l), Ig(W3) = b2 et Ig(w;J) = 
ab, ii) est aussi vérifiée. Finalement, 1L'4 = (U[)"/2, où UI = (b"a")1>/2(bŒ aŒ)"/2, 104 = (U2)"/2, 
U2 = (b"a")Œ/2(bŒ aat/2 et Ul, U2 Er.,. Supposons maintenant que les trois énoncés sont vrais 
pourtout4 ~ k ~ n. 
i) 1On+J = ~bl (101)) = ~bl((Wn_IWn_d/2). Par hypothèse de récurrence, Ig(wn-I) et 
19(Wn -1) sont paires. On a donc 
( "/2 1>/2)"/2" ( a/2 (1/2)1>/2Posons W n -1 = V3 V4 " AlaiS, W n -l = v3 v1 ' 
et 
. ()1>/2A· = .mSl,wn +l WnWn 
- - -
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.. ) P 1 L 648 .) ( b/2 b/2)b/2 ( 0./2 (1/2)b/2 b/2Il ar e emme . . et par l , W n = VI V2 et W n = VI V2 avec VI = Wn-l 
et v~/2 = Wn-I. Par hypothèse de récurrence, Wn-I < Wn-I et Wn-I rf:- Pref(Wn-I ). Comme 
V2 rf:- Pref(vd et V2 < VI, On a 
0./2 0./2 0./2 (b-o.)/2 1 1 
Wn=V1 V2 S<V1 VI S =Wn : S,S EA*. 
On a aussi que W n rf:- Pref(wn ) et leurs longueurs sont respectivement ab(vI + v2)/2 et b2(V[ + 
v2)/2, qui sont paires. 
... ) E ·1· .) .. ) ()b/2 b/2 - - ­III n utlisant 1 et Il , on a Wn+1 = WnWn = 1t3 ,avec W n < W 71 • Alors, 11<1 = W n 1Vn = 
Wn . Wn. Par le Lemme 5.5.2, on a W n < Wn {=} Wn < W n . De plus, par hypothèse, 
W n = u~/2, W n = u~/2, avec U], U2 E f.,. En utilisant le Corollaire 6. J .3, on obtient que U3 E f.,. 
Considérons maintenant U4 satisfaisant Wn+1 = U~/2. En uti 1isant le Lemme 6.4.8, on sait que 
b/2 b/2 1 0./2 0./2 A· . - ~/2-o./2 - ­113 = VI V2 et a ors, que 114 = VI V2 ,avec V2 < VI. mSl, U'I = VI V2 . avec VI < V2. 
On conclut en utilisant le Corollaire 6.1.3. • 
Théorème 6.4.11 m{o.,b} E f.,co. 
Preuve Par le Théorème 6.4.2, q>(M{a,b}) = bW • Posons W n = q>-I(b71). Alors. 
M{a.b} = lim W n · 
, 11-""::::0 
Par le Lemme 6.4.10, on sait que W 71 = (Wn-I Wn-I )b/2, avec Wn-I Wn-I E C Comme 
m{a.IJ} = M{a.IJ} = lim (wn ), 
. 71-+00 
Ig(wn ) < 19(wn+d et par la Proposition S.2.22. on conclut. • 
Dans ce chapitre, nous avons montré certaines des conjectures de Dek.king pour les mots ex­
trémaux pour des alphabets de même parité: réclilTence, fréquences des lettres, fermeture sous 
image miroir et sous complémentation. Déterminer les fréquences des lettres pour les mots ex­
trémaux sur des alphabets impairs demeure un problème intéressant, tout comme pour les mots 
extrémaux sur des alphabets de différentes parités. Les propriétés combinatoires des mots extré­
maux sur des alphabets de différentes parités restent très mystérieuses, tout comme la fonction 
de complexité (nombre de facteurs de longueur n) pour tous les mots extrémaux. 11 serait aussi 
intéressant d'étudier les mots extrémaux sur des alphabets à plus de deux lettres. 
Chapitre VII 
SURFACES DISCRÈTES ET MOTS LISSES 
Parmi les nombreuses caractérisations des suites sturmiennes vues au Chapitre II, la plus com­
mune en géométrie discrète est l'approximation de droites. Des généralisations des suites stur­
miennes ont été introduites, entre autres, les suites épisturmiennes et les suites k-équilibrées. 
Plusieurs auteurs ont généralisé les suites sturmiennes à deux dimensions: il suffit de penser 
aux travaux de (Berthé et Vuillon, 2000; Arnoux, Berthé et Siegel, 2004; Berthé et Tijde­
man, 2004; Durand, Guerziz et Koskas, 2004). Dans (Jamet, 2004). l'auteur introduit les 
(1,1, 1)-surfaces discrètes comme étant la généralisation naturelle des plans discrets introduits 
dans (Berthé et Vuil1on, 2000; Arnoux, Berthé et Siegel, 2004) et il donne un critère pour dé­
telminer quelles suites à deux dimensions sur l'alphabet à :31ettres {1, 2, :3} codent une (1, 1, 1)­
sut1àce discrète. Comme il est possible d'associer lin pavage du quart de plan autant à un mot 
lisse infini qu'à une (1,1, 1)-sulface discrète, nous nous sommes intelTogés sur la relation entre 
les pavages lisses et les (1,1, 1)-surfaces discrètes. 
Dans ce chapitre, nous caractérisons donc les (1,1, 1)-sUlfaces discrètes introduites dans (Ja­
met, 2004) qui sont décrites par un pavage lisse. Nous rappelons d'abord les définitions préa­
lables concernant les sUlfaces discrètes. Puis, nous décrivons la bijection entre une sUlface dis­
crète et lin pavage du plan. Nous montrons finalement que les seuls mots lisses engendrant de 
telles sUlfaces sont les mots ]((3,1), 11((3,1) et 21((3,1)' où 
K(3,1) = 333111333131:n:31113331:3331··· 
est le mot de Kolakoski généralisé sur l'alphabet {1, :~} commençant par la lettre 3. 
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Remarque 7.0.12 Dans ce chapitre, la notation [a, b] désignera l'intervalle continu de a à b 
inclusivement. De plus, TI : ~:\ ----4 {x E ~:\ (eï + e"2 + e3, x) = ü} est la projection1 
orthogonale dans le plan :Po d'équation (ej + e"2 + és, x) = O. 
Dans ce chapitre, pour un alphabet A fixé, on dit que 'U E A Z2 est un pavaRe du plan, Ce pavage 
est constitué d'un nombre infini de mots bi-infinis placés les uns en-dessous des autres, 
Les résultats de ce chapitre font l'objet de l'article (Jamet et Paquin, 2005). 
7.1 Surfaces discrètes 
Dans cette section, nous définissons ce que sont les plans discrets et les (1,1, 1)-surfaces clis­
crètes, puis nous rappelons certains résultats les concernant qui nous seront utiles pour la suite. 
Définition 7.1.1 Soit {eï,e"2,éj}, la base canonique de l'espace euclidien IR.3 Un élément de 
Z3 est appelé un voxe!. 
Le nom voxel provient de la contraction de volumetrie pixel: un pixel en trois dimensions, 
Définition 7.1.2 Le cube unitéfondamental C est l'ensemble défini par 
Définition 7.1.3 Soit xE Z3. Le cube unité pointé par x est l'ensemble x+ C : le cube unité 
fondamental auquel la translation x a été appliquée. 
Notation 7.1.4 On note:P, le plan d'équation (v, x) = Ji avec V E ~t, Ji E ~ et (v, x) 
Vj XJ + V2X2 + V2X3 est le produit scalaire usuel des vecteurs vet :ê. 
Définition 7.1.5 Soit:P, un plan d'équation (v, x) = Ji. Soit C:)',I'union des cubes unités poin­
tés par un voxel x E Z3 et intersectant le demi-espace ouvelt (v, x) < Ji. On appelle plan 
o 0 
discret associé cl l'ensemble:P, le sous-ensemble~:)' = C:)' \ C:)' de C:r, où C:)' (resp. C:r) est la 
fenneture (resp. l'intérieur) de l'ensemble C:)' dans ~3, avec sa topologie usuelle, 
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Définition 7.1.6 On définit les 3 faces fondamentales telles qu'illustrées à la Figure 7.1 par 
El {X2e2 + X3e3 1 (X2: xa) E [0,1[2}, 
E2 {-XIe; +x3e31 (TI,X3) E [O,I[2}, 
E3 {-Tlë1' -x2e21 (Xl,X2) E [O,I[2}. 
--> 
e.3 
(a) Face de lype 1. (b) Face de type 2 (c) Face de type 3 
Figure 7.1 Les 3 faces fondamentales. 
Définition 7.1.7 Soit i E &::3 et k E {1, 2, 3}. L'ensemble i + E k est appelé une face pointée 
de type k. Le vecteur i est appelé le sommet distingué de i + E k . 
On a alors le théorème suivant. 
Théorème 7.1.8 (Arnoux, Berthé et Siegel, 2004) Soit lin plan discret \'pp et soit V p l'en­

semble de ses sommets. Supposons que le plan l' admette un vecteur normal v E m:t.
 
i) L'ensemble \'pp est partitionné en faces pointées.
 
ii) Les fonctions II jvy : V p -.-, II (&::3) et III'.lJ:J' : \.PT -.-, {i E m:3 1 (el + é2 + é3, i) = o}
 
sont bijectives. 
Définissons maintenant les (1,1, 1)-surfaces discrètes. 
Définition 7.1.9 (Jamet, 2004) Une union disjointe <5 ç ~,3 de faces pointées est une (1, 1, 1)­
surface discrète si la fonction 
IIIB <5 -.-, 1'0 
x II(i)f----> 
est bijective. L'ensemble Vs = <5 () &::3 est appelé l'ensemble des sommets de 6. 
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Figure 7.2 Un morceau de surface discrète. 
Pour la suite, afin d'alléger le texte, nous appelons les (1,1, 1)-surfaces discrètes des surfaces 
discrètes. La Figure 7.2 donne un exemple de surface discrète. 
Avant de montrer comment associer un pavage du plan sur l'alphabet {1, 2, 3} à n'importe 
quelle surface discrète 6. rappelons un lemme technique. 
Lemme 7.1.10 Soir 6 une surface discrète. Alors les propriétés .l'lIi\'{)ntes ,l'ont vérifiées. 
i) La fonction 
II IVt• V""v -> f=II('713)(L, 
if f-> II( if) 
est bijective. 
ii) Tout sommet i de V~ est le sommet distingué d'une unique face pointée. 
Le Lemme 7.1.10 permet d'associer un pavage du plan sur l'alphabet {1, 2, 3} à n'importe 
quelle sUlface discrète 6 comme suit. 
Proposition 7.1.11 Soir f = II(Z3) = ZII(ej) E& ZII(e2). On identifie f et Z2 par l'isomor­
phisme 
-> f 
(m,n) f-> mII(ej)+nII(e'2). 
À toute sU/face discrète 6, on associe le pavage de plan u E {1, 2, 3ff;2 tel que V(m, n) E 
Z2: Vk E {1,2,3}. 
Um.,n = k si et seulement si IIiV~ (mII(e"j) + nII(e2)) est du type /;; dans 6. 
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En d'autres termes, um,n = k si la pré-image des points mII(el) + nII(e2) es! du type k dans 
6. 
La Figure 7.3 illustre comment un morceau de surface discrète est en bijection avec un pavage 
du plan. 
Figure 7.3 Exemple de sUlface discrète associée à un pavage de plan. 
n est naturel de se demander sous quelles conditions un pavage 1l E {l, 2, 3}L2 code une surface 
discrète. La section suivante rappelle ces conditions. 
7.2 Reconnaissance de surfaces discrètes 
Après avoir rappelé plusieurs défi nitions, nous énonçons dans cette section le théorème foumis­
sant une condition nécessaire et suffisante pour dételminer si un pavage U E {l, 2, 3} 712 code 
une surface discrète ou pas. 
Définition 7.2.1 Soit A un alphabet fini. Soit n un sous-ensemble fini de 'Z}. Une fonction 
w : n ---+ A est appelé un motif/mi pointé sur l'alphabet A. 
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Définition 7.2.2 Une forme nde Z2 est la classe d'équivalence de n c Z2 pour la relation 
d'équivalence 
Définition 7.2.3 Soit D un sous-ensemble fini de Z2. Un mot(ffini w de forme n est la classe 
d'équivalence d'un motif fini pointé w : n ----> A pour la relation d'équivalence suivante: pour 
toute paire w : D ----> A et w' : D ----> A de motifs finis pointés, w cv w' si et seulement s'il 
existe un élément (Vl, V2) E Z2 tel que 
Dans le but cie simplifier les notations, à partir de maintenant, nous notons les motifs finis w au 
lieu de tu et les formes D au lieu de TI. 
Définition 7.2.4 Soit U E A;Z2, un pavage du plan sur l'alphabet A et soit w : n ----> A un 
motif pointé fini. Une occurrence de w dans U est un élément (mo, no) E Z2 tel que pour tout 
(m, 71,) E D, W m.n = umo+m,no+n. 
Définition 7.2.5 L'ensemble des motifs finis apparaissant dans u est appelé le langage de u et 
est dénoté ,c (u). Pour une forme D donnée. l'ensemble des motifs finis de forme n apparaissant 
dans u est appelé le D-/angage de u et est dénoté 'c'n(u). 
Définition 7.2.6 Soit D une forme. La fonction de D-complexité de u notée p.<1 est définie par 
Pn : A;Z2 ----> N U {ex;} 
U 1----7 Card('cn(u)). 
Définition 7.2.7 Laforme équerre est la classe d'équivalence des ensembles 
{(m, 71,); (m, 71, + 1); (m + 1,71, + 1)}, 
pour (m, 71.) E Z2, pour la relation décrite à la Définition 7.2.3.cv 
La Figure 7.4 illustre différents mots de la forme équerre apparaissant dans un pavage u donné. 
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3 3 1 
223 
Figure 7.4 Exemples de mots équerres apparaissant dans un mot u E {l, 2, 3}Z2. 
nLm A y 
EIPJBPJGP8P 8=Jt!J<è1J&
 
t!PBPSPtfJ tf8:J<èP<SJJ
 
BP8PaPaP t} <[y <S> 8>
 
Figure 7.5 Gauche: Les mots équerres autorisés. Droite: La représentation en 3 dimensions 
des mots équerres autorisés. 
Théorème 7.2.8 (Jamet, 2004) Soit u E {I, 2, :3}Z2. Le pavage 1t décrit une surface discrète 
si et seulement si le langage équerre de 1t est inclus dans l'ensemble de motifs de la Figure 7.5. 
La Figure 7.6 donne un exemple de bijection entre un mot équerre et sa représentation en 3 
dimensions. 
7.3 Mots lisses infinis décrivant des morceaux de surfaces discrètes 
Notre objectif est maintenant de caractériser les mots lisses infinis sur l'alphabet {I, 2, 3} pour 
lesquels Je pavage du quart de plan associé décrit un morceau de surface discrète. Nous mon­
trons qu'il n'existe que trois pavages lisses décrivant des morceaux de surfaces discrètes. 
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(a) (b) (c) (d) 
Figure 7.6 Exemple de la bijection d'un motif équerre et de sa représentation en 3 dimensions. 
Lemme 7.3.1 TOllt mot équerre peut se prolonger vers la droite en utilisant l'ensemble des 
mots équerres de la Figure 7.5. 
Cette construction se représente par 
p: EP 
Exemple 7.3.2 Le motif 
peut se prolonger vers la droite en utilisant les motifs de la Figure 7.5 de seulement deux façons: 
------7 
3 3 3~ tffiP
 
ou 
------7 
3 3 3~ tffiPJ
 
Lemme 7.3.3 Touf pavage peut se prolonger en utilisant la définition de pr~fixe lisse. Cette 
construction se représente par 
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et est définie par Ri = D,,(Ri-r), oû ~ désigne la i-ième rangée du pavage et D" dénote la 
dérivée à droite d'un mot lisse. 
Exemple 7.3.4 En utilisant la condition s, le pavage de la Figure 7.7 (a) est prolongé comme 
l'illustre la Figure 7.7 (b). 
1 2 3 
1 1 2 
2 2 
2 
(a) (b) 
Figure 7.7 Exemple de prolongement qui utilise la condition s. 
Voici maintenant le résultat principal de ce chapit.re. 
Théorème 7.3.5 Soit un mot lisse infini w E {L 2, 3}w. Le pavage du quart de plan associé à 
w décri! un morceau d'une sU/face discrète si et seulemenl si w E {[((:\,1), 1[((:\,1), 2K(;\,1)}' 
Preuve Par élimination et en utilisant les mots équerres autorisés de la Figure 7.5 et la condi­
tion s, on obtient que les seuls mots équerres pouvant être le coin supérieur gauche du pavage 
lisse décrivant un morceau de sutface discrète sont ceux de la Figure 7.8.
1:8P 2tIP 3[3J3l QJ
7~6:tfJ QJ 
Figure 7.8 Les motifs possibles pour commencer le pavage. 
Les 5 autres motifs sont nécessairement exclus, puisqu'ils ne respectent pas \a condition s. Nous 
procédons ensuite en étudiant chacun des 7 cas. Le premier cas est illu~tré à la Figure 7.9. 
Le motif initial peut être prolongé de 4 façons en utilisant les motifs autorisés de la Figure 7.5. 
Dans les deux premières prolongations du mot initial, la condition s n'est pas satisfaite. Ces 
dernières sont donc rejetées. Dans la troisième prolongation, si J'on applique la condition s, 
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Figure 7.9 Étude du premier cas. 
on obtient un motif interdit. Dans la dernière prolongation possible, le pavage associé au mot 
1K(3,1) est obtenu et on le note p(lK(:3,l))'
 
Les autres cas se traitent de façon semblable. Les Figures 7. ] J, 7.12, 7.13, 7.14, 7.15 et 7.16 les
 
illustrent. L'étiquette de la flèche indique quelle condition a été utilisée pour prolonger le motif.
 
Figure 7.10 Une surface discrète associée au mot K(:3,l)' 
Les seuls cas pour lesquels il existe un pavage lisse décrivant un morceau de surface discrète 
sont les 3 premiers. Pour les 4 autres, on obtient des contradictions avec les conditions set p.• 
La Figure 7.10 illustre un morceau de la surface discrète associée à /'((3,1)' 
Comme l'association des 3 faces fondamentales aux lettres 1,2 et:3 est arbitraire, un problème 
naturel est de se demander quel serait l'effet d'une permutation des lettres sur notre résultat? 
Est-il toujours valide? Si non, il serait bien de caractériser, pour chaque pelmutation, les mots 
lisses infinis décrivant un morceau de surface discrète. Un autre problème intéressant est d'utili­
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ser des mots lisses bi-infinis et de caractériser ceux qui ont un pavage lisse décrivant une surface 
discrète et non pas seulement un morceau. 
~ QJ2I 
2 3 ~ 1:11 2 ~ :1 :3J 
1 3 31 l :~ ~~ 
1 2 1 :3 
-
'-- f----
­
l 
~ 
"2" 3 3 
1 "3,,)' 
1 2' "'. 
/1' ' 
Figure 7.11 Cas 2. 
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.o 3 'j'
'1.'. ',' ': .'~) ffi3l3l 
'3-'?' ,.,~' .... "" ~ 
Figure 7,12 Cas 3. 
Figure 7.13 Cas 4. 
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'....,.. ,.... F'

_ ,"" i.I 
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Figure 7.14 Cas 6. 
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Figure 7.15 Cas 7. 
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'2" ~",2' ~ ,·2 ~2~,,·i~'2" __
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1 >~: 
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Figure 7.16 Cas S. 
CONCLUSION 
Dans ce travail, nous avons étudié deux types de mols: les mols équilibrés et les mots lisses. 
Pour la première famille de mots, nous avons d'une part généralisé les mots de Christoffel sur 
un alphabet à 3 lettres el plus, et d'autre part, nous nous sommes intéressés à la conjecture 
de Fraenkel. Pour la deuxième famille de mots, nous voulions caractériser les mots lisses ex­
trémaux et t.rouver des façons rapides pour les construire. Nous avions aussi pour objectif de 
déterminer l'intersection entre la famille des mots lisses infinis et les surfaces discrètes. Nous 
expliquons ici dans quelle mesure nos objectifs ont été atteints en rappelant les principaux ré­
sultats obtenus et nous énonçons certains problèmes ouverts. 
Nous avons d'abord cléfini une nouvelle famille de mots: les mots épichristoffels. Nous avons 
vu que ces mots semblaient être la bonne généralisation cles mots cie Christoffel. En effet, tout 
comme les mots de Christoffel, nous avons montré qu'un mot épichristoffel est primitif et s'écrit 
toujours de façon unique comme le produit de deux palindromes. Par ailleurs, pour un k-tuplet 
de fréquences donné, nous avons fourni un algorithme pennettant de déterminer si ces fré­
quences décrivent un mot épichristoffel ou pas. Rappelons que dans le cas de mots de Christof­
fel, il suffit de vérifier si les fréquences sont premières entre elles. De plus, nous avons montré 
que tout comme pour les mots de Christoffel, si le k-tuplet déclit les fréquences d'un mot épi­
chlistoffel, alors ce dernier est unique et nous avons donné un algolithme pour le construire. 
Nous avons aussi montré que certains résultats concemant les mots de Christoffel ne se géné­
ralisent pas toujours directement. Par exemple, le résultat de (de Luca et de Luca, 2006) ne 
fonctionne que dans un sens pour les mots épichristoffels : si un mot west tel que sa racine frac­
tionnaire est clans une classe épichristoffelle, alors west facteur d'une suite épisturmienne. Pour 
finir, nous avons prouvé que west dans une classe épichristoffelle si et seulement si tous ses 
conjugués sont facteurs d'une même suite épisturmienne. Nous avons trouvé une construction 
analogue à celle des graphes de Cayley pour les mots de Clu'istoffel, mais malheureusement, 
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cette dernière ne fonctionne que pour certains mots épichristoffels. Il serait intéressant de par­
venir à caractériser cette sous-classe de mots épichristoffels. De plus, il reste encore beaucoup 
de propriétés des mots de Christoffel qui n'ont pas été généralisées aux mots épichristoffels. 
Par la suite, nous nous sommes intéressés aux suites satisfaisant la conjecture de Fraenkel. Dans 
un premier temps, remarquant que les suites satisfaisant la conjecture de Fraenkel semblent 
toutes être des suites épisturmiennes, nous avons caractérisé les suites épisturmiennes équi­
librées et nous avons montré que parmi ces suites, les seules ayant des fréquences de lettres 
toutes différentes sont les suites de Fraenkel. Pour prouver la conjecture, il suffirait de montrer 
que les suites satisfaisant la conjecture de Fraenkel sont des suites épisturmiennes. 
Dans un deuxième temps, nous voulions approcher de la conjecture de Fraenkel en étudiant 
la superposition de mots de Christoffel, comme nous avons montré que les suites satisfaisant 
la conjecture s'obtiennent par la superposition de k mots de Christoffel. Pour ce faire, nous 
avons utilisé les résultats connus de (Simpson, 2004) sur les suites de Beatty et que nous avons 
traduits en termes de mots de Christoffel. Ainsi, nous avons refait les preuves de Simpson en ex­
plicitant les détails manquant de ses preuves. Nous avons ainsi obtenu une condition nécessaire 
et suffisante pour que deux mots de Christoffel se superposent. Notre résultat original dans cette 
section est le nombre de superpositions de mots de Christoffel. Nous avons non seulement la 
condition qui pelmet de dire si deux mots se superposent, mais nous avons en plus le nombre de 
façons de le faire. Par ailleurs, la traduction des résultats de Simpson nous a permis de trouver de 
nouvelles propriétés concernant les mots de Christoffel. Par exemple, un mot de Christoffel de 
la forme C(n, qo:.) s'obtient par la superposition de q conjugués de C(n. Ct). Il serait intéressant 
de généraliser la condition nécessaire et suffisante de superposition de deux mots à trois mots, 
dans l'espoir de trouver une jolie condition pour la superposition de k mots et ainsi s'approcher 
de la conjecture de Fraenkel. 
Le deuxième type de mots sur lequel nous avons travaillé est la famille des mots lisses. Nous 
nous sommes intéressés plus particulièrement aux moLs lisses extrémaux, c'est-à-dire le plus 
petit et le plus grand selon l'ordre lexicographique. Nous avons d'abord étudié les mots lisses 
extrémaux sur les alphabets {1,2} et {l, 3}. Pour le premier alphabet, le meilleur algorithme 
pour le construire que nous ayons trouvé est un algorithme nécessitant (l(n2 ) opérations, où 
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n est la longueur du préfixe du mot extrémal construit. Pour le deuxième alphabet, après avoir 
montré que ~(m{1,3}) = (13)W, où ~ est la bUection naturelle entre les mots lisses et les mots, 
cette régularité de la structure des mots extrémaux nous fournit un algorithme qui les construit 
en temps linéraire. De plus, nous avons prouvé que le mot minimal sur l'alphabet {1, :3} est 
dans le même orbite que le mot de Fibonnaci sous l'opérateur de codage par blocs /:::.. La dif­
férence entre les deux alphabets nous a donné J'idée d'étudier les mots lisses extrémaux pour 
des alphabets à deux lettres de même parité. Ainsi, nous avons montré que pour un alphabet à 
deux lettres impaires, nous avons toujours m{a,b} = (ab)W et ainsi, il est possible de construire 
les mots extrémaux sur cet alphabet en temps linéaire. Nous avons aussi prouvé une formule 
récursive pour constJ1Jire les mots extrémaux sur l'alphabet {l, b} et cette récursion nous a per­
mis de trouver la fréquence des lettres dans les mots extrémaux. Nous avons ensuite prouvé que 
l'ensemble des facteurs de tout mot lisse sur un alphabet impair est fermé SOLIS l'image miroir, 
et donc, que tout mot lisse est récurrent. Finalement, nous avons montré que pour l'alphabet im­
pair {a < b}, le mot minimal est un mot de Lyndon si et seulement si a = 1. Pour un alphabet à 
2 lettres paires, nous avons prouvé que <I>(m{a,b}) = abw et par conséquent, nous avons obtenu 
un algorithme linéaire pour construire les mots lisses extrémaux. De cet algorithme, nous avons 
déduit la fréquence 1/2 pour les lettres des mots extrémaux. Plus encore, nous avons montré que 
les mots lisses sur un alphabet pair sont récurrents, malgré que l'ensemble des facteurs ne soit 
pas fermé sous l'image miroir. Nous avons aussi montré que les mots lisses minimaux sur un 
alphabet pair sont tous des mots de Lyndon. Il est intéressant de rappeler que nous avons montré 
que les mots maximaux coïncident avec les mots de Kolakoski généralisés. Cela implique que 
les propriétés des mots maximaux s'appliquent aux mots de Kolakoksi généralisés, alors que 
ces dernières sont encore non prouvées pour le mot de Kolakoski sur l'alphabet {1, 2}. Il serait 
intéressant cie voir s'il existe d'aussi jolies propriétés pour des alphabets de parité différentes, 
avec la plus petite lettre paire. De plus, comme nous avons vu que certains mots lisses minimaux 
sont des mots de Lyndon infinis, la question suivante est naturelle: existe-t'd des mots lisses 
non minimaux qui sont des mots de Lyndon infinis? 
Pour terminer, nous voulions caractériser l'intersection des surfaces discrètes et des mots lisses. 
Comme une surface discrète se décrit par un pavage du plan sur l'alphabet {1, 2, 3}, nous vou­
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lions savoir quels sont les pavages lisses du quart de plan décrivant un morceau de surface 
discrète. Pour ce faire, nous avons utilisé ta caractérisation ete (Jamet, 2004) etes pavages eté­
Clivant une sUlface discrète et la définition des mots lisses. Nous avons construit un mot lisse, 
donc un mot décrivant un pavage lisse, en vérifiant à chaque étape s'il satisfaisait les conditions 
de Jamet. Par élimination, nous avons montré qu'il n'existe que trois mots lisses pour lesquels 
le pavage associé décrit un morceau de surface discrète. Comme l'alphabet {l, 2, 3} servant à 
coder la surface discrète a été fixé de façon arbitraire, il serait pertinent de voir J'impact sur 
notre résultat du renommage des lettres de l'alphabet. 
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équilibré, mot, II
 
équilibrée, suite d'entiers, 50
 
équilibrée, suite fOltement, 61
 
équivalents, mots, 14
 
extrémal, mot lisse, 1 19
 
face fondamenta le, 162
 
facteur
 
d'un mot fini, 8
 
d'une suite, 12
 
lisse, 115, 137
 
propre, 8
 
factorisation de Lyndon
 
de mots finis, 11
 
de mots infinis. 12
 
du mot lisse minimal sur {l, 2}, 125, 126
 
du mot lisse minimal sur {a, b} impair,
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du mot lisse minimal sur {a, b} pair, 157
 
fermeture palinclromique à droite. 9
 
Fibonacci, mot cie, 140
 
fonction de codage par blocs, 103, 104
 
fonction de codage par blocs généralisée, 134
 
fonction de complexité, 13
 
fonction de décalage
 
pour les mots bi-infinis, 15
 
pour les mots infinis, 13
 
fonction pseudo-inverse généralisée, 135
 
forcer les coups, 112, 136
 
forme, 165
 
équerre, 165
 
fortement équilibrée, suite, 61
 
Fraenkel, conjecture de, 49
 
Fraenkel, mot de, 52
 
fréquence d'une lettre
 
dans un mot fini, 8
 
dans un mot infini, 14
 
Frobenius, nombre de, 97
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graphe de Cayley, 23
 
graphe de De Bruijn. 117
 
réduit, 117,118
 
image miroir, 9
 
inférieur, mot de Christoffel, [9
 
intercept, 19
 
intervalle à gauche d'un autre, 77
 
intervalle entier, 15, 50
 
Kolakoski
 
mot de, 10 1, 109
 
Kolakoski généralisé, mot de, 136
 
lacune constante, suite à, 62
 
langage
 
à deux dimensions, 165
 
D.-,165
 
lemme du collage, III
 
lettre
 
première répétée, 54
 
d'un alphabet, 7
 
fréquence d'une, 8
 
linéaire, mot, 54
 
lisse
 
à droite, 116,138
 
à gauche, 116, 138
 
extrémal, 119
 
facteur, 115, 137
 
infini, 106
 
mot, 106
 
préfixe, 115, 116, 138
 
suffixe, 115, 138
 
minimal, 127
 
lisse généralisé, mot, 135
 
longueur d'un mot, 8
 
Lyndon
 
factorisation de, Il, 12
 
mot de, la, 12
 
maximal, mot lisse, 119
 
mécanique
 
inférieur, 19
 
irrationnel, 19
 
rationnel, 19
 
supérieur, 19
 
minimal, mot lisse, 119
 
monoïde, 7
 
libre, 8
 
morphisme
 
de monoïde, 7
 
de semi-groupe, 7
 
épisturmien, 29
 
sturmien, 20
 
mot 
bi-infini, 15
 
origine d'un, 15
 
superposable, 70
 
caractéristique, 19
 
circulairement équilibré, 69
 
de Christoffel, 21, 22
 
inférieur, 21. 22
 
pente d'un, 21
 
propre. 21
 
supérieur, 22
 
de Fibonacci, 117,140
 
de Fraenkel, 52
 
de Kolakoski, la l, l09
 
généralisé, 136
 
de Lyndon
 
fini,lO
 
infini, 12
 
épiclu'istoffel, 18, 29
 
mot équilibré, II
 
facteur d'un, 8
 
fini, 8
 
suffixe propre d'un, 8
 
fonction de décalage sur un, 13, 15
 
infini à droite, 12
 
k-différentiable, 108
 
linéaire, 54
 
lisse, 106
 
à droite, 116
 
à gauche, 116
 
extrémal, 102
 
infini, 102
 
longueur d'un, 8
 
mécanique
 
inférieur, 19
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irrationnel, 19
 
rationnel, 19
 
supérieur, 19
 
période d'un, 9
 
préfixe d'un, 8
 
primitif,9
 
standard, 19
 
suffixe d'un, 8
 
suffixe propre d'un, 12
 
superposable fini, 70
 
vide, 8
 
motif fini pointé, 164
 
motif, occurrence d'un, 165
 
mots équivalents, 14
 
nombre d'occurrences, 8
 
nombre de Frobenius, 97
 
occurrence d'un motif, 165
 
ordre
 
alphabétique, 10
 
lexicographique, 10, 12
 
origine d'un mot bi-infini, 15
 
palindrome, 9
 
pavage
 
du plan, 161
 
lisse, 113
 
partiel
 
du quart de plan, 110
 
pente, 19
 
période
 
d'un mot bi-infini, 15
 
d'un mot fini, 9
 
infinie, 15
 
plus petite, 15
 
triviale, 9
 
périodique
 
purement, 14
 
ultimement, 14
 
plan, équation d'un, 161
 
pointé, motif fini, 164
 
points fixes, 109
 
préfixe
 
d'un mot fini, 8
 
lisse, 115, 116, 138
 
propre, 8
 
première lettre répétée, 54
 
problème de la monnaie, 97
 
projection, 15
 
propre
 
suffixe, 8, 12
 
propre, mot de Christoffel, 21
 
puissance d'un mot, 9
 
purement périodique, 14
 
racine fractionnaire, 26
 
récurrente, suite, 14
 
semi-groupe, 7
 
libre, 8
 
sommet distingué, 162
 
spécial
 
à droite. 14
 
à gauche, 14
 
standard, mot, 19
 
standard, suite épisturmienne, 26
 
standard, suite sturmienne, 19
 
sturmien, morphisme, 20
 
sturmienne, suite, J9
 
suffixe
 
d'un mot fini, 8
 
d'une suite, 12
 
lisse, 115, 116, 138
 
minimal, 127
 
propre
 
d'un mot fini, 8
 
d'un mot infini, 12
 
suite, 12
 
à lacunes constantes, 62
 
c-équilibrée, 65
 
d'Arnoux-Rauzy,28
 
de Beatty, 47
 
rationnelle, 47
 
directrice, 27
 
épisturmienne, 27
 
standard, 26
 
facteur d'une, 12
 
fortement équilibrée, 61
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récurrente, 14 
sturmienne, 19 
standard, 20 
suffixe d'une, 12 
suite cl' entiers équi Iibrée, 50 
suite de Tribonacci, 27 
suite sturmienne, pente d'une, 19 
supérieur, mot de Chlistoffel, 19 
superposable, mot bi-infini, 70 
superposable, mot fini, 70 
superposer exactement, 70 
superpositions, nombre de, 89 
slI1face (1,1, 1)-discrète, 162 
discrète, 163 
système couvrant 
éventuel de suites de Beatty disjointes, 48 
de suites de Beatty disjointes, 48 
transducteur, 144 
Tribonacci, suite de, 27 
ultimement périodique, 14 
voxel, 161 
