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Accurate determination of activity coefficients of water in a binary triethylene gly-
col (TEG)-water system, is of prime concern in designing the natural gas dehydration
process. In this work, a hybrid model (a combination of information diffusion theory and
neural network) and a so-called diffusion neural network (DNN) have been developed
for the prediction of activity coefficients of a binary TEG-water system. Owing to the in-
sufficient experimental data available in the literature for binary mixtures, and in particu-
lar for infinite dilution, we have employed the information diffusion technique as a tool
in extrapolating data points from the original data. By means of this technique, a new
dataset has been trained and optimized for the DNN model with more nodes in the input
and the output layers. The result of this study reveals that DNN model is superior to the
conventional neural nets in predicting the activity coefficient of water in the range of
temperature (293–387.6 K) and mole fractions with mean absolute error of 0.31 %
(MAE  0.31 %), and high correlation coefficient of 0.999 (r  0.999). Furthermore,
the results of this work using DNN have also been compared with Parrish’s correlation.
The findings of this work demonstrate that the DNN model exhibits better results over
Parrish’s correlation in predicting the activity coefficients of water in a binary triethylene
glycol-water system with a mean absolute error of 5.03 percent (MAE  5.03 %).
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Introduction
The dehydration of natural gas is an important
operation in the gas processing industry. A number
of liquids possess the ability of absorbing water
from the gas stream. Owing to the fact that tri-
ethylene glycol (TEG) has a high affinity for water,
it is extensively used in gas dehydration operation
process. Triethylene glycol has the property of not
solidifying in a concentrated solution; is non-corro-
sive in nature and is easily regenerated. Knowledge
of liquid-liquid and vapor-liquid equilibrium data is
the pre-requisite for the design of such processes.
These experimental data may be utilized as a data-
base to optimize the design of TEG dehydration
units or extractive distillation and solvent recovery
columns in the separation processes of aromatics.
Generally speaking, a good mechanistic or empiri-
cal model is required for the design of such pro-
cesses. In industrial circumstances, it is generally
very expensive to develop a comprehensive model
for the case. However, it is customary to re-estab-
lish an experimental design procedure to derive a
simple empirical model for it, where it can provide
maximum information with the lowest number of
experimental runs. However, the conventional ap-
proach (i.e. EOS) for modeling of the vapour-liquid
equilibrium requires an iterative method that may
sometimes pose some problem for real time control
of the plant operation. In such cases, other more ro-
bust and faster alternative methods would be of in-
terest. Artificial neural networks have received ex-
tensive attention during the last two decades. It is
well known that they can solve many practical
problems such as pattern recognition,1 function ap-
proximation,2 system identification,3 time series
forecasting. Nowadays, the artificial neural net-
works (ANNs) method has found extensive applica-
tion in the field of thermodynamics and transport
properties such as estimation of VLE,4–10 viscos-
ity,11–12 density,13 simultaneous determination of
concentration,14 compressibility factor13 and ther-
mal conductivity.15
Neural information processing models princi-
pally assume that the data are compatible and the
learning data for training a neural network are suffi-
cient. For cases where the data are insufficient, it is
impossible to recognize a nonlinear system. In
other words there must exist a non-negligible error
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between the real function and the estimated func-
tion from a trained network.16 Moreover, using ba-
sic neural nets with small data points (experimental
points), it is difficult to guarantee that a good pre-
dictive model will be obtained in complete experi-
mental domain. In more cases only good predic-
tions are achieved in regions in the vicinity of ex-
perimental points contained in the training
dataset.17
In this paper, we utilized a hybrid model based
upon the technique of information diffusion and
neural network to reduce the error of estimated
function with respect to a small experimental
dataset. The model was evaluated by analysis of the
results obtained from test data, and the characteris-
tic performance of proposed model was compared
with conventional neural networks and the Parrish
et al. correlation.18
Conventional neural networks
Neural networks provides a non-linear function
mapping of a set of input variables into the corre-
sponding network output, without having to specify
the actual mathematics form of the relation between
the input and output variables.
The multilayer percepetron (MLP) and radial
base function (RBF) are two types of feedforward
neural network that have been used commonly for
the approximate functions.19
Each network is discussed in detail in the liter-
ature, only a few prominent features of each are
given here to indicate the general nature of the net-
works and some of their main differences.
Both types of network comprise of a set of pro-
cessing units arranged in layers. The two networks,
however, differ markedly. For example, the RBF
contains a single hidden layer of units that employ a
considerably different transformation function to
that used in the MLP which may also have more
than one hidden layer. With both the MLP and RBF,
the training data are input directly to the network
and used to tune it into an accurate training algo-
rithm. For example, with the MLP, each training
data contributes directly to the determination of the
error in the network’s iterative training stage. How-
ever, the two networks partition feature space in a
very different manner. The MLP divides the entire
feature space with hyperplanes, while the RBF de-
fines hyperspheres, and so the two networks may
give different allocations and vary in sensitivity to
properties of the data used. The derivation of the
outputs, however, differs considerably between the
two types of network. For example, with the MLP,
assuming the use of the popular sigmoidal activa-
tion function, the activation level of the sth unit is
determined from:
Os   1 1/( exp( )) net s (1)
where nets and  are the net input to the unit and
gain parameter respectively. Alternatively, with the
RBF, the output of the network is derived from:








where M is the number of basis functions, wsj a
weighted connection between the basis function
and output layer, and j the nonlinear function of

















In which P is the input vector; Wj is the weight
vector associated with the hidden unit j and j is the
parameter specifying the radial basis function’s
width.
Diffusion neural network theory
In the real world, the experimental data are
strongly scattered and incompatible (contradictory).
However, neural information processing models
largely assume that the learning data for training a
neural network are compatible and sufficient.20 If
the data are incompatible then a neural network
would not converge in view of the fact that the ad-
justments of weights and bias are unable to identify
where they should switch due to the uncertainty
brought forth by the contradictory patterns. That is,
when input patterns are the same but output pat-
terns are very different, the directions of change in
weights and bias are uncertain when we use these
datasets as patterns to train a neural network.
Hence, to estimate the relationship, we need to han-
dle the fuzziness and roughness of the dataset. To
do this, an information diffusion model was intro-
duced to process the dataset before we use them in
the neural networks.
It was shown that a combination of information
diffusion method and neural-network can be
adopted in cases where incompatible data exist.20–21
In circumstances where the learning data are insuf-
ficient, in other words when the sample size n is
small, we say that the sample consists of incom-
plete information with a lot of gaps in the domains
of the variables, it is impossible to recognize a non-
linear system (i.e., there must exist a non-negligible
error between the real function and the estimated
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function from a trained network). Thus, the theory
of information diffusion can be employed to extrap-
olate more data to partly fill in the gaps in small
datasets. Therefore, we would be able to obtain a
better result by employing a neural network tech-
nique to recognize a non-linear function. The hy-
brid model incorporates the developed model and
hence a corresponding neural network is derived,
which is called a diffusion-neural network.16 The
diffusion-neural network can be considered a pri-
mary model based upon the theory of information
diffusion in order to improve accuracy of artificial
neural networks with respect to a small experimen-
tal dataset.
The principle of information diffusion
Using information diffusion is based upon the
theory of fuzzy set22 that a dataset can be changed
into a fuzzy subset which naturally fills up the infor-
mation gaps caused by incomplete data. The integra-
tion of the relationships thus produced can change
the contradictory patterns into more compatible ones
which can smoothly and quickly train the neural net-
work to obtain the desired relationship.
This technique guarantees the existence of rea-
sonable diffusion functions to improve the non-dif-
fusion estimates when the given dataset are incom-
plete. However, the rule does not provide any indi-
cation on how to find the diffusion functions.
Let X s s sn { , , }1 2 be a given dataset with
an input of p and output of t (i.e., s p ti i i ( , )),
where it can be employed to estimate a relationship
for R on the universe U. If and only if X is incom-
plete, there must exist a diffusion function (si, u) and
a corresponding operator  that leads to diffusion esti-
mate
~
( , ( ))R D X so that it is closer to the real R than
any non-diffusion estimate. According to FS:
~
( , ( )) { ( ( , )| , }R D X s u s X u Ui i     (4)
The suggested normal diffusion function16  is
given:
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Deriving data by information diffusion
The simplest model which is based upon the
principle of information diffusion for deriving data
points is proposed by Huang23 (1998). This model
can be employed to derive 10–50 points through a
pseudo-random generator controlled by possibility
density function (PDF).
In practice, developing the above model for a
two-dimensional case in deriving data points from
s p ti i i ( , ) is not suitable for training a network.
The reason is that the deriving data may be incom-
patible and hence the neural network would not con-
verge. Therefore, the more derivative data points
there are, the more difficult the training. Therefore,
to avoid the convergence problem, Huang and Mo-
raga, 2004 proposed a combined model based on the
membership function of a fuzzy set and the possibil-
ity function to derive data points from given data.
According to this model, the normal diffusion eq. (5)





















The nearer the u is to s, the larger the possi-
bility to be equal to s. The largest possibility is


















where the largest possibility is 1.
In this technique and in order to study the rela-
tionship between input-output data, a linear correla-
tion coefficient r which measures the strength of the
relationship between the paired p and t values in a
dataset, is defined. In other words r provides some
information to assign the distance from given pat-
tern to derived patterns. In the case where r  1,
the estimation function must be a line. In other
words, for a given dataset X with r  1 it is unnec-
essary to derive any new data points. Therefore,
when r  1 it assigns a value of 0 to the distance
between a given point s and its derivative point u.
On the other hand and in the case where r  1, it
assigns (r) (is mapping to represent the change
in r) to a distance between a given point s and its
derivative point u. Thus, we can avoid the conver-
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To find u from s as a derivative point the eq.

















where r is characterized by:
r m   09 10 2. m 1 2 3 9, , , (11)
and Y(r) is defined as:








   r { . , . , , . }091 092 099
The correlation of u in terms of ( , )p ti i is ob-
tained by solving eq. (10):
u s h r  2 2 ln ( )y (13)
Hence, from pi we can derive three points as
follows:
   p p h ri i p2
2 ln ( )y with poss  y( )r
pi with poss  1 (14)
  p p h ri i p2
2 ln ( )y with poss  y( )r
Moreover from ti we have
   t t h ri i t2
2 ln ( )y with poss  y( )r
ti with poss  1 (15)
  t t h ri i t2
2 ln ( )y with poss  y( )r
Note that from one pair ( , )p ti i we could ob-
tain three pairs as follows:
( , ) p ti i with poss  y( )r
( , )p ti i with poss  1
( , ) p ti i with poss  y( )r
The derivative data points can be employed to
train a neural network with more input-output data.
The typical architecture of a net is shown in Fig. 1.
It is also pointed out that besides the original in-
put-output variables; their possibilities also are
counted as variables. In the input layer, one node is
for the variable p and the other for its possibility
{poss p}. In output layer, one node is for the vari-
able t and the other for its possibility {poss t}. We
can consider p0 as (p0, 1) being the input of the
trained DNN. However, if the output of the DNN is
(t0 ,d) and d is near 1, we say that the estimated
value is t0. In this way, we can obtain a new esti-
mated function from a given dataset of X.
Methodology
Experimental data
To carry out this task, the first step for this
model was the development of an experimental data-
base to train the network and hence to evaluate its
ability for generalization. Numerous studies have
been conducted in the field of the equilibrium of wa-
ter in the TEG-water in finite concentration and infi-
nite dilution regions system.18,24–27 The equilibrium
data comprises the mole fraction of TEG and water,
temperature and activity coefficient. Herskowitz and
Gottlieb,25 (1984) measured the activity coefficients
of water in TEG at two temperatures, 297.60 and
332.60 K, respectively. The lowest mole fraction of
water for which activities were measured was 0.1938
and 0.2961 at 297.60 and 332.60 K, respectively.
It is worth noting that the infinite dilution re-
gion was not considered in their measurements.
Parrish et al.18 (1986) measured activity coefficients
at infinite dilution zone for TEG-water binary mix-
ture as a function of temperature in the range of
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F i g . 1 – Architecture of diffusion neural network (DNN).
{p} and {poss p}, are as input data. {t] and {poss
t} are as output data.
300–378 K. Bestani and Shing26 (1989) also mea-
sured activity coefficients of water in TEG at infi-
nite dilution in the range 323–383 K. Their data had
a deviation of 13–17 % from those reported by
Parrish et al.18 (1986). Their findings were based
upon the Bestani extrapolation at higher tempera-
ture (i.e., 477.15 K), indicating that the activity co-
efficient was above one. It is founded that their re-
sults inadequately defined the ability of TEG as a
dehydrating agent in practice28 (GPA, 1994). There-
fore, Bestani data was not utilized in this work.
However, as the number of experimental data
points available from literature is limited, 54 data
points in finite concentration were taken from both
Herskowitz and Gottlieb,25 1984, Parrish,18 1986
and Campbell,29 1994 and 9 data points in infinite
dilution region of water-TEG system.
Artificial neural network modeling
A hybrid model that was employed in this work
embraces both the information diffusion technique
and neural network, so-called diffusion neural net-
work (DNN). The modeling was carried out by uti-
lizing the conventional neural network toolbox de-
veloped in MATLAB version 7. Diffusion neural
network had an input layer of four neurons corre-
sponding to TEG mole fraction (x), temperature (T)
and their possibilities (poss x, poss T), plus a vari-
able number of neurons in the hidden layer and two
neurons in the output layer corresponding to the wa-
ter activity coefficient () and its possibility (poss ),
as is shown in Fig. 2. The input and output layer
nodes had a linear transfer function while only the
hidden layer nodes had sigmoid transfer function for
the DNN model. The network was trained according
to Levenberg-Marquardt algorithm available in the
neural network toolbox of MATLAB.
Parrish correlation
We studied the Parrish model as a typical rep-
resentative of empirical correlation. Parrish et al.,
1986 proposed an empirical hyperbolic equation to
predict the activity coefficients of TEG and water
over a range of temperatures and mole fractions, as
exhibited in eqs. (16) and (17):
ln














ln (tanh ( ) ]  2 1






In the above equations indices 1 and 2 repre-
sents TEG and water components, respectively and
A, B, and C are temperature-dependent parameters
and are defined as follows:
A T  exp( . . )12 792 003293
B T exp( . . )0 77377 0000695 (18)
C T 088874 0001915. .
where T is the temperature in K.
Results and discussion
Implementing the random selection method,
80 % of all the data were assigned to the training
set of models, while the rest of the data were uti-
lized to test the model. The raw input data was re-
quired to be pre-processed to convert them into a
suitable structure. Therefore, in the first step all
data points were scaled to the range of [–1, 1]. For
the training step, the number of neurons in the hid-
den layer had an important role in the net optimiza-
tion. Therefore, in order to optimize the net,
achieve generalization of the model and avoid
over-fitting, we started with 2 neurons in the hidden
layer and gradually increased the number of neu-
rons until no significant improvement in perfor-
mance of the net was observed. For this study, the
mean square error (MSE) was chosen as a measure
of the performance of the nets.
At first, a conventional neural network (CNN)
such as multilayer percepetron (MLP) and radial
base function (RBF) neural networks were trained
and optimized. For the case of the multilayer
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F i g . 2 – Diffusion neural network (DNN) used in the study
where x, T, poss x and poss T are liquid mole fraction TEG,
temperature, possibility x and possibility T respectively, as in-
put data.  and poss  are activity coefficients of water and
possibility , respectively as output data.
percepetron: to determine the optimal net size, the
training was carried out with various numbers of
neurons (1–10 neurons) in hidden layer. The MSE
(mean square error) on network training perfor-
mance is plotted vs. the number of hidden neurons
and the results were demonstrated in Fig. 3. As it
can be seen, the network with four neurons in hid-
den layer is not sufficiently powerful for given
learning and generalization, while the performance
of a network with 6 neurons or higher will be im-
proved. But as shown in Fig. 4, further increases in
the number of neurons lead to the increase in the er-
ror in the trained network while the test data were
fed to the network (i.e. the network is over-fitting).
Therefore, to avoid over-fitting the six neurons
were selected for net hidden layer for subsequent
studying. Also the optimal condition was found for
RBF net with respect to the set of RBF widths, and
the output layer weights. In the present study, the
RBF was trained with various values of width and
cluster. A width 5 was observed to give higher ac-
curacy.
In these stages, only the original dataset was
utilized for the training and optimization of nets.
Therefore, the input variables were mole fraction of
TEG, temperature and the output was the activity
coefficient of water. The results of nets are shown
in Table 1. Data analysis based on statistical param-
eters such as relative error (RE), was calculated.
The analysis of results showed that the capability of
MLP model to predict the activity coefficient on
both finite-concentration zone and low concentra-
tion zone (infinite dilution) is superior to RBF
model. Moreover, it seems that the capability of
both models to predict the activity coefficient in
low concentration zone (infinite dilution) of binary
mixture, less than finite-concentration zone, the
number of available training data in this zone is in-
sufficient. As a result, it is difficult to guarantee
that a good predictive model will be obtained in
complete experimental domain. Therefore, to im-
prove the performance of neural networks, we em-
ployed diffusion neural network (DNN) model, pre-
viously described to learn from a small dataset. Us-
ing information diffusion technique eqs. (9–15), we
may derive more data from their original data espe-
cially in infinite dilution of binary mixture. Based
on statistical analysis of derivative input-output
data and subsequent network results, we suggested
the following equations for determining h and y( ):r
h a b 110. ( ) for n  9 (data point (19)
in infinite region)
y( )r r (20)
To do this, r was calculated by eqs. (9–12),
y( )r is determined by eq. (20) and pairs ( , ) p ti i and
( , ), , , , ,   p t ii i 1 2 3 9 are calculated by using eq.
(14) and eq. (15).  p pi i, are corresponding to de-
rivative temperature variable as input, and  t ti i, are
corresponding to derivative activity coefficient
variable as output of nets. In Table 2 the original
and their derivative data are presented for infinite
dilution.
In the infinite dilution, the TEG mole fraction
is assumed as unity. Therefore, in derived data the
TEG mole fraction is not considered. In this way
the new data set for infinite dilution increase to 3n
(i.e. n  9). It must be considered in this case the
input variables are mole fraction (assumed as
unity), temperature and their possibilities and out-
put layer are activity coefficient and its possibility.
The derivative data together with original data
can be used to train the networks (i.e. DNNs) with
four nodes in the input layer and two nodes in
the output layer. As shown in Fig. 2, the topology
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F i g . 3 – Variation of net. Performance (MSE) vs. number of
neurons in hidden layer based on training data: () Diffusion
neural network (DNN), () Multilayer percepetron (MLP).
F i g . 4 – Variation of net. Performance (MSE) vs. number of
neurons in hidden layer as test data fed to trained network. ()
Diffusion neural network (DNN), () Multilayer percepetron
(MLP).
4-K-2 was chosen for networks. Therefore, the
training was implemented based on a new dataset.
The training performance of diffusion neural net
based on multilayer percepetron (DNN-MLP) is il-
lustrated in Figs. 3 and 4. In this case the optimal
number of neurons in hidden layer was 6. The char-
acteristics of the optimized DNN-MLP are summa-
rized in Table 3.
Moreover, the diffusion neural net based on ra-
dial base function (DNN-RBF) was trained on a
new dataset. In this case, the optimal condition was
found with respect to various values of width and
cluster. A width 5 was observed to give higher ac-
curacy.
Data analysis based on the statistical parame-
ters such as relative error (RE), and correlation co-
efficient (r) between the networks prediction and
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T a b l e 1 – Results obtained for the test data modeled with CNN for water (2)-TEG (1) binary system, with respective errors
Finite-concentration mixture
T/K X(1) Exp (2)
CNN
Parrish R.E %
MLP R.E % RBF R.E %
332.6 0.4562 0.8571 0.8468 1.1998 0.8539 0.3779 0.8911 3.9654
332.6 0.4970 0.8504 0.8238 3.1314 0.8407 1.1372 0.8687 2.1495
332.6 0.2429 0.9276 0.9249 0.2912 0.9291 0.1601 0.9811 5.7667
297.6 0.6731 0.6760 0.6870 1.6205 0.6832 1.0600 0.6742 0.2599
297.6 0.3057 0.8264 0.8295 0.3720 0.8305 0.4964 0.8220 0.5295
297.6 0.2187 0.8784 0.8768 0.1784 0.8808 0.2724 0.8765 0.2179
297.6 0.1157 0.9507 0.9511 0.0400 0.9492 0.16200 0.9649 1.4970
323 0.9100 0.8050 0.8192 1.7652 0.8054 0.0498 0.6428 20.1537
323 0.9201 0.7981 0.8230 3.1237 0.7988 0.0880 0.6387 19.9762
323 0.9401 0.7824 0.8146 4.1136 0.7834 0.1336 0.6306 19.4027
323 0.9501 0.7728 0.8005 3.5888 0.7734 0.0726 0.6266 18.9223
332.6 0.5107 0.8215 0.8159 0.6775 0.8367 1.8526 0.8611 4.8236
332.6 0.0454 0.9980 0.9829 1.5088 0.9980 0.0002 0.9995 0.1484
M.A.E* 0.45 1.66 7.52
*Mean Absolute Error
T a b l e 1 – (continued)
Infinite-dilution mixture
T/K Exp (2) MLP R.E % RBF R.E % Parrish R.E %
311.71 0.5750 0.5661 1.5478 0.5699 0.885 0.5826 1.3232
300.43 0.5510 0.5352 2.8675 0.1389 125.2059 0.5587 1.4017
343.43 0.6240 0.6190 0.8013 0.6462 3.5511 0.6503 4.2121
M.A.E 1.73 49.38 2.31
T a b l e 2 – Original and derivative data points by informa-
tion diffusion technique in infinite dilution
Original data points Derivative data points
( , , ( ) )T r y  1 ( , , ( ) . )  T r y 0 999 ( , , ( ) . )  T r y 0 999
313 0.5786 312.88 0.5784 313.12 0.5788
300.43 0.551 300.31 0.5508 300.55 0.5512
311.71 0.575 311.59 0.5748 311.83 0.5752
323.26 0.59 323.14 0.5898 323.38 0.5902
333.76 0.617 333.64 0.6168 333.88 0.6172
343.43 0.624 343.31 0.6238 343.55 0.6242
355.93 0.636 355.81 0.6358 356.05 0.6362
364.93 0.669 364.81 0.6688 365.05 0.6692
378.32 0.692 378.2 0.6918 378.44 0.6922
experimental results were carried out in Table 4.
The prediction performance of activity coefficients
in the entire rang of temperature and mole fraction
was illustrated in Fig. 5. It is immediately obvious
that the DNN-MLP model possesses a high ability
to predict the both infinite dilution activity coeffi-
cient and finite concentration activity coefficient in
the range of temperature with a mean absolute error
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T a b l e 3 – Optimized parameters employed for the construction of DNN-MLP model
Parameters
Number of nods in layers Transfer function
input hidden output learning rate momentum No. of epoch hidden layer output layer
4 6 2 0.50 0.80 100 sigmoid linear
T a b l e 4 – Results obtained for test data modeled with DNNs and Parrish et al. nonlinear correlation for water(2)-TEG(1) binary
system, with respective errors
Finite-concentration mixture
T/K X(1) Exp. (2) DNN–MLP R.E % DNN-RBF R.E % Parrish R.E %
323 0.9100 0.8050 0.8056 0.0769 0.8071 0.2657 0.6428 20.1537
332.6 0.4562 0.8571 0.8629 0.6729 0.8437 1.5634 0.8911 3.9654
323 0.9501 0.7728 0.7729 0.0080 0.7831 1.3299 0.6266 18.9223
332.6 0.0454 0.9980 0.9979 0.0106 0.9957 0.2277 0.9995 0.1484
297.6 0.1026 0.9563 0.9567 0.0398 0.9606 0.4501 0.9756 2.0141
297.6 0.2505 0.8608 0.8609 0.0092 0.8561 0.5428 0.8545 0.7372
332.6 0.2429 0.9276 0.9244 0.3457 0.9276 0.0017 0.9811 5.7667
332.6 0.4970 0.8504 0.8492 0.1356 0.8227 3.2582 0.8687 2.1495
332.6 0.0808 0.9893 0.9964 0.7198 1.0028 1.3610 0.9984 0.9155
297.6 0.4967 0.7371 0.7365 0.0816 0.7446 1.0127 0.7390 0.2630
297.6 0.8062 0.6604 0.6644 0.6045 0.6689 1.2880 0.6255 5.2838
313 0.9201 0.7621 0.7623 0.0280 0.7724 1.3493 0.6164 19.1238
332.6 0.5107 0.8215 0.8444 2.7922 0.8159 0.6760 0.8611 4.8236
M.A.E* 0.42 1.02 6.48
*Mean Absolute Error
T a b l e 4 – (continued)
Infinite-dilution mixture
T/K Exp. (2) DNN-MLP R.E % DNN-RBF R.E % Parrish R.E %
300.31 0.5508 0.5501 0.1299 0.5492 0.2864 0.55847 1.3925
311.83 0.5752 0.5768 0.2850 0.5811 1.0293 0.582863 1.3322
323.38 0.5902 0.5905 0.0504 0.5971 1.1734 0.607418 2.9172
378.44 0.6922 0.6917 0.0781 0.6910 0.1710 0.725958 4.8769
313 0.5786 0.5778 0.1361 0.5820 0.5824 0.585346 1.1659
333.76 0.6170 0.6170 0.0052 0.6169 0.0117 0.62957 2.0373
355.93 0.6360 0.6363 0.0395 0.6363 0.0526 0.677173 6.4738
311.71 0.5750 0.5767 0.3013 0.5810 1.0505 0.582608 1.3232
M.A.E 0.12 0.54 2.68
of 0.42 % and 0.12 % respectively. The results
demonstrated good agreement between the pre-
dicted and the experimental values of activity coef-
ficient (r  0.999). The standard deviation in rela-
tive errors was 0.61 %. This value showed that the
dispersion around the average value was small. Ac-
cording to Tables 1 and 4, MAEDNN-MLP < MAEMLP
means the DNN-MLP estimate is closest to the
real function than the estimate from the conven-
tional MLP network. In this case the advantage of









For the finite concentration zone we have
MAEMLP 0.0045 and MAEDNN-MLP 0.0042. There-
fore, using formula 21, Ad  6.6 %, it means that
DNN-MLP can reduce the error by 6.6 %. Similar-
ity for infinite dilution zone MAEMLP 0.0173 and
MAEDNN-MLP 0.0012 and thus Ad  93 %. Due to
increased training data especially in infinite dilution
zone by diffusion technique the advantage of diffu-
sion neural net in infinite dilution zone is better
than the finite concentration zone.
On the other hand, the DNN-RBF model, al-
though it provided a satisfactory correlation in
prediction, was less accurate than the DNN-MLP
model. This is established by higher mean abso-
lute error in prediction of activity coefficient in
both infinite dilution activity coefficient and
finite concentration with 1.02 % and 0.54 % respec-
tively.
The results obtained using DNNs model was
compared with Parrish’s model in Table 4. Parrish’s
model systematically overpredicts the data with a
positive average error of 2.68 % and 6.48 % for in-
finite dilution and finite concentration activity coef-
ficient respectively. The standard deviation in rela-
tive errors was 6.29 %. This value showed the dis-
persion from the average value was higher.
On the other hand, the Parrish correlation, al-
though it provided a quite satisfactory correlation in
prediction, was less accurate than the DNNs model.
Another important observation can be made from
Fig. 6.
The DNNs model predicts the activity coeffi-
cients accurately in low and high temperature. But
Parrish’s correlation predicts higher activity coeffi-
cients at higher temperature. This difference in the
predicted trend can have significant consequences
in the extrapolation of activity coefficients to high
temperatures.
Conclusion
A hybrid model integrating the deriving model
and a corresponding neural network called a diffu-
sion-neural (DNN) was developed for the predic-
tion of activity coefficients of water in water-TEG
mixture. DNN can be considered a primary model
based on the principle of information diffusion to
improve accuracy of conventional neural networks
(CNN) with respect to small dataset. This paper
shows how the principle of information diffusion
can be used to derive more data to partly fill the
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F i g . 5 – Modeling ability of the optimized DNNs and a com-
parative study between the experimental and predicted activity
coefficients of water in entire range of temperature and compo-
sition () DNN-MLP modeling (r  0.999, MAE  0.31 %);
() DNN-RBF modeling (r  0.997, MAE  0.84 %); (!)
Parrish correlation (r  0.919, MAE  5.03 %)
F i g . 6 – Activity coefficient of water vs. liquid mole fraction
TEG: () T  297.6 K, () T  332.6 K; (– – –) DNN-MLP
modeling; (…) DNN-RBF modeling; (–) Parrish correlation
gaps in a small dataset (i.e. in infinite-dilution) and
thus obtain a better result when employing a neural
network to recognize a non-linear function. DNN
was trained according to the Levenberg-Marquardt
algorithm. Optimization of network size, to achieve
generalization of the model and avoid over-fitting,
was done according to minimizing mean square er-
ror (MSE) of network based on training dataset.
The DNNs model specially DNN-MLP exhibits a
suitable prediction of the activity coefficients by
relatively low mean absolute error (MAE  0.31
%) and high correlation coefficient (r  0.999) in
the entire range of concentration and temperature.
The percent error in predicting the activity coeffi-
cients was found to be lower than Parrish’s correla-
tion (MAE  5.03 %) and correlation coefficient
(r  0.919).
N o m e n c l a t u r e
A, B, C  temperature-dependent parameters eq. (18)
ANN artificial neural network
CNN conventional neural network
DNN diffusion neural network
FS  fuzzy set
h  diffusion coefficient in eqs. (5), (6)
MAE mean absolute error
MLP  multilayer percepetron
MSE  mean square error
NLR  non-linear regression
P  input vector of network
PDF  possibility density function
r  correlation coefficient
RBF  radial base function
RE  relative error
T  temperature, K
TEG  triethylene glycol
u  derivative point
Wj  weight vector of unit (neuron) j
x  mole fraction
G r e e k l e t t e r s
  activity coefficient
  diffusion function
  normalized possibility distribution
y(r)  mapping function
  gain parameter in eq. (1)
j  radial basis function’s width. eq. (6)
  an operator defined in eq. (3)
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gaps in a small dataset (i.e. in infinite-dilution) and
thus obtain a better result when employing a neural
network to recognize a non-linear function. DNN
was trained according to the Levenberg-Marquardt
algorithm. Optimization of network size, to achieve
generalization of the model and avoid over-fitting,
was done according to minimizing mean square er-
ror (MSE) of network based on training dataset.
The DNNs model specially DNN-MLP exhibits a
suitable prediction of the activity coefficients by
relatively low mean absolute error (MAE  0.31
%) and high correlation coefficient (r  0.999) in
the entire range of concentration and temperature.
The percent error in predicting the activity coeffi-
cients was found to be lower than Parrish’s correla-
tion (MAE  5.03 %) and correlation coefficient
(r  0.919).
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RE  relative error
T  temperature, K
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u  derivative point
Wj  weight vector of unit (neuron) j
x  mole fraction
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  activity coefficient
  diffusion function
  normalized possibility distribution
y(r)  mapping function
  gain parameter in eq. (1)
j  radial basis function’s width. eq. (6)
  an operator defined in eq. (3)
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