A new super resolution imaging method, i.e. Localized Plasmon assisted Structured Illumination Microscopy (LPSIM), is proposed. LPSIM uses an array of localized plasmonic antennas to provide dynamically tunable near-field excitations resulting in finely structured illumination patterns, independent of any propagating surface plasmon dispersion limitations. The illumination pattern feature sizes are limited only by the antenna geometry, and a far-field image resolved far beyond the diffraction limit is obtained. This approach maintains a wide field of view and the capacity for a high frame-rate. The recovered images for various classes of objects are presented, demonstrating a significant resolution improvement over existing methods.
Introduction
The use of optical microscopes has had a profound impact in the eld of biology for many decades. Visible light is generally safe and will not damage a living sample. As biologists have delved deeper into the study of living structures, however, the demand has increased for live images with resolution on the scale of cellular organelles and beyond. Unfortunately, the wave-particle duality of light places a fundamental limit on the spatial resolution achievable for a given illumination wavelength. This is known as the Abbe diffraction limit, and states that the smallest resolvable distance d between two objects is about d ¼ l/2NA, where NA is the numerical aperture of the objective, and l is the wavelength of the light illuminating the sample. This leads to a maximum imaging resolution of approximately 200 nm for visible light. High-energy, short-wavelength probes such as X-rays or electrons can indeed provide additional imaging detail, but these methods are inherently harmful to most organic samples.
With the increasing demand for high resolution using visible light, many novel microscopy techniques have been proposed and shown experimentally in recent years. These methods include single molecule localization, 1,2 stimulated emission depletion microscopy (STED), 3, 4 near-eld scanning optical microscopy (NSOM), 5,6 the far-eld superlens (FSL), 7-9 the hyperlens, 10,11 the metamaterial immersion lens (MIL), 12 structured illumination microscopy (SIM), [13] [14] [15] [16] [17] plasmonic structured illumination microscopy (PSIM), 18 and others. 19, 20 Although these methods have found successful application in laboratories and as commercial equipment, each has its respective limitations.
For high-resolution, high-speed, in vivo imaging, SIM has proven especially useful. The optical transfer function (OTF) of a standard, diffraction-limited epiuorescence microscopy setup can be represented by a circle with a radius determined by the cutoff frequency k cutoff y 2NA/l (see the central circles in Fig. 1 ). SIM uses Moiré fringes to bring high-frequency information into the detectable regime, thus improving the image resolution. 21 This process can be described in real space and frequency space by the following equations,
where m is the recorded image, o is the actual object, p is the point spread function (PSF) of the microscope, and 1 + cos(Kx + 4) represents an example structured illumination pattern, with spatial frequency K and phase 4. As can be seen from the above equations, this imaging process provides information outside the standard OTF. Several sub-images are collected with different pattern phases and orientations, and a full super-resolved image is reconstructed. This method has proven remarkably successful, although its illumination pattern is still inherently limited by diffraction. This leads to a two-fold resolution improvement ( Fig. 1a ) compared to conventional epiuorescence microscopy, with a best-case resolution of approximately 100 nm for visible illumination wavelengths. Several new methods have been proposed, such as saturated structured illumination microscopy (SSIM), and random speckle illumination. 22 However, these methods have signicant drawbacks including uorescent bleaching (SSIM), slow imaging speed, and a high number of subimages required.
In this letter, we propose a novel, deeply sub-diffraction optical imaging technique called localized plasmon assisted structured illumination microscopy (LPSIM), which uses localized plasmons (LPs) generated on an antenna array in concert with reconstruction methods based on known illumination patterns to signicantly improve resolving power (two potential OTFs shown in Fig. 1c and d ). We will describe in detail the physical principles of the LPSIM, and then show an exemplary numerical demonstration of the performance of the proposed method. Advantages and disadvantages of this technique will also be discussed.
Localized plasmon resonances are physically understood as collective electron charge oscillations in metallic structures, excited by incident electromagnetic radiation. 23 These phenomena have been studied at length, and have found practical use in a wide range of elds. [24] [25] [26] [27] [28] [29] [30] With recent advances in nanoscale fabrication techniques, controlling electric elds at nanoscale has become a valuable tool. Because LPs are fundamentally bound to the metaldielectric interfaces they inhabit, their size is determined primarily by the geometry of the interface. LPSIM takes advantage of this characteristic, utilizing plasmonic excitations on a 2D array of LP antennas, which serve as structured illumination patterns. These patterns, unlike those of SIM or PSIM, can have almost arbitrary spatial frequency, so the spatial resolution obtainable with this method is not fundamentally limited by free-space or propagating surface plasmon polariton dispersion relations (see Fig. 2g ). This allows us to collect k-space information from arbitrary regions based on the LP antenna array design. In this letter, we place our LPSIM k-ring as shown in Fig. 1c , for a 3Â resolution improvement over standard microscopy.
Our antenna design and illumination scheme is described in the Experimental section, and is shown in Fig. 2 . The silver nano-antennas are 60 nm in diameter with a one to one aspect ratio. They are spaced 150 nm apart (center to center). The hexagonal array structure (see schematic in Fig. 2a ) has 3-fold rotational symmetry, allowing us to scan our plasmonic pattern in three orientations to collect the full Fourier information. Changes to the plasmonic pattern were controlled by the incident illumination angle, and resulted in tunable excitations, as shown in Fig. 2b-f . Despite our dispersion-independent excitation patterns, the incident wavelength matters for two reasons. For one, because the standard OTF is still limited by k cutoff ¼ 2NA/l, the incident wavelength will affect our strategy for collecting high-spatial frequency details if we want to avoid "gaps" in our nal k-space information. Specically, if we take the approach of following the translation scanning scheme used in SIM, then the ideal K value would be 2k cutoff , since anything higher would result in a region of missing information between our standard OTF and our collected outer lobes. Our nano-antenna array had a pitch corresponding to 2k cutoff , which resulted in a tripling of the resolving power compared with standard microscopy, and a doubling of the improvement gained by SIM. Secondly, the nano-antennas have a resonant LP frequency, so exciting them on or off-resonance will affect the strength and features of the LPs. Fig. 2h shows the resonance curve for a single silver nanodisc under normally incident laser illumination. It bears mentioning that a disc presents a different prole to light incident from varied angles, so the localized plasmon spectrum will have some degree of angle dependence. An array of these discs will be subject to additional frequency dependence for a number of reasons, all of which contribute to the nal optimized design geometry. For one, constructive interference in the array leads to a sharpening and enhancement of the resonance, 31 and this interference condition changes with the incident angle. 32 Additionally, in a densely packed periodic array, overlap of evanescent elds between adjacent particles can de-phase and reduce the amplitude of the plasmon excitation. 33 To demonstrate the effectiveness and robustness of the method described above, we tested the performance for the case of a single point particle, a distribution of quantum dots, and a non-sparse object with varying feature sizes. These objects were placed 40 nm behind the back edge of the nano-antenna array, where they were subjected to the near-eld patterns generated by the LP excitations. For these simulations, we used uorescent objects, with an emission wavelength of 430 nm. We assumed that the LP eld intensity was in the linear regime of the uorophore. Furthermore, we assumed that the objects themselves would not dramatically affect the LP elds. The uorescent emission is controlled by the LP-generated near-eld patterns, but to be clear, the actual recorded image is captured in the far eld. Near-eld, high k-value information is decoded and incorporated into the image during the reconstruction post-processing.
Results and discussion
One of the most common ways to characterize the resolution of an imaging technique is with point particles. For this reason, we looked at the full width half maximum (FWHM) and two-point resolution of our technique using 5 nm quantum dots as our object. Shown in Fig. 3a is the standard, diffraction-limited image of a single quantum dot. This is effectively the PSF of the standard system. By comparison, Fig. 3b shows the image (or PSF) using the LPSIM technique. As can readily be observed, there is a marked improvement in resolution. Some asymmetry is introduced, in the form of weak circular artifacts surrounding the central spot. This is a result of an antenna design which maximizes resolution by positioning the high-frequency k-space lobes just on the edge of the standard OTF (Fig. 3c ). This results in some small gaps in our overall k-space information, but it allows us to achieve excellent resolution with only minimal sacrice in image quality, much of which can be eliminated in post-processing if necessary. Fig. 3d shows a prole across the xaxis of Fig. 3a and b, and from this graph we determine the FWHM. For the standard image, if we assume an oil-immersion NA of 1.4, the FWHM is 153 nm. For the LPSIM image, again with a NA of 1.4, the FWHM is reduced 3-fold to 52 nm. This is a dramatic improvement that surpasses the expected performance of both SIM 34 and metal-dielectric PSIM. No deconvolution is used to enhance this result, although in many relevant specic cases, deconvolution or other numerical processing of the LPSIM image will allow for additional improvement in image quality. It should be noted that some asymmetry is present in our curves due to position-dependent distortion introduced by imperfectly controllable excitation patterns. Another test of resolving power is the Rayleigh criteria. 35 This can be approximated by observing the distance at which two point particles are separated by a 30% intensity dip. As shown in Fig. 3e , two quantum dots spaced 51 nm apart are totally unresolvable with a standard epiuorescence setup. With the LPSIM approach, however, we observe a 30% dip, as expected. This conrms our goal of a 3-fold improvement over the standard image resolution.
While a point particle is useful for measuring FWHM and testing the Rayleigh criteria, many practical objects of interest to biologists and others are more complex. For this reason, we show results for a distribution of many quantum dots, including several that are clustered together. Fig. 4a shows the standard image of such an object, and Fig. 4b shows the LPSIMrecovered object. By normalization of the collected image's frequency-domain magnitude to a generally expected magnitude envelope, a clean, highly resolved image is obtained, shown in Fig. 4c . As can be seen by examination, in addition to a sharpening of single point particles, several unresolved clusters of quantum dots have been resolved into separate points by our LPSIM method. The dot distribution is more general than a single quantum dot, but it is still a sparse object. We also tested a non-sparse converging stripe object (Fig. 4d) , which was chosen for its varying feature size as a visual demonstration of resolving power. Fig. 4e and f show the standard and LPSIM images, respectively. Clearly, the diffraction-limited image is completely unresolved in the central region, whereas the LPSIM image reveals the converging stripes deep in towards the center of the object. These objects are shown as examples, but the LPSIM method will be useful for a wide variety of object types.
Like other existing methods, LPSIM has its strengths, but it is not without its disadvantages. Silver as a material choice has drawbacks due to oxidation issues, while gold has a resonance at longer wavelengths, making small geometry arrays inefficient. Although LPSIM is a far-eld imaging technique, it relies on near-eld LP excitation to induce the uorescent emission, so any object of interest must be within $100 nm of the metallic substrate in order for the near-eld to have sufficient strength. 36, 37 However, this limitation can at times be useful if one wishes to probe only the surface of a sample, without interference from layers at other depths. In a well-designed experiment, quenching and bleaching effects are negligible further than 20 nm from the LP source. 38 In a LPSIM experiment, accurate antenna simulation, fabrication, and alignment will be important for a reconstruction based on known illumination patterns. Careful design and optimization of the nanoantennas and the incident light polarization is needed, because getting effective pattern translation is difficult with elds conned to a xed geometry. This limitation in illumination pattern exibility leads to the irregularities seen in Fig. 4c and f. Fortunately, these problems can be minimized by careful design and reconstruction.
To reiterate, there are a number of advantages to the proposed LPSIM method in comparison with the various existing methods. In point-scanning techniques, if a large eld of view relative to the scanning point size is desired, the imaging speed will be slow since the point must scan across the entire plane to reconstruct a single full image. In our method, we translate known, non-sparse excitation patterns in a strategic manner, to collect the information for many locations in parallel, enabling a large eld of view without sacricing speed. Our method is also scalable; for different incident wavelengths the same 3-fold resolution improvement could be achieved by resizing the antennas and the pitch of the array to appropriately position the k-space collection region. The expected imaging speed is similar to that of SIM, 39 with a comparable number of sub-images required to capture each full frame. And to reemphasize, this method allows us to design illumination patterns with deep sub-wavelength features, regardless of the photonic dispersion curve. The k-space region collected by LPSIM is conned only by fabrication limitations. In fact, in cases such as certain dark-eld microscopy setups 40 only very high-k information is relevant. Our method could be used in these situations with even smaller geometry to achieve greater than 3-time resolution improvement. Furthermore, a cleverly designed substrate could be used with multiple feature sizes or a quasi-periodic structure, each excited by a different illumination wavelength. This strategy could be employed to collect information from a larger area in k-space and further enhance resolution. Besides experimental demonstration of this concept, future work could include a combination of PSIM and LPSIM, utilizing the high k-vector of LPSIM in concert with the pattern exibility of PSIM to make smoother eld patterns, allowing for better pattern control. This would allow for highquality, high-speed, high-resolution imaging. Lastly, designing an antenna with a resonance peak at the incident wavelength enhances uorescence and reduces the required exposure time.
Conclusions
In conclusion, we have demonstrated a new technique for super resolution imaging, named Localized Plasmon assisted Structured Illumination Microscopy (LPSIM). Our numerical results have shown a resolution improvement larger than that expected from SIM or PSIM, without resorting to high intensity light and the nonlinear response of uorescence emission subject to such light. The objects we have imaged in this paper consistently show a cleanly resolved 3-fold improvement over conventional epiuorescence microscopy. In the future, LPSIM may nd useful application in many biological and biomedical elds of research, especially among researchers interested in taking live video of cellular dynamics.
Method

Antenna design and simulation
Our metallic substrate consisted of a hexagonal array of silver disc nano-antennas surrounded by a glass dielectric. The nanoantennas have 60 nm diameter and 60 nm thickness. The pitch is 150 nm. Three-dimensional full-wave CST Microwave Studio frequency domain nite element solver was used to numerically simulate the electromagnetic eld distributions in the object plane, with incident light of 405 nm. This excited the nanodiscs at a frequency near their dipole resonance. Ag permittivity was calculated by interpolating data. 41 The imaging calculations were handled analytically, with an Airy pattern PSF. 42 
Illumination scheme
The illumination pattern was recorded in a 2D plane 40 nm behind the nano-antenna array, where we placed our object. Twenty-one sub-images (3 incident planes Â 7 incident angles) were used to ll in our k-space picture, as opposed to the typical 9 sub-images (3 pattern orientations Â 3 pattern phases) used in SIM. For high speed imaging, fewer sub-images is preferred, but by adding additional incident angles we were able to improve image quality. The number of sub-images may be decreased with further design optimizations in future work. 
