Abstract-In this paper, we extend the dual decomposition approach to Complete Vehicle Energy Management (CVEM) with novel solution methods to reduce computation time. The CVEM problem is solved for a case study of a hybrid heavyduty vehicle, equipped with an electric machine, a high-voltage battery system and a refrigerated semi-trailer, by combining two solution methods. The first proposed solution method is to apply another decomposition on top of the dual decomposition that was proposed before. This additional decomposition is based on the Alternating Direction Method of Multipliers. The second proposed solution method uses the Lagrangian Method that is best suited for systems whose optimal state trajectory has limited contact points with its constraints. The computational efficiency is demonstrated by solving the problem for a drive cycle with 88656 time steps in 29 minutes. Moreover, we show that for a drive cycle of 2000 time steps, the computation time can be reduced with a factor 100, when compared to the previously proposed dual decomposition approach.
I. INTRODUCTION
The use of hybrid electric vehicles is a promising way to reduce fuel consumption and to meet strict regulations on pollutant emissions for the near future. By optimally controlling the power flow of the internal combustion engine (ICE) and the electric machine (EM), the amount of fuel needed for propulsion can be reduced. However, the power flows in the vehicle are not limited to the propulsion system only. Particularly for heavy-duty vehicles, a significant amount of power is consumed by auxiliary systems, such as a refrigerated semi-trailer, an air supply system and coolant systems. As global efficiency at vehicle level is not guaranteed by optimizing each of the components separately, energy management needs to be done on a complete vehicle level. We refer to this desired energy management strategy as Complete Vehicle Energy Management (CVEM) [1] . Behavior of each auxiliary component is generally unique and each auxiliary adds at least one bounded state and decision variable to the complexity of CVEM.
Typically, the global optimal solution to the energy management problem is found by Dynamic Programming (DP) (see, e.g., [2] ). However, the computational complexity increases exponentially with the number of states. Optimization methods based on Pontryagin's Minimum Principle (PMP) [3] can handle computational complexity of multistate energy management problems, e.g., battery state-of- health is included in [4] , [5] and the control of a waste heat recovery system is included in [6] . The solution is found by solving a two-point boundary value problem for which the presence of state constraints make it hard to solve. Another approach is to solve a convex approximation of the energy management problem (see, e.g., [7] ) and requires a largescale optimization problem to be solved. Moreover, all above mentioned methods lack the flexibility to easily add different component behavior and scalability is poor.
For this reason, distributed solutions for energy management start to appear. In [8] , an online implementable gametheoretic approach to CVEM is shown. In [9] , modularity is obtained by using the Alternating Direction Method of Multipliers (ADMM) while ideas from ECMS are used to calculate the equivalent costs at a supervisory level. In both papers, the global optimal solution is not guaranteed.
In [10] , a dual decomposition approach to CVEM is proposed which results in the global optimal solution under the condition that the CVEM problem is strictly convex. Still, the dual decomposition approach of [10] showed good computational performance and is easily scalable in terms of adding components. The approach allows the energy management problem to be solved by solving several small-size optimization problems. However, solving the optimization problem for large horizons, i.e., for complete drive cycles, is still computationally inefficient. Because heavy-duty vehicles typically drive long distances, it is needed to solve the CVEM problem over large horizons to truly establish the benefit of CVEM. To deal with the computational complexity resulting from large horizons, a novel solution method to the CVEM problem for large horizons is needed. The novel solution method presented in this paper is based on a secondary decomposition applied to the dual functions using an ADMM algorithm. A second contribution of this paper is the exploitation of the dual decomposition approach to choose the optimization tools for each dual function. The battery optimization problem, e.g., can be solved very well with the Lagrangian method adapted for state constraints [3] .
II. TOPOLOGY AND PROBLEM FORMULATION
We revisit in this paper the case study of [10] , consisting of a heavy-duty vehicle that includes an ICE, an EM, a highvoltage battery system and a refrigerated semi-trailer. The topology is schematically shown in Fig. 1 , in which P f and P p denote the ICE's fuel and mechanical power, respectively, P e and P em the EM's electrical and mechanical power, respectively, P b and P s the battery's electrical and stored chemical power, respectively, P l and P t the refrigerated semi-trailer's electrical and thermal power, respectively, and P r and P br is the requested drive power and brake power, respectively, and E s denote the battery state of energy and E t denotes the thermal energy in the refrigerated semi-trailer. No power losses are assumed in the gearbox. In CVEM, the main objective is to minimize the cumulative fuel consumption given by
subject to the dynamics and conversion efficiencies of the components in Fig. 1 . In (1),ṁ f (P p (k)) is the fuel rate as function of engine power P p at time sample k and N is the length of the horizon. This section summarizes the notation and gives a brief discussion of the problem formulation and dual decomposition approach to the CVEM problem.
A. Notation
The CVEM problem can be formulated as a static optimization problem, as was done in [10] . In this formulation, the following notation is used
for power flow i ∈ {f, p, em, e, b, l, s, t br, r}, efficiency variable h ∈ {p, em}, coefficient j ∈ {0, 1, 2} and energy state variable m ∈ {s, t}. Speed-dependent efficiency coefficients α h,j (ω), h ∈ {p, em} and j ∈ {0, 1, 2}, are used to model the ICE and EM, respectively, with ω the engine speed, where we assume that the EM runs at the same speed as the ICE. The energy in the high-voltage battery system and the refrigerated semi-trailer are represented by a discrete-time linear time-invariant system, i.e.,
for m ∈ {s, t} and k ∈ N, with A m and B m being scalars, so that we can write
with
Finally, the notation 1 and 0 will be used in this paper to denote a vector of appropriate size with all elements equal to 1 and 0, respectively. The notation diag(w) ∈ R p×p is the diagonal matrix with entries from the vector w ∈ R p on its diagonal and col(w 1 , . . . , w n ) ∈ R p is a column vector with entries w i ∈ R pi , i ∈ {1, . . . , n} with p = n i=1 p i , stacked. 
B. Problem formulation
The objective of CVEM is to minimize the cumulative fuel consumption given by (1) subject to the constraints, dynamics and conversion efficiencies of the components in Fig. 1 . As explained in [10] , and using the notation defined above, this leads to the following static optimization problem
the total power distribution over the horizon. The objective (6) is subject to the efficiencies of the power converters
and power constraints
for i ∈ {p, em, s, t}, and power balance constraints given by the topology in Fig. 1
and dynamics of the energy storage devices given by (4) for some given E m (0), m ∈ {s, t}, and constraints on the energy storage
with all such inequalities to be understood entry-wise, and finally subject to charge sustaining constraints, i.e., constraints at the end of the horizon, given by
for m ∈ {s, t}. The energy in the high-voltage battery system and the refrigerated semitrailer E s , and E t , respectively, are given by (4) with A s = 1, B s = −1, A t = 1 − h/C t and B t = −1, for some given heat transfer coefficient h > 0 and thermal capacity C t > 0. In (7c,d), η t > 0, β t > 0 and β s > 0 are given efficiency coefficients. For further details on the origin of the optimization problem (6) subject to (7), the reader is referred to [10] .
C. Lagrange Dual Problem Formulation
In [10] , the problem is decomposed on system level such that after decomposition, each of the smaller optimization problems is related to one of the systems in the vehicle. In this decomposition, systems are defined either as a power converter such as the EM or a power converter in combination with an energy storage such as the high-voltage battery system. For each of the systems we can define a cost function related to the 'energy losses' of the system
for i 1 ∈ {f, e, s, r}, i 2 ∈ {p, em, b, l, br}, where P i1 can be seen as the output power and P i2 can be seen as the input power of the system. The difference represents the energy losses. Then, under the assumption that (7f) and (7h) holds, the objective function (6) can be rewritten as
Note that for the refrigerated semi-trailer, all the power flowing into the refrigerated semi-trailer is converted to heat and eventually lost to the environment such that a 0 appears in the cost function. This particular decomposition of the objective function (6) and the fact that all constraints in (7), except (7f), are only related to one system allow us to solve the CVEM problem in a distributed fashion. Instrumental for the decomposition is the notion of the so-called 'partial Lagrangian'. It is obtained by augmenting the objective function of the optimization problem (6) with only the constraints that are defined in decision variables for more than one system, i.e., (7f). The local constraints, defined in decision variables for one system only, will be directly passed down to the so-called dual functions that will be defined below. For the CVEM problem under consideration, the partial Lagrangian is given by L(P, λ, ν)
in which λ ∈ R N + and ν ∈ R N are Lagrange multipliers. Using (9), the partial Lagrangian (10) becomes separable in variables related to each system.
For the optimization problem (6)- (7) and the partial Lagrangian (10), the partial Lagrange dual function can be defined, which is given by
and is to be solved subject to (7), except for (7f). Just as in [10] , the Lagrange dual function is maximized using a 'steepest ascent' method. This results in an algorithm for solving the CVEM problem that aims at iteratively solving
with j ∈ N the iteration number, for some suitably chosen step size matrices S λ and S ν which are taken diagonal matrices in this paper and some given λ 0 and ν 0 . The solution to the CVEM problem is found by iteratively minimizing (12a), resulting in P j , and taking dual gradient steps over λ j , ν j , as in (12b) and (12c).
D. Partial Lagrange Dual Functions
The minimization over P can be done in a distributed fashion due to the specific structure of (11) through (9) and (10) . To show this, observe that (12a) requires solving (11) , which can be decomposed as follows (13) in which the dual function related to the ICE is given by
subject to (7a) and (7e), the dual function related to the EM is given by
Pe,Pem
subject to (7b) and (7e), the dual function related to the highvoltage battery system is given by
subject to (7c), (7e), (7g) and (7h), the dual function related to the refrigerated semi-trailer is given by
subject to (7d), (7e), (7g) and (7h), and the dual function related to the vehicle is given by g r (λ) := min Pr,P br
The dual functions (14a) and (14b) can be evaluated by solving a Quadratic Program (QP), i.e.,
subject to
for i ∈ {p, em} where the matrices H p , f p , H em and f em are given in Table I . Note that, in order for H em to be strictly positive definite, we require that ν > −1. The dual functions (14c) and (14d) can be evaluated by solving the QP (15a) subject to (15b) and subject to
for i ∈ {s, t}, where the matrices H s , f s , H t and f t are also given in Table I . As a prediction of the requested power P r is assumed to be given by the drive cycle and braking power P br is necessary to maintain the speed profile, the dual function related to the vehicle (14e) cannot be influenced, and, consequently, does 
not influence the solution of the optimization problem. We can therefore remove (14e) from the optimization problem without affecting its solution. Finally, the dual functions (14a) and (14b) can be solved explicitly owing to the diagonal property of H p and H em and the absence of state constraints. For dual functions with state constraints and/or non-diagonal matrices H i , i.e., (14c) and (14d), an explicit solution to the problem does not exist and the problem needs to be solved using numerical solution methods, such as an interior-point algorithm. A major drawback of these methods is that, although the number of decision variables increases linearly with the length of the horizon, the computation time increases quadratically with the horizon.
III. NUMERICAL SOLUTION METHODS
In this section we propose two solution methods to deal with the computational complexity related to long horizons N . The first solution method is based on the Alternating Direction Method of Multipliers (ADMM), which is suitable for both the high-voltage battery system and the refrigerated semi-trailer. The second solution method is based on the Lagrangian Method and only suitable for the high-voltage battery system.
A. ADMM Solution Method
In order to solve the dual functions (14c) and (14d) for a large horizon, we propose to divide the full horizon N in n intervals, each interval ℓ having a length N ℓ , such that n ℓ=1 N ℓ = N . On the ℓ-th interval, we define the initial state E m,ℓ (0), the final state E m,ℓ (N ℓ ), the powers P m,ℓ ∈ R N ℓ and the Lagrange multipliers ν ℓ ∈ R N ℓ so that it holds that P m = col(P m,1 , . . . , P m,n ) ∈ R N and ν = col(ν 1 , . . . , ν n ) ∈ R N . Using this notation, we can write the dual functions as
for m ∈ {s, t}. This expression holds with H s,ℓ = 2β s diag(1 + ν ℓ ) and f s,ℓ = −ν ℓ for the high-voltage battery system and with H t,ℓ = 2 βt ηt diag(1 + ν ℓ ) and f t,ℓ = − 1 ηt (1 + ν ℓ ) for the refrigerated semi-trailer. The optimization problem (16) is to be solved subject to E m,1 (0) = E m (0) and E m,n (N n ) = E m (0), (17a) which follow from the given initial condition and the charge sustaining constraint (7h), and subject to
for ℓ ∈ {1, . . . , n}, which follow from (7e), (7g) and (5) . In addition to these constraints, we impose
for ℓ ∈ {1, . . . , n − 1}, where the final state of each interval ℓ is given as (5) for N = N ℓ . Note that the problem (16) subject to (17a) and (17b) is only coupled by the state dynamics via (17c), i.e., the initial state of the interval ℓ + 1 needs to be equal to the final state of interval ℓ. The objective in (16) is separable in variables related to each interval but is not strictly convex, which is an essential assumption for the dual decomposition approach. Augmented Lagrangian Methods however, assume convexity of the objective function rather than strict convexity. Still, with a slight abuse of notation, the following partial augmented Lagrangian for problem (16) can be defined aŝ
in which µ m = col(µ m,1 , . . . , µ m,n ) ∈ R n are Lagrange multipliers, E m = col(E m,1 (0), . . . , E m,n (0)) is a vector with all initial states on each interval with E m,n+1 (0) = E m,n (N n ) and where ρ > 0 is called the penalty parameter. In this expression, we temporary omit the constraints that are acting only within one interval, i.e., (17a) and (17b) and we will reintroduce them later in the decomposed problem. The partial augmented Lagrange dual function is given by
and is to be solved subject to (17a) and (17b). As with the dual decomposition (12), we maximize the partial augmented Lagrange dual function using a 'steepest ascent' method. This results in the final algorithm for solving the dual functions (14c) and (14d) that aims at iteratively solving
21b) for ℓ ∈ {1, . . . , n − 1} with q ∈ N the iteration number and for some given µ 0 m . The solutions of the dual functions (14c) and (14d) are found by iteratively minimizing over (21a) subject to (17a) and (17b), resulting in P 
, (23) for ℓ ∈ {1, . . . , n}, with µ m,0 = 0. Note that (22) is not separable due to the term E m,ℓ−1 (N ℓ−1 ) in (23). By minimizing (23) sequentially from interval ℓ = 1 to interval ℓ = n, as part of the ADMM algorithm (see, e.g., [11] ), the minimization problem (21a) can be solved efficiently.
B. Lagrangian Solution Method
For state-constrained systems with limited contact points with its state constraints, such as the high-voltage battery system, the Lagrangian Method discussed in [12] is sometimes better in computational performance and in reducing complexity. Consider the dual function for the high-voltage battery system given by (15a) subject to (15b) and (15d) but where we temporarily omit the state constraints (15c). The Lagrangian of this problem is given bŷ
with λ ∈ R, the Lagrange multiplier associated with the final state constraint, µ ∈ R N and µ ∈ R N , the Lagrange multipliers associated with the upper and lower input constraints, respectively. The Karush-Kuhn-Tucker conditions [13] for the problem in (15) except (15c) are given by the first-order necessary optimality condition ∂L(Ps,λ,µ,µ) ∂Ps
feasibility of the constraints (15d) and the necessary (but not sufficient) complementary slackness conditions for the inequality constraints
with µ 0 and µ 0. Finding a solution for this set of equations simultaneously is difficult and often the solution is found with a shooting method and a bisection algorithm over λ, leading to an optimal solution
for given λ, µ and µ. Instead, we propose a procedure that aims at iteratively solving
with q ∈ N the iteration index and for µ 0 = µ 0 = 0, until (15d) is satisfied within some desired tolerance. The expressions in (28) are obtained by substituting (27) into (15b,d). Because H s is strictly positive definite and diagonal, the solution of (28) converges to the solution of (15) except (15c).
For solving the state-constrained dual function, we use a property first introduced in [3] . In particular, we make use of the monotonic relation between the Lagrange multiplier λ and the final state E s (N ). If this relation holds, the time instant at which the unconstrained state exceeds its constraints the most, is a contact point of the state-constrained solution, and, therefore, fixes a part of the optimal solution to the optimization problem. As a result, the optimization problem can be split into two new unconstrained optimal control problems with known initial and terminal states. This property is used in [3] to calculate the optimal state constrained solution by using Pontryagin's Minimum Principle. Here, we used the same property to calculate the optimal state-constrained solution in combination with the Lagrangian method. For details, we refer to [3] .
IV. NUMERICAL EXAMPLE
In this section, we demonstrate the advantages of the proposed methods in terms of the computational performance. In particular, we show the advantages of 1) ADMM over solving one large quadratic program and 2) using the Lagrangian method for the high voltage battery system, whose optimal solution has limited contact points with its state constraints over using the ADMM approach. To do so, we will solve the CVEM problem for different parts of a Pan-European driving cycle with increasing length N . The power request P r and the engine speed ω are assumed to be known. The dual function related to the high-voltage battery system (14c) can be solved by three different methods
• QP: by solving one large quadratic program • ADMM: by making a second decomposition and applying the ADMM algorithm presented in Subsection III-A • LM: by applying the Lagrangian Method for state constrained problems presented in Subsection III-B The dual function related to the refrigerated semi-trailer (14d) can only be solved by the first two methods, i.e., QP and ADMM. The third method (LM) cannot be used for solving this problem due to the tendency of the optimal solution to converge towards the upper temperature bound. The CVEM problem is solved with three different solution strategies given in Table II. The state trajectories for each of the three solution strategies, being battery state-of-energy (SoE) and refrigerated semi-trailer temperature T t , are shown in Fig. 2 . Here, the battery state-of-energy is the normalized energy in the highvoltage battery system, i.e., SoE = Es Ecap , with E cap the energy capacity of the high-voltage battery system, and the temperature in the refrigerated semi-trailer is given by T t = T amb − Et Ct , with T amb the ambient temperature and C t the heat capacity of the refrigerated semi-trailer and its contents. Note that none of the three strategies is capable of solving the CVEM problem exactly. The deviations are caused by the fact that convergence is only achieved as the number of iterations approaches infinity. With a finite amount of iterations, the differences are compensated by the engine, the braking system and the high-voltage battery system such that the constraints in (7f) hold, resulting in small and acceptable deviations. Fig. 3 shows the computation time that is needed to compute the optimal solution for various lengths of the horizon N and for each of the three solution strategies. It can be seen that the computation time increases more than linearly with (QP,QP), while (ADMM, ADMM) offers already a significant improvement as the computation time increases only linear with the length of the horizon N . The solution strategy that uses LM for the battery and ADMM for the refrigerated trailer adds another significant reduction of the computation time. To be precise, for N = 2000, reduction in computation time of a factor 100 is achieved.
To emphasize the computational efficiency, the optimal solution is calculated for a complete cycle including long stops with N = 88656. The resulting state trajectories are shown in Fig. 4 . Note that the state constraints can be violated because of small errors due to convergence of the solution to the dual problem that accumulates over the horizon. The solution converged in 29 minutes with 166 iterations. During a long stop, the engine is turned on and off by a rule based supervisory controller as can be observed by the charging/discharging cycles. The engine of the baseline truck is always running to supply power for the refrigerated trailer. This results in a total fuel consumption reduction of 7.39% where 0.12% is the result of smart control of the refrigerated semi-trailer.
V. CONCLUSIONS
In this paper, we extended the dual decomposition approach for CVEM with novel solution methods for evaluating the dual functions. The improved computational performance enabled the CVEM problem to be solved over very large horizons for measuring the benefit of CVEM for long-haul applications. The first solution method is the application of an ADMM decomposition. This method is very well suited for systems that have an optimal state trajectory with frequent contact points with its constraints, as is the case for the refrigerated semi-trailer. A second solution method has been presented that uses the Lagrangian Method. This method is in principle best suited for systems that have an optimal state trajectory with limited contact points with its constraints. as is the case for the high-voltage battery system. Simulations showed that the proposed solution strategy reduced computation time with a factor 100 for a drive cycle with N = 2000.
