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Abstract
Positron emission particle tracking (PEPT) is a method for flow interrogation capable of
measurement in opaque systems. In this work a novel method for PEPT is introduced that
allows for simultaneous tracking of multiple tracers. This method (M-PEPT) is adapted
from optical particle tracking techniques and is designed to track an arbitrary number of
positron-emitting tracer-particles entering and leaving the field of view of a detector array.
M-PEPT is described, and its applicability is demonstrated for a number of measurements
ranging from turbulent shear flow interrogation to cell migration. It is found that this
method can locate over 80 particles simultaneously with spatial resolution of order 0.2 mm
at tracking frequency of 10 Hz and, at lower particle number densities, can achieve similar
spatial resolution at tracking frequency 1000 Hz. The method is limited in its ability to
resolve particles approaching close to one another, and suggestions for future improvements
are made.
M-PEPT is used to study flow in porous media constructed from packing of glass beads
of different diameters. Anomalous (i.e. non-Fickian) dispersion of tracers is studied in these
systems under the continuous time random walk (CTRW) paradigm. Pore-length transition
time distributions are measured, and it is found that in all cases, these distributions indicate
the presence of long waiting times between transitions, confirming the central assumption of
the CTRW model. All systems demonstrate non-Fickian spreading of tracers at early and
intermediate times with a late time recovery of Fickian dispersion, but a clear link between
transition time distributions and tracer spreading is not made. Velocity increment statistics
are examined, and it is found that temporal velocity increments in the mean-flow direction
show a universal scaling. Spatial velocity increments also appear to collapse to a similar
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A complete understanding of the phenomenology of fluid flow remains an outstanding
question in the world of physics. While the Navier-Stokes equations, the equations governing
the motion of fluids, have been known for nearly 200 years, these equations have proven
difficult, and perhaps even impossible, to solve. The computational scaling of direct
numerical simulations (DNS) of the Navier-Stokes equations often makes DNS impractical
for complex and high Reynolds number flow. As such, simplified models of fluid flow are
often employed, and these require proper validation via experiment.
In many cases, flows of interest lack optical access, either due to system geometry or the
nature of the flowing medium. These systems are often prohibitively difficult to study via
optical imaging methods, as they require either the use of surrogate materials and fluids or
significant alteration of the system with subsequent inference of any quantities of interest. A
number of experimental methods have been proposed that do not require optical access to the
fluid, including methods based on ultrasonics [1], magnetic resonance [2], and radiography
[3, 4]. Among these, positron emission particle tracking (PEPT) is a means of assessing
fluid flow by recording the trajectories of radiolabelled fluid tracers in the system. This
method revolves around the detection of 511 keV gamma rays and does not require the use
of transparent materials.
Study of flows in porous media suffers from the drawback of lack of optical access,
and measurements are often limited to bulk flow properties at the large scales of the flow
that neglect flow phenomena at the pore scale or small scale flow properties that neglect
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longer range correlations. It has been seen in a number of porous flows that these systems
often exhibit anomalous dispersion in which the spreading of concentrations does not fall
in line with that predicted by Fick’s law (see Section 2.2). A proper understanding of
this dispersion phenomenon is needed for modeling of dispersive processes in groundwater
transport, petroleum recovery, transmission through building material, and movement in
chemical reactors, among others [5]. Models that view dispersion as the continuum limit of
single-particle processes require particle tracking data for validation. As such, PEPT is a
prime candidate for interrogation of porous media flows. However, previous PEPT methods
have been limited to tracking one to a few particles simultaneously. This both inhibits the
data collection rate of PEPT for single particle statistics and prevents the use of PEPT for
multiple-position, same-time measurements of the flow.
In this work, methods for multiple-particle positron emission particle tracking (M-PEPT)
are presented and explored. These are shown to have similar spatiotemporal resolution to
previous PEPT methods and are employed to study a number of apparatuses. Using these
novel techniques, porous media flows are studied to determine a connection between single
particle statistics and anomalous dispersion.
This dissertation will first discuss past methods for PEPT and studies of porous media
flows (Chapter 2). Novel M-PEPT methods will be discussed (Chapter 3), including examples
of experiments performed with M-PEPT (Chapter 4). An experiment to study single-particle
statistics in PM flows is described, including details of experimental set-up and procedures
(Chapter 5) and data handling (Chapter 6). The results of this experiment are then presented





Positron emission particle tracking was first proposed in a patent by Robert Shaw in 1984
[6]. He envisioned PEPT as means for measuring blood flow around the heart; however, this
has proven prohibitively difficult. Instead, PEPT has become a tool used for imaging of flows
for a number of chemical and industrial applications, with only a few biological applications
demonstrated.
Similar to its predecessor, positron emission tomography (PET), PEPT relies on using
the detection of the coincident gamma rays produced by positron-election annihilation as
a means of determining the distribution of a radioisotope. The basic principle of PEPT
is described graphically in Figure 2.1. A tracer particle is labelled with a positron- (e+-)
emitting radioisotope. This tracer is then introduced to the fluid of interest, and a detector
array is placed around the flow apparatus. As the tracer moves with the fluid, emitted
positrons annihilate with nearby electrons, and this annihilation event produces back-to-
back coincident gamma rays of energy 511 keV that are detected by the detector array.
Coincidence lines (CL) are drawn between the detection sites of coincident gamma rays, and
a time series of CL is examined to determine the position of the tracer. Tracer positions






























































Figure 2.1: Visual description of PEPT process. (Clockwise from top-left) Radiolabelled
tracer particles are introduced to a flowing media. Positrons annihilate near tracers and
produces back-to-back gamma rays that are detected by a detector array. CL are drawn
between detection sites and used to locate particles at different time steps. Particle positions
from individual time steps are then linked into trajectories.
4
2.1.1 Reconstruction Methods
The processes used for the reconstruction of tracer position from CL have seen some evolution
since the inception of PEPT, with the majority of PEPT reconstruction being done with
one of three methods: the Birmingham method, the Bergen method, and the Cape Town
method. These are named herein for the university at which they were developed and are
detailed below. New methods have been developed that will be described and used later in
this work.
Birmingham Method
The oldest and most prominent method for PEPT reconstruction is the Birmingham Method
of Parker et al. [7], developed at the University of Birmingham in the United Kingdom. This
and other methods work under the assumption that uncorrupted coincident gamma rays
should form a cluster of CL in the near vicinity of the tracer particle. As such, an iterative
method is used to localized the tracer particle.
CL are considered in sets, S, of N events, constituting a single time step for
reconstruction. A least squares minimization is then used to determine the point in space,





where δi(m) is the distance from the i
th CL to a point m. It is then assumed that the events
farthest away from mS are from corrupt gamma rays or false coincidences, so those greater
than k × d(S) are removed from the set S. Here, k is a fixed parameter set by the user
(usually between 1 and 1.5) and d(S) is the average distance between m(S) and all CL in S.
The point m(S) is then recalculated, and the process is repeated iteratively until only some
fraction f of the original N CL remains. This final m(SF ) calculated from the reduced set






where ti is the time of detection of the i
th CL. The uncertainty of the tracer position is seen
to vary as 1/
√
fN , so the parameters f and N must be set large enough to collect sufficient
CL for detection and small enough to reject noise from corrupt CL and reduce smearing of
the CL distribution by particle motion. This means that f should be set lower for data sets
in which more scatter is anticipated (i.e. measurements in dense, high-Z materials), and N
should be set lower for faster flows.
This method has primarily been employed for studies using only one tracer particle;
however, a multiple particle variant has been developed by Yang et al. [8]. This method
was used to track up to three particles of significantly different activities (ratio 1:2:4). The
previously described Birmingham method is used to first isolate the particle having the
highest activity, and the final set of CL associated with this particle are then neglected, and
the process is repeated to find the particle of the second highest activity and subsequently
repeated to find the third. In this way, an ordering is established so that the three
particles are easily distinguished, and detections of particles in each time step are linked
into trajectories. This method requires that the number of particles in the system is known,
and the need for particles of very different activities limits the number of particles that can be
tracked simultaneously. The lowest activity particle must be active enough to be accurately
triangulated, while the total activity in the detector field of view must be low enough to
prevent saturating the detectors.
Bergen Method
The method for PEPT reconstruction employed at the University of Bergen, Norway
examines 2-D “cutpoints” of CL in evenly divided time steps [9]. CL from a time step
are projected onto a 2-D plane, and the number of line crossings is binned in a 2-D grid,
as seen in Figure 2.2. The position of the particle in these two dimensions is calculated by
a weighted averaging of these bins and an iterative reduction of the window size. A final
window size of 16×16 mm2 is seen to produce results with the lowest standard deviation,
based on the imaging of a stationary particle across O(106) detections. The position of
the particle in the third dimension is found via the same 2-D cutpoint triangulation in an
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Fig. 3. The count values of 1 ms cutpoints in x-y plane in a bin size of
5×5 mm2. The highest count extending to 5289 is cut off.
Fig. 4. The count values of cutpoints in x-y plane in a bin size of 1×1 mm2
as the window has been narrowed to 16×16 mm2 using the developed
algorithm.
bin size 5×5 mm2 presents the distribution and magnitudes
of the false and true cutpoints as shown in Figure 3, where
the highest count extending to 5289 is cut off.
An algorithm was developed to iteratively carry out averag-
ing of the cutpoint positions in the x-y plane within a given
window, taking the average point as the center for a new
window, and shrinking the window by half. The efficacy of
the algorithm was examined by plotting 2-D histograms of 1-
ms data subsequent to each routine. Figure 4 shows that when
the window has been narrowed to 16×16 mm2, this brackets
the most dense area of cutpoints.
The position of the bead in the z-direction is obtained by
averaging the z-coordinates of the cutpoints preserved by the
above algorithm carried out in the x-y plane. The effect of
the final window size on the accuracy of locating the bead
was gleaned by plotting the 3-D standard deviations of 2-
minute data, i.e. 119999 positions, against the final window
Fig. 5. 3-D standard deviations of the bead positions as a function of
dimension of the final spatial window for averaging the enclosed cutpoints.



























Fig. 6. 3-D standard deviations of the bead positions as a function of temporal
resolution.
dimension as shown in Figure 5. The 3-D standard deviation







As the window size is progressively reduced and the false
cutpoints are discarded, the 3-D standard deviation decreases
until the window size reaches 16×16 mm2, which includes
around 32×103 cutpoints in this case. As demonstrated, in
locating the ms position an accuracy of 0.5 mm can easily
be achieved by using an optimized dimension for the final
window. As the program continues averaging and decreasing
the window size to 8×8 mm2 and 4×4 mm2, the 3-D standard
deviation of the positions increases.
Each ms can be further split up in a number of segments
containing a portion of LORs to attain higher temporal resolu-
tions. Figure 6 shows that as the position is determined once
per 0.5 ms and 0.25 ms, the standard deviation increases to
around 0.7 and 1 mm, respectively.
IV. EXPERIMENTS WITH A HYDROCYCLONE SEPARATOR
The experimental setup is sketched in Figure 1. The process
equipment studied by PEPT is a hydrocyclone for solid/liquid
separation. Cyclones are extensively used for separating mix-
tures according to the densities of constituents [12]. The total
length of the hydrocyclone including the particle-collection
chamber is 500 mm. The liquid used in this study is water.
Figure 2.2: “Cutpoint” showing 2-D histogram of CL projections [9].
orthogonal plane. Similar to the Birmingham method, the precision afforded by the Bergen
method depends on the number of CL used for reconstruction.
To the author’s knowledge, this method has only been used for single-particle PEPT, but
it warrants mentioning that this method has achieved the highest spatial resolution cited
in literature for a PEPT system. Using ion exchange resin beads of size 560-700 µm and
activity ∼1 mCi, Chang and Hoffman [10] cited positioning uncertainties of less than 100
µm in each spatial direction; however, the flow conditions and temporal resolution under
which this was achieved were not reported.
Cape Town Method
The method of Bickell et al. [11] was developed at the University of Cape Town, South
Africa and works similarly to the Bergen method in that it relies on the tracing of CL from
a given time step onto a grid; however, this method traces CL onto a 3-D grid. Once this
“line density” grid is constructed, the grid element having the greatest line crossing value is
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identified, and the particle’s position is found via 1-D Gaussian fits across each dimension
of the grid, centered on this maximum. For single-particle studies, this method was shown
to be of similar accuracy to the Birmingham method.
This method was also extended to multiple-particle tracking in the case that the number
and initial positions of the particles are known a priori. The initial particle positions are
used as inputs for the reconstruction, and the algorithm only searches for maxima in the
line-crossing grid in the neighborhood of these inputs. Particle positions are then calculated
via the same 1-D Gaussian fitting routine described previously, and these positions are used
as inputs for the local maxima search in the next time step, allowing tracking of multiple
particles over multiple time steps. This method was shown to be capable of tracking up to
16 particles.
2.1.2 Applications
PEPT has seen great use for interrogating flows lacking optical access. The majority of
these works have used the Birmingham method. Wildman et al. [12] used PEPT to study
grain motion in vibrating granular beds. Chiti et al. [13] studied flow around a Rushton
turbine. Griffiths et al. [14] studied the movement of inclusions in castings of low melting
point alloys. Mihailova et al. [15] used PEPT and magnetic resonance imaging to examine
flow in a static mixer. Pérez-Mohedano et al. [16] studied flow in a commercial dishwasher
to examine periodic flow throughout the washing cycle. Figure 2.3 shows this experimental
set-up, with the dishwasher being placed in the field of view of the two-panel PEPT camera
used at the University of Birmingham. Boucher et al. [17] studied size and density effects on
particle trajectories in an iron-ore slurry flow. A recent work by Parker [18] offers a review
on the applications of PEPT for studies in granular media. The M-PEPT method of Yang
et al. [8] has been used to study the tumbling of cubed potatoes in rotating cans [19].
At the University of Cape Town, the majority of PEPT measurements have also been
conducted using the Birmingham method. Volkwyn et al. [20] studied particle motion in
tumbling mills as a tool for quantifying PEPT uncertainty as a function of tracer activity.
Morrison et al. [21] further looked at the effect of rotation speed on particle residence times
and bed shapes in rotating drums.
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1.3. Positron Emission Particle Tracking (PEPT)
For the analysis of water motion, the University of Birmingham
developed a technique called Positron Emission Particle Tracking
(PEPT), which enables non-invasive 3D spatial detection of a radio-
actively labelled particle (tracer). One of the greatest advantages of
this technique is that can be used for the analysis of flow within
opaque systems containing metals [11].
Throughout the years, the technique has been used successfully
in a wide range of experimental set-ups. Barigou [12] gave a good
overview of the capabilities of PEPT. Bakalis et al. [13] were able to
measure velocity distributions of different viscous fluids within a
pipe. As an example, a field widely studied has been mixing sys-
tems [14]. Extensive research hasbeen done in rotating systems
[15], such as in tumbling mills [16], or for studying the segregation
of different sized particles [17]. Additionally, PEPT has been
recently used to characterise the motion of textiles in a front-load-
ing washing machine [18] showing its capability to characterise
flow in household appliances.
Comparisons between PEPT experiments and CFD simulations
have also been done. Studies on the suspension distribution of
monodisperse particles in water were performed by using both
techniques [19,20]. Results showed good agreement between
CFD and PEPT data. Some discrepancies were found in areas with
important velocity or directional particle changes. PEPT technique
has been also compared to other commonly used visual tech-
niques, such as Particle Image Velocimetry (PIV) [21]. Benefits of
PEPT for the analysis of opaque systems were proved and good
agreement was again found between both techniques.
In this work, Positron Emission Particle Tracking is used for the
analysis of water flow in a typical dishwasher. Characterising
water flow in ADWs is critical to create the foundational work
required to link physical and chemical phenomena since water is
the key element driving both. A typical water sequence was deter-
mined and Lagrangian velocities estimated. Eulerian flow-field
studies are performed to determine velocity profiles and residence
time distributions over the inner volume of the ADW. Finally, PEPT
data is compared with CFD data using the same experimental
conditions.
The system shows the peculiarity of not being completely filled
with water as jets are sprayed within the inner volume. Therefore,
this study can also be used as a proof of concept for similar systems
(i.e. sprinklers or pipe cleaning sprayballs).
2. Materials & methods
2.1. Dishwasher set-up
Experiments were carried out in a customised Whirlpool
(DU750) dishwasher with internal loading area dimensions of
560 ! 500 ! 620 mm (Width ! Depth ! Height). Crockery was dis-
tributed in two baskets situated at different heights and three
spray arms with different designs distributed the water all around
the dishwasher. The software controlling the different washing
cycles was modified to offer different water pump speeds and
the selection of the spray arm ejecting water. Washing time of
the customised cycles could be up to 3 h. Fig. 2 illustrates the
ADW set-up between the two PEPT cameras, the distribution of
crockery and the coordinate system used as a reference. The origin
of it was located at the middle bottom side of the ADW, in line with
the axis of rotation of the spray arms.
Commercially available crockery used was a combination of 12
dinner plates (D = 270 mm), 24 dessert plates (D = 160 mm), 12
teacups (D = 70 mm; H = 60 mm), 12 glasses (D = 65 mm;
H = 120 mm) and 12 bowls (D = 120 mm). These items are used
in standardised AHAM (Association of Home Appliance Manufac-
turers) industry tests. Loading of the dishwasher took place accord-
ing to the method: dinner plates and dessert plates were placed in
the lower basket and small crockery items in the upper basket [22].
5 L of water were added at the beginning of each test with a tem-
perature varying between 18 and 20 !C. The water-heating ele-
ment was disabled, as the purpose of the experiments was not to
analyse the effect of temperature. Variations in water density
and viscosity, which could affect the flow, are negligible in the
range of temperatures used. They were measured and remained
constant through the cycles. A typical concentration of 3.4 g/L of
powder detergent was used to identify the effect of cleaning for-
mulation with flow. The lower spray arm was selected to be the
only one spraying water.
Table 1 shows different conditions available to be analysed.
Combinations of them were studied during the realisation of these
tests.
2.2. PEPT set-up
For every experimental condition, radioactive tracers having
diameters between 250 and 400 lm were used. Tracers were made
using the resin ion-exchange procedure explained by Parker & Fan
[23]. They were coated with blue paint to enhance their visibility







Presence of load ‘No baskets and No load’
‘With baskets and load’
Detergent use ‘No detergent’
‘With detergent’
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Figure 2.3: Experimental setup for measuring flow in dishwasher via PEPT [16]. Shown is
commercial dishwasher between parallel plate detectors.
The Bergen method has been used for studying flows in processing equipment. Chang
et al. [9] studied flow in a hydrocyclone via PEPT, and Chang et al. [22] later used PEPT
as a means of validating computational fluid dynamics (CFD) models of hydrocyclone flow.
Chang and Hoffman [10] later used PEPT to study the effect of inlet velocity on particle
radial and tangential velocity in a hydrocylcone. Balakin et al. [23] studied the effects of
flow straighteners on particle trajectories in a pneumatic conveying system.
The demonstrated applications of PEPT to biological research have been limited. In a
Master’s thesis from the University of Birmingham, Chou [24] investigated the feasibility
of radiolabelling red blood cells with 11C and subsequently tracking them via PEPT. He
found that due to a low specific activity of the radioisotope and inefficiency of the labelling
technique employed, this was not feasible. Lee et al. [25] used simulations to study the
efficacy of in vivo single-cell tracking for an arbitrary activated cell using a modified version
of the Birmingham method with B-spline fitting of CL positions to trajectories. They
demonstrated that cell tracking is possible given the proper balance of cell activity and
movement speed but is unlikely using detectors made of lutetium oxyorthosilicate (LSO)
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Table 2.1: Information on common positron-emitters. Mean and maximum positron energy
(E) and range (R) of positrons in water are given. Data are compiled from [27, 28].
Isotope T1/2 Emean (keV) Emax (keV) Rmean (mm) Rmax (mm)
18F 109.8 min. 252 635 0.66 2.6
11C 20.3 min. 390 970 1.1 4.5
22Na 2.6 yr. 220 674 0.53 2.3
64Cu 12.7 h. 278 653 0.56 2.9
68Ga 68 min. 844 1899 3.6 10.3
due to the background decay of 176Lu. Later, Ouyang et al. [26] demonstrated the feasibility
of single-cell tracking with PEPT using bismuth germanate (BGO) detectors.
2.1.3 Radiotracers
PEPT relies on the use of positron-emitting radioisotopes. Table 2.1 contains information
on the most common isotopes used for PEPT. When selecting an isotope for measurement,
it is desired that the half-life, t1/2, of the isotope is long enough to allow for sufficient data
collection, but short enough to prevent prolonged contamination of test equipment. As the





where N is the number of atoms of the radioisotope attached to a particle, it is also desired
that half-life be short enough to allow sufficient activity for tracking. A short positron range
is beneficial to PEPT reconstruction, as it leads to a more localized cluster of CL around each
tracer. 18F is the most commonly used isotope for PEPT, due to its intermediate half-life of
110 min., short positron range, and the fact that it emits no gamma rays in its decay chain
that could cause false coincidence detections with the desired 511 keV annihilation photons.
Tracer activation is performed by either direct or indirect methods.
In direct activation, the tracer particle itself consists of the positron-emitting radioiso-
tope. In this way, it can be viewed as a volumetric activation. Often direct activation is
performed via the irradiation of a stable sample. For example, particles containing oxygen
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compounds can be activated via irradiation by a 3He beam through the reactions
16O(3He, p)18F (2.4)
and
16O(3He, n)18Ne→ 18F. (2.5)
Through direct activation, particles of size larger than 1 mm can be produced [29, 30]. The
amount of activity that can be achieved in a particle is a function of the beam current, the
particle size, and the irradiation time. It is found that the activity is proportional to the
diameter-squared of the particle, i.e. proportional to its cross-sectional area. Current and
irradiation time must be great enough to sufficiently activate a particle but low enough to
prevent physical damage of the particle.
Indirect activation is performed through chemical means, in which a radioisotope is
attached to a non-radioactive particle, usually through ion-exchange techniques. Anion
exchange resins can be labelled with ionic 18F, and cation exchange resins can be labelled
with 61Cu and 66Ga [30]. Both weak and strong base anion exchange resins can be used for
adsorption of 18F, but uptake is greatly affected by solution pH for weak bases. For this
reason, strong base anion exchange resins are more commonly used for PEPT [29, 30].




− > NO−3 > Br
− > Cl− > HCO−3 > HSiO
−
3 > F
− > OH−. (2.6)
The first implication of this is that hydroxide-form (OH-form) resins must be used for the
uptake of 18F to occur. If chloride-form resins are used, conversion to hydroxide-form must
be performed before activation with 18F can be done. Furthermore, this affinity subsequence
implies the necessity to work in a medium without any free anions during both activation
and experiment. Figure 2.4 shows the effect of free Cl− and CO2−3 on
18F uptake during
activation. Here it can be seen that presence of free anions greatly cripples the ability of the
resin to uptake 18F [29, 30].
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can perform at a low pH value.
RCH2NðCH3Þ2 þH2O3RCH2NHðCH3Þ2þOH$
ðWeak dissociationÞ (5)
Strong-base anion exchange resins are less affected by
water pH or hydroxide ions than weak-base anion resins
since the affinity of 18F ion to a strong-base anion exchange
resins is stronger than hydroxide ions. The strong-base
anion exchange resins used for tracer labeling are
quaternary ammonium derivatives and are usually pro-
vided in chloride form, such as R–CH2N(CH3)3
+Cl$ or
R–CH2N(CH3)2(CH2CH2OH)




+ are functional groups, and Cl$ is the
counter ion. However, the resin in chloride form cannot be
directly used to take up 18F from radioactive water, because




much weaker than the Cl$ ion as shown in the affinity
subsequence below [13]. The resin particles must be
converted into fluoride form or hydroxide form before the
labeling as shown in Eqs. (6) and (7).








To convert a strong-base anion exchange resin from
chloride form to fluoride form, the resin slurry is poured
into a glass column with a glass frit of porosity 80 mm, and
eluted with 8–10 bed-volumes of 1M KF solution, and
then rinsed with 10 bed-volumes of deionised water. After
the conversion, F$ ions act as counter ions as shown in
Eq. (7) and can be exchanged by 18F ions in radioactive
water under certain conditions.
The radioactivity labelled in a single resin bead is not
only dependent on the chemical and physical properties of
resins, but also on contact time, 18F concentration, and
other anions present in the water. Fig. 5 shows the
adsorption kinetics of 18F onto resin particles. The
experiment was carried out in a 6-ml glass vial. The initial
radioactivity in the water was 2043 mCi in total. The
amount of resin particles in mass was 1.2mg. The results
indicate that the radioactivity achieved in resin particles
not only depended on the exchange rate of 18F, but also on
the decay rate of 18F. During the first 15min, the 18F
exchange rate was much greater than the decay rate; thus,
the radioactivity in resin beads increased greatly with the
shaking time. With increase of 18F concentration in the
resin particles, the 18F exchange rate slowed down and was
close to 18F decay rate, and so, the radioactivity in resin
particles increased very slowly from that point. After
25min, since the decay rate was greater than 18F exchange
rate, the radioactivity in resin particles started to decrease.
Therefore, the contact time should be properly controlled
in order to achieve a maximum uptake of 18F in a single
particle.
Fig. 6 presents the effect of Cl$ and CO3
2$ on 18F uptake
in resin beads. The data marked as ‘‘deionised water’’
means that the experiments were carried out in double
deionised water. The data marked as ‘‘Cl$ or CO3
2$‘‘means
that Cl$ or CO3
2$ ions were added to the radioactive water.
The results indicate that the resin has a strong capacity to
adsorb 18F in the absence of other anions. At equilibrium,
the uptake of the radioactivity was about 1350 mCi/mg in
the resin. The hydroxide in the double deionised water
showed little effect on 18F uptake. With the addition of
2% 10$4MCl$ or 2% 10$4MCO32$, the 18F uptake
decreased dramatically. The radioactivity in resin beads
decreased from 1350 mCi/mg to 12 mCi/mg. In tap water,
Cl$, CO3
2$, and HCO3
$ ions are always present, and stay in
a much higher level than 18F produced in the radioactive
water. The Cl$ concentration is normally greater then
1% 10$5M [15–17]. The concentrations of HCO3$ and
CO3
2$ in water are partly dependent on the solubility of
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Fig. 5. Adsorption kinetics of 18F in resin particles.
























Fig. 6. Effect of Cl$ and CO3
2$ on the radioactivity adsorbed on resin
beads with a size range of 212–250mm (initial radioactivity, 1730mCi; Cl$,
2% 10$4M; CO32$, 2% 10$4M).
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Figure 2.4: Uptake of 18F by anion exchange resins over time. Different curves indicate
presence of different ions in activation medium [29].
2.1.4 Detectors
A number of different detector configurations have been used for PEPT. The earliest PEPT
measurements were carried out using two parallel plate detectors, as shown in Figure 2.3.
In this set up, the system of interest is placed between the plates, and this open design
accommodates measurement of a wide range of engineering systems.
Ma y commercially available PET scanners have also been used for PEPT studies. These
have a cylindrical dete tor array surroundi g a cen ral bore as seen in the image of the
ECAT EXACT3D PET scanner housed at PEPT Cape Town, shown in Figure 2.5. In
this configuration, detector blocks consisting of high-Z scintillators are arranged in a ring,
allowing for increased sensitivity and count rate performances over parallel plate geometries.
However, these systems are limited to studies of systems that can fit inside the bore of the
detector array. For clinical PET scanners, the bore is generally of the order of 70 cm diameter
[18], while for preclinical scanners, the bore is of order 10 cm [31].
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measured location must also depend on the speed of the tracer.
Furthermore, the motion of the material in many mineral systems
is non-linear and the scattering environment changes with the
location of the tracer. Consequently, the analysis of the measured
LORs should involve dynamic optimization, however sufficient a
priori knowledge is usually not available. Monte Carlo simulations
of gamma ray transport in the system, together with coupled Dis-
crete Element Method and Computational Fluid Dynamics calcula-
tions can provide such information, but the computational expense
is high. In mineral systems such as tumbling mills, it is thus more
useful to measure directly the statistical uncertainties expected in
the measurements of position, velocity and acceleration of the tra-
cer for the particular environment under study. The present work
reports on first attempts towards characterising such errors by
investigating the effect of tracer activity on the statistical uncer-
tainties in time-averaged rotational kinematic information that
can be derived from PEPT measurements at PEPT Cape Town.
2. Measurement equipment
The laboratories of PEPT Cape Town (Buffler et al., 2010; PEPT
Cape Town) are situated at iThemba Laboratory for Accelerator-
Based Sciences national laboratory, Faure, South Africa, which
operates a k = 200 separated sector cyclotron, and a 6 MV van de
Graaff accelerator. The cyclotron facility routinely produces both
light and heavy particle beams for nuclear physics research, radio-
therapy and radioisotope production. The PEPT Cape Town labora-
tories presently house the ECAT ‘EXACT3D’ (Model: CTI/Siemens
966) positron emission tomography (PET) camera (Fig. 1), donated
from Hammersmith Hospital. The ‘EXACT3D’ was originally de-
signed with the aim of achieving high sensitivity and high resolu-
tion for PET-based research (Spinks et al., 2000). The camera
consists of 48 rings of standard bismuth germinate detector ele-
ments (each 4.39 mm transaxial ! 4.05 mm axial ! 30 mm deep,
grouped in blocks of 8 ! 8) with a ring diameter of 82 cm, produc-
ing an axial field of view of 23.4 cm. This is significantly larger than
other ‘standard’ ring geometry PET cameras. The data acquisition
system can maintain a sustained acquisition rate of about 4 million
coincidence events per second. The mean spatial resolution of the
scanner for PET imaging has been measured (Spinks et al., 2000) to
be 4.8 ± 0.2 mm full width at half maximum (transaxial, 1 cm off-
axis) and 5.6 ± 0.5 mm (axial, on-axis).
There are a large number of positron-emitting radioisotopes,
with half-lives ranging from minutes to years, which are in princi-
ple suitable for PEPT tracers. However, since it is often not realistic
to recover the tracer particle from the bulk of the liquid or powder
under study, the half life (t½) of the radioisotope should ideally be
long enough to enable tracking over a reasonable experimental
time scale, but short enough for the tracer to be discarded after
use. Radioisotopes commonly used for PEPT experiments are
66Ga (t½ = 9.45 h), 68Ga (t½ = 68 min), 18F (t½ = 109 min), 61Cu
(t½ = 204 min) and 64Cu (t½ = 2.7 h). In addition, 22Na (t½ = 2.6
years) is often useful in experiments where the tracer may be
recovered.
A number of different techniques can be used for the labelling of
tracers, which involve direct activation with a charged particle
beam, ion exchange chemistry, and modification to the surface of
the tracer material (Fan et al., 2006). Ion exchange techniques
based on both weak-base and strong-base anion exchange are used
to a label resin tracers with sizes less than 1000 lm, or so. For
example, ion-exchange methods using 18F can be used to label
strong-base anion exchange resins with an activity greater than
10 MBq on a tracer as small as 60 lm. Surface modification tech-
niques based on the introduction of particular metallic ions, e.g.
Fe3+, onto the tracer surface often help to enhance adsorption. Di-
rect activation is often employed at the University of Birmingham
using a 35 MeV 3He beam from a MC40 Cyclotron for tracers of
sizes greater than about 1 mm. Plans are underway to develop di-
rect activation capability at iThemba LABS using the 66 MeV pro-
ton beam. A wide programme of research into the labelling of
tracer particles has been established at iThemba LABS. In particu-
lar, for PEPT to be reliably applicable to liquid and gaseous systems,
such as flotation cells, the state-of-the-art needs to be extended to
the routine production of tracers of sizes smaller than 20 lm.
3. Experiments
For the present studies, a small scale tumbling mill (external
diameter 148 mm, length 120 mm) was positioned axially near
the centre of the field of view of the EXACT3D scanner, providing
a stable rotating platform onto which a tracer could be attached.
For these experiments, the mill was rotated using a DC drive at a
constant 106 revolutions per minute (rpm), very near to the critical
speed of rotation. ‘‘Button” sources of 68Ga (t½ = 68 min) were used
as tracers for the studies. Each source was a Perspex cylinder of
6 mm diameter and 11.5 mm length into which a small pyrami-
dal-shaped hole was drilled at the centre. A drop of 68Ga in solution
was pipetted into the hole, allowed to evaporate and then sealed
with ‘‘Superglue”. The active volume of each source was less than
1 mm3, and their initial activities ranged between 0.8 and
2.0 MBq, measured using a calibrated ionization chamber. For each
run series, a source was attached to the circumference of the mill
near its edge. When rotating at 106 rpm, the source was travelling
at a constant tangential speed of 0.856 m s"1 and experienced a
constant centripetal acceleration of magnitude 9.52 m s"2. PEPT
runs, each of 30 s duration, were undertaken with the mill empty
and entirely filled with steel ball bearings of diameter 5 mm (total
mass 7.1 kg), at times spanning at least four tracer half-lives. The
performance of the EXACT3D scanner for PEPT studies of rotating
systems could thus be studied by comparing the positions, veloci-
ties and accelerations measured via PEPT with the calculated ex-
pected values, as a function of tracer activity.
The analysis of list-mode data from a PEPT run begins with slic-
ing the series of chronological coincidence events (recorded LORs)
into equal groups of events N. The algorithm used to determine the
location of the tracer (Parker et al., 1993) is based on the premise
that for a given N, all uncorrupted LORs should intersect at a single
point in space, which is the location of the tracer, assuming an
infinitely small, stationary particle and perfect spatial resolution
of the scanner. In practice LORs typically do not intersect, hence
Fig. 1. The ECAT ‘EXACT3D’ PET camera at PEPT Cape Town consisting of 48 rings of
576 BGO detector elements.
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Figure 2.5: ECAT EXACT3D PET scanner housed at PEPT Cape Town [20].
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FIG. 2. The ADAC Forte positron camera, being used for a PEPT study of a
small grinding mill.
efficiency for detecting a pair of incident photons of over 5%
(an order of magnitude higher than with the previous camera).
The camera has a spatial resolution of around 6 mm and can
record 100k events/s: for a bare source mounted centrally at a
head-to-head separation of 600 mm, this data rate is achieved
using approximately 5 MBq.9
As noted above, the Delft group also used a positron cam-
era consisting of two gamma camera heads, and the Cape Town
group operate a similar system (ADAC Vertex). An advantage
of such systems is that they have a relatively open geometry
which can easily accommodate large engineering rigs.
In contrast, most clinical PET scanners are based on rings
of segmented detector blocks made from high-Z scintillators
(originally bismuth germanate, but now often newer scintilla-
tors). Such scanners have much higher sensitivity and count-
rate capability than the positron cameras described above, but
their ring geometry, designed for imaging the human form, is
inconvenient for some granular studies. Imaging must be per-
formed inside an aperture with a diameter of typically 70 cm,
and the field of view (FOV) is typically only 15 cm wide.
Nevertheless several groups have reported PEPT studies using
standard ring scanners. Hoffman obtained PEPT data in a flu-
idised bed using a clinical scanner (Siemens EXACT HR+)
at Groningen11 and has subsequently performed PEPT stud-
ies of a hydrocyclone using a scanner (Siemens Truepoint)
at Bergen.12 The Cape Town group use an ECAT EXACT3D
scanner with an extended axial field of view of 23.4 cm.14
Compared to the positron cameras discussed previously, PET
scanners generally have somewhat higher sensitivity and much
higher count rate capability (millions of events per second).
The spatial resolution of a PET scanner is generally lim-
ited by the size of the detector elements. Modern clinical
scanners use segments between 4 mm and 6 mm across and
achieve corresponding spatial resolution for PET imaging.
Pre-clinical scanners intended for imaging small animals, for
example, in drug development trials, have also been developed
which achieve higher spatial resolution (down to approxi-
mately 1 mm) over a small field of view. The Tennessee group
report the use of a MicroPET P4 (Concord Microsystems)
for PEPT,13 and Birmingham has recently acquired a similar
system.
The fundamental limit on spatial resolution in PET would
be fixed by the range that the positron travels prior to anni-
hilation (around 1 mm in condensed matter) and the slight
acollinearity of the two emitted photons (which deviate from
180  by up to 0.5 ). Pre-clinical scanners approach this limit.
For PEPT, it is important to note that because a number of
events are used for each location, the precision with which the
tracer is located is generally significantly better than the spatial
resolution of the camera/scanner used. Roughly speaking, if
the imaging system has a spatial resolution w, and N events are
used to determine a single location, one expects an uncertainty
wp
N
in location. Typical values of w⇡ 6 mm and N ⇡ 50 imply
an uncertainty of around 1 mm.
Since clinical scanners are built out of a large number
of detector blocks which are served by modular electronics,
if one has access to a redundant scanner, it is a straightfor-
ward task to reconfigure the blocks into different geometries.
At Birmingham, a series of modular positron cameras have
been developed using detector blocks from ECAT950 scan-
ners; these blocks are grouped into modules comprising 4
blocks with associated electronics. In the first system, 16 mod-
ules are mounted in separate boxes, with the detector blocks
spaced along the front of each box, and these boxes can be
configured in different geometries.16 Figure 3 shows a rectan-
gular geometry, while Figure 4 shows a geometry designed for
observing flow along a horizontal channel—here pairs of mod-
ules are mounted radially around the channel. Another system
consists of 24 modules (96 blocks) closely packed in 4 rings,
giving a field of view 43 cm diameter ⇥ 23 cm high.17 Another
advantage of such modular systems is that they are more read-
ily transportable, allowing the possibility of performing PEPT
outside the home laboratory. During 2006, PEPT studies were
performed on a large fluidised bed at BP’s Hull site.18
Whatever detectors are used, in order for PEPT to be per-
formed, the electronics and data acquisition system must be
such that the data are recorded event by event, in listmode.
Such listmode acquisition is not the normal method of acquir-
ing clinical PET data, which are usually directly binned into
FIG. 3. Modular camera (rectangular geometry).
Figure 2.6: Modular detectors used for PEPT at Birmingham [18].
Modular detector arrays have also been employed for PEPT studies [18]. These can
either feature custom detectors and electronics or are constructed using detector blocks from
a commercial PET system. Individual detectors are removed from the scanner gantry and
arranged in modules that can be reconfigured to any desired geometry. Figure 2.6 shows a
rectangular detector array constructed of detector blocks removed from an ECAT950 PET
scanner.
2.2 Porous Media Flows
Flow in porous media occurs in a number of engineering and natural systems [5]. In porous





where ~v is the average fluid velocity, k is the permeability, µ is the fluid dynamic viscosity, and
P is the pressure [32]. The Darcy equation follows from the Navier-Stokes equations when
inertial effects and energy dissipation are neglected. This holds in extremely low Reynolds
number regimes in which viscous forces in the fluid dominate inertial forces. For flows in





where ρ is the fluid density, lc is some characteristic length scale of the flow, and v is the
average velocity in the pores [33]. In the case of porous media flows, lc is usually taken to be
the average pore diameter or the average bead diameter in the case of packed bed systems.
It is generally accepted that flow can be considered Darcy when Re < 1.
In the absence of inertial effects, it is expected that the spreading of the concentration C
of a solute in porous media flow will be governed by the advection-diffusion equation (ADE).









where D is the dispersion coefficient [34]. In this equation, it is assumed that the dispersion







Under Fickian transport, it is expected that the concentration of a solute will spread linearly
in time. However, it has been observed that this is not always the case for flows in porous
media, even at extremely low Reynolds numbers. For this reason, such flows are often
referred to as “non-Fickian”.
2.2.1 Continuous Time Random Walk (CTRW) Theory
Several models have been proposed to solve the problem of non-Fickian transport, including
fractional derivative [35] and variable dispersion coefficient [36] models. Another attempt at
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solving this problem is a generalization of random walk theory called the continuous time
random walk (CTRW).
The concept of the random walker was formally introduced by Karl Pearson in Nature in
1905 [37]. He posed the problem of a man walking l yards in a straight line, turning through
any angle, walking another l yards, and repeating the whole process N times. He sought the
probability that the walker is a final distance between x and x+dx from his starting position
after N steps. In one dimension, if p is the probability that the walker moves to the right,











2 (1− p)N−m2 . (2.11)
If we then let x = ml and take a large number of steps (large N limit) this probability











with σ = 2l
√
Np(1− p) and µ = (2p− 1)Nl.
This concept can be further generalized by not restricting the step distance to a single
value. Let w(s)ds be the probability that a jump is between a distance of s and s+ds. Then,
it can be shown that after a large number, N, of steps, the Gaussian distribution of Equation
2.12 applies once again with µ = Ns and σ2 = N(∆s)2. The only requirement for this to





are finite [38]. As the spreading, σ2, of the distribution varies linearly with the number of
steps (a surrogate for time), this is analogous to Fickian dispersion.
The continuous time random walk (CTRW) is a further generalization of the classical
random walk formalism in which discrete time (N) steps or transitions are replaced by
continuous time (t) transitions in which the transition times are themselves represented by
some probability distribution. We can reconsider the probability distribution of Equations
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where p(m,m′) is the probability of transition from position m′ to position m and is related to






ψ(s− s′, t− τ)R(s′, τ)dτ (2.15)
where ψ(s, t) is the probability per unit time of a transition of distance s in a time t, and
R(s, t) is the probability of a walker arriving at a position s at time t [39, 40]. Note that
in this case, according to the formalism of Berkowitz et al. [40], spatial transitions are still
discrete, corresponding to transitions on a lattice [41].
Now, as R(s, t) is a probability of arrival, it is useful to then consider the probability
P (s, t) of finding a walker at position s at time t:
P (s, t) =
∫ t
0











Equation 2.15 can alternatively be viewed as a convolution in time and space and can be
recast and solved via Fourier and Laplace transforms:
R(k, u) = 1
1− Λ(k, u) (2.19)
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with k and u being the Fourier and Laplace variables, respectively, and
Λ(k, u) = F{ψ∗(s, u)} =
∑
s
exp (ik · s)ψ∗(s, u) (2.20)
ψ∗(s, u) = (L){ψ(s, u)} =
∫ ∞
0
exp (−ut)ψ(s, t)dt. (2.21)
From this, one can then solve for the distribution of the walker’s position:
P (s, t) = F−1{γ(k, t)} (2.22)
where







with ψ∗(u) the Laplace transform of ψ(τ).
The probabilities of finding a walker at a given position at a given time (Equations 2.12
and 2.22) can be viewed in a macroscopic limit as the concentration distribution of some
solute introduced into a solution. In theory, even for the CTRW case, this can be calculated
if one has knowledge of the microscopic transition rate ψ(s, t).
For this reason, of central importance to these formulations is the transition probability
ψ(s, t). Anomalous (i.e. non-Fickian) transport will arise when the long-time tails of ψ(s, t)
decay algebraically [42]:
ψ(s, t) ∼ t−1−β, t→∞. (2.24)
The exponent β describes the shape of the probability distribution of long waiting times
between steps and may be a function of a number of conditions (pore sizes, Reynolds number,
etc.).
If β > 2, the moments of this distribution will be finite and classical diffusion will be
recovered. In the case that there is a biasing of the distribution (such as the pressure gradient
forcing a flow field), it is found that for 1 < β < 2, the mean position of the walker varies
linearly with time while the distribution is asymmetric and has long late time tails. For
0 < β < 1 at long times, the walker’s mean position and variance will vary as µ ∼ tβ and
σ2 ∼ t2β, respectively. In this case, the mean walker position moves more slowly than in
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Figure 2.7: Schematic representation of differences between normal and anomalous
transport [40].
the normal walker case where both µ and σ2 vary linearly with time, as in Equation 2.12
(recall that in the discrete case, the variable N is analogous to time) [34]. This phenomenon
is demonstrated in Figure 2.7.
2.2.2 CTRW Experiments
Many experiments have focused on measuring the first pass time distribution (FPTD) of a
solute as a means of calculating the exponent β of the long-time transition probability. The
FPTD, F (s, t), is the probability that a walker first arrives at a position s at a time t and is
defined by the relation
R(s, t) = δs,0δ(t− 0) +
∫ t
0
F (s, t)R(0, t− τ)dτ. (2.25)
This can once again be solved by Laplace transforms as







where R∗(s, u) is the Laplace transform of R(s, t) [39, 43].
To date, experiments have considered the late time limit of F (s, t), corresponding to that
after many individual transitions. In a system with a mean flow direction x, one averages
over all directions perpendicular to x and considers the quantity
f(L, t) = 〈F (s, t)〉 (2.27)
where angle brackets represent a spatial average over the directions perpendicular to x. In
the lab, this quantity represents an average distribution of solute over a plane perpendicular
to x at a distance L in the x-direction from some starting point x0 at a time t. This can
then be measured for the injection of a uniform concentration, C0, of solute at position x0
at time t = 0, as the concentration at L will be [40]
C(L, t) = C0
∫ t
0
f(L, t− τ)dτ (2.28)
As such, the concentration distribution downstream of an injection point is a cumulative form
of the FPTD. This can then be related back to the original transition probability ψ(s, t) in
the large t domain (or small u if working in Laplace space) to determine the exponent β in
its asymptotic form.
Using this framework, Berkowitz et al. [40] reexamined the experiments of Silliman
[44] and Silliman and Simpson [45] in which flow was induced across a flow cell having
heterogeneous packing of fine sand and coarse sand, as seen in Figure 2.8. A tracer
solution was introduced upstream of the flow cell, and its concentration was measured at
five downstream positions by measuring electrical resistance. They show that using a value
of β = 0.87± 0.01, the concentration distributions calculated via a CTRW formalism better
match the data than those calculated under a classical advection-diffusion equation (ADE)
formalism [40].
Levy and Berkowitz [34] used a similar experimental setup to study tracer movement
through three different porous media: sand packed homogeneously, two different sized sands
packed with a “uniform heterogeneity” (similar to that studied by [45]), and three different
sands packed in an “exponentially correlated” structure (see Figure 2.9). Tracer was injected,
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Figure 2.8: Experimental setup of flow cell with uniformly heterogeneous packing examined
by Silliman and Simpson [45] and reexamined by Berkowitz et al. [40]. Image is taken from
the latter.
and concentration distributions were measured in each packed bed at various mean flow
rates and used to infer the late time shape of the CTRW transition time distribution. The
homogeneous system showed values of β ranging from 1.65 to 1.89, with the latter being at
the lowest flow rate, indicating an approach to classical diffusion. Similarly, for the uniformly
heterogeneous system, β ranged from 1.45 at the highest flow rate to 1.71 at the lowest flow
rate. Lastly, in the exponentially correlated system, β ranged between 1.59 and 1.67.
Edery et al. [43] examined transport of nonreactive and reactive solutes in a porous
medium consisting of acrylic polymer beads that were index-of-refraction-matched to water.
A 1-D column was first used to fit a value of β for the system, and using this value, 2-D
simulations were performed using a CTRW particle tracking formulation and compared to
experimental results from a 3-D flow cell (averaged over depth). The simulations recreated
experimental results well in both the nonreactive and reactive cases without the need
for reaction model parameter fitting in the reactive case. Small-scale differences between
experiment and simulation in both cases were attributed to preferential flow paths typical
of systems displaying anomalous diffusion.
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Figure 2.9: Packing of flow cell with exponentially correlated structure. Small, medium,
and large grain sands correspond to the light, intermediate, and dark colors, respectively
[34].
2.2.3 Particle Tracking Experiments
The CTRW formalism lends itself to the analysis of trajectories of flow tracers (the “random
walkers”). Such studies are considered Lagrangian in that they follow individual tracers as
they move with the flow (in contrast to Eulerian measurements in which a spatially fixed
region of the flow field is examined). However, due to the opaque nature of most natural
porous media, few optical particle tracking studies have been performed in porous media. In
these works, care must be taken to match the indices of refraction of the porous media and
the working fluid to prevent distortions.
Moroni and Cushman [46] used a packed bed of 1.9 cm Pyrex spheres with glycerol fluid
and small air bubbles as the fluid tracer. These bubbles were illuminated with a high power
lamp and recorded using two cameras, and their 3-D trajectories were reconstructed from
these two images. Bubbles were tracked across a field of view of length 22 cm and Darcy
Reynolds number was varied from 0.05 to 0.13. They found that the probability distribution
functions (PDFs) of the the Lagrangian velocity were Gaussian in the transverse direction but
non-gaussian in the longitudinal direction. They also observed that dispersion was tending
toward the Fickian limit at late times but was non-Fickian at the scale of the experiment.
Holzner et al. [47] studied both Lagrangian velocity and acceleration statistics in a
packed bed of Nafion grains of size 3.7 mm and 0.5 mm. A 24%-by-volume aqueous solution
of isopropanol was used as the working fluid, and silver particles of 15 µm were used as
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About 500 particles are tracked per frame for a duration of
4 min.
The measurement accuracy in the 2D views (x,y) is about
5 µm. The image splitter setup has several advantages (e.g.,
no need to synchronize), but the disadvantage is that it has a
relatively large error of about 250 µm in the reconstruction of
the raw z-coordinate of the trajectories. Following Lüthi et al.
(2005), a Savitzky-Golay filter was applied for smoothing in
time along Lagrangian trajectories, using a cubic polynomial
fitted to 21 frames. After filtering, the accuracy can be
calculated by 250 µm/(filter size/sampling rate)1/2 = 55 µm.
Components of Lagrangian velocity ui and accelerations ai
(i = x,y,z), as well as the components ϵij = ∂ui/∂xj of the
Lagrangian deformation rate tensor and its symmetric part
sij = (ϵij + ϵji)/2, which is the rate of the strain tensor, are
computed [32,33]. We compute the Lagrangian acceleration
by differentiating the velocity along particle trajectories. The
strain rate is denoted by S =
√!
ij sij sij . Average flow is
along the positive x direction, while y and z are the cross-
sectional coordinates.
B. X-ray computed tomography and topologic/geometric
information of the pore space
Microtomography was used to nondestructively charac-
terize the structure of the transparent porous medium used
during particle tracking. X-ray computed tomography (XCT)
images were thresholded and analyzed to determine the sample
porosity, investigate the topology of the pore space, and
extract the pore-size distribution. The method established by
Pérez-Reche et al. [34] was followed for this sample. Briefly,
this involves the following steps. First, the reconstructed
XCT scans are cropped and segmented to generate image
stacks that contain voxels corresponding only to the pore and
porous medium of the sample (illustrated in Fig. 1). From the
thresholded images, it is possible to quantify the porosity of
the sample directly (φ = 0.23). Next, the stacks are subjected
to a thinning process, which extracts the medial lines of
the pore space. Medial lines are subsequently differentiated
between nodes and edges of the network equivalent of the
pore space, and the topology is established accordingly. The
pore-size distribution is computed from local measurements
of the channel size along the length of the medial lines. More
specifically, the local channel size is computed as the distance
between a point on the medial line and the nearest grain
boundary, which represents the radius of the smallest inscribed
sphere that fits and is centered at that point on the network.
Diameter equivalents are used for reporting mean pore size
(⟨S⟩ = 0.23 mm) and pore-size distributions.
III. EXPERIMENTAL OBSERVATIONS
Figures 3(a) and 3(b) show the logarithm of the velocity
magnitude ln(|u|) along Lagrangian trajectories in a portion
of the observation volume. It is apparent that preferential
flow paths develop where the velocity is high next to regions
where velocities are much lower. The two magnified views
of a high activity region show the velocity ux [Fig. 3(c)]
and acceleration ax [Fig. 3(d)] components normalized by
their standard deviations σu and σa . It is illustrated how




































































FIG. 3. (Color online) Three- (a) and two-dimensional (b) views
of the logarithm of the velocity magnitude log(|u|) normalized by its
standard deviation along Lagrangian trajectories that are longer than
200 frames in a portion of the observation volume. Magnified views
of the velocity ux (c) and acceleration ax (d) components normalized
by their standard deviations.
intense velocities are reached in narrow pore throats where
the trajectories converge. Here, accelerations are strong and
change sign in correspondence to the relative maxima of
velocity.
The probability density functions (PDFs) of longitudinal
and transverse velocity components normalized by their
standard deviations σ are shown in Fig. 4(a). While the
PDF of velocity in turbulent flow is typically of Gaussian
shape, our measurements show that flow in a porous medium
produces velocity PDFs with strongly non-Gaussian tails. The
longitudinal velocity component has a peak near zero, and
it has a strong positive and a weaker negative tail related
to the occurrence of reversed flow. The transverse velocity
components are slightly skewed, which is presumably related
to finite-size effects or small anisotropic regions. We note that



























FIG. 4. (Color online) PDFs of longitudinal (circles, red) and
transverse (triangles, blue) Lagrangian velocity (a) and acceleration
(b) components normalized by their standard deviations σ from
experiment. Longitudinal velocity (a) and acceleration (b) from
CTRW model (green line). The inset shows a closeup near zero of
the longitudinal velocity component.
013015-3
Figure 2.10: PDFs of longitudi al (red circles) and transverse (blue triangles) Lagrangian
velocity (a) and acceleration (b) components measured by Holzner et al. [47]. Longitudinal
velocity and acceleration from CTRW model shown with green line. Inset in (a) is a closeup
near zero of longitudinal velocity.
tracers. An argon laser was used to illuminate the flow field, and a 50 Hz camera with a
four-way image splitter was used to mimic a multiple camera particle tracking system. They
observed non-Gaussian longitudinal velocity and acceleration at the pore scale, as seen in
Figure 2.10 and related this to anomalous dispersion at the lab scale. Furthermore, they




The majority of past PEPT experiments have only tracked a single particle at a time. A
few methods for multiple-particle PEPT (M-PEPT) have been attempted, but these have
been quite limited [8, 11]. Past methods have been able to track up to sixteen particles
simultaneously [11] but have been limited in that they require a priori knowledge of the
number of particles present in the field of view (FOV) of the detectors or require knowledge
of the initial positions of the particles.
A less restrictive version of M-PEPT is sought. By allowing tracking of an arbitrary
number of particles, one opens up the possibility of flow measurement in systems where
tracers enter and leave the FOV of the detectors, such as test sections in a recirculating flow
loop. This allows for the collection of a greater number of individual particle trajectories
and improved statistical analysis of the underlying flow. This chapter will focus on the
development of such a method.
In particle tracking, two major steps are present: a detection step and a linking step. In
the detection step, particles in an individual time frame are located. During the linking step,
particles located in different frames are associated to the same physical particles from other
time steps and linked into trajectories spanning many frames. Two methods for multiple-
particle detection are presented herein: the G-means method and the the feature point
identification (FPI) method, with emphasis being placed on the latter.
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3.1 G-means
The G-means method for M-PEPT reconstruction was first presented in a work by the author
[48]. This method is based on the “line density” method developed at the University of Cape
Town [11] and uses clustering to identify particles. As with the Cape Town method, one
begins by dividing coincidence event data into time steps and counting the number of CL
crossings at each point in a Cartesian grid for each time step. The next step is to filter the
data before beginning the clustering process. First, a check is made to determine whether
there are any particles in the FOV of the detectors. A user-input threshold is set on the
maximum number of CL crossings in an individual grid element in given time step. If this
threshold condition is met, a preset fraction of this maximum value is subtracted from each
point in the count grid, and any point having fewer counts than this fraction being are to
zero. This fraction is determined by the user based on knowledge of the activity of each
particle relative the background and is usually set somewhere in the range of 0.25-0.5. The
remaining data can thus be viewed as points in R3 with a multiplicity corresponding to the
number of line crossings at each point. These data can be grouped into k clusters with the
centroid of each cluster taken to be the location of a tracer particle. However, such clustering
can be quite difficult if the number of clusters (and thus particles) k is not known prior to
calculation. Due to the isotropic distribution of positron emission about each tracer, it is
expected that each cluster of CL crossings should be normally distributed about the true
particle position, and this feature can be used to discriminate between true and false clusters.
For this reason, the method of G-means clustering is employed.
3.1.1 G-means Clustering
Gaussian-means (G-means) clustering is an adaptation of the well-established k-means
algorithm [49] that allows clustering when the number of natural clusters in a dataset is
unknown. In this method, developed by Hamerly and Elkan [50], principal component
analysis and goodness-of-fit testing are used to determine the number of clusters k in a
dataset as well as their locations. The method begins by performing a k-means clustering of
the dataset with k = 1 (or a higher number if there is a priori information of the system)
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and subsequently splitting or accepting each cluster based on its adherence to a Gaussian
fit. In this way, the number of clusters in the dataset grows until it reaches the number of
natural clusters. In the case of this M-PEPT method, calculations are always started with a
k = 1 clustering, i.e. a universal centroid calculation. As such, this method is deterministic
and does not risk the potential false convergence error of k-means clustering caused by poor
initialization.
The splitting process is performed based on a statistical testing of each cluster for
normality. If the data appear to be normally distributed, the cluster is accepted. If they do
not, the cluster is split into two. The statistical test is performed based on the adherence of
the cluster to a one-dimensional Gaussian fit. This process is described as follows.
Consider a dataset S of points in d-dimensional space (in the case of this method, d = 3)
with the data already divided into k clusters, Xj ⊂ S, where j ∈ J = {1, 2, ...k}. Now
consider a specific cluster, Xm, where m ∈ J, containing n points. The main principal
component of Xm is found by using a power iteration routine [51] to find the greatest
eigenvalue λ and corresponding eigenvector of the covariance matrix of this cluster. This
eigenvector is the main principal component, and two daughter centroids, c1 and c2, are
initialized along this vector, a distance ±
√
2λ/π from the centroid of Xm. k-means clustering
is performed on Xm with k = 2 and c1 and c2 as the initial cluster centers. After c1 and




2, one defines the line v = c
′
1 − c′2. A one-dimensional
projection of the data in Xm is taken along v such that x
′
i = (xi · v)/‖v‖2. This new data set
X ′m is a one-dimensional representation of the data in Xm and is then transformed so that
it has mean 0 and variance 1.
A one-dimensional Anderson-Darling (A-D) test [52] is then performed on the data in X ′m
to test if it is normally distributed. For each of the n values x′i ∈ X ′m, let zi = F (x′i), where
F is the N(0, 1) cumulative distribution function. Then the A-D statistic, A2, is defined as




(2i− 1)[ln(zi) + ln(1− zn+1−i)]− n. (3.1)
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It has been shown [53] that for datasets where the mean and variance are estimated from











In the case of this method, if the A-D statistic is below a given critical value, the original
cluster Xm is accepted. If it is not, the cluster is split, and a k-means clustering of the
entire dataset S is performed with k′ = k + 1, and centroids are initialized at the daughter




2, and the centroids of the remaining subsets Xn, (n 6= m). This
process is continued until all clusters pass the A-D test. For a finite number of points in the
set S, this clustering will always converge; however, the number of clusters determined by
G-means is sensitive to the selection of the A-D critical value.
As previously stated, the final positions of particles in each time step are taken to be the
centroids of these clusters. As in the Cape Town method [11], 3-D Gaussian fits are applied
to the clusters, and uncertainty in position is taken to be the full width at half maximum of
a cluster divided by the square root of the number of CL used in that cluster.
3.1.2 G-means example
Figure 3.1 shows an example of the splitting of clusters achieved by the G-means algorithm.
The example uses actual 3-dimensional data acquired from a MicroPET P4 preclinical PET
scanner [54] with three activated particles placed near the center of the FOV of the scanner.
with three particles, it can be seen that the filtered line-density dataset has three natural
clusters. In this case, the critical value for the A-D test is taken to be 20, based on experience.
First the universal centroid is calculated (Figure 3.1 top-left). In the first run of G-means,
the daughter centers are found, the A-D statistic for the cluster is calculated as 143.2, and
splitting is accepted (top-right). The daughter centers and A-D statistics are then found for
the lower cluster, and it is found that A2∗ = 84.25, meaning that this cluster is split as well
(bottom-left). On the final iteration, all three clusters are examined, and their A-D values
are found to be 0.902, 6.089, and 2.627. As all three of these values are less than 20, all three
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split as well. On the final iteration, all three clusters are examined
and their A–D values are found to be 0.902, 6.089, and 2.627,
respectively. As all three of these values are below 20, all three of
these splits are rejected, and the three clusters are accepted. Thus
for this dataset, as expected, k¼3.
3.4. Particle identification and tracking
As previously stated, in each time step, the positions of the
particles present are taken to be the centroids of the identified
clusters. As in the original line density method, 3-dimensional
Gaussian fits are applied to the clusters and the uncertainty in
position is taken to be the FWHM divided by the square root of the
number of LORs used in each cluster.
Particle linking is performed on a frame-by-frame basis by
finding the particle matching which reduces the overall sum of
displacements between particle pairs. Consider two consecutive
time frames A and B, having n andm particles, respectively. In each
of these frames are particle positions xi and yj, respectively, with
i¼(1, 2, …, n), and j¼(1, 2, …, m). A cost matrix cij is defined as the
displacement for each particle pairing between frames A and B,
such that
cij ¼ jxi"yjj:
Using the time step over which LORs are collected, tstep, and a
maximum velocity, vmax, as indicated by the user, a maximum
displacement dmax is calculated for linking as
dmax ¼ tstep # vmax:
Fig. 1. Visual implementation of G-means algorithm starting with one cluster (top-left), then two clusters (top-right) and three (bottom-left). Further splitting (bottom-
right) is rejected.
C. Wiggins et al. / Nuclear Instruments and Methods in Physics Research A 811 (2016) 18–2420
Figure 3.1: Visual representation of G-means algorithm. Clustering begins with one cluster
(top-lef ) a d p oceeds to two clust rs (top-right) nd three clust rs (bottom-left). Further
splitting (bottom-right) is rejected.
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splits (bottom-right) are rejected, and the three clusters are accepted. Thus, as expected,
k = 3 for this dataset.
3.1.3 G-means Tests
A series of experiments was designed and conducted using a MicroPET P4 preclinical PET
scanner [54] to test this method. The P4 is a ring-type scanner consisting of 168 segmented
LSO detectors with a cylindrical FOV of length 7.8 cm and diameter 19 cm. Tracers used
are ion exchange resins of roughly 1 mm diameter and labelled with 20-50 µCi of 18F , unless
otherwise stated. The G-means reconstruction program was written by the author using
C++.
In the first test conducted, a single tracer particle was left stationary in the center of
the FOV of the scanner and tracked over the course of 1 s using 1 ms time steps and a grid
of size 2×2×2 mm3 for reconstruction. For this experiment, the particle was activated to
430 µCi, resulting in an acquisition rate of roughly 140 CL per ms. Knowledge of this data-
rate is necessary to facilitate comparison to other PEPT methods. The mean and standard
deviation of these 1000 measurements was found to be (1.13, -5.19, 39.5) ± (0.32, 0.36, 0.32)
mm in the x-, y-, and z-directions, respectively. Here, z denotes the axial direction, x is the
horizontal transaxial, and y is the vertical transaxial, with the origin located in the radial
center of the bore, aligned to its front axial edge. This same dataset is then analyzed using
the Birmingham method with 140 CL used per reconstruction. The position measured in
this way is (1.20, -5.41, 39.6) ± (0.41, 0.27, 0.37) mm. This comparison shows the accuracy
of the G-means method is comparable to that of the Birmingham method. The runtimes
for these two analyses were 9.65 and 1.09 s, respectively, with reconstruction executed on
an Apple MacBook Pro computer with 2.66 GHz Intel Core 2 Duo processor. The increased
computational time is expected, given the relative simplicity of the Birmingham method
compared to this clustering method.
Next, 17 particles were placed in a polyethylene phantom with an average separation
of 20 mm and moved slowly through the bore of the scanner using its built-in bed motion
controls (speed of roughly 3 mm/s). Using a 1× 1× 1 mm3 grid and 100 ms time steps, the
trajectories of these particles were reconstructed using an average of 230 CL per particle per
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trajectories are smooth and continuous. Care must be taken to
choose filters that do not significantly scale the data from its
16 mm peak-to-peak displacement. Fig. 5 shows these same three
trajectories smoothed using a Savitzky-Golay filter [19]. The filter
used was of order 2 and used 25, 15, and 5 points, respectively, due
to the time scales of the motion in each case. The fluctuations that
occur near the scanner's edge are still somewhat visible, but have
been greatly reduced by the use of a smoothing function.
Lastly, an experiment was performed to test the resolving
power of our method in which one particle was held stationary
and another particle was brought toward it until the two touched.
Using a 2 mm mesh and time steps of 25 ms (roughly 400 LOR per
particle per time step), the particles were distinguishable down to
a separation of about 5 mm. Below this separation, the particles
were seen as one entity at their mutual centroid.
5. Parametric study
The primary parameters that must be entered by a user in this
method are the time step and grid size over which to collect LORs
and the Anderson–Darling critical value to be used when cluster-
ing. As previously stated, the critical values generally used for the
A–D test were derived using the assumption of continuous data
[21] and are too restrictive for our study. For this reason, A–D
critical values between 10 and 25 are used in our study and can be
varied manually to account for over- and under-splitting observed
by the user. Work is underway to determine a more reliable way to
assign this value based on statistical confidence intervals.
The other major parameters, grid size and time step, play major
roles in the outcomes of each individual study, and in theory, have
a large dependence on the velocity and activity of the particles
used. Consider the case of a fast moving particle. Here, it is desired
that smaller time steps be used to reduce a “smearing” of the line-
density and a subsequent chance for over-splitting along the
direction of motion. However, in order to use smaller time steps, it
is necessary that the particle be active enough that it can be
detected above background. When determining the grid size to be
used, one must make sure it is large enough that the number of
LOR crossing is well above background in regions of high density
but small enough that there is minimal loss of resolution due to
discretization. Because of these concerns a set of studies has been
conducted in order to begin to qualitatively understand the effects
of varying the grid size and time step parameters.
In order to study the effects of these parameters, a single list
mode file was examined. This file was generated from a scan in
which a single particle was slowly moved along the centerline of
the bore of the scanner (the z-direction), from the edge of the FOV
to the center of the FOV and back out the scanner in the direction
fromwhich it entered. To begin, the time step was fixed at 100 ms,
and the grid size was varied from 100 mm to 10 mm in 5 mm
increments. The first result of note was that our method failed for
grid sizes of 55 mm and larger, due to how our meshing procedure
was implemented. From 50 mm to 5 mm, our method over split
the trajectory, detecting multiple particles, with the number of
particles increasing as the grid size got smaller. However, at these
smaller grid sizes, the trajectory became better defined and it
became possible to calculate velocity information from the tra-
jectory, even though there was splitting. Fig. 6a shows the tra-
jectory (z-coordinate vs. time) obtained using the 50 mm mesh,
and Fig. 6b shows that obtained using a 5 mm mesh. One can see
that while the 5 mm case showed more splitting of the trajectory,
Fig. 2. Trajectories measured using PEPT with 17 particles in a polyethylene phantom. Left: 3-dimensional trajectories. Right: x–y (transaxial) projection of trajectories, with
markers enlarged for visibility.
Fig. 3. Trajectories measured by PEPT for single particle making eight passes
through the bore of the scanner.
C. Wiggins et al. / Nuclear Instruments and Methods in Physics Research A 811 (2016) 18–2422
Figure 3.2: Trajectories measured by PEPT with 17 particles in a polyethylene phantom.
Left: 3-dimensional representation of trajectories. Right: x-y (transaxial) projection of
trajectories. Different colors correspond to different particles and are consistent across
frames.
time step. These trajectories can be seen in Figur 3.2. This represented a new record f
number of particles tracked simultaneously with PEPT.
To test the ability of this algorithm to track particle entering and leaving the bore, as
well as its ability to measure irregular trajectories, an experiment was performed in which
an activated particle was attached to the end of ro a moved in an out of he scanner
by hand. The particle was made to enter and leave the FOV of the scanner 8 times, and
these 8 trajectories can be seen in Figure 3.3. These trajectories were reconstructed using a
2×2×2 mm3 grid with 10 ms time steps.
Lastly, an experiment was performed to test the resolving power of this method in which
one particle was held stationary, and another was moved toward it until the two touched.
Using 2× 2× 2 mm3 grid elements and time steps of 25 ms (roughly 400 CL per time step),
the particles were distinguishable down to a separation of 5 mm. Below this, the particles
were seen as ne entity at their mutual centroid.
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trajectories are smooth and continuous. Care must be taken to
choose filters that do not significantly scale the data from its
16 mm peak-to-peak displacement. Fig. 5 shows these same three
trajectories smoothed using a Savitzky-Golay filter [19]. The filter
used was of order 2 and used 25, 15, and 5 points, respectively, due
to the time scales of the motion in each case. The fluctuations that
occur near the scanner's edge are still somewhat visible, but have
been greatly reduced by the use of a smoothing function.
Lastly, an experiment was performed to test the resolving
power of our method in which one particle was held stationary
and another particle was brought toward it until the two touched.
Using a 2 mm mesh and time steps of 25 ms (roughly 400 LOR per
particle per time step), the particles were distinguishable down to
a separation of about 5 mm. Below this separation, the particles
were seen as one entity at their mutual centroid.
5. Parametric study
The primary parameters that must be entered by a user in this
method are the time step and grid size over which to collect LORs
and the Anderson–Darling critical value to be used when cluster-
ing. As previously stated, the critical values generally used for the
A–D test were derived using the assumption of continuous data
[21] and are too restrictive for our study. For this reason, A–D
critical values between 10 and 25 are used in our study and can be
varied manually to account for over- and under-splitting observed
by the user. Work is underway to determine a more reliable way to
assign this value based on statistical confidence intervals.
The other major parameters, grid size and time step, play major
roles in the outcomes of each individual study, and in theory, have
a large dependence on the velocity and activity of the particles
used. Consider the case of a fast moving particle. Here, it is desired
that smaller time steps be used to reduce a “smearing” of the line-
density and a subsequent chance for over-splitting along the
direction of motion. However, in order to use smaller time steps, it
is necessary that the particle be active enough that it can be
detected above background. When determining the grid size to be
used, one must make sure it is large enough that the number of
LOR crossing is well above background in regions of high density
but small enough that there is minimal loss of resolution due to
discretization. Because of these concerns a set of studies has been
conducted in order to begin to qualitatively understand the effects
of varying the grid size and time step parameters.
In order to study the effects of these parameters, a single list
mode file was examined. This file was generated from a scan in
which a single particle was slowly moved along the centerline of
the bore of the scanner (the z-direction), from the edge of the FOV
to the center of the FOV and back out the scanner in the direction
fromwhich it entered. To begin, the time step was fixed at 100 ms,
and the grid size was varied from 100 mm to 10 mm in 5 mm
increments. The first result of note was that our method failed for
grid sizes of 55 mm and larger, due to how our meshing procedure
was implemented. From 50 mm to 5 mm, our method over split
the trajectory, detecting multiple particles, with the number of
particles increasing as the grid size got smaller. However, at these
smaller grid sizes, the trajectory became better defined and it
became possible to calculate velocity information from the tra-
jectory, even though there was splitting. Fig. 6a shows the tra-
jectory (z-coordinate vs. time) obtained using the 50 mm mesh,
and Fig. 6b shows that obtained using a 5 mm mesh. One can see
that while the 5 mm case showed more splitting of the trajectory,
Fig. 2. Trajectories measured using PEPT with 17 particles in a polyethylene phantom. Left: 3-dimensional trajectories. Right: x–y (transaxial) projection of trajectories, with
markers enlarged for visibility.
Fig. 3. Trajectories measured by PEPT for single particle making eight passes
through the bore of the scanner.
C. Wiggins et al. / Nuclear Instruments and Methods in Physics Research A 811 (2016) 18–2422
Figure 3.3: Trajectories measured by PEPT for single particle making eig t passes through
the bore of the scanner.
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3.1.4 G-Means Drawback
While the G-means method has proven useful for M-PEPT reconstruction, it has a significant
drawback. Results of reconstruction are very sensitive to the selection of the critical A-D
value. Standard values based on confidence of fit are given by Stephens [53], but these are
based on clustering of continuous data. In the case of the binned (i.e. discrete) data of
CL crossings, these values are found to be too restrictive, preventing G-means clustering
from converging on the correct number of clusters. As such, the A-D critical value must
be selected based on experience and without mathematical foundation. This creates issues
in reconstructions with many particles, as G-means tends to create too many or too few
clusters. For this reason, another method for M-PEPT has been developed that does not
exhibit such an acute sensitivity to input parameters.
3.2 Feature Point Identification
The feature point identification (FPI) method for M-PEPT is based on optical particle
tracking techniques and is described by the author in [55]. As this is the method for M-
PEPT reconstruction used in this work, a more detailed explanation is given here. A visual
representation of FPI processing is given in Figure 3.4.
As before, this method begins with the segregation of coincidence events into time steps
and a line density tallying of CL crossings on a Cartesian grid at each time step. In this case,
it is helpful to view each grid element as a 3-D analog to the pixel referred to as a “voxel”,
with the number of line crossings being analogous to a greyscale value. This verbage and
procedure are similar to the backprojection procedure employed in PET reconstruction [56].
With this voxel imagery in mind, optical particle tracking methods can then be naturally
adapted for use in PEPT. The method used herein is adopted from the techniques of Crocker
and Grier [57] and Sbalzarini and Koumoutsakos [58]. The identification portion of this
reconstruction is carried out in three steps: smoothing, position estimation, and position
refinement.
After the CL grid is generated for a given time step, we can consider N t(x, y, z) to be
the number of line crossings at the voxel at position (x, y, z) during time frame t. The grid
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Flow rate is monitored via continuous measurement of the pres-
sure drop across an orifice plate flow meter with a differential
pressure transducer of precision ±1%.
In addition to the aforementioned instrumentation, the flow
loop is outfitted with a particle injection line and drain line. As
the radioisotope used in this experiment (18F, half-life
109.8 min.) is short-lived and decays quickly to background levels,
fluid inventory is drained two days after each experiment without
the need for treatment as radioactive waste. Deionized water is
required for these tests to prevent leaching of the radioisotope
from our tracers (Parker, 2017). Testing has revealed that this
water becomes impure over the course of an experiment. For this
reason, fluid inventory must be drained and replenished between
experiments. Deionized water is obtained from a Millipore filter
system and stored in high-density polyethylene (HDPE) tanks
before each experiment.
PEPT measurements are performed using a Siemens Inveon pre-
clinical PET scanner (Bao et al., 2009). The Inveon’s active scanning
area is a cylinder of length 127 mm and diameter 100 mm. The
detection system consists of 64 detector blocks arranged in 4 rings
of 16 detectors each. These detectors consist of a 20 ! 20 array of
lutetium oxyorthosilicate (LSO) crystals of size 1.5 mm ! 1.5 mm
(face) ! 10 mm (depth). The detector blocks are connected to a
position sensitive photomultiplier, allowing determination of the
individual crystal in which each event occurs. Coincident event
data are outputted to a listmode file with timestamps provided
every 200 ls. Typical data rates are of order 1000 coincidence
events per second per lCi of activity in the scanner field of view.
These data are analyzed using the aforementioned M-PEPT recon-
struction method, implemented as in-house software.
3.2. Flow tracer
In this experiment, the tracers used are Amberlyst A26 OH-form
anion exchange resin beads (manufactured by Sigma-Aldrich).
These particles are of wet density 1.2 g/cc and are activated with
18F. Activation is performed at the University of Tennessee Medical
Center where 18F is produced at a Siemens PET-Net center. An
aqueous solution of 18F ions of specific activity 1 mCi/lL and vol-
ume 30 lL is prepared, and tracers are soaked in the solution for
20 min. After this, the tracers are separated from the solution via
centrifuging, rinsed and suspended in deionized water, and trans-
ported to the test facility at the University of Tennessee for PEPT
experiments.
This experiment uses tracers of mean diameter 90 lm, achiev-
ing particle specific activities of up to 50 lCi per particle. Particle
sizes were measured by a Mastersizer 3000 laser particle size ana-
lyzer. For quality of data in flow experiments, it is desired that trac-
ers are of sufficient activity for high-frequency tracking and small
enough to prevent defects due to inertia. Inertial response of parti-









Fig. 1. Flow chart of PEPT with M-PEPT processing. (Clockwise from top-left) Positrons annihilate with electrons near the tracer particle, producing back-to-back coincident
gamma rays of energy 511 keV. Coincidence lines (CLs) are drawn between detector elements within which these photons interact. Data from duration of the scan are divided
into time steps containing tens to hundreds of CLs each. These are traced onto a Cartesian grid and examined via image processing techniques. Here, a single axial slice
containing two particles is shown. Local maxima are considered to be particle locations, and final positions are determined via Gaussian fits about these maxima. Finally,
particle positions from individual time steps are linked into trajectories.
248 C. Wiggins et al. / Chemical Engineering Science 204 (2019) 246–256
Figure 3.4: Flow chart of PEPT with FPI M-PEPT processing. (Clockwise f om top-
left) Positrons annihilate with electrons near the tracer particle, producing back-to-back
coi cide t gam a rays of energy 511 keV. Coincidence lines (CL) are drawn between detector
elements within which these photons interact. Data from the duration of the scan are
d vided into time steps containing tens to hundreds of CL each. These are traced o to a
3-D Cartesian grid and examined via image processing techniques. Here, a single axial slice
containing two particles is shown. Local maxima are considered to be particle locations,
and final positions ar determined via Gaussian fits about these maxima. Finally, particle
positions from individual ti e steps are linked into trajectories.
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is first smoothed via convolution with a boxcar kernel of width 2f+1:









N t(x+ i, y + j, z + k) (3.3)
where f is the smoothing size. In most studies, f is set to 1 (minimal smoothing) or 0 (no
smoothing). In the above operation, the outer f elements are neglected in each dimension.
Crocker and Grier [57] and Sbalzarini and Koumatsakos [58] convolve each frame with a
Gaussian surface of rotation of half-width 1 pixel to further reduce camera pixelation noise,
and use convolution with a larger boxcar kernel as a means to estimate background in each
frame. An analog has been implemented for M-PEPT reconstruction using a Gaussian
volume of rotation. In this case, we set f = r, and the final smoothed grid is taken to be
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The smoothing width λ is usually taken to be
λ =
Crystal Width
2× (Grid Size) , (3.7)
referencing the width of the detector crystal elements and the size of the grid employed for
CL tallying. In this way, the weight of any given CL is effectively blurred into a Gaussian
“tube” to account for uneven sampling of the CL grid by the crystal geometry. In general,
the addition of this second level of smoothing is not seen to offer significant benefit but only
serves to increase computational cost. As such, the smoothed grid N t,F is only used in cases
of large background radiation. The grid N ′t is used otherwise.
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Next, particle positions are estimated by finding local maxima in the smoothed grid N ′t.
Local maxima are taken to be voxels having CL crossing values in the upper rth-percentile
of their given frame and having value greater than any of their neighbors within a cube of
width 2w+1. The value r is adjusted based on the amount of noise in an experiment, as well
as the distribution of activities of particles used in an experiment.
The parameter w serves as an apparent particle radius where the virtual particle can be
viewed as a cloud of high CL density in voxel-space. It is desired that this search radius be
greater than the typical virtual radius of a particle. In voxel-space, typical virtual diameters
of particles are of order 4-6 voxels (based on full width at half maximum of line crossing
distributions with 1 mm voxels). A particle appears larger in image space than its physical
size due to the nonzero positron range and spreading of the CL distribution by scattering of
coincident photons before detection.
This parameter also limits the between-particle separation that can be resolved in a
given frame to w times the voxel size. Below this separation, only the particle that appears
brightest in voxel space (i.e. the one corresponding to the highest CL crossing peak) will be
detected, and any other particles will be ignored but will bias the measured position toward
the centroid of the particles involved. Thus, in the case of two particles approaching closely,
it is likely that the trajectory of the higher activity particle will be continued while there
will be a break in the measured history of the other. As such, w can also be adjusted in a
given experiment according to expected particle number density so that it is less than the
anticipated between-particle spacing. In searching for local maxima, the outer w elements
are neglected in each dimension. This prevents bias along the edges of the scanner but
restricts the useable FOV of the scanner.
Ties in the local maxima search are handled on a “first come, first serve” basis. If two
grid elements of identical smoothed CL crossing value are identified as local maxima and
are found in the same cubic region of side length 2w+1 voxels, the first one detected by the
algorithm will be accepted as a particle position estimate, and the second will be rejected.
It is expected that any bias introduced here is reduced or eliminated during the particle
position refinement stage. Furthermore, the frequency of such ties is reduced by the use of
the aforementioned smoothing filter.
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In the earliest implementations of the FPI method, final particle positions were calculated
according to a weighted-average centroid calculation over a cubic region of side length 2w+1
centered at each estimate. Recent work has revealed that this centroid calculation results
in a pixel-locking defect. This is analogous to the effect discussed by Brady [59] as it biases
positioning results toward the centers and edges of voxels. For this reason, particle positions
calculation is now performed via 1-D Gaussian fits in each spatial direction, centered about
each local maximum. An example of this pixel-locking defect before and after this correction
is shown in Figure 3.5. The position of each particle is taken to be the mean of the Gaussian,
and the uncertainty is calculated from the fitted standard deviation σ as ∆x = σ/
√
NCL,
where NCL is the number of CL used for position reconstruction. NCL is estimated as the
number of CL passing within a distance (w+0.5) voxels from each calculated position.
3.2.1 Comparison to G-means
As with G-means, a series of analyses were performed to test the capability of the FPI
method. Selected experiments were analyzed via the FPI method and compared to results
from G-means. Experiments were conducted using the MicroPET P4 scanner. Both methods
were implemented by the author as C++ programs and executed on an Apple Macbook Pro
computer with 2.66 GHz Intel Core 2 Duo processor. These tests were documented by the
author [55] and used the original weighted-averaging approach to final particle localization.
First, FPI was used to analyze the stationary particle dataset described in Section 3.1.3.
The position of a particle of activity 430 µCi was reconstructred using a 2 × 2 × 2 mm3
grid, 1 ms time steps, and reconstruction parameters f = 1, r = 0.3, and w = 3. Over
1000 histories, the mean position ± standard deviation of the particle was found to be (1.22,
-5.49, 39.4)±(0.51,0.48,0.24) mm in the x-, y-, and z-directions, respectively, where z is the
axial, x the horizontal transaxial, and y the vertical transaxial direction. The origin of the
coordinate system is placed at the radial center of the bore, aligned to its front axial edge.
Recall that the G-means result for the location of this particle was (1.22, -5.19, 39.5)±(0.32,
0.36, 0.32) mm. Thus, the two methods are in agreement, with G-means displaying a lower
transaxial variance, and FPI displaying a lower axial variance. The runtime for FPI was
7.48 s, compared with 9.65 s for G-means.
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where qp is the particle density, qf is the fluid density, dp is the par-
ticle diameter, and g is the Kolmogorov length scale. As shear flow
is studied in this work, dissipation rate ! and subsequently the
length scale g vary radially within the pipe. St is determined using
g based on the average value of ! determined via a balance of the
turbulent kinetic energy (TKE) budget (see Section 5.2). Potential
issues created by this assumption are considered in analysis of
results. St is determined to be 0.032. As St! 1, these tracers can
be considered fluid tracers.
3.3. Experimental procedure
The details of the flow experiment are contained in Table 1.
Listed values of Taylor-scale Reynolds number (Rek), Kolmogorov
length scale (g), and Kolmogorov time scale (sg) are average values
for flow away from the wall (y+ > 200). For the experiment, the
flow loop is filled with deionized water, and water is circulated
for two hours prior to beginning of test. This process allows the
working fluid to heat up to an equilibrium temperature and pre-
vents a change in water viscosity (and thus Reynolds number) dur-
ing the course of the test. During this time, the particle injection
line is left open to allow the removal of air from the flow loop.
After activation, particles are transported to the test facility and
inserted into the flow loop via the particle injection line. This line is
then closed, particles are allowed to settle from the injection line
into the flow loop, and the flow rate is set to test conditions. For
both tests, a bulk velocity of 0.50 m/s is chosen, corresponding to
a Reynolds number of 42 600. A Reynolds number of "40 000 is
desired to facilitate comparison to the DNS data of El Khuory
et al. (2013) (Re = 37 700) and Wu and Moin (2008) (Re = 44
000). Flow is then allowed to circulate for approximately two min-
utes before scans are begun to allow the tracers to disperse
throughout the system. Coincidence event scans are performed
with the Inveon in emission modality, such that it is set to collect
events from external sources within its FOV. A coincidence window
of 3.438 ns is used, and a restricted energy window of 425–625 keV
is used to reduce noise from background sources of radiation
(Goertzen et al., 2006).
Data are collected in multiple scans to monitor the degradation
of tracers with time. In most cases, the primary source of tracer
degradation is loss of activity with time. Recall that 18F has a
half-life of 109.8 min, meaning that data rates decrease by a factor
of two roughly every two hours. Furthermore, it has been observed
that tracer particles suffer physical damage during experiments,
likely due to shearing in the pump. While the exact rate of data loss
from this effect has not been quantified, it is known that this
causes tracer failure over the course of a few hours. In this exper-
iment, it was observed that particles were sticking to the walls of
the pipe throughout the flow loop during the test. For this reason,
data rate decreased much more dramatically in this work than in
past experiments, and useful data were only collected for the first
30 min of scanning. This defect is considered in data handling, and
its mitigation remains a topic of research for future works. Subsets
of the data were examined during processing, assuring that statis-
tical quantities had converged in this collection time.
Fig. 2. Pixel-locking defect. Two-dimensional projection of detected PEPT positions
for single stationary particle in scanner FOV before (top) and after (bottom)
correction of pixel-locking defect. Top frame shows significant bias toward centers
and edges of grid elements. 1 # 1 # 1 mm3 grid is used for reconstruction.
Fig. 3. Schematic of flow loop used for PEPT experiment.
Table 1
Flow conditions for PEPT pipe flow experiment. Listed
values for Rek, g, and sg are averages for y+ > 200.
Bulk Reynolds Number, ReD 42 600
Avg Flow Speed (m/s) 0.50
Scan Time (min) 30
Tracer diameter (lm) 90
Number of Tracers "325
Activity per Tracer (lCi) 50
Temperature, T (!C) 26
Kinematic Viscosity, m (m2/s) 8.7 # 10$7
Friction Velocity, us (m/s) 0.026
Friction Reynolds Number, Res 1100
Taylor Scale Reynolds Number, Rek 240
Kolmogrov Length Scale, g (lm) 130
Kolmogorov Time Scale, sg (ms) 22
Stokes Number, St 0.032
C. Wiggins et al. / Chemical Engineering Science 204 (2019) 246–256 249
Figure 3.5: Pixel-locking defect. 2-D proj ction of de ecte PEPT positions for single
stationary particle in scanner FOV before (top) and after (bottom) correction of pixel-
locking defect. Top frame shows significant bias toward centers and edges of grid elements.
1× 1× 1 mm3 grid is used for reconstruction herein.
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projection method like that of Hassan and Canan [18] has since been
implemented, but for consistency in comparison of detection methods,
results presented herein use the original, two-frame method.
Furthermore, the cases examined in this study are all low particle
density cases in which the between-particle separations in each frame
are less than the inter-frame displacements for each particle. In such




A series of experiments were designed and conducted at the
University of Tennessee Medical Center to test the validity of the
original multiple PEPT algorithm of [8]. Selected experiments are here
analyzed via the FPI method and compared to the results obtained via
G-means clustering. The experiments are conducted in a MicroPET P4
preclinical PET scanner. The P4 contains 168 detector modules, each of
these made up of an 8×8 lutetium oxyorthosilicate (LSO) crystal array,
arranged in a cylinder of diameter 26 cm and length 7.8 cm. The P4
allows timing resolution up to 1 ms and has an average intrinsic spatial
resolution for PET reconstruction of 1.75 mm [19]. All experiments are
performed using an energy acceptance window of 425–625 keV,
chosen to reduce the random coincidence count rate caused by the
decay of the 176Lu present in the LSO crystals. Both tracking algorithms
are implemented in C++ and are run using an Apple LLVM 6.1
compiler on an Apple Macbook Pro computer with 2.66 GHz Intel
Core 2 Duo processor.
In a first experiment, a single particle of diameter roughly 1 mm is
activated with 430 μCi of 18F and placed in the center of the FOV of the
scanner and left stationary. The particle's position was recorded for 1 s
using 1 ms time steps and a grid of element size 2x2×2 mm3. Grid sizes
and time steps are chosen to match those of [8]. Given the particle's
activity and the scanner's sensitivity, this resulted in an average of 140
LORs per time step. The particle's average position and standard
deviation were calculated from these 1000 histories. Using the FPI
method with f=1, r=0.3, and w=3 the particle's location was found to
be (1.22, −5.49, 39.4) ± (0.51, 0.48, 0.24) mm in the x, y, and z-
directions, respectively. In the coordinates used herein, z denotes the
axial, x the horizontal transaxial, and y the vertical transaxial direction,
with the origin located in the radial center of the bore, aligned to its
front axial edge. When analyzed with G-means, the particle's location
was calculated to be (1.13, 5.19, 39.5) ± (0.32, 0.36, 0.32) mm. The two
show similar results in position measurement with the G-means result
showing lower variances in the transaxial direction, while that of FPI is
lower in the axial direction. The runtime for FPI was 7.48 s, compared
with 9.65 s for G-means.
Next, a study is conducted to test the ability of both methods to
track multiple particles simultaneously. 17 particles of diameter 1 mm
and activated with between 20 and 50 μCi of 18F are placed in a
polyethylene holder with average separation 20 mm and moved
through the field of view of the scanner using the scanner's bed motion
controls at a rate of approximately 3 mm/s. First, a 1×1×1 mm3 grid
and 100 ms time steps are used, with on-average 230 LORs per particle
per time step. For both studies, a value of 0.3 was used for r. For G-
means, an Acrit value of 25 was used, and FPI used values of f=1 and
w=3. An identical trajectory linking routine is used for all cases. The
resulting trajectories can be seen in Fig. 1. Here, each color represents
a different particle. It can be seen that FPI is capable of replicating the
multiple particle detection ability of G-means. Furthermore, FPI
appears to be more capable of detecting particles near the axial edge
of the scanner. This is shown by the slightly longer trajectories detected
by FPI.
Next, the same dataset is considered using 25 ms time steps and the
same detection parameters listed previously, resulting in only about 60
Fig. 1. Particle trajectories calculated using 100 ms time steps via G-means (a) and FPI
(b).
Fig. 2. Particle trajectories calculated using 25 ms time steps via G-means (a) and FPI
(b).
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Figure 3.6: Particle trajectories calculated from 17 particle dataset using 25 ms time steps
with G-means (top) and FPI (bottom).
Next, the dataset of 17 particles in a polyethylene phantom was examined with FPI.
Using a 1× 1× 1 mm3 grid and 100 ms time steps, FPI showed very similar results to those
previously seen with G-means. However, when 25 ms time steps were used (resulting in
about 60 Cl per particle per time step), FPI significantly outperformed G-means. Figure 3.6
shows the reconstruction results of FPI compared to those of G-means. Here it is seen that
the FPI method was able to successfully identify and track all 17 particles, whereas G-means
only found 13 of the particles. Furthermore, G-means was only able to detect particles near
the axial center of the FOV, while FPI tracked the particles throughout. This shows that
the FPI method is better capable of determining particle positions with fewer coincidence
events.
Lastly, the two approaching particles dataset was analyzed with FPI. Using the search
radius w = 3 and grids of size 1 × 1 × 1 mm3 and 2 × 2 × 2 mm3, the two particles were
resolved down to a separation of 2.7 mm and 4.5 mm, respectively. Recall that using a
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2×2×2 mm3 grid, G-means resolved particles down to a 5 mm separation. These minimum
resolved separations are slightly lower than the values of 3 mm and 6 mm expected based on
the selected search radius and mesh size. It is believed that the nearness of the two particles
resulted in a biasing during the position refinement step, with initial particle guesses outside
the expected resolving limit, and final particle positions shifted toward the center of the
two-particle system during the refinement step.
3.2.2 GATE Simulation Testing
In order to further test the FPI and G-means methods for higher particle numbers, a
GEANT4 Application for Tomographic Emission (GATE) [60] model of a Siemens Inveon
PET scanner [31] developed by Lee et al. [61] was employed. The Inveon is a different
preclinical PET scanner of cylindrical geometry and is further described in Section 5.1. An
image of the model geometry is shown in Figure 3.7. Simulations were conducted using 25,
50, 75, and 100 particles randomly distributed in a cylinder of water of diameter 80 mm and
length 80 mm centered in the bore of the scanner and aligned axially with the scanner bore.
The simulated particles were 22Na point sources of activity 5 µCi each in cubic volumes
of side length 0.5 mm. Energy blurring was induced via random assignment of detector
resolution between 15% and 35% based on a reference energy of 511 keV. In each case, the
particles were left stationary and scanned for 10 s using an acquisition energy window of
425-625 keV and the default coincidence timing window of 3.432 ns.
It should be noted that such GATE models have been seen to overpredict the number of
CL generated by a source during a scan [62, 25]. Lee et al. [25] determined the magnitude of
this overprediction and rejected a number of the simulated CL based on a Bernoulli random
process. In the case of our work, simulated dead time began to affect the outcomes of
the simulations with higher particle numbers, making rejection of events in post-processing
unphysical. For this reason, all CL generated by GATE were kept, but results will be cited in
terms of the number of CL used for particle location, not the actual activity of the particles.
For each of the four aforementioned cases, particle locations were determined using both
G-means and FPI with 100 ms time steps. For the 25, 50, 75, and 100 particle cases, this
resulted in an average of 1012, 770, 575, and 417 CL used per particle per time step for
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LORs per particle per time step. Results are seen in Fig. 2. It can be
seen that G-means was only capable of tracking 13 of the particles, and
these were only tracked over a fraction of their transit. While the
trajectories found by FPI show significantly more waggle than their
100 ms counterparts (here demonstrated by a thicker line), it is seen
that this method was capable of finding all 17 particles throughout the
length of the scanner.
Lastly, two of the particles from the previous experiment were used
to test the resolving power of this method. In this study, one particle
was held stationary while the other was moved toward it until the two
made contact. The resolving power of G-means with 25 ms time steps
and a 2x2×2 mm3 mesh was previously found to be roughly 5 mm [8].
Using FPI with w=3 and meshes of 1x1×1 mm3 and 2x2×2 mm3, the
particles were resolved down to a separation of 2.7 mm and 4.5 mm,
respectively. Below this and until contact, tracking of the moving
particle continued while the trajectory corresponding to the stationary
particle ended. These least resolved separations seen are slightly lower
than the respective values of 3 mm and 6 mm that are expected based
on the selection of w and mesh size. It is believed that the nearness of
the two particles resulted in a bias during the position refinement stage,
i.e. initial particle guesses were outside the expected resolving limits,
but final particle positions were shifted toward the center of the
particles during the refinement step.
3.2. Simulation comparison
Since the acquisition of the above data, a Siemens Inveon pre-
clinical PET scanner has been acquired by the University of Tennessee,
and PEPT experiments have been conducted using this machine [10].
Similar to the P4, the Inveon is made up of 64 detector modules
arranged in a cylinder of diameter 16.1 cm and length 12.7 cm. Each of
these modules is comprised of a 20×20 array of LSO crystals. The
Inveon allows timing resolution up to 200 μs and has spatial resolution
below 1.8 mm for PET reconstruction [20]. A GEANT4 Application for
Tomographic Emission (GATE) [21] model of this machine has been
developed at the University of Tennessee [22]. The geometry of this
model, as well as an example of LORs from an emission scan, can be
seen in Fig. 3.
In order to further test the FPI and G-means methods in higher
particle number environments, this model was used to simulate
emission scans using varying numbers of particles. Simulations were
conducted using 25, 50, 75, and 100 particles randomly distributed in a
cylinder of diameter 80 mm and length 80 mm centered in the bore of
the scanner and aligned axially with the scanner bore. The simulated
particles were 22Na point sources of activity 5 μCi each in cubic
volumes of side length 0.5 mm. Energy blurring is induced via random
assignment of crystal resolutions between 15% and 35% based on a
reference energy of 511 keV. In each case, the particles were left
stationary and scanned for 10 s using an acquisition energy window of
425–625 keV and the default coincidence timing window of 3.432 ns.
It should be noted that such GATE models have been seen to
overpredict the number of LORs generated by a source during a scan
[23,24]. In [23] the magnitude of this overprediction was determined,
and a number of the simulated LORs were rejected based on a
Bernoulli random process. In the case of our simulation, machine
dead time effects began to affect the outcomes of the experiments with
higher particle numbers, making rejection of events in post-processing
unphysical. For this reason, all LORs generated by GATE are kept, but
results will be cited in terms of the number of LORs used for particle
location, not the actual activity of the particles.
For each of the four aforementioned cases, particle locations were
determined using both G-means and FPI with 100 ms time steps. Thus
for the 25, 50, 75, and 100 particle cases, an average of 1012, 770, 575,
and 417 LORs per particle, respectively, were used for particle location
at each time step. In both methods, a 0.5×0.5×0.5 mm3 grid was used
for line-density tallying, along with a filtering value of r=0.3. For all
cases, G-means used an Acrit value of 10, and FPI used values of f=1
and w=6. These values were determined based on experience and
testing and were held constant to avoid influences of parametric
changes between cases. Identical linking parameters are used for all
cases.
Results are evaluated based on the number of particles found and
the continuity and accuracy of the detection. In these simulations, a
particle is deemed “found” if it is located at least 20 times in the 100-
frame set, and these locations are linked by the common linking
algorithm. In this way any detected short, spurious trajectories are
treated as false positives and rejected. Furthermore, instances where a
given particle is tracked in time, lost for a number of time steps, and
then found again are treated as “gaps” in trajectories and considered
below. Lastly, accuracy, is determined in the x (radial, horizontal)
direction by comparing the measured position of each particle, xmeas,
i, to that of the original particle in the simulation, xsim, i, by
∑x
N
x x∆ = 1 ( − )
i
N




and similarly for the y (radial, vertical) and z (axial, horizontal)
directions, where N is the number of detections of a given particle. A
summary of the results is seen in Table 1.
It can be seen that the FPI method was more capable of finding
individual particles than G-means, with G-means showing extreme
deterioration in the 100 particle case. Furthermore, in all but the 100
particle case, FPI also outperforms G-means in terms of gaps in
tracking and average measurement accuracy, with the comparison
between the 100 particle cases being skewed by the disparity of
particles detected by G-means. It is of note that the requirement that
all trajectories must be at least 20 frames long eliminated all false
positives for both methods. For visual comparison, Fig. 4 shows the
particles detected via G-means (a), those detected with FPI (b), and the
true particle positions (c) for the 100 particle case. It is easily observed
that the measurements of FPI very closely recreate the true particle
distribution seen in panel (c), while G-means only captures a fraction of
the true distribution.
4. Application exercise
An experiment is performed to test the ability of the FPI method to
Fig. 3. Geometry of GATE model of Siemens Inveon PET scanner. Shown are LORs as
generated by a source particle in center FOV of the scanner.
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Figure 3.7: Geometry of GATE model of Siemens Inveon PET scanner. Gamma rays are
shown as generated by a source particle in the center of the FOV of the scanner.
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Table 3.1: A comparison of results obtained for simulated multiple particle tracking using
G-Means and FPI methods. All results obtained using CL time slices of 100 ms tallied over
0.5× 0.5× 0.5 mm3 grid.
G−Means
Number of Particles Found Gaps ∆x(mm) ∆y(mm) ∆z(mm)
25 25 13 0.28 0.25 0.26
50 46 6 0.21 0.29 0.22
75 60 8 0.32 0.38 0.30
100 13 2 0.28 0.22 0.22
FPI
Number of Particles Found Gaps ∆x(mm) ∆y(mm) ∆z(mm)
25 25 0 0.11 0.12 0.14
50 50 0 0.14 0.17 0.19
75 75 0 0.16 0.19 0.23
100 100 8 0.26 0.27 0.33
location, respectively. In both methods, a 0.5× 0.5× 0.5 mm3 grid was used for CL crossing
tallying, along with a filtering value of r = 0.3. For all cases, G-means used an A-D critical
value of 10, and FPI used parameters f = 1 and w = 6.
Results were evaluated based on the number of particles found and the continuity and
accuracy of the detection. In these simulations, a particle was deemed “found” if it was
located at least 20 times in the 100-frame set, and these locations were properly associated
to the same particle by a common linking algorithm. In this way, any detected short,
spurious trajectories were treated as false positives and rejected. Furthermore, instances
where a given particle was tracked in time, lost for a number of time steps, and then found
again were treated as “gaps” in trajectories. Accuracy was determined in the x- (radial,
horizontal) direction by comparing the measured position of each particle, xm,i, to that of






(xm,i − xs,i)2 (3.8)
and similarly for the y (radial, vertical) and z (axial, horizontal) directions, where N is the
number of detections of a given particle. A summary of results is given in Table 3.1.
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track particles moving in a circular motion, similar to that performed in
[1,2]. In this experiment, two 22Na sources of activity 7 μCi each are
attached to the ends of a rod, and the rod is rotated about its near-
midpoint via a drill. An acquisition scan is performed in a Siemens
Inveon scanner with the drill mounted to the scanner's bed and the
sources inside the scanner bore. The axis of rotation is aligned with the
axis of symmetry of the scanner bore. The radii of rotation of the two
particles are measured with a caliper and found to be 26 ± 2 mm and
24 ± 2 mm. The particle with the larger radius will be henceforth
referred to as “particle 1” and the other as “particle 2”. The uncertainty
here is due to uncertainty of the exact location of the sources within
their mounts. The frequency of rotation is measured with a laser
triggering system and found to be 6.9 Hz. As such, the expected
velocities of the two particles are 1.1 ± 0.1 m/s and 1.0 ± 0.1 m/s,
and the expected accelerations are 48 ± 4 m/s2 and 43 ± 4 m/s2,
respectively.
PEPT data are analyzed with FPI in time steps of 3 ms, resulting in
the use of 30 LORs per particle per detection, on average. LOR
crossings are tallied across a 1×1×1 mm3 grid, and FPI parameters of
r=0.4, f=1, and w=10 are used. 3D representations of the measured
trajectories and a sample of the measured radial coordinates (x and y)
of the particles are seen in Fig. 5.
Here it can be seen that the FPI method is capable of tracking the
motion of the particles. The x and y coordinates of each particle are
fitted to functions of the form
x x R ωt ϕ= + cos( + )0 (5a)
y y R ωt ϕ= + sin( + ).0 (5b)
Best fit curves are seen as black lines in Fig. 5. The radii of the
trajectories measured via this best fit are 23.9 mm for particle 1 and
23 mm for particle 2. Such an underprediction of the radius of the
particle trajectories is predicted by Parker et al. as the motion of a
particle in an arc during a finite time step will cause the centroid of its
LOR distribtion to fall slightly inside the circle [1]. Furthermore, it is
known that in PET measurements there is a biasing of measurements
toward the radial center of the scanner that increases as one moves
away from the radial center due to “radial elongation”. This effect is
caused by a gamma ray that impinges obliquely onto a crystal face and
penetrates into a neighboring crystal before interaction, resulting in a
false assignment of the detection site [25]. It is expected that this same
effect is further biasing this measurement.
To make use of this technique for Lagrangian measurements, it is
desired that velocity and acceleration information can be extracted
from measured trajectories. Voth et al. [26] emphasize that one must
low-pass filter position data before using it for calculation of velocity
and acceleration information. Both the filtering and differentiating of
Table 1
A comparison of results obtained for simulated multiple particle tracking using G-means and FPI methods. All results obtained using LOR time slices of 100 ms tallied over
0.5×0.5×0.5 mm3 grid.
Number of Particles G-means FPI
Number Found Number of Gaps Δx (mm) Δy (mm) Δz (mm) Number Found Number of Gaps Δx (mm) Δy (mm) Δz (mm)
25 25 13 0.28 0.25 0.26 25 0 0.11 0.12 0.14
50 46 6 0.21 0.29 0.22 50 0 0.14 0.17 0.19
75 60 8 0.32 0.38 0.30 75 0 0.16 0.19 0.23
100 13 2 0.28 0.22 0.22 100 8 0.26 0.27 0.33
Fig. 4. Particle positions from 100 particle GATE simulation as measured by G-means method (a) and FPI method (b) using 100 ms time steps and 0.5×0.5×0.5 mm3 grid. Each
different color indicates a different particle, as measured. Panel (c) shows the true particle positions input into GATE. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
Fig. 5. Trajectories of measured in rotating particle experiment for particle 1 (red +) and
particle 2 (blue ×). Shown are 3D representation (a) and radial coordinates, x (b) and y
(c), over the first half-second of measurement with sinusoidal trend line seen black. (For
interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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Figure 3.8: Particle positions from 100 particle GATE simulation as measured by G-means
(a) and FPI (b) methods using 100 ms time steps and 0.5×0.5×0.5 mm3 grid. Each different
color indicates a different particle, as measured. Panel (c) shows the true particle positions
input into GATE.
It can be seen that the FPI method was more capable of finding individual particles, with
G-means showing extreme deterioration in the 100 particle case. Furthermore, in all but the
100 particle case, FPI also outperformed G-means in terms of gaps in tracking and average
measurement accuracy, with the comparison between the 100 particle cases being skewed
by the disparity of particles detected by G-means. The requirement that all trajectories
must be at least 20 frames long eliminated all false positives for both methods. For a visual
comparison of results, Figure 3.8 shows the particles detected by G-means and FPI along
with true particle positions for the 100 particle case. It is easily observed that the FPI
reconstruction of the particle distribution closely resembles the true particle distribution,
while G-means only captures a fraction of the distribution.
For previous PEPT methods, it has been shown or postulated that accuracy varies as
1/
√
N where N is the average number of CL used for each detection [7, 11]. To asses this
for the FPI method, these four GATE simulations were further examined using varying time
steps. All other detection parameters were held the same as the previous test, but time steps
were varied from 10 ms to 100 ms in 10 ms steps. The accuracy of the measurement was
then assessed via the average of total detection error
∆r =
√
∆x2 + ∆y2 + ∆z2 (3.9)
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the position signal can be achieved via convolution with Gaussian
kernels, as is done in [27]. By convolving with differentiated discrete



























B′ ( ) = ′ 2 −1 exp − +′ ′ 22
2
2 (6c)
filtered position, velocity, and acceleration data are obtained, respec-
tively. Here normalization constants are selected so that k*1 = 1,
k τ′* = 1, k′′*1 = 0, and k τ′′* =22 , i.e. proper filtering and first and
second derivatives of simple functions are achieved, where “*” is the
convolution product. The filter width, σ, can be adjusted for best
results. This is not explored in this work, but an example of such is seen
in [26].
The previously shown rotating particle data are filtered and
differentiated in this way. The filtered position, velocity, and accelera-
tion time histories of particle 1, with sinusoidal trend lines added, are
seen in Fig. 6. Here, convolution has been performed with kernels with
filter width σ=2 time steps.
Velocity and acceleration values are obtained from sinusoidal fits to
data and found to be 1.0 m/s and 45.4 m/s2 for particle 1 and 0.99 m/s
and 43.7 m/s2 for particle 2, respectively. These values undershoot
those expected from the measured particle radii and drill frequency.
This is anticipated, given the inward biasing seen earlier. However,
these values closely match the velocity and acceleration calculated
using the measured frequency and the radii calculated from fitting
position data to equations 5, indicating that the majority of the error
here has been introduced in the measurement of particle positions, not
in the differentiating process. In the future, this can be reduced by
conducting measurements closer to the radial center of the scanner and
using particles whose mean motion is in the axial direction, as would be
the case in a through-passing, recirculating flow experiment.
Lastly, it can be seen in Fig. 6 that a large amount of erraticism is
seen in the differentiated data, especially acceleration. It is for this
reason that finer time resolution is desired in order to resolve if such
behavior is noise or a physical attribute of the system (shaking of the
drill mount and irregularity of motion in this measurement; turbulent,
chaotic behavior in flow measurements). In order to achieve this,
higher activity tracer particles are used in physical measurements. In
this experiment, the sources were of activity only 7 μCi, whereas in
physical flow experiments, tracers used are of activity of order 1 mCi
[9,10].
5. Error assessment
For past PEPT methods, it has been shown or postulated that
accuracy varies as
N
1 where N is the average number of LORs used for
each detection [1,7]. To assess this for the FPI method, the four
previous simulations are further examined using varying time steps. All
other detection parameters are held the same as the previous test, but
the time steps used are varied from 10 ms to 100 ms in 10 ms steps.
The accuracy of measurement is then assessed via an overall detection
error:
r x y z∆ = ∆ + ∆ + ∆2 2 2 (7)
for each particle. Fig. 7 shows the average error for each run plotted
against the inverse of the squareroot of the average number of LORs
used for detection, with trendlines added. For the 100 particle
simulation with 10 ms and 20 ms time steps and for 75 particle
simulation with 10 ms time steps, results were exceptionally poor
and were deemed unusable. For this reason, these three cases are
omitted from Fig. 7 and the following discussion.
Here, one can see that in each case, average error varies linearly
with
N
1 , as expected, with the linear fits to the 25, 50, 75, and 100
particle cases having R2 values of 0.967, 0.985, 0.988, and 0.973,
respectively. Also, it is seen that this dependence is stronger for higher
particle cases; however, the constant of proportionality is still unknown
and is expected to be a function of many factors (number of particles,
velocity, scanner geometry, the parameters f and w, etc.). Further work
is underway to understand the effects of these various parameters in
PEPT uncertainty. A user will be required to select time steps that allow
for a time resolution suitable for a given application (as seen in the
previous section), while maintaining an ample number of LORs per
time step for location accuracy. An increase in particle specific activity
will help to relieve this burden.
Lastly, it is expected that measurement error would increase in
cases where two particles are very near each other as the distributions
of LORs from the two particles begin to overlap. Fig. 8 shows the
measurement error of each particle as a function of distance to its
nearest neighbor for the 100 particle case, as examined by FPI using
100 ms time steps and the same detection parameters as before. Here
Fig. 6. Measured acceleration (a), velocity (b), and filtered position (c) of particle 1 in
rotating particle experiment with sinusoidal trend line shown in black. Data are obtained
via convolution with Gaussian kernels of filter-width σ=2.
Fig. 7. Location accuracy variation with inverse square root of average number of LORs
used in each time step for multiple particle measurements with FPI with
0.5×0.5×0.5 mm3 grid.
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Figure 3.9: Location accuracy variation with inverse square root of average number of CL
used in each time step for multiple particle measurements with FPI using 0.5 × 0.5 × 0.5
mm3 grid.
over all particles. Figure 3.9 shows the average error for each run plotted against the inverse
of the square root of the average number of CL used for detection, with trendlines added. For
the 100 particle simulation with 10 ms and 20 ms time steps and the 75 particle simulation
with 10 ms time steps, results were exceptionally poor and deemed unusable. For this reason,
these three cases are omitted from this figure and the following discussion.
Here, one can see that in each case, average error varied linearly with 1/
√
N , as expected,
with linear fits to the 25, 50, 75, and 100 particle cases having R2 values of 0.97, 0.99,
0.99, and 0.97, respectively. Also, it is seen that this dependence was stronger for higher
particle cases; however, the constant of proportionality is still unknown and is expected to
be a function of many factors (number of particles, velocity, scanner geometry, test section
materials, parameters f and w, etc.). A user must select time steps that allow for time
resolution suitable for a given application while maintaining an ample number of CL per
time step for location accuracy.
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3.2.3 Moving Particle Test
An experiment was performed to test the ability of the FPI method to track particles with
circular motion, similar to those performed in tests of previous PEPT methods [7, 11]. In
this experiment, two 22Na sources of activity 7 µCi each were attached to the ends of a
rod, and the rod was rotated about a point near its midpoint with a drill. An acquisition
scan was performed in a Siemens Inveon preclinical PET scanner with the drill mounted to
the bed of the scanner and the sources inside the scanner bore. The axis of rotation was
aligned with the axis of symmetry of the scanner bore. The radii of rotation of the two
particles were measured with a caliper and found to be 26 ± 2 mm and 24 ± 2 mm. The
particle at the larger radius will be referred to as “particle 1” and the other as “particle
2”. The uncertainty was due to uncertainty of the exact location of the sources within their
mounts. The frequency of rotation was measured with a laser triggering system and found
to be 6.9 Hz. As such, the expected velocities of the two particles were 1.1 ± 0.1 m/s
and 1.0 ± 0.1 m/s, and the expected accelerations were 48 ± 4 m/s2 and 43 ± 4 m/s2,
respectively.
PEPT data were analyzed with FPI in time steps of 3 ms, resulting in the use of 30 CL
per particle per detection, on average. CL crossings were tallied across a 1 × 1 × 1 mm3
grid, and FPI parameters of r = 0.4, f = 1, and w = 10 are used. 3D representations of
the measured trajectories and a sample of the measured radial coordinates (x and y) of the
particles are seen in Figure 3.10.
Here it can be seen that the FPI method is capable of tracking the motion of the particles.
The x and y coordinates of each particle were fitted to functions of the form
x = x0 +R cos(ωt+ φ) (3.10)
y = y0 +R sin(ωt+ φ). (3.11)
Best fit curves are shown in Figure 3.10. The radii of the trajectories measured via this
best fit were 23.9 mm for particle 1 and 23 mm for particle 2. Such a slight underprediction
of the radius of particle 1 may be caused by the motion of a particle in an arc during a finite
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track particles moving in a circular motion, similar to that performed in
[1,2]. In this experiment, two 22Na sources of activity 7 μCi each are
attached to the ends of a rod, and the rod is rotated about its near-
midpoint via a drill. An acquisition scan is performed in a Siemens
Inveon scanner with the drill mounted to the scanner's bed and the
sources inside the scanner bore. The axis of rotation is aligned with the
axis of symmetry of the scanner bore. The radii of rotation of the two
particles are measured with a caliper and found to be 26 ± 2 mm and
24 ± 2 mm. The particle with the larger radius will be henceforth
referred to as “particle 1” and the other as “particle 2”. The uncertainty
here is due to uncertainty of the exact location of the sources within
their mounts. The frequency of rotation is measured with a laser
triggering system and found to be 6.9 Hz. As such, the expected
velocities of the two particles are 1.1 ± 0.1 m/s and 1.0 ± 0.1 m/s,
and the expected accelerations are 48 ± 4 m/s2 and 43 ± 4 m/s2,
respectively.
PEPT data are analyzed with FPI in time steps of 3 ms, resulting in
the use of 30 LORs per particle per detection, on average. LOR
crossings are tallied across a 1×1×1 mm3 grid, and FPI parameters of
r=0.4, f=1, and w=10 are used. 3D representations of the measured
trajectories and a sample of the measured radial coordinates (x and y)
of the particles are seen in Fig. 5.
Here it can be seen that the FPI method is capable of tracking the
motion of the particles. The x and y coordinates of each particle are
fitted to functions of the form
x x R ωt ϕ= + cos( + )0 (5a)
y y R ωt ϕ= + sin( + ).0 (5b)
Best fit curves are seen as black lines in Fig. 5. The radii of the
trajectories measured via this best fit are 23.9 mm for particle 1 and
23 mm for particle 2. Such an underprediction of the radius of the
particle trajectories is predicted by Parker et al. as the motion of a
particle in an arc during a finite time step will cause the centroid of its
LOR distribtion to fall slightly inside the circle [1]. Furthermore, it is
known that in PET measurements there is a biasing of measurements
toward the radial center of the scanner that increases as one moves
away from the radial center due to “radial elongation”. This effect is
caused by a gamma ray that impinges obliquely onto a crystal face and
penetrates into a neighboring crystal before interaction, resulting in a
false assignment of the detection site [25]. It is expected that this same
effect is further biasing this measurement.
To make use of this technique for Lagrangian measurements, it is
desired that velocity and acceleration information can be extracted
from measured trajectories. Voth et al. [26] emphasize that one must
low-pass filter position data before using it for calculation of velocity
and acceleration information. Both the filtering and differentiating of
Table 1
A comparison of results obtained for simulated multiple particle tracking using G-means and FPI methods. All results obtained using LOR time slices of 100 ms tallied over
0.5×0.5×0.5 mm3 grid.
Number of Particles G-means FPI
Number Found Number of Gaps Δx (mm) Δy (mm) Δz (mm) Number Found Number of Gaps Δx (mm) Δy (mm) Δz (mm)
25 25 13 0.28 0.25 0.26 25 0 0.11 0.12 0.14
50 46 6 0.21 0.29 0.22 50 0 0.14 0.17 0.19
75 60 8 0.32 0.38 0.30 75 0 0.16 0.19 0.23
100 13 2 0.28 0.22 0.22 100 8 0.26 0.27 0.33
Fig. 4. Particle positions from 100 particle GATE simulation as measured by G-means method (a) and FPI method (b) using 100 ms time steps and 0.5×0.5×0.5 mm3 grid. Each
different color indicates a different particle, as measured. Panel (c) shows the true particle positions input into GATE. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
Fig. 5. Trajectories of measured in rotating particle experiment for particle 1 (red +) and
particle 2 (blue ×). Shown are 3D representation (a) and radial coordinates, x (b) and y
(c), over the first half-second of measurement with sinusoidal trend line seen black. (For
interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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Figure 3.10: Trajectories measured in rotating particle experiments for particle 1 (red +)
and particle 2 (blue ×). Shown are 3D representation (a) and radial coordinates, x (b) and
y (c), over the first 1/2-second of measurement with sinusoidal trendlines in black.
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time biasing the centroid of its CL distribution radially inwardly, as predicted by Parker et
al.[7]. It is also known that in PET measurements, there is a biasing of measurement toward
the radial center of the scanner that increases as one moves away from the radial center due
to the depth of interaction of photons within detector crystals [63]. The latter effect is dealt
with later in this work (see Section 6.2).
To make use of PEPT for Lagrangian flow measurements, velocity and acceleration must
be extracted from measured trajectories. Voth et al. [64] emphasize that one must use a
low-pass filter on position data before using it for calculation of velocity and acceleration
information. Both the filtering and differentiation of the position signal can be achieved via
convolution with Gaussian kernels, as was done by Mordant et al. [65]. Kernels of the form



























are used to find filtered position, velocity, and acceleration, respectively. Here normalization
constants are selected so that k ? 1 = 1, k′ ? τ = 1, k′′ ? 1 = 0, and k′′ ? τ 2 = 2, i.e. proper
filtering and first and second derivatives of simple functions are achieved, where “?” is the
convolution operation. The filter width, σ, can be adjusted for best results, as shown by
Berg et al. [66].
The previously shown rotating particle data were filtered and differentiated in this way.
The filtered position, velocity and acceleration time histories of particle 1, with sinusoidal
trend lines added, are seen in Figure 3.11. Here, convolution has been performed with kernels
of filter width σ = 2 time steps.
Velocity and acceleration values were obtained from sinusoidal fits to data and found to be
1.0 m/s and 45.4 m/s2 for particle 1 and 0.99 m/s and 43.7 m/s2 for particle 2, respectively.
These agree with the values expected from the measured particle radii and drill frequency,
within uncertainty.
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the position signal can be achieved via convolution with Gaussian
kernels, as is done in [27]. By convolving with differentiated discrete



























B′ ( ) = ′ 2 −1 exp − +′ ′ 22
2
2 (6c)
filtered position, velocity, and acceleration data are obtained, respec-
tively. Here normalization constants are selected so that k*1 = 1,
k τ′* = 1, k′′*1 = 0, and k τ′′* =22 , i.e. proper filtering and first and
second derivatives of simple functions are achieved, where “*” is the
convolution product. The filter width, σ, can be adjusted for best
results. This is not explored in this work, but an example of such is seen
in [26].
The previously shown rotating particle data are filtered and
differentiated in this way. The filtered position, velocity, and accelera-
tion time histories of particle 1, with sinusoidal trend lines added, are
seen in Fig. 6. Here, convolution has been performed with kernels with
filter width σ=2 time steps.
Velocity and acceleration values are obtained from sinusoidal fits to
data and found to be 1.0 m/s and 45.4 m/s2 for particle 1 and 0.99 m/s
and 43.7 m/s2 for particle 2, respectively. These values undershoot
those expected from the measured particle radii and drill frequency.
This is anticipated, given the inward biasing seen earlier. However,
these values closely match the velocity and acceleration calculated
using the measured frequency and the radii calculated from fitting
position data to equations 5, indicating that the majority of the error
here has been introduced in the measurement of particle positions, not
in the differentiating process. In the future, this can be reduced by
conducting measurements closer to the radial center of the scanner and
using particles whose mean motion is in the axial direction, as would be
the case in a through-passing, recirculating flow experiment.
Lastly, it can be seen in Fig. 6 that a large amount of erraticism is
seen in the differentiated data, especially acceleration. It is for this
reason that finer time resolution is desired in order to resolve if such
behavior is noise or a physical attribute of the system (shaking of the
drill mount and irregularity of motion in this measurement; turbulent,
chaotic behavior in flow measurements). In order to achieve this,
higher activity tracer particles are used in physical measurements. In
this experiment, the sources were of activity only 7 μCi, whereas in
physical flow experiments, tracers used are of activity of order 1 mCi
[9,10].
5. Error assessment
For past PEPT methods, it has been shown or postulated that
accuracy varies as
N
1 where N is the average number of LORs used for
each detection [1,7]. To assess this for the FPI method, the four
previous simulations are further examined using varying time steps. All
other detection parameters are held the same as the previous test, but
the time steps used are varied from 10 ms to 100 ms in 10 ms steps.
The accuracy of measurement is then assessed via an overall detection
error:
r x y z∆ = ∆ + ∆ + ∆2 2 2 (7)
for each particle. Fig. 7 shows the average error for each run plotted
against the inverse of the squareroot of the average number of LORs
used for detection, with trendlines added. For the 100 particle
simulation with 10 ms and 20 ms time steps and for 75 particle
simulation with 10 ms time steps, results were exceptionally poor
and were deemed unusable. For this reason, these three cases are
omitted from Fig. 7 and the following discussion.
Here, one can see that in each case, average error varies linearly
with
N
1 , as expected, with the linear fits to the 25, 50, 75, and 100
particle cases having R2 values of 0.967, 0.985, 0.988, and 0.973,
respectively. Also, it is seen that this dependence is stronger for higher
particle cases; however, the constant of proportionality is still unknown
and is expected to be a function of many factors (number of particles,
velocity, scanner geometry, the parameters f and w, etc.). Further work
is underway to understand the effects of these various parameters in
PEPT uncertainty. A user will be required to select time steps that allow
for a time resolution suitable for a given application (as seen in the
previous section), while maintaining an ample number of LORs per
time step for location accuracy. An increase in particle specific activity
will help to relieve this burden.
Lastly, it is expected that measurement error would increase in
cases where two particles are very near each other as the distributions
of LORs from the two particles begin to overlap. Fig. 8 shows the
measurement error of each particle as a function of distance to its
nearest neighbor for the 100 particle case, as examined by FPI using
100 ms time steps and the same detection parameters as before. Here
Fig. 6. Measured acceleration (a), velocity (b), and filtered position (c) of particle 1 in
rotating particle experiment with sinusoidal trend line shown in black. Data are obtained
via convolution with Gaussian kernels of filter-width σ=2.
Fig. 7. Location accuracy variation with inverse square root of average number of LORs
used in each time step for multiple particle measurements with FPI with
0.5×0.5×0.5 mm3 grid.
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Figure 3.11: Measured acceleration (a), velocity (b), and filtered position (c) of particle 1
in rotating particle experiment with sinusoidal trend line shown in black. Data are obtained
via convolution with Gaussian kernels of filter-width σ = 2.
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It is seen in Figure 3.11 that there was a large amount of erraticism in the differentiated
data, especially acceleration. This is expected for the calculation of derivatives, and finer
time resolution is desired to reduce noise in measurements of fluid velocity and acceleration.
In order to achieve this, higher activity tracer particles are used in physical measurements.
In this experiment, sources were of activity 7 µCi, while in flow experiments, tracers are
usually of order 50-1000 µCi.
3.3 Trajectory Linking
After particles are located, particles from individual time steps must be linked together
into trajectories. The earliest linking method employed by our group is described by the
author in [48]. Particle linking is performed on a frame-by-frame basis by finding the particle
matching that reduces the overall sum of displacements between particle pairs. Consider two
consecutive time frames tk and tk+1, having n and m particles, respectively. In each of these
frames are particle positions xi and yj, respectively, with i = (1, 2, ..., n), and j = (1, 2, ...,m).
We do not assume m = n so that particles entering and leaving the FOV can be properly
addressed. A cost matrix cij is defined by the displacement for each possible particle pairing
between frames tk and tk+1,
cij = |xi − yj| (3.15)
Using the time steps over which CL are collected and a maximum velocity, vmax, as input
by the user, a maximum cost, cmax, is calculated for linking as
cmax = (tk+1 − tk)× vmax. (3.16)
In the case that m 6= n, the smaller dimension of cij is padded with the value cmax until it is
square. Without loss of generality, assume m > n. In this case, we would pad cij such that
cij = cmax; i = (n+ 1, n+ 2, ...,m), j = (1, 2, ...,m). (3.17)
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After this cost matrix has been created, the well-established Kuhn-Munkres algorithm
[67, 68, 69] is used to find the single-link matching pairs that reduce the total cost of this
system. If the cost of any individual link is greater than or equal to cmax, this link is
considered to be false. In the case where m 6= n, padding the cost matrix as described above
will guarantee that at lease one false-link will be found. In the case of a false-link, the particle
in frame tk+1 is considered a new particle, and a new trajectory is begun. A “ghost” particle
is then inserted into frame tk+1 at the position of the unlinked particle from frame tk that
will then be used for linking between frames tk+1 and tk+2. The time difference tk+2− tk will
be used when determining the appropriate maximum cost for this particle. Using this ghost
particle technique, occlusion in trajectories can be accounted for up to some number of user
defined frames (usually 2-5 time steps). If no match is found for a particle after this many
frames, the trajectory is ended. All ghost particles are removed from final time histories of
particles, meaning that only true detections of particles are used in final data analysis.
For most cases, this method of two-frame, nearest-neighbors linking is adequate and
preferred due to its simplicity over more robust four-frame methods [70] or methods based
on local smoothness [71, 72]. For the case of more complicated flows with larger particle
numbers, a modification has been made to this method that uses information across multiple
frames, similar to the method of Hassan and Canaan [70] and described by Patel et al. [73].
The two frames tk and tk+1 are considered as before. Now, for each particle position xi,
i = (1, 2, ..., n) in frame tk, let li be the number of histories in the trajectory corresponding





xi, li = 1










where ∆t = tk+1− tk, and vi and ai are the velocity and acceleration of particle i at time tk,
estimated by backward divided differencing. In other words, the estimated position is taken
to be the last position if only one history exists, is estimated based on a velocity projection
if two histories exist, and is projected based on velocity and acceleration if more than two
histories exist.
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Using these projected positions and the measured positions from frame tk1 , the cost
matrix cij is then defined by
cij = |x′i − yi|, (3.19)
and the previously described Kuhn-Munkres algorithm with padding is employed to find the
single-link matching pairs that minimize the total cost of the system.
In this case, the maximum allowed cost is defined as
cmax = ki ×∆t× vmax, (3.20)
where ki is a scalar value that depends on the number of histories of particle i from frame
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meaning that a stricter cost is imposed for the projected positions. If the cost of any
individual link is greater than or equal to cmax, the previously described ghost particle
procedure is carried out until the trajectory is ended.
In the experiments conducted herein, particles remain in the FOV of the scanner until
they have passed through the bore. As such, there is no occlusion from a particle physically
going out of frame, as occurs in 2-D particle tracking [58]. Instead, occlusion tends to occur
due to a combination of factors. The first of these is similar to the 2-D out-of-frame problem
and is due to the sensitivity gradient across the FOV of a scanner, as detailed by Tai et al.
[54]. It is possible that a particle can move to an area of the scanner with low sensitivity,
causing the CL counts associated with this particle to fall below the filters set on a given
time step. As particles pass close to one another, it is also expected that the particle of less
activity will not be detected in a given time step but will be located again after the two
particles have moved apart. For these reasons, some post-processing is also performed to
account for these situations.
After all linking has been performed, trajectories with very few histories are removed
from the dataset. The threshold for this operation is usually set to 2-5 time steps (i.e. the
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same value used in the ghost particle process) and eliminates the majority of noise caused
by spurious detections.
Next, the first and last points of all trajectories are considered. If it is found that any two
trajectories are within the maximum displacement allowed by vmax and separated in time by
less than the ghost particle inclusion limit, these two trajectories are linked into one. In the
case that their time difference is zero, the average position of the two locations is used in the
splicing. An example of this is shown in Figure 3.12. Such a situation is usually caused by
false-positive detection in the near vicinity of a true (or projected) particle, causing a link
to be established between a trajectory in a previous frame and this false-positive. This will
result in a slight kink in the trajectory, but as the acceptance criteria for relinking is based
on vmax, the magnitude of the kink will be less than level of noise accepted in the normal
linking step, and the kink will be mostly removed during trajectory smoothing.
After this relinking step is performed, a stricter filter is applied to each dataset that
eliminates trajectories of fewer histories than a larger threshold (usually 10 to 20). This
eliminates any remaining spurious trajectories from the dataset. When setting this threshold,
a user must be aware of the expected number of time steps a particle will be in the FOV
of the detector system and make sure the threshold is set well below this value. This final,
more strict filtering will decrease the chance of false-positive trajectories but will increase
the chance of true-negatives. In most cases, it is desired that no (or very few) false-positives
enter the final statistical analysis, and the loss of a few true trajectories is accepted. If the
opposite outcome is desired, this final filtering step can be skipped by a user.
When selecting a value for vmax, it is important that the user has an idea of the maximum
physical velocity that will be present in the flow being studied and sets vmax to be just above
this value. However, in the case of very slow moving flows, this heuristic often fails. For
most studies, the average uncertainty of M-PEPT reconstruction has been seen to be of order
0.5 mm. If the frequency of detection and speed of flow are such that particles move less
than this between each time step, one should adjust vmax such that (vmax × tstep) is greater
than 0.5 mm. If larger uncertainties are observed in an experiment, vmax should be further
increased.
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Figure 3.12: Example of re-linking step. Two trajectories shown in top frame are merged




A number of measurements have been performed with the M-PEPT methods described
herein. As a major purpose of this dissertation is the introduction of these methods, selected
experiments are presented that highlight the capabilities of M-PEPT. For information on
other experiments conducted during the term of this study, the reader is referred to Appendix
A. Unless otherwise stated, the author led or assisted in preparing and performing each of
these experiments. In all cases, the author performed M-PEPT reconstruction of particle
trajectories and subsequent analysis.
4.1 Rectangular Channel
While the FPI method has largely replaced G-means for M-PEPT analysis, the G-means
method has been used for analysis of two PEPT experiments. The first of these is detailed
here, and the second is described in Appendix A. This experiment is significant in that it
was the first experiment to implement multiple-particle tracking with arbitrary numbers
of particles for fluid flow measurement and was validated against optical particle tracking
measurements.
In this experiment (performed by Langford, Tenpenny, and Ruggles and analyzed by the
author) once-through flow in a rectangular test section of cross section 19.05 mm × 57.15
mm was examined using a MicroPET P4 PET scanner [74]. This test section and the scanner
are shown in Figure 4.1.
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Fig. 3. Engineering drawings of test section for particle tracking experiments.
Fig. 4. Test Section as seen from perspective view (left) and in the bore of P4 scanner (right). Key features as well as coordinate directions used in PEPT calculation are
indicated.
flow with a particle tracking velocimetry (PTV) method. The details
of these experiments follow.
3.1. Particle Tracking Experiments
A positron emission particle tracking experiment is performed
using the previously described test section utilizing Knoxville, TN
tap water with a mean velocity of 0.38 ± 0.01 m/s, resulting in
Reynolds number 10,700 ± 300. A MicroPET P4 preclinical PET scan-
ner (Tai et al., 2001) at the University of Tennessee Medical Center is
used for this experiment, as depicted in Fig. 4. The particles tracked
in this experiment have a mean diameter of 600 microns and den-
sity of 1.225 ± 0.005 g/cm3 and are soaked in a solution containing
30 mCi  of 18F, a positron emitter. The test section is placed inside
the bore of the scanner so that the field of view of the scanner
began 28.7 cm (about 10 hydraulic diameters) from the inlet of the
test section. The flow was driven via a March magnetic coupling
centrifugal pump in a once through manner with flow rate mea-
sured via an Omega FTB692A-NPT turbine flow meter. Roughly 15
particles (exact number not known at time of injection) with total
Figure 4.1: Rectangular test section as seen from perspective view (left) and in the bore
of the P4 scanner (right).
Water was used as the working fluid, and flow was driven by a centrifugal pump at a
mean velocity of 0.38± 0.01 m/s, resulting in a Reynolds number of 10,700 ± 300. Roughly
15 particles of activity 1 mCi each were injected into the test section upstream of the scanner
FOV. Trajectories were reconstructed using 3 ms time steps, a 2×2×2 mm3 CL counting
grid and an A-D critical value of 12. The resulting trajectories are shown in Figure 4.2. The
measured raw trajectories were smoothed using a moving average filter of size 5 time steps,
and velocity was calculated along each trajectory by finite differencing.
The trajectories were qualitatively compared to those generated by computational fluid
dynamics (CFD). A shear stress turbulence (SST) model of flow through this test section was
created using COMSOL Multiphysics. A particle tracking study was included in this model,
and both the modeled trajectories and those measured in PEPT revealed the presence of
counter-rotating vortices on the outer edges of the test section [75].
This measurement was further validated against optical particle tracking velocimetry
(PTV) and particle image velocimetry (PIV) measurements of flow in the same test section.
These techniques are optical in nature, with PIV giving a 2-D Eulerian (spatially-fixed)
picture of the flow field and PTV giving a 2-D Lagrangian (moving with the flow) picture
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Fig. 5. Particle trajectories measured using PEPT. a) Unfiltered trajectories. b) Trajectories smoothed using Savitzky-Golay filter. c) Trajectories smoothed using moving
average  filter.
Fig. 6. Histograms of velocities measured within test section for three measurement modalities: a) PEPT, b) PIV, c) PTV.
In this study, based on the assumption that a tracer particle
moves continuously with the flow and does not experience sharp
jumps and discontinuities (below the turbulence scales of the
flow environment), a number of smoothing techniques have
been employed to reduce noise in our data. Fig. 5b shows the
15 particle trajectories as smoothed using a Savitzky-Golay (SG)
filter (Savitzky and Golay, 1964) of order 2 and using 5 positions
for each smoothed result. A second set of smoothed data was
generated with a non-weighted moving-average (MA) filter using
4 nearest neighbors and can be seen in Fig. 5c. A significant amount
of noise reduction can be seen from these methods. As expected,
the SG filter preserved more of the shape of the original data than
the MA  filter, but in this case, it appears as though many of the finer
structures in the data were generated by statistical noise (specif-
ically in the aforementioned instances where there were multiple
particles being detected at once). For this reason, the trajectories
generated by the MA  smoothing filter are used hereafter in this
work.
4.2. Velocity Measurement Comparison
A comparison of velocity magnitudes measured by PEPT, PIV,
and PTV can be seen in Fig. 6. Here, we  show histograms of point-
by-point velocity magnitudes for each technique, with each point
in the PEPT and PTV methods referring to a point along a par-
ticular particle track, and each point for PIV being a grid average
within the flow field. Using PEPT, a flow velocity of 0.38 ± 0.09 m/s
was measured, where as PIV indicated a velocity of 0.37 ± 0.03 m/s
and PTV measured a velocity of 0.38 ± 0.07 m/s. All three of these
fall within the velocity ranges measured by our flow instrumenta-
tion. It is of interest that the uncertainty of the PEPT measurement
is high compared to the other two, but it is expected that this
86 S. Langford et al. / Nuclear Engineering and Design 302 (2016) 81–89
Fig. 5. Particle trajectories measured using PEPT. a) Unfiltered trajectories. b) Trajectories smoothed using Savitzky-Golay filter. c) Trajectories smoothed using moving
average  filter.
Fig. 6. Histograms of velocities measured within test section for three measurement modalities: a) PEPT, b) PIV, c) PTV.
In this study, based on the assumption that a tracer particle
moves continuously with the flow and does not experience sharp
jumps and discontinuities (below the turbulence scales of the
flow environment), a number of smoothing techniques have
been employed to reduce noise in our data. Fig. 5b shows the
15 particle trajectories as smoothed using a Savitzky-Golay (SG)
filter (Savitzky and Golay, 1964) of order 2 and using 5 positions
for each smoothed result. A second set of smoothed data was
generated with a non-weighted moving-average (MA) filter using
4 nearest neighbors and can be seen in Fig. 5c. A significant amount
of noise reduction can be seen from these methods. As expected,
the SG filter preserved more of the shape of the original data than
the MA  filter, but in this case, it appears as though many of the finer
structures in the data were generated by statistical noise (specif-
ically in the aforementioned instances where there were multiple
particles being detected at once). For this reason, the trajectories
generated by the MA  smoothing filter are used hereafter in this
work.
4.2. V locity Measurement Compari on
A comparison of velocity magnitudes measured by PEPT, PIV,
and PTV can be seen in Fig. 6. Here, we  show histograms of point-
by-point velocity magnitudes for each technique, with each point
in th  PEPT and PTV methods referring to a point along a par-
ticular particle track, and each point for PIV being a grid average
withi  the flow fi ld. Using PEPT, a flow velocity of 0.38 ± 0.09 m/s
was measured, where as PIV indic ed a velocity of 0.37 ± 0.03 m/s
and PTV mea ured a velocity of 0.38 ± 0.07 m/s. All three of these
fall within he velocity ranges m asured by our flo  instrumenta-
tion. It is of interest that the uncertainty of the PEPT measurement
is high compared to the other two, but it is expected that this
Figure 4.2: Trajectories of particles in rectangular test section measured using PEPT. Left:
unfiltered trajectories. Right: Trajectories smoothed using moving-average filter.
of the underlying flow. Similar to PEPT, PTV reconstructs trajectories of individual flow
tracers and is expected to offer the most similar results to PEPT.
PEPT, PIV, and PTV measured mean velocities are 0.38±0.09 m/s, 0.37±0.03 m/s, and
0.38±0.07 m/s respectively. Furthermore, the histograms of Lagrangian velocity measured
via PEPT and PTV were similar, as seen in Figure 4.3. As PIV is natively Eulerian, a similar
histogram of individual particle velocities is not available for PIV. The similarity among the
measured mean velocities and between PEPT and PTV velocity distributions suggest the
validity of the PEPT method.
4.2 Twisted Tape Swirled Flow
Twisted ape insert e commonly used to enhance performance in heat transfer devices.
Such a device is plan d to be used for heat removal from plasma facing components in
nuclear fusion reactors W7-X and ITER [76, 77]. Recent comput tional work by Clark et
al. [78, 79] has predicted the pres nce of secondary fl ws in pipe flow swirled by a twisted
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Figure 4.3: Histograms of particle velocity measured in rectangular channel via PEPT
(left) and PTV (right).
tape. Such secondary flows can lead to boundary layer separation and local hot spots on
pipe walls in high heat flux environments, which could lead to component failure.
Due to th opaqu natur of the tape itself, measurement of wisted tape swirle flows
is difficult for ptical me hods. As such, most measurements are of integral quantities such
as pressure drop and heat transfer coefficient but neglect local flow information [80]. The
ability of PEPT to image in opaque systems poises it as a prime candidate for twisted tape
flow measurement. For this reason, a PEPT experiment was devised and performed by the
author and others to search for the predicted secondary flows.
4.2.1 Twisted Tape Experiment
A flow loop was constructed to deliver flow of water swirled by a twisted tape insert. The
test section consisted of a clear polyvinyl chloride (PVC) pipe of inner diameter 40.9 mm
(1.61 in.) with the twisted tape insert shown in Figure 4.4. This tape is made of stainless
steel and has a twist ratio of 3 diameters per twist and a diameter of 38.1 mm (1.5 in.). As
this is less than the inner diameter of the tube, this experiment is considered a measurement
with a loose-fitting twisted tape.
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Figure 4.4: Photograph of twisted tape insert.
PEPT measurements were performed with a Siemens Inveon Preclinical PET scanner.
The flow tracers were anion exchange resins of mean diameter 690 µm and density 1.2
g/cc activated to 800 µCi with 18F ions. Flow was delivered at 37.9 L/min (10 gal/min),
corresponding to a Reynolds number of 13,000, based on the hydraulic diameter of the active
flow region. Two experiments were performed at this flow condition, with each consisting of
30 minutes of scanning. The first experiment was carried out with the upstream edge of the
scanner bore located 20 pipe diameters (20D) from the start of the twisted tape, and the
second was carried out at 30 pipe diameters (30D).
4.2.2 Results
The data were processed using the FPI method with 1 ms time steps and a 1×1×1 mm3 grid.
After trajectories were reconstructed, a dewarping routine was carried out (see Section 6.2),
and data were transformed to the rotating frame of the swirled flow. For the latter operation,
maximum and minimum measured x- and y- (radial horizontal and radial vertical) positions
were used to find the centerline of the pipe. Using the knowledge that the twist ratio, T , is 3
diameters per twist, measured positions were rotated about the pipe centerline by an angle






Figure 4.5: Left: first 500 trajectories measured in twisted tape experiment at 20D, colored
according to velocity magnitude. Right: same trajectories after transformation to rotating
frame.
where z varies from 0 mm at the entrance of the scanner FOV to 127 mm at its far axial
edge. The first 500 trajectories measured at the 20 diameter location are shown in Figure
4.5, before and after this unwinding. After this, the Gaussian kernels described in Equations
3.12 and 3.13 were used to smooth the trajectories and calculate instantaneous velocity.
A total of 8,147 trajectories were recorded at 30D, and 12,932 trajectories were recorded
at 20D. To examine mean flow characteristics, data were averaged onto a single axial plane
and binned onto a grid of 0.5 mm × 0.5 mm elements to examine mean flow characteristics.
Figure 4.6 shows the axial velocity contours at each measurement station. Here it can be
seen that the rotation caused the point of maximum flow velocity to shift away from the
areal center of each semi-circular region. Furthermore, the flow patterns were not symmetric
across the twisted tape divider, likely due to slight differences in the inlet conditions between
each channel. It is also evident that some flow patterns have changed between the 20D and
30D cases.
Secondary flows were also measured in this experiment. Figure 4.7 shows the radial
velocity at each measurement station. Vortices were observed in the corners of each channel,
as evidenced by the overlaid streamlines. Similar to the axial flow, these secondary flows
were seen to be asymmetric across the separation and still developing between 20 and 30
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Figure 4.6: Axial velocity contour plot at 20D (left) and 30D (right).
Figure 4.7: Radial velocity at 20D (left) and 30D (right) with streamlines overlaid.
diameters. There are two vortices present in the upper channel (as depicted in Figure 4.7)
at 20D that appear to be merging into a single vortex at 30D.
In this measurement, PEPT was used to confirm the presence of asymmetric secondary
flows in pipe flow swirled by a twisted tape insert. This is a measurement that has proven
prohibitively difficult for optical measurements and highlights the ability of PEPT to image
flows lacking optical access. Furthermore, this measurement revealed that the time averaged
flow structures in twisted tape swirled flow are not fully developed at 20 diameters, and
future work is needed to understand the developing flow region of twisted tape flow.
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4.3 Turbulent Pipe Flow
In an experiment conducted by the author and others [81], the capability of M-PEPT
for measuring parameters of interest to turbulence modeling were demonstrated via a
measurement of turbulent pipe flow. Turbulent pipe flow has been examined since the
seminal work of Osborne Reynolds [82] on the transition from laminar to turbulent flow,
with more recent work focusing on the dynamics of pipe flow at extremely high Reynolds
number [83, 84, 85]. This system is of particular importance for M-PEPT measurement
as existing direct numerical simulation (DNS) data [86, 87, 88] can be used to test
measurement outcomes. These data were compared to M-PEPT reconstruction of time-
average characteristics of the flow-field such as mean velocity, Reynolds stress, turbulent
kinetic energy (TKE) budget, and acceleration to test the applicability of M-PEPT for such
measurements.
4.3.1 Pipe Flow Experiment
A flow loop was designed to deliver flow of water in a pipe at Reynolds numbers up to 60,000.
The test section was a PVC pipe of inner diameter 73.7 mm (2.9 in.) with the center of the
measurement volume located 1.84 m (about 25 diameters) downstream of the test section
entrance. Measurements were performed with a Siemens Inveon preclinical PET scanner.
Anion exchange resin beads of mean diameter 90 µm and density 1.2 g/cc were used as
flow tracers in this experiment. Smaller particles were used to mitigate the inertial response











where ρp is the particle density, ρf is the fluid density, dp is the particle diameter, and η is
the Kolmogorov length scale. These particles were activated with 18F to 50 µCi per particle.
As shear flow was studied in this work, dissipation rate ε and subsequently the length scale





based on the average
value of ε and the kinematic viscosity ν of water. ε was determined via a balance of the TKE
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Table 4.1: Flow conditions for PEPT pipe flow experiment. Listed values for Reλ, η, and
τ are averages for y+ > 200.
Experimental Condition Value
Bulk Reynolds Number, ReD 42,600
Average Flow Speed (m/s) 0.50
Scan Time (min.) 30
Tracer Diameter (µm) 90
Number of Tracers ∼325
Activity per Tracer (µCi) 50
Temperature, T (oC) 26
Kinematic Viscosity, ν (m2/s) 8.7×10−7
Friction Velocity, uτ (m/s) 0.026
Friction Reynolds Number, Reτ 1100
Taylor Scale Reynolds Number, Reλ 240
Kolmogorov Length Scale, η (µm) 130
Kolmogorov Time Scale, τη (ms) 22
Stokes Number, St 0.032
budget. St was found to be 0.032. As St << 1, these tracers were considered fluid tracers,
and inertial effects were ignored.
The details of the flow conditions in this experiment are given in Table 4.1. The friction
velocity, uτ , is used to nondimensionalize the distance from the wall as y
+ = (R − r)/uτ
ν
,
where r is the radial coordinate, and R is the pipe radius. Listed values of Taylor-scale
Reynolds number (Reλ), Kolmogorov length scale (η), and Kolmogorov time scale (τη) are
average values for flow away from the wall (y+ > 200).
At the start of this experiment, water was circulated for 2 hours to allow the water
temperature to equilibrate. A bulk flow velocity of 0.50 m/s, corresponding to a Reynolds
number of 42,600, was chosen to facilitate comparison to the DNS data of El Khuory et
al. [87] (Re=37,700) and Wu and Moin [86] (Re=44,000). Coincidence event scans were
performed with a coincidence window of 3.438 ns and energy window of 425-625 keV.
After data collection, trajectories were reconstructed using the FPI method with a 1 ×
1 × 1 mm3 grid. Overlapping time steps were employed for this reconstruction, as done
by the author’s group [89]. 5 ms of data were used with 4 ms overlap between time steps.
In this way, 5 ms of CL data were used for each position determination, but an effective
time resolution of 1 ms was achieved. This creates the effect of a moving average filter on
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the underlying data, but as the overall window size was smaller than the Kolmogorov time
(τη = 22 ms), it is not expected that this intrinsic filter negatively impacted results. The
use of this 1 ms effective time steps reduced between-frame displacement of particles and
aided in the linking process. The average data rate observed across the duration of this
experiment was 44 CL per particle per millisecond, implying an average of 220 events used
for each individual particle position reconstruction.
Dewarping was performed to correct for the photon depth of interaction defect described
in Section 6.2. Trajectories were then translated and rotated such that the centerline of
the pipe was aligned to the z-axis, where the z-direction is the axial direction, and the x-
(y-) direction is the horizontal (vertical) radial direction. Filtering and differentiation were
performed via convolution with the Gaussian kernels described by Equations 3.12-3.14.
4.3.2 Results
After all processing, a total of 4,024 trajectories were recorded, corresponding to 5.2×105
individual position, velocity, and acceleration measurements. Figure 4.8 shows the first 500
measured trajectories before and after dewarping, filtering, and differentiation. Average
uncertainties of position locations were calculated as 0.165 mm, 0.165 mm, and 0.132 mm,
in the x-, y-, and z-directions, respectively.
Velocity data were sorted into radial bins and averaged to examine radial distributions
of various quantities. Radial bins were sized such that each bin contained an equal fraction
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where N is the number of bins used, and R is the radius of the pipe. A total of 50 radial
bins were used for averaging, resulting in bins of radial extent ranging from 5.2 mm at the
pipe centerline to 0.37 mm at the wall. An even distribution of traces in bins was observed,
as desired.
Average velocity is shown as a function of distance from the wall in Figure 4.9. The
data were normalized by the friction velocity, uτ , and kinematic viscosity, µ, listed in
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where A, A0, A0 0, and B0 0 are normalization constants. Here, convolu-
tion with k0 will yield velocity values, and convolution with k0 0 will
yield acceleration. The filter width r is chosen to be 8 time steps.
This value is chosen by increasing the filter width until a value is
found where further increasing does not drastically change the cal-
culated RMS values of velocity (i.e. an ‘‘elbow” in the urms vs. r plot).
As this filter size is once again below sg, it is not expected that this
filtering will result in significant loss of information. Potential
issues created by the use of such filters are discussed.
5. Results
5.1. Particle tracking results
After all processing, 4024 trajectories were measured, corre-
sponding to 5.2 ! 105 individual detections and velocity values.
Details of results are contained in Table 2. Listed uncertainties
are averages of all calculated standard deviations of the means of
Gaussian fits to particle images.
Dewarping resulted in changes in radial position of up to
2.5 mm at the radial edge of the pipe in both experiments. Thus,
the dewarping step is necessary for a test section of this size in
the Inveon PET scanner. Fig. 5 shows a comparison of the raw tra-
jectories reconstructed by M-PEPT and the dewarped, filtered, and
differentiated trajectories that are finally used for statistical
analysis.
5.2. Velocity statistics
Velocity data are sorted into radial bins and averaged to exam-
ine radial distributions of various quantities. Radial bins are sized
such that each bin contains an equal fraction of the cross-
sectional area of the pipe. Thus, the bins can be viewed as annuli





















where N is the number of bins used, and R is the radius of the pipe.
A total of 50 radial bins are used for averaging, resulting in bins of
radial extent ranging from 5.2 mm at the pipe centerline to
0.37 mm at the wall. An even distribution of traces in bins is
observed, as desired.
Average velocity is shown as a function of distance from the
wall in Fig. 6. Data are normalized by the friction velocity, us,
and kinematic viscosity, m, listed in Table 1. DNS data of El
Khuory et al. (2013) and Wu and Moin (2008) are shown for refer-
ence. As these data are from direct numerical solutions of the
Navier-Stokes equations with no modeling assumptions, they can
be considered adequate ground truth against which to validate.
Furthermore, these two DNS datasets agree well outside a slight
deviation at the centerline, and the dataset of Wu and Moin
(2008) has itself been validated against the Princeton Superpipe
data of Zagarola and Smits (1998). It is seen that PEPT data match
DNS data fairly well throughout, with the largest discrepancy
occurring at the point nearest the wall.
The next quantities considered are the Reynolds stresses, hu0iu
0
ji,
where the Reynolds decomposition ui ¼ Ui þ u
0
i has been
employed. For pipe flow, the only nonzero off-diagonal term in this
matrix is the term hu0ru
0
zi. The measured Reynolds stress profiles are
shown in Fig. 7, with comparison to DNS data. Here, it is seen that
Reynolds stress profiles agree well throughout, with the exception
of a major discrepancy between measurement and simulation for
the axial (z) component in the near wall region. It is believed that
this is largely due to an inability to resolve the mean velocity in the
near-wall region, causing further error in the evaluation of fluctu-
ations about that mean.
Lastly, we present a measurement of key terms in the turbulent




¼ Pk þ !þPk þ Dk þ Tk; ð8Þ




iu0 ii is the TKE,






Pk ¼ $ 1q
@hp0u0i i
@xj





sion, and Tk ¼ $ 12
@hu0 iu0 iu0 ji
@xj
is turbulent diffusion. Using PEPT data,
the terms Pk, Dk, and Tk are measurable. In this analysis, we consider
the turbulence to be steady DkDt ¼ 0
$ %
and neglect the term Pk, as DNS
data show it to be negligible for the majority of the TKE budget pro-
file. As such, dissipation is calculated as the balance of the three
measured terms, ! ¼ $Pk $ Dk $ Tk.
Table 2
Summary of PEPT results.
Number of Trajectories 4.0 ! 103
Number of Positions 5.3 ! 105
Detection Frequency (Hz) 1000
Avg x-uncertainty (mm) 0.165
Avg y-uncertainty (mm) 0.165
Avg z-uncertainty (mm) 0.132
Fig. 5. First 500 trajectories measured via PEPT before (left) and after (right) dewarping and filtering. In left frame, different colors indicate different trajectories. In right
frame, colors indicate instantaneous velocity magnitude. Radial astigmatism defect is seen by smaller apparent radius of pipe in left frame.
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Figure 4.8: First 500 trajectories measured via PEPT in pipe flow experiment before (left)
and after (right) dewarping and filtering. In left frame, different colors indicate different
trajectories. In right frame, colors indicate instantaneous velocity magnitude.
Table 4.1. DNS data of El Khuory et al. [87] and Wu and Moin [86] are shown for reference.
As these data were from direct numerical solutions of the Navier-Stokes equations with
no modeling assumptions, they can be considered adequate benchmarks against which to
validate. Furthermore, these two DNS datasets agree well outside a slight deviation at
the centerline, and the dataset of Wu and Moin [86] has itself been validated against the
Princeton Superpipe data of Zagarola and Smits [90]. PEPT data matched DNS data well
throughout, with the largest discrepancy occurring at the point nearest the wall.
The next quantities considered were the Reynolds stresses, 〈u′iu′j〉, where the Reynolds
decomposition ui = Ui + u
′
i, with instantaneous velocity ui and mean velocity Ui, has been
employed. Here, 〈·〉 indicates an ensemble average. For pipe flow, the only nonzero off-
diagonal term in this matrix is the term 〈u′ru′z〉. Measured Reynolds stress profiles are shown
in Figure 4.10, with comparison to DNS data. Here, it is seen that Reynolds stress profiles
agreed well throughout, with the exception of a major discrepancy between measurement
and DNS for the axial (z) component in the near wall region. It is believed that this was
largely due to the inability to resolve the mean velocity in the near-wall region, causing
further error in the evaluation of fluctuations about that mean.
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As the data to be differentiated (i.e. mean velocity and double-
and triple- correlations of fluctuations) are noisy, smoothing is
employed. Profiles are first smoothed via a moving average filter
of size three, and differentiation is performed via cubic splines.
Uncertainty contributed by smoothing is estimated as the differ-
ence between the smoothed and unsmoothed value and is added
in quadrature to the uncertainty of the unsmoothed value to yield
the final uncertainty of a smoothed quantity. Furthermore, for the
differentiation of any quantity X with uncertainty rX, the uncer-










where L is the distance between radial bins. In this work, L varies
from 0.37 mm at the wall to 5.2 mm at the centerline. A similar
method for uncertainty estimation was used by Charonko and
Prestridge (2017).
Fig. 8 shows the measured TKE budget profiles, compared to the
DNS results of El Khuory et al. (2013). DNS results of Wu and Moin
(2008) are not considered in this analysis, as they did not present
TKE budget as part of their results. These profiles have been
expanded near the wall to reveal features. Here it can be seen that
measured profiles match simulation profiles well for y+ > 50. Below
this, the profiles maintain the qualitative shape of those seen in
simulation, but discrepancies begin to appear in all terms. The
matching of the measured and simulated dissipation in the turbu-
lent core of the flow corroborates our estimation of the mean
dissipation rate for this system by PEPT measurements.
5.3. Acceleration statistics
As PEPT data are natively Lagrangian, differentiation can be per-
formed twice along trajectories to yield time-resolved acceleration
information. Acceleration data are sorted into the radial bins
described by Eq. (7), and radial profiles of the mean acceleration
Ai and mean-squared acceleration fluctuation ha
0
i
2i are plotted in
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Fig. 6. Comparison of mean axial velocity measured in PEPT (symbols) to that of DNS of El Khuory et al. (2013) (solid line) and Wu and Moin (2008) (dashed line). Error bars
indicate ± 2r confidence interval. Velocity is normalized as uþ ¼ u=us . Positions are normalized as yþ ¼ y=ðusm Þ, where y is the distance from the wall.






















Fig. 7. Comparison of Reynolds stresses measured in PEPT (symbols) to that of DNS of El Khuory et al. (2013) (solid line) and Wu and Moin (2008) (dashed line). Error bars





ji=u2s . Positions are normalized as yþ ¼ y=ð
us
m Þ, where y is the distance from the wall.
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Figure 4.9: Comparison of mean axial velocity measured with PEPT (symbols) to that of
DNS of El Khuory et al. [87] (solid line) and Wu and Moin [86] (dashed line) as a function
of distance from the wall. Velocity is normalized as u+ = u/uτ . Positions are normalized as
y+ = y/(uτ
ν
), where y is the distance from the wall.
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As the data to be differentiated (i.e. mean velocity and double-
and triple- correlations of fluctuations) are noisy, smoothing is
employed. Profiles are first smoothed via a moving average filter
of size three, and differentiation is performed via cubic splines.
Uncertainty contributed by smoothing is estimated as the differ-
ence between the smoothed and unsmoothed value and is added
in quadrature to the uncertainty of the unsmoothed value to yield
the final uncertainty of a smoothed quantity. Furthermore, for the
differentiation of any quantity X with uncertainty rX, the uncer-










where L is the distance between radial bins. In this work, L varies
from 0.37 mm at the wall to 5.2 mm at the centerline. A similar
method for uncertainty estimation was used by Charonko and
Prestridge (2017).
Fig. 8 shows the measured TKE budget profiles, compared to the
DNS results of El Khuory et al. (2013). DNS results of Wu and Moin
(2008) are not considered in this analysis, as they did not present
TKE budget as part of their results. These profiles have been
expanded near the wall to reveal features. Here it can be seen that
measured profiles match simulation profiles well for y+ > 50. Below
this, the profiles maintain the qualitative shape of those seen in
simulation, but discrepancies begin to appear in all terms. The
matching of the measured and simulated dissipation in the turbu-
lent core of the flow corroborates our estimation of the mean
dissipation rate for this system by PEPT measurements.
5.3. Acceleration statistics
As PEPT data are natively Lagrangian, differentiation can be per-
formed twice along trajectories to yield time-resolved acceleration
information. Acceleration data are sorted into the radial bins
described by Eq. (7), and radial profiles of the mean acceleration
Ai and mean-squared acceleration fluctuation ha
0
i
2i are plotted in
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Fig. 6. Comparison of mean axial velocity measured in PEPT (symbols) to that of DNS of El Khuory et al. (2013) (solid line) and Wu and Moin (2008) (dashed line). Error bars
indicate ± 2r confidence interval. Velocity is normalized as uþ ¼ u=us . Positions are normalized as yþ ¼ y=ðusm Þ, where y is the distance from the wall.






















Fig. 7. Comparison of Reynolds stresses measured in PEPT (symbols) to that of DNS of El Khuory et al. (2013) (solid line) and Wu and Moin (2008) (dashed line). Error bars





ji=u2s . Positions are normalized as yþ ¼ y=ð
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m Þ, where y is the distance from the wall.
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Figure 4.10: Comparison of Reynolds stresses measured with PEPT (symbols) to those of
DNS of El Khuory et al. [87] (solid line) and Wu and Moin[86] (dashed line) as a function of
distance from the wall. Reynolds stresses are normalized as 〈u′iu′j〉+ = 〈u′iu′j〉/u2τ . Positions
are normalized as y+ = y/(uτ
ν
), where y is the distance from the wall.
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Key terms in the turbulent kinetic energy (TKE) budget were also calculated. TKE is
defined as k = 1
2
〈u′iu′i〉, where the Einstein summation convention is assumed for tensors.
The equation governing the evolution of this quantity can be derived directly from the
Reynolds-averaged Navier-Stokes equations as
Dk
Dt








is the mean-flow material derivative, P k = −〈u′iu′j〉∂Ui∂xj is production,

















is turbulent diffusion. Using PEPT data, the terms P k, Dk,






and the term Πk was neglected, as the DNS data show it to be negligible throughout the
pipe. As such, dissipation was calculated as the balance of the remaining TKE budget terms,
ε = −P k −Dk − T k. (4.5)
Figure 4.11 shows the measured TKE budget profiles compared to the DNS results of
El Khuory et al. [87]. The DNS of Wu and Moin [86] were not considered in this analysis,
as they did not present a TKE budget. These profiles have been expanded near the wall to
reveal features. Measured profiles matched simulated profiles well for y+ > 50. Below this,
the profiles maintained the qualitative shape of those seen in simulation, but discrepancies
began to appear in all terms. The matching of the measured and simulated dissipation in
the turbulent core of the flow corroborated the estimation of the mean dissipation rate for
this system by PEPT measurements.
As PEPT data are natively Lagrangian, differentiation can be performed twice along
trajectories to yield time-resolved acceleration information. Acceleration data were sorted
into the radial bins described by Equation 4.3, and radial profiles of the mean acceleration Ai
and mean-squared fluctuation 〈a′2i 〉 are plotted in Figures 4.12 and 4.13, respectively, where
the Reynolds decomposition has been once again employed to described the instantaneous
acceleration. These data were compared to the DNS results of Stelzenmuller et al. [88],
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Figs. 9 and 10, respectively, where the Reynolds decomposition has
once again been employed. These data are compared to the DNS
results of Stelzenmuller et al. (2017) who considered rectangular
channel flow at Res = 1440 (compared to Res = 1100 in this work).
Measured data in the r-, h-, and z-directions are plotted as wall-
normal, spanwise, and streamwise to facilitate comparison with
channel geometry. The wall-normal (i.e. the ‘‘r-‘‘) component of
the measured acceleration is plotted as negative to match the coor-
dinate system of the simulation, which measures outwardly from
the wall.
It can be seen that the measured mean acceleration matches
well that of the DNS. The shape of the measured mean-squared
fluctuation curve is also seen to be similar to that of simulation;
however, the magnitude of the normalized values differs more
than expected from the given Reynolds number mismatch. It is
possible that this discrepancy is due to the difference in geometry
between the experiment (cylindrical) and simulation (rectangular).
In an experimental study of pipe flow at ReD = 10,300, Oliveira et al.
(2013) observed that acceleration variance did not approach zero
toward the centerline; however, they observed the streamwise
acceleration variance to be the largest of the three components,
contrary to what is seen here. It is possible that the discrepancy
seen herein is due to measurement noise, and this is discussed in
more detail later.
6. Discussion
Past experiments in PET detectors of cylindrical geometry have
neglected the radial astigmatism defect; however, this work indi-
cates an aberration of up to 4% of the detector ring radius at a radial
location of R/2. It is suggested that a calibration routine be per-
formed to correct for this defect. PEPT has been performed with
cylindrical detector arrays for the interrogation industrial systems
wherein the system extends to similar dimensionless radial





















Fig. 9. Comparison of mean acceleration measured in PEPT (symbols) to that of DNS of Stelzenmuller et al (2017) (solid line). The inset shows the same data zoomed in on
near-wall region to reveal detail. Error bars indicate ±2r confidence interval. Accelerations are normalized as aþ ¼ a=ðu
3
s
m Þ. Positions are normalized as y
þ ¼ y=ðusm Þ, where y is
the distance from the wall.

































Fig. 8. Comparison of turbulent kinetic energy budget measured in PEPT (symbols) to that of DNS of El Khuory et al. (2013) (solid line). The inset shows the same data zoomed
in on near-wall region to reveal detail. Error bars indicate ±2r confidence interval. Budget terms are normalized by (m=u4sÞ. Positions are normalized as yþ ¼ y=ðusm Þ, where y is
the distance from the wall.
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Figure 4.11: Comparison of turbulent kinetic energy budget measured with PEPT
(symbols) to that of DNS of El Khuory et al. [87] (solid line) as a function of distance
from the wall. The inset shows the same data zoomed in on near-wall region to reveal detail.




is the distance from the wall.
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Figs. 9 and 10, respectively, where the Reynolds decomposition has
once again been employed. These data are compared to the DNS
results of Stelzenmuller et al. (2017) who considered rectangular
channel flow at Res = 1440 (compared to Res = 1100 in this work).
Measured data in the r-, h-, and z-directions are plotted as wall-
normal, spanwise, and streamwise to facilitate comparison with
channel geometry. The wall-normal (i.e. the ‘‘r-‘‘) component of
the measured acceleration is plotted as negative to match the coor-
dinate system of the simulation, which measures outwardly from
the wall.
It can be seen that the measured mean acceleration matches
well that of the DNS. The shape of the measured mean-squared
fluctuation curve is also seen to be similar to that of simulation;
however, the magnitude of the normalized values differs more
than expected from the given Reynolds number mismatch. It is
possible that this discrepancy is due to the difference in geometry
between the experiment (cylindrical) and simulation (rectangular).
In an experimental study of pipe flow at ReD = 10,300, Oliveira et al.
(2013) observed that acceleration variance did not approach zero
toward the centerline; however, they observed the streamwise
acceleration variance to be the largest of the three components,
contrary to what is seen here. It is possible that the discrepancy
seen herein is due to measurement noise, and this is discussed in
more detail later.
6. Discussion
Past experiments in PET detectors of cylindrical geometry have
neglected the radial astigmatism defect; however, this work indi-
cates an aberration of up to 4% of the detector ring radius at a radial
location of R/2. It is suggested that a calibration routine be per-
formed to correct for this defect. PEPT has been performed with
cylindrical detector arrays for the interrogation industrial systems
wherein the system extends to similar dimensionless radial





















Fig. 9. Comparison of mean acceleration measured in PEPT (symbols) to that of DNS of Stelzenmuller et al (2017) (solid line). The inset shows the same data zoomed in on
near-wall region to reveal detail. Error bars indicate ±2r confidence interval. Accelerations are normalized as aþ ¼ a=ðu
3
s
m Þ. Positions are normalized as y
þ ¼ y=ðusm Þ, where y is
the distance from the wall.

































Fig. 8. Comparison of turbulent kinetic energy budget measured in PEPT (symbols) to that of DNS of El Khuory et al. (2013) (solid line). The inset shows the same data zoomed
in on near-wall region to reveal detail. Error bars indicate ±2r confidence interval. Budget terms are normalized by (m=u4sÞ. Positions are normalized as yþ ¼ y=ðusm Þ, where y is
the distance from the wall.
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Figure 4.12: Comparison of mean acceleration measured with PEPT (symbols) to that of
DNS of Stelzenmuller et al. [88] (solid line) as a function of distance from the wall. The
inset shows the same data zoomed in on near-wall region to reveal detail. Accelerations





. Positions are normalized as y+ = y/(uτ
ν
), where y is the
distance from the wall.
who considered rectangular channel flow at Reτ = 1440 (compared to Reτ = 1100 in this
work). Measured data in the r-, θ-, and z-directions are plotted as wall-normal, spanwise,
and streamwise to facilitate comparison with channel geometry. The wall-normal (i.e. the
“r-”) component of the measured acceleration is plotted as negative (−a′r) to match the
coordinate system of the simulation, which measured distances outwardly from the wall.
It can be seen that the measured mean acceleration matched well that of the DNS.
The shape of the measured mean-squared fluctuation curve was also similar to that of the
simulation; however, the magnitude of the normalized values differed more than expected
from the given Reynolds number mismatch. It is possible that this discrepancy is due to the
difference in geometry between the experiment (cylindrical) and simulation (rectangular).
In an experimental study of pipe flow at ReD = 10, 300, Oliveira et al. [91] observed that
acceleration variance did not approach zero toward the centerline. They also observed the
68
positions. Chang and Hoffman (2015) acknowledged this defect
due to depth of interaction of photons but did not correct for it.
Although fundamentally different, similar biases may exist for par-
allel plate PEPT detector configurations, and the present authors
suggest that point source studies similar to those detailed in
Section 4.1 be carried out in these systems to quantify any defect.
Furthermore, the authors admit that while this calibration rou-
tine is shown to greatly reduce depth of interaction defects, it is
imperfect in that it does not account for scattering within the mea-
surement medium. In the calibration experiment, the majority of
the photons travel through air between the source and the detec-
tor, whereas they travel primarily through water and air in the
flow experiment. It is possible that a calibration could be con-
ducted in silico via a medical imaging simulation platform such
as the GEANT4 Application for Tomographic Emission (GATE) (Jan
et al., 2004) in order to account for corrections due to scattering;
however, work with an existing GATE model of the Siemens Inveon
(Lee et al., 2013) has indicated differences in outcomes between
the simulation and the actual scanner. This simulation of measure-
ment is an ongoing line of research.
The primary objective of this work is the qualification of M-
PEPT for measurements in turbulent, wall-bounded, shear flows.
The results seen in Section 5.2 indicate this method is useful for
measurements away from the wall in this flow field. The defects
near the wall are not entirely understood at this time, but it is pos-
sible that inertial effects are at work. As the Kolmogorov time scale
sg is known to vary as !!1/2, the increased dissipation in the bound-
ary layer (seen in Fig. 8) leads to a decrease of the smallest time
scales in the flow, which would correspond to an increased St in
the boundary layer. Gerashchenko et al. (2008) and Lavezzo et al.
(2010) observed increased particle acceleration variance in near
wall turbulence for inertial particles. In Lavezzo et al. (2010), par-









Using this formulation, St+ = 0.50 for this work, below that at
which significant inertial effects were previously observed. It is
unknown if similar effects could be contributing to the increased
apparent Reynolds stress observed in this work.
It is believed that measurement resolution is the primary
reason that near-wall measurements are seen to vary from those
predicted by DNS, especially in the case of 2nd and 3rd order statis-
tics such as Reynolds stress and certain TKE budget terms. The
average spatial resolution in this work is of order 0.1 mm in each
spatial direction, comparable to the width of the smallest near-
wall bins (&0.4 mm). It has been seen in literature that PEPT spatial
resolution varies inversely with the square root of the number of
events used for detection (Parker et al., 1993; Bickell et al., 2012;
Wiggins et al., 2017). The development of tracers of smaller diam-
eter and greater activity is a line of research.
This lack of resolution may also be the primary cause of the mis-
match between the measured and simulated acceleration fluctua-
tion curves shown in Fig. 10. Outside the boundary layer, PEPT is
seen to overpredict the fluctuation magnitude. This is likely a defect
caused by the propagation of measurement noise into acceleration
calculation. Inversely, PEPT is seen to underpredict the acceleration
fluctuation magnitude in the boundary layer. The aforementioned
increase in dissipation and decrease in Kolmogorov time would also
lead to an increase in the ratio of filter scale to sg. As this ratio
approaches and surpasses unity as one moves toward the wall,
there will be a filtering of the smallest scales of the flow, and this
is likely to blame for the under-resolved acceleration at the wall.
Thus, the chosen filter size of r = 8 time steps is possibly too large
inside the boundary layer and is too small to sufficiently remove
noise outside the boundary layer. Further experimental or numeri-
cal investigation of acceleration statistics in pipe flow is needed to
determine the exact source and magnitude of errors in acceleration
moment measurements in PEPT.
An alternative form of filtering based on the use of penalized B-
splines has been suggested (Gesemann et al., 2016; Lawson et al.,
2018) as a way to remove the dependence of measured accelera-
tion moments on filter width. This method uses an adjustable
smoothing parameter, and as this parameter approaches infinity,
the spline approaches a quadratic fit to the underlying data. Even
in this ‘‘smoothest” limit, the acceleration fluctuation did not
approach that predicted by simulation.
Despite the noted drawbacks in imaging near boundaries, M-
PEPT’s utility for measurement in shear flow environments is
observed. As such M-PEPT can be employed as a tool for measure-
ment of such quantities of interest to turbulence modeling as mean
velocity and Reynolds stress in flow systems without the need for
optical access. M-PEPT is also useful for the measurement of mean
acceleration values, but it is not recommended that it be used for
measuring higher moments of acceleration unless measurement
























Fig. 10. Comparison of mean-squared fluctuation of acceleration measured in PEPT (symbols) to that of DNS of Stelzenmuller et al (2017) (solid line). The inset shows the
same data zoomed in on near-wall region to reveal detail. Error bars indicate ±2r confidence interval. Accelerations variances are normalized as ha02i i
þ





are normalized as yþ ¼ y=ðusm Þ, where y is the distance from the wall.
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Figure 4.13: Comparison of mean-squared fluctuation of acceleration measured eith PEPT
(symbols) to that of DNS of Stelzenmuller et al. [88] (solid line) as a function of distance
from the wall. The inset shows the same data zoomed in on near-wall region to reveal detail.







. Positions are normalized as
y+ = y/(uτ
ν
), where y is the distance from the wall.
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streamwise acceleration variance to be the largest of the three components, contrary to what
is seen here.
This work showed the usefulness of M-PEPT for measurement of turbulence quantities
of interest in wall-bounded shear flow. Results indicated that measurements were accurate
away from the wall in this flow field. Defects near the wall are not entirely understood, but
it is possible that inertial effects were at work. As the Kolmogorov time scale τη is known
to vary as ε−1/2, the increased dissipation in the boundary layer leads to a decrease of the
smallest time scales of the flow, which would correspond to an increased St in the boundary
layer.
Furthermore, PEPT spatial resolution may have come into play for measurements in the
near-wall region, especially as measurement error propagated into the calculation of 2nd-
and 3rd-order statistical quantities like Reynolds stress and TKE budget terms. The average
spatial uncertainty calculated for this work was of the order 0.1 mm in each spatial direction,
comparable to the width of the smallest near-wall bins (∼0.4 mm). The development of
tracers of small diameter and high activity is a line of research for the improvement of
spatial resolution.
Despite these observed drawbacks, M-PEPT’s utility for measurement in shear flow
was demonstrated. As such M-PEPT can be employed as a tool for measurement of such
quantities of interest to turbulence modeling as mean velocity and Reynolds stress in flow
systems without the need for optical access. M-PEPT is also useful for the measurement of
mean acceleration values, but it is not recommended that it be used for measuring higher
moments of acceleration unless measurement noise can be shown to be of significantly less
magnitude than the smallest scales of interest in the flow.
4.4 Yeast Cell Tracking
The last capability of M-PEPT described in this chapter realized the biological science
application of PEPT, albeit in a different way than that envisioned by Shaw [6]. Past studies
have been conducted with positron emission tomography (PET) to image large groups of cells
[92, 93, 94, 95, 96]. However, conventional PET is not suitable for tracking individual cells.
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Lee et al. [25] explored tracking of a single cell using a PET scanner and a specialized particle-
tracking algorithm that fits CL data to cubic splines. They demonstrated via a Monte Carlo
simulation of a Siemens Inveon preclinical PET scanner, that single-cell tracking should be
possible when cell activity exceeds 10 Bq. The model was further validated with data using
a 1000 Bq point source in a Siemens Inveon PET scanner; however, they also noted that the
presence of the isotope 176Lu in the lutetium oxyorthosilicate (LSO) crystals of the Inveon
PET scanner causes a background count rate not represented in their Monte Carlo model.
They conclude that tracking of low activity sources using the Inveon scanner, with intrinsic
176Lu decays causing random coincidence count rate near that associated with a 100 Bq
positron-emitting source, was not feasible and have since showed the ability of their method
to track low activity sources in a scanner without LSO [26].
Goertzen et al. [97] showed that using a restricted energy acceptance window with lower
bound of at least 400 keV nearly removes the random coincidence count rate attributable
to 176Lu decay in a MicroPET R4 scanner. However, this restriction of the energy window
causes some reduction in the scanner sensitivity.
Using a restricted energy window of 425-625 keV, an experiment was performed to track
individual yeast cells in a Siemens Inveon preclinical PET scanner. A population of roughly
125,000 cells was activated to 55 Bq/cell with 18F, and 16 of these were tracked in vitro in
a bottle of water.
4.4.1 Cell Tracking Experiment
An experiment was devised by Langford et al. [89] in which genetically modified yeast cells
were activated and tracked using PEPT. The author assisted with the cell activation and
performed all data analysis in this work. For this study, a cell was needed that could be
activated with a positron-emitting radioisotope. 18F was selected due to its ready availability
and intermediate half-life of 109.8 minutes. Ideally, a cell would be able to uptake the
radioisotope and be unable to export it. To accommodate this, the yeast Saccharomyces
cerevisiae, strain BY4741-SSY3 [98] was grown with the Fluoride EXporter (FEX) gene
deleted. Deletion of this gene prohibited the efflux of 18F from the cell while maintaining
normal influx.
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Activation of the cells was carried out in a manner similar to the ion exchange procedure.
In short, cells were introduced to an aqueous 18F ionic solution of volume 20 µL and activity
1.3 GBq (35 mCi). A 40% glucose buffer solution was added to encourage uptake of fluoride
ions by the cells. After incubation in the solution for 8 minutes, cells were removed from the
suspension via centrifugation and washed via repeated rinsing and centrifuging to remove
any excess 18F not taken up by the cells. In this way, a final population of 125,000 cells were
activated to 55 Bq/cell.
Cells were then transported to a test facility. After a series of dilutions, 17±4 activated
cells were added to a 500 mL bottle of DI water, and this bottle was placed in the bore of
a Siemens Inveon preclinical PET scanner. Two scans were performed for 5 minutes each
using the aforementioned 425-625 keV energy window. At the time of the first scan, the
activity of the cell sample had decayed to 32 Bq/cell.
Coincidence scan data were analyzed using the FPI method with a grid size of 2 × 2 ×
2 mm2. Overlapping time steps were employed with CLs being processed in time windows of
length 60 s, moved 3 s at each time step (i.e. with 57 s of overlap). Given an average activity
of 32 Bq/cell and a peak sensitivity of 5.2% (measured for this scanner in an independent
experiment), a coincidence event rate of 1.7 events per cell per second was expected. As
such, this time window size allowed for 100 CL per cell for each position reconstruction.
4.4.2 Results
Figure 4.14 shows a 3D representation of the cell trajectories measured via PEPT from
the first experiment. In total, 16 cells were identified and tracked during the first scan,
and 18 trajectories were identified during the second scan. Average calculated localization
uncertainties were 0.56 mm, 0.56 mm, and 0.50 mm in the x-, y-, and z-directions,
respectively, in the first scan and 0.58 mm, 0.59 mm, and 0.52 mm in the second scan. Visual
inspection of the results of the second scan indicated that there were likely two instances
of occlusion (detection, loss, and subsequent detection of the same cell) in the second scan,
implying that only 16 cells were found
This detection and tracking were performed using activity well below that used in




























Figure 4.14: 3D trajectories of yeast cells measured via PEPT in the first cell tracking
experiment. Time of detection is indicated by color along each trajectory.
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Cell viability
Fluoride’s toxicity to yeast cells is known [26]. In prior work with the strain of yeast used
herein, Sanshu et al. saw an inhibition of cell growth in micromolar concentrations of fluoride.
However, there was little observed difference between cell growth rates in 0 μM and 20 μM
fluoride solutions, with no noticeable effects for exposures less than six hours [26]. Based on
the initial 63 MBq/μl activity of our 18F solution, the cells used in this experiment were exposed
to a 1 μM fluoride solution for less than 10 minutes, indicating that cell death due to fluoride
poisoning was unlikely.
Cell death due to radiation exposure is also a concern in this work. Monte Carlo simulations
were carried out in MCNP6 to estimate the dose received by the cells in our experiment. In these
simulations, the cell was treated as a sphere of water of 2.15 μm radius centered in a cylinder of
water with a height of 5.89 cm and a radius of 1.06 cm, roughly approximating the geometry and
volume of fluid used during the yeast activation experiment. In the first simulation, an 18F source
was distributed within the simulated yeast cell to estimate dose from radiation originating within
the activated cell. In the second simulation, a source of 18F was distributed throughout the water
cylinder to simulate dose from the activation procedure. In each case, energy deposition in the
simulated cell was tallied to estimate the dose to the cell on a per decay basis. This was then used
to estimate the dose to the activated cells as a function of time. Based on the MCNP results, the 8
minute activation period, and the 86 minute interval of time between cell activation and the initi-
ation of scanning, it is estimated that the cells received doses of 833±29 Gy from extracellular
radiation sources and 402±21 Gy from intracellular sources. Cited uncertainties reflect statistical
uncertainty of MCNP6 and uncertainty in activities. These doses correspond to 4.0×10−10 and
0.16 percent of the total energy deposited in the system by each type of source, respectively, indi-
cating that the vast majority of energy deposition occurred outside the cells. Game et al. [27]
observed the survival rate of yeast cells exposed to x-ray irradiation to fall below 1% at about
1200 Gy. Considering the small population of cells tracked in this experiments (16) and the
Fig 6. Sample line density grid images. (Top Row) Images from first minute of yeast tracking experiment. Four axial
locations show particle images. CL crossings are counted on a 2 mm × 2 mm × 2 mm grid, and images are smoothed via a
boxcar kernel of side width 3 voxels. (Bottom Row) For comparison, images at same axial positions from first minute of
background scan are shown.
https://doi.org/10.1371/journal.pone.0180503.g006
Positron emission particle tracking of 18F radiolabeled yeast cells
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Figure 4.15: Top Row: Images from first minute of yeast tracking experiment. Four axial
locations show particle images. Bottom Row: For comparison, images at sa e axial position
from first minute of background scan are shown.
compared to the measured background radiation. A background scan was performed for
6 hours using the Siemens Inveon and CL crossings were tallied across a 2× 2× 2 mm3 grid,
as was done f r this experiment, and normalized to show average numbers of CL crossings
per minute. The random coincidences occurring from 176Lu decay create a broad distribution
of CL throughout the FOV. In contrast, the yeast cell scans showed very localized regions
of high CL density. Figure 4.15 shows four axial slices from the smoothed line density grid
of the first scan compared to four one-minute slices from the background scan. Here it can
be seen that the virtual images of the yeast cells are readily apparent above background. In
the cell-tracking experiment, an average peak value of smoothed line density of 4.5 CL per
voxel was measured, compared to ly 0.56 CL per voxel in the background scan.
In this work, it was suspected that radiation exposure led to cell death, based on dose
calculations carried out with MCNP6 [99]. Future work is planned t determine methods to
activate cells to trackable levels without causing cell death.
This work displayed the first time positron-imaging has been used for individual cell
tracking. In the future, it is desired that this method can be ported to a system of more
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biological interest. Currently, activation and tracking of yeast cells Candida Albicans is
being explored using the same means demonstrated herein. Fungal infections caused by this
yeast cause serious medical problems with approximately 400,000 systemic infections per
year in the U.S and a mortality rate of about 50% [100]. These infections often progress
before the cause of infection is identified. It is desired that with PEPT, the modes and paths
of propagation of this infection can be better understood. We have demonstrated that these
cells can be activated to trackable levels and are currently pursuing in vivo imaging of this
infection in a mouse.
Furthermore, it has been shown that certain stem cells can be activated using hexadecyl-
4-[18F] fluorobenzoate to individual activities that should be trackable through PEPT [96,
95]. In vivo tracking of such cells could provide novel insight into individual cell dynamics
in stem cell therapies and allow monitoring of the administration of these therapies. If
suitable radiolabelling techniques can be engineered, this method could be further extended
to tracking of leukocytes for the study of infection and inflammation [101], cancer cells for





An experiment was designed to study Lagrangian dynamics of flow in porous media. Particle
tracking studies in porous media have been conducted by optical means [46, 47]. These
experiments require the use of index of refraction matched materials and are often limited
to examination of particle trajectories over only a few pore lengths. In this work, we sought
to study the long range dynamics of particles traveling in porous media with PEPT.
Toward this end, a flow loop was designed that allows delivery of flow to a number of
test sections. Experiments were conducted in the Science and Engineering Research Facility
(SERF) at the University of Tennessee, Knoxville (UTK). A Siemens Inveon preclinical
PET scanner was used for coincident gamma ray detection, and anion exchange resins were
used as tracers. Test sections were constructed with packed bed geometries. Details of this
experimental setup follow.
5.1 PET Scanner
A Siemens Inveon preclinical PET scanner was used for all PEPT measurements described
herein. An image of the Inveon is shown in Figure 5.1. The Inveon consists of 64 detector
blocks arranged in four rings. Each block consists of a 20 × 20 array of LSO crystals of
size 1.51 mm × 1.51 mm (detector face) × 10.0 mm (depth), such that the entire system
is comprised of 25,600 individual detector elements. The crystal ring is of diameter 16.1
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Figure 5.1: Side (Left) and front (Right) views of Inveon PET scanner with measured
dimensions [104].
cm, and the length of the FOV is 12.7 cm. The transaxial FOV is limited to a diameter of
10.0 cm due to the encasing around the detector elements [31].
A brief description of the detector system of the Inveon follows. For a full treatment of
this system, the reader is referred to [105, 106, 107, 108, 109, 110, 111, 112]. A block diagram
of the full Inveon architecture (detector, electronics, and interface with host PC) is given in
Figure 5.2 [109].
The detector block used in the Inveon is shown in Figure 5.3. In each block, a 20 ×
20 LSO crystal array is coupled by a tapered 14 × 14 element light guide to a position-
sensitive photomultiplier tube (PSPMT). Crystals are arranged such that for all but the
outer elements, there is a 9 to 4 (3 × 3 to 2 × 2) multiplexed coupling of crystals to light-
guides. This coupling scheme is shown in Figure 5.4. This tapered structure allows for the
coupling of many scintillating elements to a single detector block and allows detector blocks
to be arranged without a gap between the detection elements of adjacent blocks [106].
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 Abstract– A flexible, extensible, high-speed architecture, called 
QuickSilverTM and specifically geared to the requirements of 
small animal imaging, has been developed. The architecture is 
composed of ring-based event processing modules (EPMs) with 
nearest neighbor, high-speed digital communication transmitting 
event packets via a “store and forward” concept. Each EPM is 
capable of transmitting up to 15.6M events/sec to other EPMs. 
Coincidence determination is performed at the EPM level around 
the “ring”. This distributes the load and eliminates the need for a 
separate coincidence processor. Each EPM is capable of 
transmitting up to 1.9M coincidence events/sec to an event 
routing subsystem (ERS) for acquisition and processing. The 
ERS has 2 transport interfaces for acquiring events: an IEEE 
1394A interface and a PCI interface. The IEEE 1394A interface 
can support up to 5.3M events/sec and the PCI interface can 
support up to 16.7M events/sec. Thus this architecture provides a 
new level of capability for small animal PET imaging, but is also 
extremely well suited for PET research, single photon emission 
computed tomography (SPECT) imaging, and use with X-ray CT 
and magnetic resonance imaging (MRI). 
I. INTRODUCTION 
nimal models, particularly rodents and small primates, 
play an increasing role in the research and development of 
techniques for the early detection, screening, diagnosis, and 
treatment of human disease, particularly cancer. Positron 
emission tomography (PET), with its ability to reproducibly 
measure sub-nanomolar concentrations of pharmacokinetic 
and pharmacodynamic radiotracers, in vivo and in the same 
subject, is uniquely suited to aid researchers in their studies 
involving small animal models of human cancer. Most 
commercial PET systems have been designed to meet the 
requirements of clinical human studies rather than research 
involving small animals. Siemens Preclinical Solutions’ 
(formerly CTI/Concorde Microsystems) microPET® is a small 
animal PET system that utilizes components from a 
commercial clinical PET system. The tailoring of the 
microPET® system to small animal imaging has led to its 
commercial success, but its performance is limited by the use 
of components from a clinical PET system, in particular the 
countrate performance . 
Therefore, a flexible, extensible, high-speed 
architecture for the next generation of commercial microPET® 
systems, specifically geared to the requirements of PET 
research, has been developed. This architecture, called 
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QuickSilverTM, is at the core of the Siemens Preclinical 
Solutions Inveon Dedicated PET system. Not only does the 
architecture provide a new level of capability for small animal 
PET imaging, but is also extremely well suited for single 
photon emission computed tomography (SPECT) imaging and 
use with X-ray CT and magnetic resonance imaging (MRI). 
II. ARCHITECTURE DESCRIPTION 
Fig. 1 is a block diagram of the QuickSilverTM architecture. 
This architecture has a flexible detector interface enabling the 
use of different detectors, such as radiation sensitive 
scintillators with photomultiplier tubes (PMTs) or avalanche 
photodiodes (APDs). The detectors are interfaced to event 
processing modules (EPMs) [1]. Event signals from the 
detectors are processed by the EPM and stored locally as well 
as sent to other EPMs. Through the use of high-speed digital 
signaling techniques, communication and data between EPMs 
is via a “store and forward” concept to their nearest neighbors 
in a “ring” configuration. This provides maximum flexibility 
and extensibility in the detector topology, i.e. ring, partial ring, 



























































Fig. 1.  QuickSilverTM  architecture block diagram. 
 
 Not only does the “store and forward” concept provide 
flexibility and extensibility, it enables coincidence 
determination for PET imaging to be performed within the 
EPMs as the data from other EPMs passes through them. This 
has the effect of increasing the number of coincidence 
processors to the number of EPMs in a system. This 
distributes the coincidence determination and eliminates a 
separate coincidence processor. The data 
(singles/coincidences/information) packets from the EPMs are 
also routed through the event routing subsystem (ERS) [2].  
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Figure 5.2: Block diagram of architecture employed by Siemens Inveon [109].
 
Design and Performance of a New Pixelated-
LSO/PSPMT Gamma-Ray Detect r for High 
Resolution PET Imaging 
Robert A. Mintzer, Member, IEEE, and Stefan B. Siegel, Member, IEEE 
 Abstract– The gamma-ray detector developed for the Siemens 
Inveon™ small animal PET systems affords improved light 
collection and reduced number of photodetectors, while providing 
67% greater axial field of view over the previous Focus™ system 
design. This is achieved using a tapered, multiple-element 
lightguide to couple the detector’s 1.6 mm pitch, 20 × 20 LSO 
crystal array (32 mm square) to the 23.5 mm square 
photosensitive area of a Hamamatsu R8900 C12 PSPMT. The 
response of 900 production detectors to 511 keV photons has been 
analyzed. The average peak-to-valley ratio of crystal rows and 
columns derived from 2-d event position histograms was 4.08 ± 
0.26 (±1 SD; range of 2.96 to 5.60), and the average detector 
energy resolution derived from individual crystal spectra was 
12.3 ± 0.5% FWHM (±1 SD; range of 11.2% to 13.9%). 
Application of this compact detector in c njunction with the 
Quicksilver™ electronics architecture enables flexible system 
design for high performance PET imaging. 
I. INTRODUCTION 
 new gamma-ray detector has been d signed for Siemens 
Inveon™ small animal PET systems. The design of this 
detector improves light collection efficiency and provides 67% 
greater axial field of view over the previous Focus™ [1] 
system detector design while reducing the number of 
photodetectors requir d. The Focus detectors employ 12 × 12 
element scintillator crystal arrays that are physically smaller 
than their photomultiplier tube (PMT) readouts. In order to 
arrange these detectors in a scanner without introducing axial
gaps (as would have been the case using simi ar detectors 
described in [2] and [3] in an extended multiple-ring 
geometry), each scintillator array is coupled to its Hamamatsu 
C12 PMT via an 8 × 8 array of multiclad optical fibers with a 
bias cut at each end. This permits the adjacent positioning of 
the scintillator arrays without interference between the PMTs, 
and the length of the fibers establishes the angular packing of 
the detectors. 
In contrast, the Inveon detector employs an innovative, 
tapered, multiple-element lightguide to couple a scintillator 
crystal array that is physically larger than its associated 
photodetector. This design significantly increases the number 
of scintillator array elements that are read out by a single 
PMT, and also eliminates limitations in positioning due to 
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interference between PMTs. A previous effort to accomplish 
this [4], [5] concluded that a fused optical-fiber taper 
performed better than a multiple-element tapered lightguide, 
but that lightguide did not incorporate key features of the 
present design. 
II. DETECTOR DESIGN 
An Inveon PET detector (Fig. 1) comprises a 20 × 20 
element, 1.6 mm pitch × 10 mm deep lutetium oxyorthosilicate 
(LSO) scintillator array with bonded inter-crystal polymer film 
reflector, a tapered 14 × 14 element glass and polymer-film-
reflector lightguide, and a Hamamatsu R8900 C12 position-
sensitive photomultiplier tube (PSPMT). This design enables a 
400 scintillator-element array that measures approximately 32 
mm square to be read out on the 23.5 mm square photocathode 
of the PSPMT with excellent light collection efficiency. The 
R8900 PSPMT is an improved version of the R8520 used in 
Focus detectors, in that the specified minimum photocathode 
area has been increased from 22 mm square. 
 
 
Fig. 1.  Photograph of an assembled Inveon PET detector, comprising a 
scintillator crystal array, tapered lightguide and position-sensitive 
photomultiplier tube (PSPMT). 
 
Since the outer dimension of the PSPMT is about 30 mm 
square, and thus smaller than the scintillator array, this 
detector can be used in a variety of system configurations such 
as rings or tiled panels while preserving crystal pitch across 
A 
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Figure 5.3: Photograph of detector used in Siemens Inveon [106].
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detectors. The angular positioning of the detectors configured 
in a ring geometry is no longer dictated by their overall length. 
An oblique-view drawing of the lightguide is shown in 
Fig. 2, entrance and exit faces are shown in Fig. 3, and a side 
view is shown in Fig. 4.  
 
Fig. 2.  Oblique-view drawing of the Inveon detector lightguide. 
 
 
Fig. 3.  Drawing of the Inveon detector lightguide from scintillation light 
entrance face (left) and exit face (right) views. 
 
 
Fig. 4.  Side-view drawing of the Inveon detector lightguide. 
 
The lightguide features 9:4 (3×3 : 2×2) multiplexed 
coupling of the non-edge scintillator array elements to 
corresponding lightguide elements, 3:2 (3×1 : 2×1) 
multiplexed coupling of edge scintillator array elements to 
corresponding edge lightguide elements and 1:1 (1×1 : 1×1) 
non-multiplexed coupling of corner scintillator array elements 
to corner lightguide elements. Fig. 5 is a cross-sectional view 
of the mated lightguide and scintillator array illustrating, in 




Fig. 5.  Cross-sectional view of the Inveon detector 20 × 20 scintillator 
array coupled to the 14 × 14 element tapered lightguide. 
 
Multiplexing of the central elements enhances light 
collection efficiency by increasing the cross sectional area of 
the lightguide elements while preserving scintillator array 
element separability. The principle of coupling 3×3 groups of 
scintillator array elements to 2×2 groups of lightguide 
elements is illustrated in a cross-sectional view in Fig. 6. The 
use of one-dimensional multiplexing along edges and direct 
coupling of corners enhances the light collection from edge 
and corner elements, which are typically difficult to 
discriminate from adjacent elements due to image edge 
compression effects.  
 
 
Fig. 6.  Cross-sectional diagram of typical central elements, showing one 
dimension of multiplexing of 3×3 scintillation crystals into 2×2 lightguide 
elements. Light from crystals “1” and “3” are transmitted through lightguide 
elements “L” and “R” respectively. Light from crystal “2” is transmitted 
through both lightguide elements “L” and “R”, such that the centroid of the 
light distribution is located between the centroids of the light distributions 
from crystals “1” and “3”. 
 
A “square shoulder”, rather than an acute angle, is used on 
the edge and corner elements. This feature enhances light 
collection for corresponding scintillator array elements by 
increasing the probability of scintillation photons being 
reflected toward the lightguide exit window, rather than back 
into the scintillator element. This principle is illustrated in 
Fig. 7 (left and center). The size of the feature is 
approximately that of the scintillating element output window. 
 
 
Fig. 7.  Cross-sectional diagram of edge or corner element variants 
illustrating the effect of the “square shoulder” (center) and enlarged exit 
surface (right). 
 
The lightguide edge and corner element exit windows are 
larger in cross sectional area than those of the central elements, 
increasing total light transmission efficiency and shifting the 
centroid of transmitted light outward from those of adjacent 
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Figure 5.4: Coupling of crystals to light guide in Siemens Inveon [106].
Analog readouts from PSPMTs are sent to one of the event processing modules (EPMs).
Each EPM is coupled to four detector blocks, giving a total of 16 EPMs in the system
arranged in a ring. Here an analog to digital converter (ADC) first digitizes signals and
passes them to a field programmable gate array (FPGA). These signals include information
on the location and energy of the radiation interaction in the detector as well as a 312 ps
time stamp. Event processing within the FPGA is described in Figure 5.5. The position and
energy information are passed to a crystal lookup table (CLT) that returns a specific crystal
address to the FPGA. This crystal address is used to query an energy and time correction
lookup table that is used to correct the signal. This lookup table contains information of
upper and lower bounds for allowed energy. If a signal is found to have energy within these
bounds, a crystal-specific time correction is applied [105].
This signal is then processed for coincidence determination. Coincidence determination
is performed between events that originate on a given EPM and those received from other
EPMs as seen in the bottom panel of Figure 5.5 [105]. Signals are passed between EPMs
in a “store and forward” architecture in which the information is first stored locally on an
EPM and then passed to an adjacent EPM [109]. Events from other EPMs are processed
on first-in-first-out (FIFO) buffers and are compared to those stored locally on an EPM.
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to be applied to each individual crystal. Once a crystal event 
has been qualified, the crystal value and time corrected data 
form a Singles event which is then placed into a FIFO for 
transmission over a RocketIO channel for subsequent 
processing such as coincidence determination. Singles events 
can be output from the EPM at a rate of up to 31.25 million 
events per second dependent on the system configuration.  














Fig. 3. Block diagram of Event Processing. 
V. COINCIDENCE DETERMINATION 
Coincidence determination, Figure 4,  is performed between 
Singles events that occur on-board an EPM and Singles events 
received from other EPMs.  A Singles event consists of a Slot 
ID, a Base SYNC ID, a time stamp and a crystal ID. The local 
Singles events are stored in a dual-port random access 
memory (DPRAM) with the SYNC ID bits serving as the 
address bits. The Singles events from other EPMs are received 
on one or more high speed serial data channels and placed into 
receive first-in first-out (FIFO) buffers.  The received Singles 
events are then read out of the FIFO and their SYNC ID is 
used to address the DPRAM containing the local Singles 
events.  A comparison is then made of their time stamps and a 
coincidence determination is made based on this comparison.  
The coincidence events are then transmitted to an Event 
Routing Subsystem (ERS) [11] board for subsequent 
processing and storage.  Coincidence events can be output 
from the EPM at a rate of up to 1.9 million events per second 













Fig. 4. Block diagram of Coincidence Determination. 
VI. RESULTS 
A 64 channel, LSO based PET system [12], Figure 5, built 
using 16 EPMs yielded 1.22 ns FWHM system timing, Figure 
6, and better than 14% energy resolution.  The system 
provides a high count rate capability, Figure 7, and a 
sensitivity of 10.4% when using an energy window of 250 
keV to 750 keV.  
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has been qualified, the crystal value and time corrected data 
form a Singles event which is then placed into a FIFO for 
transmission over a RocketIO channel for subsequent 
processing such as coincidence determination. Singles events 
can be output from the EPM at a rate of up to 31.25 million 
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Figure 5.5: Block diagram of ven routing within FPGA of Siemens Inveon. Top: singles
even processing. Bottom: Coincidence determination [105].
80
If the time stamps of two events are found to be within the preset coincidence window, a
coincidence event is created and transmitted to the event routing subsystem (ERS) [105].
The ERS then translates the signal to a listmode data format and outputs the data stream
to a listmode file [112]. This listmode file is written to a host computer where it can be used
for PET reconstruction using software provided by the manufacturer or offloaded for PEPT
or other forms of processing.
Each coincidence event is written to the listmode file as a word containing information
on the crystal addresses of both crystals involved in the event. Time marks are inserted into
the listmode stream every 200 µs and are used to sort the data. This currently serves as the
limit on temporal resolution in our PEPT experiments and does not represent the overall
timing resolution of 1.2 ns of the detection electronics of the Inveon [105]. An external TTL
trigger can be also be sent to the Inveon via BNC ports on the front of the scanner. In this
case, trigger event words are inserted into the listmode at the rising or falling edge of the
TTL signal, depending on user specification. No external triggering is used in this work.
Crystal lookup tables and crystal energy maps are generated via a detector setup routine
in which a cylindrical 68Ge source (positrons emitted by 68Ga after decay 68Ge→68Ga+e−+ν̄e)
is used for calibration. A scan of this source is performed until each detector has recorded
10,000 events. At this point, PSPMT readouts are examined for each detector, and regions
of the readout are assigned to each crystal in a detector, as seen in Figure 5.6. Histograms
of energy recorded by each detector are examined, and the 511 keV energy peak is identified
in each for calibration.
With a cylindrical detector geometry, the sensitivity of the Inveon is seen to vary greatly
with axial position. Figure 5.7 shows the axial sensitivity profile of the Inveon recorded using
a 22Na source and the restricted energy window of 425-625 keV [113]. Here, the efficiency
is defined as the number of CL recorded per second divided by the activity of the point
source (in Bq). It can be seen that the Inveon is a great deal more sensitive at its center
of FOV than at its axial edge. In the case of PEPT measurements (in which measurement
accuracy varies inversely with the square root of the number of CL recorded), this means
that recorded positions will be significantly more accurate at the axial center of the scanner
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PET Detector Setup 187 
 
 10. When the position profile is displayed, proceed to "Task 2: Edit Position Profiles and 
Energy Maps (page 187)." 
 
Task 2: Edit Position Profiles and Energy Maps 
After the automated steps are initiated, the scanner begins an acquisition.  
The system must know how detected events correspond to individual crystals on the 
detector face. During the setup process, the system automatically maps these 
relationships and records them in crystal lookup tables.  
Crystals have a square face and respond to events across their entire face, but they are 
most responsive at their centers, so counts accumulate faster there. When the recorded 
events are displayed as an image in a position profile, they appear as a 20 × 20 grid of 
white spots. Each spot represents thousands of events detected on a single crystal, and 
the counts tend to peak at the center of the spot. 
Because crystal peaks tend to correspond to the center of a crystal, IAW identifies a square 
(or rectangular) area around each peak that most likely corresponds to the square face of 
a corresponding crystal. Thus, each area on the detector is mapped to a crystal and 
recorded in a lookup table. 
The system, however, may not properly identify the crystal peaks, so when the setup 
process reaches the Lookup Editor Modification task, it pauses to let the user review its 
results and correct them if necessary. The results for each detector are displayed as a 
position profile, which is an image of the detected events overlaid with red dots that 
indicate where the system has identified crystal peaks.  
 
To edit position profiles and energy maps: 
 1. Wait for the crystal lookup tables to be generated and for the position profile for the 
first detector to be displayed in a tab in the setup panel. 
 
Figure 5.6: Example of window used for Inveon detector setup. On the left is an example
of a generated crystal lookup table. On the right is an example of detector energy readout
with 511 keV energy peak clearly identifiable [104].
than at the edges, and this must be considered in data analysis. The peak (center FOV)
sensitivity is measured to be 5.2%.
The 425-625 keV energy window is more restrictive than that usually used for PET scans
[31]. While this reduced energy window reduces the sensitivity of the scanner, it has been
shown to greatly reduce the number background events associated with 176Lu decay in the
LSO crystals [97]. Experience has shown that the gains achieved by this noise reduction
outweigh the losses associated with reduced sensitivity.
In order to quantify scanner performance as a function of the activity present in the FOV,





Here, each R indicates a count rate, and the random count rate is determined using a delayed
coincidence window [31]. As the activity present in the bore increases, the number of random
coincidences will also increase. As such, the NECR serves as a means of quantifying the
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Figure 5.7: Sensitivity profile of Siemens Inveon recorded using 22Na point source with
425-625 keV energy window [113].
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ratios for air- and water-filled chambers were 13.95% and
20.21%, respectively. The residual activity is a measure-
ment of correction accuracy. With spillover ratios below
2% after corrections for both air- and water-filled cham-
bers, the corrections work reasonably well.
Mouse Study. Figure 7 shows the coronal and sagittal
images of mice with 18F-FDG and 18F2 uptake, respec-
tively. The images were reconstructed with FBP and MAP
(b 5 0.01).
DISCUSSION
The NEMA standards are not meant to produce absolute
performance measurements but rather define measurements
that can be easily performed, analyzed, and interpreted by
the user community. They serve as tools for comparison of
imaging instruments under specific operating conditions.
These specifications represent a subset of measurements
that define the performance of preclinical PET systems for
specific imaging tasks.
The energy and spatial resolutions were primarily deter-
mined by the scintillator type and individual crystal size of
the system. The LSO-based Inveon DPET system has
improved energy resolution and spatial resolution similar
to the Focus220, which is also based on an LSO scintillator
and has the same crystal element size as the Inveon (23).
The increase in energy resolution is mainly due to the use
of improved light guides, which reduce light loss, in the
Inveon. Because of large solid-angle coverage, the sensi-
tivity of the Inveon is significantly higher than that of the
previous systems. In addition, because of the increased
sensitivity of the Inveon, the peak NECRs for both mouse-
and rat-sized phantoms are also significantly improved,
compared with previous preclinical systems. The scatter
fractions cannot be directly compared with previous mea-
surements for other systems (23,24) because a different size
of phantom and a different location of the line source insert
were used here, per the new NEMA NU-4 standard. In this
study, we also have the addition of the NEMA NU-4 image-
FIGURE 3. NECR as function of total activity for mouse-
and rat-sized phantoms.
FIGURE 4. Raw counts, decay-corrected counts, and
dead time–corrected counts as function of total activity in
FOV based on mouse-sized phantom data.
FIGURE 5. Images of NEMA NU-4 image-quality phantom
scanned for 20 min with 18F-FDG (5.1 MBq): transverse
plane of 5-rod region (A), coronal view (B), transverse plane
of uniform region (C), and profile across uniform area (D).
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Figure 5.8: Noise Equivalent Count Rate for Siemens Inveon measured for two different
phantom sizes [31].
true count rate performance of the scanner, adjusted for the background caused by random
coincidences. The measured NECR relative to activity present in the bore of the Inveon
for two different phantoms is shown in Figure 5.8. For both phantom sizes, the NECR
peaks between 100 and 150 MBq (2.7-4.1 mCi). This means that above ∼4 mCi, increasing
the amount of activity in the bore will primarily serve to increase the random coincidence
background. For this eason, it is desi ed th t the amount of total activity present in the
scanner FOV be kept un er 4 mCi for any PEPT experiment.
5.2 Tracer Particles
Amberlyst OH-form anion exchange resin were used as tracers for these experiments. A
scanning electron microscope image of such a resin is shown in Figure 5.9. The particle
pictured is from a set of larger resins of diameter 596-789 µm (middle 80%), as measured
by a Mastersizer 3000 laser particle size analyzer. The tracers used in this work were of the
same physical characteristics but were of diameter 69-120 µm. The smaller diameter allowed
these tracers to pass through the constructed porous media and be more representative of the
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Figure 4.2: Image of ion exchange resin bead taken by scanning electron microscope.
than that usually used for PET scans, but it has been shown to greatly reduce the number
background events associated with 176Lu decay in the LSO crystals [64]. The scanner’s
sensitivity has been measured to be 5.2% at this energy window [47].
4.1.2 PEPT Tracers
Amberlyst OH form ion exchange resin beads are used as tracers for these experiments.
The resins used for the previously detailed past experiments were of diameter 596-789 µm
(middle 80 percent), as measured by a Mastersizer 3000 laser particle size analyzer. A
sample image of one of these particles is seen in Fig. 4.2. These particles are of density
1.225 g/cc, as measured by suspension of particles in sucrose solutions of various densities.
Particles are activated with 18F at UT Medical Center and transported by UT Radia-
tion Safety personnel to the PEPT laboratory in SERF for experiments. 18F is produced
28
Figure 5.9: Scanning electron microscope image of anion exchange resin bead.
motion of the underlying fluid elements. These particles have a wet density of approximately
1.205 g/cc, measured via suspension of particles in sucrose solution of varying de sity (see
Section 5.3).
Particles were activ ted with 18F at the University of Tennessee Medical Center (UTMC).
18F was chosen due to its short positron range in water (0.66 mm), intermediate half-life
(109.8 min.), and ready availability. This half-life allows for several minutes to a few hours
of data collection before particle activity is too low to facilitate tracking. As upwards of 30
mCi total a tivity was us in these experim nts, this half-life is also sufficiently short to
allow decay of all activity after only several hours. As such, cleanup of experiments can be
conducted two days after experiments without the need to treat materials as radioactive.
The isotope 18F was produced by technicians at UTMC by irradiating 18O-enriched water
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Absorbent Cover 




Figure 5.10: Photograph of activation equipment in fume hood at UTMC.
18F ions that can be attached to the OH-form resins, as described in Section 2.1.3. A brief
description of this activation procedure follows. For the full procedure, see Appendix B.
Before arriving at UTMC, a suspension of tracer particles in deionized (DI) water of
concentration 100 particles per µL was prepared. At UTMC, the activation procedure was
then carried out behind lead shielding blocks in a fume hood, as pictured in Figure 5.10.
The radioactive 18F solution was provided by UTMC and was of volume ∼30 µL and activity
∼30 mCi.
5 µL of the stock suspension (500 particles) was mixed with the activity in an Eppendorf
tube and placed in a tungsten-shielded tube holder (see Figure 5.10) to incubate for 20
minutes with intermittent agitation. A 20 minute activation time was chosen, as this was
found to allow sufficient adsorption of radioactive fluoride ions onto the particles without
significant loss of activity due to radioactive decay. This is in line with the adsorption
kinetics observed by Fan et al. [29], as seen in Figure 5.11.
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can perform at a low pH value.
RCH2NðCH3Þ2 þH2O3RCH2NHðCH3Þ2þOH$
ðWeak dissociationÞ (5)
Strong-base anion exchange resins are less affected by
water pH or hydroxide ions than weak-base anion resins
since the affinity of 18F ion to a strong-base anion exchange
resins is stronger than hydroxide ions. The strong-base
anion exchange resins used for tracer labeling are
quaternary ammonium derivatives and are usually pro-
vided in chloride form, such as R–CH2N(CH3)3
+Cl$ or
R–CH2N(CH3)2(CH2CH2OH)




+ are functional groups, and Cl$ is the
counter ion. However, the resin in chloride form cannot be
directly used to take up 18F from radioactive water, because




much weaker than the Cl$ ion as shown in the affinity
subsequence below [13]. The resin particles must be
converted into fluoride form or hydroxide form before the
labeling as shown in Eqs. (6) and (7).








To convert a strong-base anion exchange resin from
chloride form to fluoride form, the resin slurry is poured
into a glass column with a glass frit of porosity 80 mm, and
eluted with 8–10 bed-volumes of 1M KF solution, and
then rinsed with 10 bed-volumes of deionised water. After
the conversion, F$ ions act as counter ions as shown in
Eq. (7) and can be exchanged by 18F ions in radioactive
water under certain conditions.
The radioactivity labelled in a single resin bead is not
only dependent on the chemical and physical properties of
resins, but also on contact time, 18F concentration, and
other anions present in the water. Fig. 5 shows the
adsorption kinetics of 18F onto resin particles. The
experiment was carried out in a 6-ml glass vial. The initial
radioactivity in the water was 2043 mCi in total. The
amount of resin particles in mass was 1.2mg. The results
indicate that the radioactivity achieved in resin particles
not only depended on the exchange rate of 18F, but also on
the decay rate of 18F. During the first 15min, the 18F
exchange rate was much greater than the decay rate; thus,
the radioactivity in resin beads increased greatly with the
shaking time. With increase of 18F concentration in the
resin particles, the 18F exchange rate slowed down and was
close to 18F decay rate, and so, the radioactivity in resin
particles increased very slowly from that point. After
25min, since the decay rate was greater than 18F exchange
rate, the radioactivity in resin particles started to decrease.
Therefore, the contact time should be properly controlled
in order to achieve a maximum uptake of 18F in a single
particle.
Fig. 6 presents the effect of Cl$ and CO3
2$ on 18F uptake
in resin beads. The data marked as ‘‘deionised water’’
means that the experiments were carried out in double
deionised water. The data marked as ‘‘Cl$ or CO3
2$‘‘means
that Cl$ or CO3
2$ ions were added to the radioactive water.
The results indicate that the resin has a strong capacity to
adsorb 18F in the absence of other anions. At equilibrium,
the uptake of the radioactivity was about 1350 mCi/mg in
the resin. The hydroxide in the double deionised water
showed little effect on 18F uptake. With the addition of
2% 10$4MCl$ or 2% 10$4MCO32$, the 18F uptake
decreased dramatically. The radioactivity in resin beads
decreased from 1350 mCi/mg to 12 mCi/mg. In tap water,
Cl$, CO3
2$, and HCO3
$ ions are always present, and stay in
a much higher level than 18F produced in the radioactive
water. The Cl$ concentration is normally greater then
1% 10$5M [15–17]. The concentrations of HCO3$ and
CO3
2$ in water are partly dependent on the solubility of
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Fig. 5. Adsorption kinetics of 18F in resin particles.
























Fig. 6. Effect of Cl$ and CO3
2$ on the radioactivity adsorbed on resin
beads with a size range of 212–250mm (initial radioactivity, 1730mCi; Cl$,
2% 10$4M; CO32$, 2% 10$4M).
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Figure 5.11: Adsor i kinetics of 18F in sample of resin beads [29].
After the activation period, tracers were washed via a series of rinses and dryings with
a microcentrifuge. All washes were performed with DI water to prevent exchange of 18F
from the particles with free ions in the wash. Finally, particles were resuspended in a DI
sugar-water solution of density 1.205 g/cc and transported to the test facility at SERF.
Under this protocol, approximately 500 particles are activated up to 50 µCi per particle.
After transport, typical activities at the start of an experiment are 30-40 µCi. Given the peak
(center FOV) sensitivity of the Inveon of 5.2%, this corresponds to a peak data collection rate
of 58,000-77,000 coincidence events per second. At this data rate, position reconstruction
can be performe with time steps on the order of milliseconds [81].
5.3 Flow Loop and Test Section
To facilitate measurements of flow in porous media, a flow loop was constructed with three
interchangeable packed bed test sections. A diagram of this flow loop is seen in Figure 5.12.
Here, flow is driven by a peristaltic pump through five flexible tubing lines at the same flow






















Figure 5.12: Diagram of flow loop employed in packed bed experiments. Orange line
indicates injection line that delivers radioactive particles to the test section.
separate, smaller tank used for particle injection. This “injection” line delivers flow to the
radial center of the test section,
A Masterflex L/S Precision Variable Speed peristaltic pump drive model MK-07557-00
with Masterflex L/S Multichannel Pump Head model 7535-08 was used to drive the flow.
This pump head is a 6-roller design and can be driven between 6 and 600 RPM using the
aforementioned drive. It is recognized that the use of a peristaltic pump will create small
vibrations in the flow; however, the six-roller design minimizes pulsing, and such a pump
drive has been used previously in porous media research [43]. Dye tests were performed to
ensure that all vibrations had been damped out by the time flow reached the measurement
region.
Masterflex L/S 14 flexible tubes of platinum-cured silicone and inner diameter 1.6 mm
were used to connect the test section to the header tanks and were hooked into the pump
head via Masterflex L/S 14 platinum-cured silicone 2-stop tubing. An image of this tie-in to
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Vent Line 




Figure 5.13: Photograph of pump head with 2-stop tubing.
the pump head is shown in Figure 5.13. All connections used were polypropylene to reduce
contamination of the deionized water used in these experiments.
The test section itself was constructed from 3-inch nominal diameter Schedule-80 clear
PVC pipe. An engineering drawing of this test section is offered in Figure 5.14. The actual
inner diameter of this tube is 73.7 mm (2.9 in.). The tube was cut to length 58.4 cm (23
in.), and a 1/2-in. An NPT threaded hole was tapped near the outlet, as shown in Figure
5.14. A 15.2 cm (6 in.) clear PVC threaded nipple was tied into this hole, and a ball-valve
is attached to this nipple to vent the test section. This length of tube was selected to allow
ample flow development length between the inlet and the portion of the test section in the
FOV of the scanner and to permit access to the vent line downstream of the scanner bore.
At either each end of the tube, socket-type PVC end caps are fixed in place with silicone
sealant. Stainless steel wire screens of mesh size 20 (mesh spacing 0.85 mm) were inserted
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Figure 5.14: Drawing of tube used for packed bed test section. Listed dimensions are in
mm, and threads are according to National Pipe Threads (NPT) standards.
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screen was also added between the test section and the threaded nipple to prevent beads
from escaping into the vent. In the outlet cap, five 1/16-in. NPT holes were tapped in
the pattern seen in Figure 5.14. In the inlet cap, four 1/16-in. NPT holes were tapped
with a central, untapped hole of diameter 2.26 mm. This central hole allows the insertion
of a 14 gauge (inner diameter 1.6 mm), stainless steel needle, trimmed to length 43 mm.
This needle is attached to the injection line via a barbed, polypropylene, luer-lock coupling
and is used to inject radiotracers into the test section beyond the wire screens. In each of
the aforementioned 1/16-in. tapped holes, polypropylene barbed fittings were inserted to
connect the test section to the Masterflex tubing. As shown in Figure 5.14, 1/4-in. NPT
holes were also tapped in each end cap for connection to pressure transducers, but these
were plugged for this work.
Beds were packed with glass or plastic beads of different sizes to create the porous media.
2 mm and 4 mm diameter beads of soda lime glass and 8 mm diameter imitation pearl
(plastic) beads were used. The density of the glass beads is 2.5 g/cm3, and the density of
the plastic beads is 1.0 g/cm3. These bead sizes were chosen for dilational symmetry of
the created pore lengths, with the smallest bead size being chosen to allow passage of the
tracers. Figure 5.15 shows the smallest pore throat that can be created by packing of beads





× d = 0.366 × d. In this case,
that throat size is 0.732 mm. As the tracers employed are of diameter ∼90 µm, they will be
able to pass through all pores created by this packing; however, it is possible that tracers
can get stuck in the corners of these channels. This is considered in the data analysis.
The beds were packed in 3 different configurations: 2 mm beads alone; 2 mm and 4 mm
beads; and 2 mm, 4 mm, and 8 mm beads. In the mixed bead cases, equal volumes of each
bead were used.
Packing of a test section proceeded as follows: first, the empty tube and all its components
were weighed. With the inlet cap attached and vent line in place, the test section was turned
on end and beads were added slowly and intermittently packed via tamping, as shown in
Figure 5.16. In this way, beads were added up to the outlet, and the outlet cap was fixed
in place. The test section was placed in its normal, horizontal orientation with the vent line





Figure 5.15: Left: Size of smallest pore throat created by packing of beads of diameter d.
Right: Comparison of tracer particles of size 90 µm to pores created by beads of diameter
2 mm.
until the test section was as tightly packed as can be achieved. The fully packed test section
was weighed, and the weight of the beads taken to be the difference between the weight of
the packed test section and the weight of all the test section components before packing.
Using the density of the beads, the volume of the solid phase Vsolid was determined, and the





Here, the volume of the test section, VTS, is modeled as a cylinder with two spherical domes
representative of the inlet and outlet caps. The inner dimensions of each tube are measured
independently to account for slight variations between each constructed test section. The
final specifications of each test section are given in Table 5.1. The average bead diameter in
each test section was calculated based on number, Ni, of each bead present, where the equal
volume requirement creates bead number ratios
N8mm : N4mm : N2mm = 1 : 8 : 64. (5.3)
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Figure 5.16: Photograph of test section packing.
Table 5.1: Physical specifications of each test section.
Bead Size Average Diameter (mm) φ
2 mm 2 mm 0.39
2 mm, 4 mm 2.22 mm 0.36
2 mm , 4 mm, 8 mm 2.3 mm 0.30
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By packing beads tightly, one prevents shifting of beads during experimental setup. If
the beads are not packed tightly, a gap can form at the top of the test section, and flow
will preferentially sample the top of the test section. Extra care was taken in packing of
the mixed bead cases to ensure an even distribution of the the bead sizes. In these cases, if
beads are not packed tightly, the larger beads will migrate to the top of the test section over
time. Such a stratification of grains of different sizes is colloquially referred to as the “Brazil
nut effect” [114] and can also lead to preferential flow at the top of the test section. Dye
tests were performed to check for any issues in each test section. An example of such a dye
test is shown in Figure 5.17. In these, dye was added to the injection line to ensure that the
plume coming from this line (indicative of the distribution of radiotracers) was spreading
evenly and moving with uniform velocity by the time this plume reaches the region of the
test section that is present in the scanner FOV. In cases where these criteria were not met,
the test section was disassembled and repacked. An image of a fully packed test section is
shown in Figure 5.18.
For these experiments, an aqueous sucrose solution was used as the working fluid. This
solution was chosen due to the ability to adjust its density without introducing free ions to
the water. Matching the density of the tracers to the fluid is crucial in these experiments, as
the flow is extremely slow and does not have enough inertia to entrain significantly density-
mismatched particles.
A series of tests were performed to determine the density at which the tracer particles
employed were neutrally buoyant in the solution. Sucrose solutions of different densities
were prepared, and particles were introduced to the solutions. Each sample was stirred, and
the settling/floating of the particles was monitored over several hours. It was found that
there was a slight variance in density across any sample of these particles, i.e. there was
no sample in which all particles remained neutrally suspended for many hours. Instead,
it was found that over a narrow range of densities (1.205-1.220 g/cc) some particles would
migrate to the top of the container, and some would migrate to the bottom of the container,
while most remained suspended over the course of several hours. A density of 1.205 g/cc
was chosen for use, as it is at the lower end of this range, and our testing showed that it
was likely for particles to remain entrained in the flow if they were slightly heavier than the
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Flow Direction 
Figure 5.17: Image of dye test performed with 2 mm bead test section. Flow is left to
right, and injection plume is dyed green. Tape on top of test section shows start of scanner






Figure 5.18: Photograph of 2, 4, 8 mm bead packed test section with labels.
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fluid, while light particles tended to get stuck at top of the test section. Experiments using
a test section without any packed beads showed that the particle did not drift vertically in
a sucrose solution of this density.
A sucrose solution of density 1.205 g/cc consists of 53.7% water and 46.3% sugar, by
weight. To make a batch, 2500 g of DI water and 2155.5 g of sugar were weighed out using
a scale of accuracy ±0.05 g. These were mixed to form a solution of volume 2.5 L and
density 1.205 g/cc. This solution was prepared the day before the experiment and stored
in a polyethylene container to prevent leaching of stray ions into the solution. This waiting
period allows any bubbles that formed in the solution during the mixing process to migrate
out of the solution before any experiment. The density of the solution was measured before
each experiment.
The sugar-water was stored at 21◦ C, and all experiments were conducted at this
temperature. The kinematic viscosity of sucrose water at this concentration and temperature
is 8.2×10−6 m2/s. This value is strongly dependent on temperature [115], so the temperature
was checked before each experiment.
It is found that the flow rate generated by the pump is strongly dependent on the amount
of wear of the 2-stop tubing used to connect flow lines to the pump. For this reason, the
2-stop tubing was changed after each experiment, and the flow rate was recalibrated. The
flow rate is determined by measuring the time it takes the pump to move a given volume
of sugar water from one container to another. The pump speed (in RPM) was adjust until
the desired flow rate for a given experiment was achieved. This recalibration was performed
the night before each experiment, and the pump was not used again until the experiment to
prevent any further wear to the 2-stop tubes.
5.4 Experimental Procedures
A description of the experimental procedure employed for each packed bed flow experiment
follows. For a step-by-step procedure, see Appendix C. All experiments were carried out in
the Science and Engineering Research Facility (SERF) at UTK.
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On the day before an experiment, fresh DI water was procured from a Millipore Milli-Q
filter system, sugar water was prepared, and the pump was calibrated, as described in Section
5.3. DI water was then used to clean all equipment, and the equipment used for activation
of tracer particles was staged.
On the morning of the experiment, temperature and density of the sugar water were
measured and recorded. A baseline radiation survey was performed to check for any pre-
existing radioactive sources. The scanner was turned on over an hour before being used
to allow internal electronics to reach equilibrium temperature. The flow loop was then
assembled as pictured in Figure 5.19. The test section was placed on the bed of the scanner,
outside the bore. A plastic sheath was placed in the bore of the scanner to protect the
scanner in the event of leaks. Plastic drop cloths were also put down on the scanner for the
same purpose. The injection tank was placed on a magnetic stirrer to ensure that tracers
were well-mixed into the solution and delivered to the test section. Both tanks were elevated
on blocks so that their water level remained above that of the test section throughout the
experiment.
After the flow loop was assembled, particle activation was carried out at UTMC, as
described in Section 5.2. The activated particles were transported to SERF by UTK
Radiation Safety personnel. The flow loop was then filled with the DI sugar water solution.
The outlet of the test section was elevated during filling so that air could escape the test
section through the outlet. Once the water level reached the vent line, the vent valve was
closed and throttled thereafter to remove any air remaining in the test section. It is desired
that the test section be free of air, so the test section was agitated, and the vent valve was
throttled until no more bubbles were visible in the flow. After filling and degasing the test
section, the pump was turned off. At this point, the test section was moved into the bore of
the scanner via the bed motion controls. The test section was positioned so that the FOV
of the scanner is 150 mm downstream of the particle injection point (i.e. the end of the
needle). This corresponds to 75, 68, and 65 bead diameters for the 2 mm, 2 and 4 mm, and
2, 4, 8 mm bead packings, respectively.
Tracer particles were delivered in a suspension of about 500 particles in sugar water in a
2 mL centrifuge vial. A few drops of glycerine were added to this vial at SERF, as this has
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Figure 5.19: Photograph of assembled flow loop in bore of Inveon PET scanner. Shown is
the 2, 4, 8 mm mixed packing bed.
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Figure 5.20: Final assembly of flow loop in PET scanner with shielding in place.
been found to help prevent particles from sticking to surfaces throughout the test section.
The magnetic stirrer was turned on, and the particles were added to the injection tank. The
tank was also stirred by hand at this point. The pump was set to the speed determined
during calibration and started. Portable lead shielding was placed around the test area, as
seen in Figure 5.20.
Flow was allowed to circulated for about one minute, and then the scan was begun. Scans
were performed using the Inveon in emission modality for 30 minutes each. After each scan,
the test section was inspected to check for leaks and the buildup of gas, and the header
tank was stirred. Other than this time, all personnel remained outside the shielded area to
mitigate radioactive dose. In the case of one experiment (referred to as “2 ReHigh” using
the nomenclature introduced in Section 5.5) 15 minute scans were used. In this instance, a
higher flow rate was used, and the shorter scans allowed more frequent stirring to encourage
recirculation of tracers.
The default coincidence window of 3.438 ns and the restricted energy acceptance window
of 425-625 keV were used for coincident gamma ray collection. No PET attenuation
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correction or reconstruction was performed as only the raw list mode files of coincidence
data are needed for PEPT reconstruction.
After each scan, subsets of the list mode data were analyzed via PEPT. Each experiment
was conducted until trajectories were no longer being recorded. In general, this resulted in
data being collected for one to two hours (two to four scans) before a given experiment was
terminated.
The loss of data-rate over this time span occurs for three primary reasons. First, the
activity of the tracers decays with a half-life of 109.8 minutes. As such, we expect that the
signal will decrease by a factor of two roughly every two hours; however, the loss of signal
observed in most experiments was more drastic than this.
A second factor contributing to declining signal is leaching of activity from the tracers.
As demonstrated by the affinity subsequence given in Equation 2.6, the ion exchange resins
used in this experiment have a greater affinity for Cl− and other common ions than F−. Thus,
the presence of free anions in the flow loop is likely to result in the tracers exchanging their
radiolabel for these free anions. To combat this, deionized water was used for all experiments;
however, this is easily contaminated as free ions leach from the test section materials into
the water, for example, Cl− ions from PVC. Materials used in test section construction were
chosen to mitigate leaching into DI water, but these only delay contamination. Leaching of
activity from tracers has been studied, but no exact rate has been determined. This remains
an open line of research.
Lastly, data collection rate decreases as tracers get stuck while traversing the packed bed.
As demonstrated in Figure 5.15, bead sizes were chosen so that tracers can pass through the
centers of all pores; however, beads can get trapped in the corners of the pores. The flow
loop was constructed to allow for the recirculation of tracers, but it was found that very few
tracers made a second pass through the test section, indicating that most got stuck during
their first transit. A number of particles were seen to get stuck in the scanner FOV, and
this must be considered during data handling.
After each experiment was concluded, the test section was removed from the scanner bore
using the bed motion controls. The pump was run in reverse to drain the test section, and a
second survey was conducted to check for spills and monitor radiation levels throughout the
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lab. All radioactive materials were left to decay behind the portable shielding for two days.
After this, a survey was conducted to ensure that all radiation had decayed to background
levels, and all materials were cleaned up. Similarly, all contaminated activation equipment
was retrieved from UTMC after radiation had decayed to background levels.
5.5 Experimental Conditions
A number of experimental conditions were explored with varying Reynolds numbers and
bead packings. In this work, five of these cases are considered. These are described in
table 5.2. These experiments are named according to the bead sizes used (“2”, “2,4”, and
“2,4,8”) and the Reynolds number used (“ReLow”, “ReMid”, “ReHigh”). A summary of
these conditions is given in Table 5.2. The three Reynolds number conditions correspond
to Re = 0.135, Re = 0.27, and Re = 0.54, respectively. Reynolds numbers are kept below
1 to ensure Darcy flow. All experiments used the aforementioned 46.3 % by weight sucrose
solution of density 1.205 g/cc. This working fluid was kept at 21◦ C to ensure a kinematic
viscosity of 8.2× 10−6 m2/s.
Reynolds number variation is only presented using the 2 mm bead test section.
Experiments were performed using different Reynolds numbers with each bead pack; however,
many of the experiments were inconclusive due to either a lack of trajectories or a strong
biasing of the trajectories to the top of the test section caused by the uneven packing defect
described in Section 5.3. If the latter persisted even after a given test section passed dye
tests, the test section was disassembled and repacked again. Furthermore, the flow conditions
listed in Table 5.2 are the designed conditions. After examination of all trajectories in a given
test, the mean flow velocity and subsequently the Reynolds numbers were reassessed for each
case. The corrected Reynolds numbers are given in Section 7.2 and differences are discussed
therein.
In each experiment, a slight variation of activity of tracers was observed. This is
summarized in Table 5.3. The number of tracers is based on the efficiency of transfer
of activated tracers from the activation medium to the vials used for transport and was
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Table 5.2: Summary of designed conditions for packed bed experiments. Reynolds number
(Re), volume flow rate (V̇ ), and mean axial velocity (v) are those intended for each
experiment.
Experiment Bead Sizes (mm) Re Pump Speed (RPM) V̇ (mL/min.) v (mm/s)
2 ReLow 2 0.135 80 55 0.55
2 ReMid 2 0.27 167 110 1.1
2 ReHigh 2 0.54 369 220 2.2
2,4 ReMid 2, 4 0.27 138 95 1.0
2,4,8 ReMid 2, 4, 8 0.27 113 74 0.96
Table 5.3: Summary of activity of tracers used for packed bed experiments.
Experiment Est. Number of Tracers Activity per Tracer (µCi)
2 ReLow 475 36
2 ReMid 450 44
2 ReHigh 450 46
2,4 ReMid 500 50
2,4,8 ReMid 500 58





All data collected during experiments were analyzed using in-house software. M-PEPT
reconstruction was implemented in C++, and all post-processing routines were implemented
in C++ and Matlab. Apple LLVM 9.0 and MATLAB R2017a were used for C++ and Matlab
compilation, respectively.
6.1 M-PEPT Reconstruction
Raw coincidence event data from the Siemens Inveon are stored in listmode files. These files
contain a series of binary words with each giving the the locations of the crystals used in a
coincidence location. Events are sorted by time, and time stamp words are placed into the
stream every 200 µs. For reasons of propriety, the exact formatting of these files is withheld.
Data were analyzed using the MultiPEPT software created at UTK. This code was
written in C++ and is maintained by the author. It has been audited as part of a Master’s
thesis by Eric Moore [116]. Minor changes to the code have been made since this audit, but
major functions have not changed.
The primary purpose of this program is to read list mode files and produce text files
containing tracer location information for each trajectory. One file is created for each
recorded trajectory. These files contain time, the x-, y-, z-locations, and the calculated
x-, y-, z-uncertainties for each detection. In the coordinate system used hereafter, the x-,
y-, and z-directions correspond to the radial horizontal, radial vertical, and axial directions,
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Table 6.1: Summary of reconstruction parameters used for each experiment. Experiment
labels are given according to sizes of beads employed (in mm). All parameters are described
in Section 3.2. CLLLD refers to the threshold CL crossing value used to determine if any
particles are present in a given time step or not.
Exp. Time Step (ms) Voxel Size (mm) CLLLD w (voxels) r
2 ReLow 100 1 5 3 0.05
2 ReMid 100 1 4 3 0.08
2 ReHigh 100 1 5 3 0.05
2,4 ReMid 100 1 5 3 0.08
2,4,8 ReMid 100 1 4 4 0.05
respectively. The coordinate system is aligned such that the origin is located at the front
axial edge of the scanner FOV, aligned with the centerline of the bore. A separate file of all
particle positions found in each time step, without linking into trajectories, is also created
to allow the user to adjust any linking parameters without the need to rerun the particle
detection step.
All reconstruction was performed using the FPI method described in Section 3.2. A
summary of the reconstruction parameters used for each case is given in Table 6.1. 100 ms
time steps were chosen to ensure ample CL per detection for reconstruction. Given the
mean flow velocities of ∼1 mm/s being studied, this was deemed sufficient time resolution.
A 1 × 1 × 1 mm3 grid was employed in all cases for CL crossing studies, and the Gaussian
smoothing described by Equation 3.4 was used. It was observed that a background of CL
noise develops throughout the experiments, likely due to leaching. For this reason, it was
beneficial to use the boxcar filtering as a means of background measurement and the Gaussian
kernel for image smoothing. The other parameters used for reconstruction were determined
iteratively by examining subsets of the data and adjusting parameters to allow for a maximum
number of particles detected while reducing the number of spurious detections. Using these
parameters, an average of 564, 602, 663, 508, and 838 CL were used for each detection for
the cases 2 ReLow, 2 ReMid, 2 ReHigh, 2,4 ReMid, and 2,4,8 ReMid, respectively.
The linking parameters were adjusted in a similar manner, accounting for spurious
detections associated with incorrect linking. A summary of the linking parameters used
is given in Table 6.2. Linking was performed using the 2-frame nearest neighbors technique
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Table 6.2: Summary of linking parameters used for each experiment. Experiment labels
are given according to sizes of beads employed (in mm). Nghost is the number of ghost frames
a particle is allowed to remain undetected until its trajectory is discontinued. Nmin is the
minimum number of position locations that each trajectory must contain to be considered
valid. Low, middle, and high Reynolds number cases refer to Re = 0.135, Re = 0.27, and
Re = 0.54, respectively.
Exp. vmax Nghost Nmin.
2 ReLow 0.03 3 20
2 ReMid 0.02 3 30
2 ReHigh 0.02 3 30
2,4, ReMid 0.02 3 20
2,4,8 ReMid 0.03 3 30
described in Section 3.3. The more robust projection method was not found to be beneficial
for these experiments.
6.2 Dewarping
As noted by Moses [63], a radial astigmatism defect is present in cylindrical geometry PET
scanners due to the depth of interaction of coincident photons in detector elements. For
sources near the radial edge of a scanner, gamma rays are likely to strike a given crystal face
at an oblique angle such that they pass through this crystal and interact in a neighboring
crystal. This will create a CL distribution that will have an extended tail toward the center
of the scanner. A pictorial representation of this is shown in Figure 6.1. This defect will
result in a radially inward biasing of PEPT-measured particle positions, with increased
magnitude near the radial edges of the scanner. This has been noted by previous PEPT
researchers [10], but the first correction was applied by the author and others [81]. In the
experiments documented herein, data were collected out to a radial extent of 36.8 mm (i.e.
the pipe radius). As this is a significant percent of the detector array radius of 80.5 mm, it
is expected that some degree of defect will be present and should be corrected.
A series of scans was performed with a calibration source to create a dewarping map for
positions reconstructed via PEPT. This procedure is analogous to those performed for the
calibration of PIV experiments [117, 118, 119]; however, this calibration uses a series of point
locations in lieu of a single image of a target, as is commonly used for PIV calibration. A
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uncertainty causes a Gaussian blurring that is proportional to the
radius of the tomograph detector ring R, and the magnitude of this
blurring (in mm fwhm) is given by 0.0044R.
2.4. Decoding
In order to reduce the number of electronics channels, most PET
cameras have detectors that employ some form of optical multi-
plexing, where there are more scintillation crystals than photo-
detector elements. This decoding is often imperfect, which
degrades the spatial resolution. The magnitude of this decoding
error has not been studied carefully, but is zero when optical
multiplexing (or its equivalent) is not used, and in the early 1990s
was empirically observed to be approximately 2.2 mm fwhm [8]. It
is unlikely that this is a ‘‘fundamental’’ value, but instead is tied to
the width of the detector element—hardware designers are likely
to increase the number of detector elements decoded until errors
begin to degrade the ability to identify individual crystals. At the
time that the effect was observed to be 2.2 mm, scintillator crystals
in PET detector modules were 6–8 mm in cross-section, so it is
reasonable to quantify this contribution as a Gaussian function of
width d/3 fwhm, where d again is the width of the scintillator
crystal.
2.5. Penetration
The 511 keV gamma rays often penetrate some distance into the
detector ring before they interact and are detected. As shown in
Fig. 2, if they are not normally incident on the detector ring, they
may interact in a crystal other than the one that they impinge
upon, and so get assigned to the ‘‘wrong’’ crystal. The blurring is
asymmetric, occurring in the radial direction, and the magnitude of
this effect increases as the position of the point source moves
radially outward, and so is known as ‘‘radial elongation’’ or ‘‘radial
astigmatism’’ [9]. While the quantitative value of the blurring
depends on the detector material, the majority of PET cameras are
made with either a BGO or LSO scintillator, and for these materials,
the penetration is described by a Gaussian whose width (in mm





The final effect that degrades spatial resolution is the sampling
error. The fundamental measurement in PET is the number of
coincident events recorded by a detector–detector pair, known as a
chord or a line of response (LOR). Fig. 3 shows all of the lines of
response in a (circular) PET camera, and it is clear that the sampling
in the camera field of view is not uniform—some pixels in the field
of view have a large number of LORs going through them and some
are transected by very few lines of response. The effect is especially
pronounced near the center of the camera. The fact that these lines
Fig. 1. Coincidence response function (coincidence rate versus position) between
two darker detector elements in PET camera (camera dimensions are not to scale).
This function is shown in middle of figure, with y-axis being position and x-axis
being coincidence rate.
Table 1
Contribution to spatial resolution due to positron range for several radioisotopes.
Data taken from Ref. [5] when possible, but linearly interpolated based on endpoint
energy for isotopes not appearing in Ref. [5].







Fig. 2. Radial elongation. Gamma rays emanating from source penetrate into
detector ring before they interact and are detected. Those impinging normally to
the detector ring (travelling horizontally in this figure) interact in same crystal,
independent of penetration depth, so tangential projection of source remains
narrow. Those impinging at an oblique angle (travelling vertically in this figure) can
interact with several different crystals, depending on penetration depth, therefore
radial projection of source becomes wide.
Fig. 3. Sampling error and lines of response (lines connecting all detector–detector
pairs). Dark spots at perimeter are locations of 24 crystals. Sampling depends
strongly on position in field of view, especially near center. While the pixel at the
exact center is very well sampled (has many LORs going through it), nearby pixels
are very poorly sampled (only a few LORs go through them).
W.W. Moses / Nuclear Instruments and Methods in Physics Research A 648 (2011) S236–S240 S237
Figure 6.1: Radial astigmatism defect for imaging sources near radial edge of PET scanner
[63].
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22Na point source of activity 3.4 µCi encased in a polyethylene cube of side length 12.7 mm
was attached to an x-y positioning table with accuracy 0.05 mm by a plastic rod, as shown
in Figure 6.2. Assuming that all biasing due to the depth of interaction occurs away from
the center, M-PEPT reconstruction was used to place the source in the center of the FOV
to within 0.04 mm in each spatial direction. Then, the positioning system was used to move
source in the positive x- and z-directions in 10 mm increments until the source reached the
axial and radial edges of the FOV. It is assumed that all biasing will be a result of axial
and radial displacement from the center, and thus data from only one quadrant of the x-z
plane are sufficient for building the dewarping map. At each location, 30 second scans were
performed. M-PEPT was used to locate the source, and this reconstructed position compared
to the actual position determined with the positioning table. The real and reconstructed
positions are shown in Figure 6.3. Biasing of up to 3 mm in the radial direction occurs at
the radial edge, and biasing of up to 0.6 mm in the axial direction occurs at the axial edge.
Similar to the method of Van Doorne and Westerweel [119], a third-order polynomial in
r- and z-directions was fitted using the Matlab Curve Fitting Toolbox to transform from
measured (subscript M) to real (subscript R) coordinates:






























Here, the axes are aligned so that the origin is at the center of the scanner FOV.
It is assumed that there is no radial biasing away from r = 0 and no axial biasing away
from z = 0, and thus the coefficients a0,r, a2,r, a4,r, and a7,r are forced to zero, and a0,z,
a1,z, a3,z, and a6,z are forced to zero. After fitting, this polynomial was used to correct the
measured positions from the calibration experiment. These dewarped positions are shown
in Figure 6.3. After dewarping, the average difference between corrected and true positions













A radial astigmatism defect is known to exist in PET reconstruc-
tion due to the depth of interaction of the gamma ray within a
detector crystal (Moses, 2011). For sources of radiation near the
edges of the field of view (FOV) of a PET scanner, there is a biasing
in image reconstruction toward the center of the FOV. As this work
deals with imaging near the radial and axial edges of the FOV of the
Inveon, it is expected that such a defect may be present and should
be accounted for.
To correct for this defect, a series of scans is performed with a
calibration source to create a dewarping map for positions recon-
structed via PEPT. This procedure is analogous to those performed
for calibration of PIV experiments (Willert, 1997; Soloff et al.,
1997; van Doorne and Westerweel, 2007); however, this calibra-
tion uses a series of point locations in lieu of a single image of a tar-
get. A 22Na point source of activity 3.4 lCi is encased in a
polyethylene cube of side length 12.7 mm and moved throughout
the FOV of the scanner via an x-y positioning table of accuracy
0.05 mm. PEPT reconstruction is used to place the source in the
center of the FOV to within 0.04 mm in each spatial direction (as
determined by the standard deviation of 75 location measure-
ments). It is assumed that any measurement biasing occurs as a
function of radial and axial distance away from the center of the
FOV, and thus the source is moved to various positions in the pos-
itive x and positive z directions, extending from the center of the
FOV to both the radial and axial edges in 10 mm steps. In this work,
the x- (y-) direction is the radial, horizontal (vertical) direction, and
the z-direction is the axial direction. 30-second scans are per-
formed at each location, and M-PEPT is used to determine the loca-
tion of the source. The real and reconstructed positions of the
source are shown in Fig. 4. It is observed that biasing of up to
3 mm in the radial direction occurs at the radial edge, and biasing
of up to 0.6 mm in the axial direction occurs at the axial edge.
Similar to van Doorne and Westerweel (2007), a third-order
polynomial in r and z is fitted to perform the transformation from
measured (subscript M) to real (subscript R) coordinates:
rR ¼ a0;r þ a1;rrM þ a2;rzM þ a3;rr2M þ a4;rz
2
M þ a5;rrMzM þ a6;rr
3
M





zR ¼ a0;z þ a1;zrM þ a2;zzM þ a3;zr2M þ a4;zz
2
M þ a5;zrMzM þ a6;zr
3
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It is assumed that there is no radial biasing away from r = 0 and
no axial biasing away from z = 0, and thus the coefficients a0,r, a2,r,
a4,r, and a7,r are forced to zero, and a0,z, a1,z, a3,z, and a6,z are forced
to zero. After fitting, this polynomial is used to correct the mea-
sured positions from the calibration experiment. These dewarped
positions are shown in Fig. 4. After dewarping, the average differ-
ence between corrected and real positions is 0.09 mm in the radial
direction and 0.04 mm in the axial direction. All trajectories mea-
sured in this work are dewarped via these fitted functions.
As the detector elements within the scanner remain stationary
with respect to the scanner bore, it is expected that only a single
calibration experiment is needed for a given PET scanner or equiv-
alent system. This calibration only accounts for distortions due to
depth of interaction of photons and does not account for other
potential distortions in PEPT and M-PEPT.
4.2. Processing and filtering
Coincidence event data are handled in 1 ms time steps in this
work; however, overlapping time steps are employed to allow
the use of more than 1 ms worth of CLs for each reconstruction.
A similar method was employed by Langford et al. (2017). For this
work, 4 ms of overlap is used, corresponding to 5 ms worth of CLs
per detection. This window is moved 1 ms at each time step, creat-
ing the effect of a moving average filter of size 5 ms. As this filter
size is smaller than the measured Kolmogorov time (sg = 22 ms),
it is not expected that this intrinsic filtering will have significant
effects on results. The use of a 1 ms effective time step reduces
between-frame displacement of tracers and aids in the linking pro-
cess. The average data rate observed across the duration of this
experiment was 44 coincidence events per particle per millisecond.
As such, an average of 220 events were used for each position
reconstruction.
After detection, trajectories are first dewarped as described in
Section 4.1. Stationary trajectories corresponding to particles stuck
in the FOV are then removed. These are identified as any trajectory
not showing a root-mean-squared (RMS) position difference
greater than 3 mm across all individual detections within that tra-
jectory. This method was found to eliminate all trajectories corre-
sponding to stuck particles, but it missed trajectories in which
particles became stuck during the history of the trajectory. The
dataset was examined manually to identify any such trajectories.
Three of these were observed and removed from the dataset prior
to statistical analysis. It is recognized that such a process is subop-
timal, and an automated version of this process is sought but has
not yet been developed.
Next, errors caused by misalignment of the pipe within the scan-
ner are corrected. xz- and yz-projections of all measured points are
plotted, and the MATLAB Curve Fitting toolbox is used to determine
the slopes of the edges of the parallelograms bounding these projec-
tions. It was found that the test section was misaligned by 0.72! in
the xz-plane and 0.84! in the yz-plane. Rotation matrices were used
to transform all measured positions, correcting for this defect.
As in Mordant et al. (2004), trajectories are filtered and differen-
tiated via convolution with Gaussian kernels k, k’, and k’’, respec-
tively, to remove high-frequency noise:
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; ð6ÞFig. 4. Comparison of PEPT reconstructed positions before (circles) and after
(asterisks) dewarping to real positions (triangles).
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Figure 6.3: Comparison of M-PEPT reconstructed positions before (circles) and after
(crosses) dewarping to real positions (triangles) for point source location in Siemens Inveon.
.
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As the detector elements within the scanner remain stationary with respect to the scanner
bore, it is expected that only a single calibration experiment is needed for a given PET
scanner or equivalent system. This calibration only accounts for distortions due to depth of
interaction of photons in detector crystals and does not account for other potential distortions
in PEPT.
The polynomials Equation 6.1 and Equation 6.2 were used to transform all trajectories
measured in this experiment. Dewarping is carried out after trajectories are reconstructed
and before any further filtering is applied. In contrast, some PET software models the
penetration of photons and corrects for it during image reconstruction [63]. This may be
implemented in future versions of the MultiPEPT software.
6.3 Filtering
Filtering of the dataset was performed in multiple steps. After dewarping, trajectories of
particles that get stuck in the scanner FOV were removed from the dataset. To do this,
any trajectory that had a standard deviation in position of less than 2 mm across its length
was removed. Next, if any trajectory had a subset of its history of 200 consecutive positions
with a standard deviation of less than 0.2 mm, it was identified. The first measure accounts
for any particle that remains stuck in the FOV throughout its history. It is not uncommon
for a particle to get stuck and remain in the FOV for the duration of an experiment but be
occasionally lost by the reconstruction algorithm and found again. As such, a single stuck
particle may account for several trajectories removed from the dataset. The second measure
accounts for any particle that gets stuck during its history, even if only temporarily. In
this case, the trajectory is kept until it gets stuck, and the remainder of the trajectory is
discarded.
The next filtering step is to transform the trajectories from a given experiment so that
the centerline of the pipe falls on the z-axis for the coordinate system used herein. To do so,
the xy-projections of all dewarped trajectories from an experiment are first plotted. As an
example, trajectories from the 2 ReMid case are shown in Figure 6.4. Positions along the
outer edge of the test section are identified and fit to a circle of radius 36.8 mm to find the
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Vent Line 
Figure 6.4: xy-projection of trajectories reconstructed from first 30 minutes of experiment
2 ReMid.
center. In the case shown, the center was determined to be (x0, y0)=(2.9 mm, 1.5 mm). The
x- and y-coordinates of all the trajectories are transformed as x′ = x− x0 and y′ = y − y0.
As this experiment was analyzed in Cartesian coordinates, the primary purpose in
identifying the centerline is rejection of data near the pipe walls. As such, errors in this
transformation do not propagate into statistics considered in this analysis.
Lastly, trajectories were filtered and differentiated by convolution with the Guassian
kernels given in Equations 3.12, 3.13, and 3.14. When using such filters, an optimal kernel
half-width σ must be chosen that sufficiently rejects noise without smoothing out any real
fluctuations in the trajectories. To do so, we use the method described by Berg et al. [66]
in which one looks for an “elbow” in the plots of the standard deviation of velocity and
acceleration versus filter size. This plot for the case 2 ReMid is shown in Figure 6.5. In
these studies, σ was varied from 0.5 to 6 time steps in 0.5 time step increments. To calculate
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velocity and acceleration standard deviations, only measured accelerations calculated from
data points with radial position r < 20 mm were considered to eliminate aberrations caused
by wall effects.
In all cases observed, the only elbow-like features occur in the plots of velocity standard
deviation. For all experiments, an elbow appears at σ = 2 time steps. For this reason, a
filter width of σ = 2 time steps was used for all cases. The acceleration plots do not show a
clear elbow, and for this reason, all acceleration statistics considered herein are normalized
by root mean square (RMS) acceleration. Figure 6.6 shows the effect of a filter of this size
on time series data of the x-, y-, and z-locations of two particles. This filter appears to
remove much of the erraticism of each trajectory while maintaining much of the underlying
structure. The kernel is constructed with support 4σ + 1 time steps. Thus, a support of 9
time steps was used in this work.
The lack of convergence of acceleration statistics with filter width reveals a potential
drawback of the use of smoothing kernels for filtering and differentiating. An alternative
form of filtering based on the use of penalized B-splines has been suggested [120, 121].
Calculated acceleration statistics are seen to more quickly converge with filter width with
such a filter [121]. A B-spline filtering routine has been implemented; however, it has been
seen that it does not sufficiently remove noise from the trajectories measured via PEPT.











































Figure 6.5: Plots of velocity (top) and acceleration (bottom) versus filter width for
experiment 2 ReMid. Filter width is varied in 100 ms time steps.
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Figure 6.6: Comparison of unfiltered and filtered position time series for two subsets of two
trajectories from case 2 ReMid. These trajectories appeared 2 minutes into data collection.
Colored asterisks are unfiltered data and black dots are data filtered using Gaussian kernel




After M-PEPT reconstruction, a number of analyses were performed using particle
trajectories. The data were analyzed to examine characteristics of the underlying porous
media flow including bulk velocity and acceleration statistics, particle transport statistics,
and velocity correlations. These results follow.
7.1 Reconstruction Results
Table 7.1 gives a summary of the reconstruction results for the five experiments. In this
work, a new record for experimental multiple-particle tracking with PEPT was achieved.
The 85 particles tracked simultaneously during experiment 2,4 ReMid is a five-fold increase
in multiple-particle tracking performance over the previous high of 17 particles demonstrated
by the author [48, 55].
It was found that the number of trajectories detected varied greatly among the different
experiments, with the cases 2 ReLow and 2,4,8 ReMid showing the fewest trajectories. In
both of these cases, very few particles were seen to pass through the test section, and the
exact reason for this is unclear. It seems likely that this was largely due to particles getting
stuck upstream of the FOV, but no solution for this problem was found. An unknown source
could have also contaminated the water with free ions, leading to early onset of leaching of
the radiolabel from the tracer particles. Before each scan, water quality was assessed with a
conductivity meter, but no difference was observed among different experiments.
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Table 7.1: Summary of reconstruction results for porous media experiments. Number
of filtered trajectories refers to the number of trajectories remaining after stuck particle
trajectories are removed. Maximum number detected refers to the maximum number of
particles tracked simultaneously during the experiment.
Exp. Data Used (min.) No. of Traj. No. of Filtered Traj. Max No. Detected
2 ReLow 30 267 73 19
2 ReMid 60 6,116 2,090 80
2 ReHigh 45 3,585 946 82
2,4 ReMid 30 5,310 2,256 85
2,4,8 ReMid 30 678 262 30
The first 200 filtered trajectories recorded from each experiment are shown, colored
according to instantaneous velocity magnitude, in Figures 7.1-7.5. In the case of experiment
2 ReLow (Figure 7.1), all trajectories are shown, as only 73 filtered trajectories were found.
A few qualitative features of these scans should be noted.
We see that the plume of particles is less spread out in the case of the 2 mm packed
test section than in the case of the mixed bead sizes test section, indicating that dispersion
of tracers is happening more slowly in the 2 mm cases. Secondly, we note that the cases
2 ReLow and 2,4,8 ReMid appear to preferentially sample the upper portion of the test
section. It is possible that this is caused by some further settling of the packed beads during
the time between dye tests and the experiment. While not detrimental, this defect does
create more trajectories in the near-wall region near the top of the test section that will be
rejected during data analysis. Lastly, many trajectories in all cases show regions of intense
acceleration and deceleration, indicated in these figures by changes of color. These signs
of acceleration intermittency will be reflected in the discussion of acceleration statistics in
Section 7.2.
Recall from Section 3.2 that the uncertainty in the location of a particle can be estimated
as the standard deviation of the Gaussian fit to a particle image divided by the square root
of the number of CL that went into that particle image. The average number of CL used per
detection and average estimated uncertainty in each spatial direction are given in Table 7.2.
In each experiment, the estimated uncertainty is seen to be of the order of 0.1 mm in
each spatial direction. The trend of decreased uncertainty with increased number of CL is
observed except in the case of experiment 2 ReLow. It is believed that the lower uncertainty
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Figure 7.1: Filtered trajectories from experiment 2 ReLow, colored according to velocity
magnitude. Flow direction is left to right.
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Figure 7.2: First 200 filtered trajectories from experiment 2 ReMid, colored according to
velocity magnitude. Flow direction is left to right.
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Figure 7.3: First 200 filtered trajectories from experiment 2 ReHigh, colored according to
velocity magnitude. Flow direction is left to right.
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Figure 7.4: First 200 filtered trajectories from experiment 2,4 ReMid, colored according to
velocity magnitude. Flow direction is left to right.
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Figure 7.5: First 200 filtered trajectories from experiment 2,4,8 ReMid, colored according
to velocity magnitude. Flow direction is left to right.
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Table 7.2: Average estimated uncertainty and number of coincidence lines (CL) used for
detection in each experiment.
Exp. ∆x (mm) ∆y (mm) ∆z (mm) No. of CL
2 ReLow 0.079 0.098 0.061 564
2 ReMid 0.094 0.092 0.066 602
2 ReHigh 0.089 0.092 0.064 663
2,4 ReMid 0.098 0.103 0.072 508
2,4,8 ReMid 0.086 0.087 0.060 822
seen in this experiment is due to the uneven sampling of the trajectories within the test
section. As more particles were detected near the top of the test section, less scatter of
coincident gamma rays is expected than for particles in the radial center of the pipe, as all
but the downwardly directed gamma rays have less solid material through which to travel.
This would result in a tighter spread of the CL used to create each particle image.
An axial variability of measured uncertainty is also observed. Figure 7.6 shows
measured uncertainty in each direction as a function of axial location for the 2 ReMid case.
Measurement uncertainty peaks at the axial edges and is lowest in the center of the FOV.
This is the mirror of the axial sensitivity profile of the scanner (see Figure 5.7), reflecting
the inverse relationship between uncertainty and the number of CL recorded by the scanner.
Due to the increased uncertainty near the axial edges, the outer 10 mm of data in each axial
direction was neglected during statistical analysis.
The scanner sensitivity profile shows little variation with radial position except very
near to the radial edge of the FOV. As such, no radial trend in calculated uncertainty was
observed.
7.2 Velocity and Acceleration Statistics
7.2.1 Radial Profiles
We first examine average velocity and acceleration statistics within each test section. To do
so, all individual velocity and acceleration measurements (i.e. each time step within each
trajectory) are sorted into radial bins, as was done in the experiment described in Section 4.3.
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Figure 7.6: Variation of measured uncertainty with axial (z-) position for case 2 ReMid.














N − 1R, R
}
, (7.1)
where N = 50 bins are used, and R is the radius of the pipe. This segmenting gives all bins
the same cross-sectional area.
Plots of mean and fluctuating velocity and mean and RMS acceleration are shown
in Figures 7.7-7.11. Uncertainty was calculated as the standard deviation of the mean
of each quantity. The fluctuating velocity component v′i is shown, where the Reynolds
decomposition, vi(t) = 〈v〉 + v′i(t) is used, and angle brackets indicate ensemble-averaging.
Fluctuating velocity variance is shown to keep with the form of the Reynolds stress tensor
Rij = 〈v′iv′j〉. A few things are to be noted from the plots of these quantities.
We note that in each case velocity and acceleration statistics appear to be mostly constant
below r = 20mm. Breaks from this tendency are observed in the RMS acceleration profiles of
case 2,4,8 ReMid that continues to fluctuate down to the core. The cause for this is unknown
but could be related to the biasing of trajectories toward the top of the test section. Due
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Figure 7.7: Velocity and acceleration profiles from experiment 2 ReLow. Clockwise from
top left: mean velocity, velocity fluctuation variance, root mean squared acceleration, and
mean acceleration.
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Figure 7.8: Velocity and acceleration profiles from experiment 2 ReMid. Clockwise from
top left: mean velocity, velocity fluctuation variance, root mean squared acceleration, and
mean acceleration.
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Figure 7.9: Velocity and acceleration profiles from experiment 2 ReHigh. Clockwise from
top left: mean velocity, velocity fluctuation variance, root mean squared acceleration, and
mean acceleration.
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Figure 7.10: Velocity and acceleration profiles from experiment 2,4 ReMid. Clockwise
from top left: mean velocity, velocity fluctuation variance, root mean squared acceleration,
and mean acceleration.
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Figure 7.11: Velocity and acceleration profiles from experiment 2,4,8 ReMid. Clockwise
from top left: mean velocity, velocity fluctuation variance, root mean squared acceleration,
and mean acceleration.
128
Table 7.3: Measured flow conditions for r < 20 mm for each packed bed experiment. Re is
reassessed based on measured 〈vz〉, and mean t∗ is mean bead-diameter transit time. Recall
that intended Reynolds numbers for Low, Mid, and High cases were 0.135, 0.27, and 0.54,
respectively.
Exp. dbead (mm) 〈vz〉 (mm/s) Re t∗ (s)
2Re Low 2 0.7 0.18 2.7
2Re Mid 2 1.2 0.30 1.6
2Re High 2 1.8 0.44 1.1
2,4Re Mid 2.22 1.3 0.35 1.7
2,4,8Re Mid 2.3 0.7 0.19 3.4
to the convergence of statistics in this region, only data coming from the r < 20mm region
of each test section will be considered in statistical analysis hereafter. In most cases, the
wall effects are most extreme in the outer 5 mm (∼2 bead diameters) of the flow field (recall
that the pipe radius is 36.83 mm). Past works have suggested the heuristic of using a test
section of diameter 10 bead diameters as a means of mitigating wall effects [122, 123], and
it appears the diameter to bead ratios of 18.4, 16.6, and 16.0 kept wall-effects from affecting
the entire flow field in these experiments.
In each experiment, the measured mean velocity for r < 20 mm was then used to reassess
the Reynolds number. Table 7.3 shows the measured mean velocity in the region of interest
of each test section. It is seen that in each case, the desired Reynolds number was not
achieved. In most cases, it is believed that this was caused by the modulation of flow rate at
the edges of the test section. In the cases 2 ReHigh and 2,4,8 ReMid, the measured Reynolds
numbers in the middle of the test section were well below those intended. This is reflected
by the sharp increase in axial velocity near the radial edges seen in Figures 7.9 and 7.11,
respectively. The increased flow at the edges indicates that the overall mean flow velocity
is near that intended, while the velocity in the center is less than desired. With this, the
Reynolds number of case 2,4,8 ReMid is actually closer to that of case 2 ReLow than the
other ReMid cases. The name 2,4,8 ReMid will be kept, but the break of this case from the
other ReMid cases will be considered throughout analysis.






where dbead is the mean bead diameter for each test section. Recall that for the mixed-bead
cases, dbead was determined for each test section as the average diameter of all beads present,
based on the bead number ratios expected from an equal volume distribution. The time
and length scales t∗ and dbead will be used to normalize results in this analysis to facilitate
comparison between different cases.
7.2.2 Probability Density Functions
The probability density functions (PDFs) of velocity, P (vi), and acceleration, P (ai), are
considered for each experiment. Figure 7.12 shows a comparison of velocity PDFs for all 2
mm cases. Velocities are normalized by the RMS velocity for each case. We see that in all
cases, x- and y-velocity distributions are non-Gaussian, with long tails. These transverse
velocity distributions are similar in all cases with the low Reynolds case possibly showing
a broader distribution. Due to the lack of data in this case, it is difficult to tell the exact
nature of the tails of this distribution. In the case of axial (z-) velocity, we see that all cases
show a significant negative (backward) velocity region, indicating regions of flow reversal in
the packed bed. This region is more pronounced for the lower Reynolds number cases and
is slightly less significant for the high Reynolds number case.
Figure 7.13 shows velocity distributions for all ReMid cases. There is little noticeable
difference between the 2 mm and 2,4 mm cases. The 2,4,8 mm case shows broader tails and
higher probability of negative axial velocity. It is unclear if these features are caused solely
by the different bead configuration or if the lower Reynolds number of the 2,4,8 mm case
contributes.
We note that these are less sharply cusped than the distributions measured by Holzner et
al. [47] (shown in Figure 2.10). While the tracer particles used in this experiment (∼90 µm
diameter) are significantly smaller than the packed beads, they are still unable to sample
the slow flow near the surface of each bead. It is believed that this undersampling of the
low-speed flow regions creates this lack of a sharp cusp near v = 0.
Figure 7.14 shows a comparison of acceleration PDFs for all 2 mm cases, while Figure
7.15 shows the same for all ReMid cases. These are normalized by the RMS acceleration for
each case. Once again, these are distinctly non-Gaussian, but lack the sharp peak observed
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Figure 7.12: Comparison of velocity probability density functions for all 2 mm cases. Top
to bottom: x-, y-, and z-velocity PDFs. Gaussian distribution shown for reference.
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Figure 7.13: Comparison of velocity probability density functions for all ReMid cases. Top
to bottom: x-, y-, and z-velocity PDFs. Gaussian distribution shown for reference.
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by Holzner et al [47]. The lack of near-boundary resolution is believed to be at play again.
We see that the low Reynolds number 2 mm case appears to have broadened tails, but it is
difficult to tell to what degree this is caused by lack of data.
Comparing different bead packings, we see that the 2,4,8 mm case demonstrates
significantly broader tails of the acceleration PDFs with a more distinct cusp near a = 0
when compared to the other cases. This may be associated with the lower Reynolds number,
but this sharper cusp is not seen in the 2 ReLow case.
In lieu of a Gaussian fit, acceleration distributions were fitted to the stretched exponential
distribution proposed by Voth et al. [64] and Mordant et al. [65] for describing the
acceleration distributions observed in turbulent flow:







where C is a normalization constant and σ, χ, and γ are fit parameters. With this fit,
the shape of the distribution tail is dominated by the parameter γ and behaves as P (a) ∼
exp (−|a|2−γ). Fitting was performed with the Matlab Curve Fitting Toolbox and included
a 95% confidence interval on each fit parameter. Stretched exponential fits are shown for
each curve in Figures 7.14 and 7.15. This parameterization is seen to describe the measured
data quite well.
The values for the fit parameters in the x-, y-, and z-directions are given in Tables 7.4,
7.5, and 7.6, respectively. The values of γ measured in the lower Reynolds number cases
(2 ReLow and 2,4,8 ReMid) reflect the broader tails observed in their distributions.
In the work of Mordant et al. [65], fit parameters of σ = 0.563, γ = 1.600, and χ = 0.513
were found for the acceleration distribution of turbulent von Kármán flow (flow driven by two
counter-rotating disks) of Taylor-scale Reynolds number 690. The distributions measured in
the current work differ from this in many aspects as to be expected; however, we see that
the transverse (x- and y-) γ values, and thus the shapes of the tails, of cases 2 ReLow and
2,4,8 ReMid are similar to those measured in turbulent flow.
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Figure 7.14: Comparison of acceleration probability density functions with stretched
exponential fits for all 2 mm cases. Top to bottom: x-, y-, and z-acceleration PDFs. Gaussian
distribution shown for reference.
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Figure 7.15: Comparison of acceleration probability density functions with stretched
exponential fits for all ReMid cases. Top to bottom: x-, y-, and z-acceleration PDFs.
Gaussian distribution shown for reference.
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Table 7.4: Fitted parameters for stretched exponential fit for x-acceleration.
Exp. σx γx χx
2 ReLow 0.97± 0.04 1.78± 0.29 0.38± 0.04
2 ReMid 0.86± 0.01 1.24± 0.05 0.49± 0.02
2 ReHigh 0.86± 0.03 1.22± 0.09 0.51± 0.04
2,4 ReMid 0.96± 0.02 1.32± 0.08 0.41± 0.02
2,4,8 ReMid 0.80± 0.02 1.57± 0.11 0.45± 0.02
Table 7.5: Fitted parameters for stretched exponential fit for y-acceleration.
Exp. σy γy χy
2 ReLow 0.98± 0.05 1.65± 0.35 0.38± 0.03
2 ReMid 0.88± 0.01 1.32± 0.05 0.48± 0.01
2 ReHigh 0.84± 0.03 1.16± 0.08 0.54± 0.04
2,4 ReMid 0.98± 0.01 1.44± 0.07 0.40± 0.01
2,4,8 ReMid 0.80± 0.01 1.74± 0.08 0.43± 0.01
Table 7.6: Fitted parameters for stretched exponential fit for z-acceleration.
Exp. σz γz χz
2 ReLow 1.00± 0.10 1.80± 0.37 0.36± 0.02
2 ReMid 0.87± 0.02 1.19± 0.06 0.50± 0.02
2 ReHigh 0.65± 0.03 0.99± 0.06 0.93± 0.01
2,4 ReMid 1.00± 0.02 1.39± 0.08 0.39± 0.01
2,4,8 ReMid 0.90± 0.01 1.83± 0.11 0.39± 0.01
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7.3 Displacement Statistics
7.3.1 CTRW Transition Probability
We examine the motion of trajectories using the continuous time random walk (CTRW)
formalisms described in Section 2.2. Recall that under this framework, the primary
controlling factor is the transition probability ψ(s, t) that a walker takes a step of length
s in a time t. It is predicted that anomalous transport will arise when at late times this
scales as ψ(s, t) ∼ t−1−β, with β <2. For the case of flow driven in a single direction (as is
the case herein), an exponent 1 < β < 2 suggests that the walker’s mean position will vary
linearly in time, while its variance will not vary linearly and will have long tails. For the
case of 0 < β < 1, it is predicted that mean position of the walker and its variance will scale
as tβ and t2β, respectively [34].
To determine this scaling, we consider the distributions of transition times of length one
bead diameter, dbead, in each direction for each experiment. Recall that dbead was 2 mm,
2.22 mm, and 2.3 mm for the 2 mm, 2,4 mm, and 2,4,8 mm cases, respectively. Figures 7.16-
7.20 show the transition time distributions for each of the experiments. The tails of these
distributions were fitted starting at 1.5 times the mean transition time using the Matlab
Curve Fitting Toolbox to determine the scaling exponent β. These fitted curves are shown
in each figure.
It is seen that in all cases, β < 2, predicting the presence of anomalous transport. Values
of the fitted exponents with 95% confidence intervals are given in Table 7.7. For transitions
in the axial (z-) direction, we see that β primarily depends on the bead packing, indicating
that CTRW statistics in the mean-flow direction are primarily controlled by the geometry
of the porous media over the Reynolds number range examined.
The transition times in the transverse directions are seen to be much longer and more
widely distributed than those in the axial direction. The latter is especially evident in the
higher Reynolds number cases (2 ReMid, 2 ReHigh, and 2,4 ReMid) as demonstrated by
the relative magnitudes of the peaks of the axial and transverse distributions. In all cases,
the transverse transition times have scaling exponents β ∼ 1, placing them on the cusp
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Figure 7.16: Transition probability distributions measured in experiment 2 ReLow with
exponential fits to late-time tails.
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Figure 7.17: Transition probability distributions measured in experiment 2 ReMid with
exponential fits to late-time tails.
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Figure 7.18: Transition probability distributions measured in experiment 2 ReHigh with
exponential fits to late-time tails.
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Figure 7.19: Transition probability distributions measured in experiment 2,4 ReMid with
exponential fits to late-time tails.
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Figure 7.20: Transition probability distributions measured in experiment 2,4,8 ReMid with
exponential fits to late-time tails.
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Table 7.7: Fitted values of scaling exponent β in CTRW transition probability for each
packed bed experiment. Subscripts indicate direction of transition being considered.
Exp. βx βy βz
2 ReLow 0.89± 0.23 1.02± 0.28 1.39± 0.14
2 ReMid 1.00± 0.10 0.89± 0.12 1.41± 0.07
2 ReHigh 1.01± 0.11 1.02± 0.12 1.39± 0.06
2,4 ReMid 0.98± 0.11 0.92± 0.09 1.30± 0.04
2,4,8 ReMid 0.84± 0.19 0.87± 0.13 1.20± 0.08
between the two regimes of anomalous dispersion previously discussed. Within uncertainty,
no significant differences are seen among the transverse scaling exponents of each case.
7.3.2 Mean-Squared Displacement
The spreading of the tracers is quantified by the mean-squared displacement (MSD), σ2i . For
the x-direction, this is defined by
σ2x(t) = 〈(x(t)− 〈x(t)〉)2〉, (7.4)
and similarly for the y- and z-directions. Once again, angle brackets indicate averaging over
all particles. To calculate this, each point in a trajectory is considered a starting point x(0),
and displacements from this point (x(t) − x(0)) are considered. This quantity is the same
as the width of the walker distribution, σ2, that was discussed in Section 2.2.
As the filtered positions considered in this work are calculated via convolution, positions
within each trajectory are not independent, and correlated uncertainties will cause a
quantifiable bias in MSD calculations. This was noted by Berg et al. [66] for corrections
to the Lagrangian velocity structure function and will be discussed again for corrections to
velocity correlations in this work.
One can consider a measured position xmeas as xmeas = xtrue + ε, where xtrue is the true
position of the tracer, and ε is the random error. If one then assumes that 〈ε〉 = 0 and




































and the normalization constant A being that described in Equation 3.12. In this formulation,
L is the half-width of the filter kernel support (i.e. the total support is 2L + 1 time steps)
and w is the filter size. For our filter, we set L = 2w. With the filter width of 2 time steps
used herein, L will be 4 time steps.
The term ∆σ2 must be subtracted from the calculated MSD to recover the true value.
The shape of this correction term is shown in Figure 7.21. In the current work, the correction
term is found to be several orders of magnitude smaller than the actual MSD curve in every
case, but it is accounted for nonetheless.
Mean-squared displacement curves for all cases are shown in Figures 7.22-7.26. Within
these curves we look for different exponential scaling regimes, indicated by straight portions
in these log-log plots. Different exponential scalings are shown by black lines to indicate
various scaling regimes. A number of interesting features appear in these curves.
First, it appears that in most cases, the axial (z-) MSD scales as t2 up to one bead transit
time. The exception to this is the case 2,4,8 ReMid, which appears to show a shallower
scaling of t7/4 that persists to 2-3 bead transit times. At intermediate time lags (from
t/t∗ ≈ 1 to t/t∗ ≈ 5, all cases but this one exhibit an axial scaling of t3/2. This scaling was
previously observed by Kang et al. [124]. Finally, at about t/t∗ = 10, we see a transition to
Fickian transport in which the growth of σ2 becomes linear in time. This late time transition
to Fickian transport is in agreement with the model for the CTRW proposed by Edery et
al. [43].
In most cases, the transverse MSD transitions to a subdiffusive t3/5 scaling after about 1
bead transit. In the case 2,4,8Re Mid, we instead see a transition to t4/5 scaling that persists
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Figure 7.21: Correction to mean-squared displacement caused by correlated uncertainties
for Gaussian filter of size σ = 2 time steps. Vertical axis is in arbitrary units as magnitude of
correction scales with measurement uncertainty. 100 ms time steps were used for this work.
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Figure 7.22: Mean-squared displacement curves for case 2 ReLow with different
exponential scalings shown.
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Figure 7.23: Mean-squared displacement curves for case 2 ReMid with different exponential
scalings shown.
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Figure 7.24: Mean-squared displacement curves for case 2 ReHigh with different
exponential scalings shown.
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Figure 7.25: Mean-squared displacement curves for case 2,4 ReMid with different
exponential scalings shown.
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Figure 7.26: Mean-squared displacement curves for case 2,4,8 ReMid with different
exponential scalings shown.
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to late times. This t4/5 in the transverse directions was previously observed by Kang et al.
[124]. In the other cases, at around t/t∗ = 10, there is once again a transition to normal,
Fickian spreading.
These observations indicate that the transport of these flow tracers is anomalous (i.e. non-
Fickian); however, we do observe a transition to normal transport at late times, indicating
that the abnormal spreading of tracers happens in the first 10 or so bead transits. Also,
while the different bead packings yield different transition probability scaling exponents β,
we do not observe significant differences in the MSD curves of the 2 ReMid and 2,4 ReMid
cases, yet the case 2,4,8 ReMid is quite different than these two. Thus, while the scaling
exponents β < 2 do seem to indicate the presence of anomalous transport, it is unclear if
differences in β correspond to differences in tracer spreading. Recall that the 2,4,8 ReMid
experiment had a lower measured Reynolds number than the other ReMid cases and suffered
from a biasing of trajectories toward the top of the test section. It is unclear how these affect
the MSD curves relative to the other experiments.
7.4 Velocity Correlations
7.4.1 Autocorrelation
We seek to examine velocity correlations in the packed bed experiments. The first set of
statistics are considered Lagrangian (i.e. “going with the flow”) in that they will compare
different velocities along each trajectory. The first quantity considered is the Lagrangian




where the quantity v′ is the fluctuating component of the velocity.
As individual velocities are calculated from a convolution involving many positions, a
correction must also be applied to the autocorrelation calculation to account for correlated
uncertainties. Before normalization by the mean-squared velocity fluctuation, this correction
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Figure 7.27: Correction to velocity autocorrelation caused by correlated uncertainties for
Gaussian filter of size σ = 2 time steps. Vertical axis is in arbitrary units as magnitude of
correction scales with measurement uncertainty. 100 ms time steps were used for this work.














where A′ is the normalization constant from Equation 3.13. The shape of this correction is
shown in Figure 7.27.
Unlike the MSD correction, it is found that the correction that must be applied to the
autocorrelation is significant at short time lags. The autocorrelation functions for the case
2 ReMid are shown before and after correction in Figure 7.28. Here one can see the “kink”
caused by this defect at short time lags in the transverse directions.
To apply this correction, one must know the average value of the uncertainty δ in each
spatial direction. When doing so, the calculated uncertainty values given in Table 7.2 were
used, but it was found that these did not fully remove the kink from early time lags. Using
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Figure 7.28: Velocity autocorrelation curves of 2 ReMid case before (top) and after
(bottom) correction for correlated uncertainties.
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Table 7.8: Uncertainty values in each spatial direction for each experiment determined
from correction to autocorrelation and Lagrangian velocity structure function.
Exp. ∆x (mm) ∆y (mm) ∆z (mm)
2 ReLow 0.18 0.18 0.13
2 ReMid 0.19 0.19 0.17
2 ReHigh 0.19 0.19 0.16
2,4 ReMid 0.24 0.24 0.17
2,4,8 ReMid 0.23 0.24 0.5
this kink in the autocorrelation function and a similar aberration seen in the Lagrangian
velocity structure function (described later in this section), the values of δ for each spatial
direction were varied in 0.01 mm steps until the features of the correction were removed. In
doing so, new uncertainty values were found and are given in Table 7.8. These values for
average uncertainty are slightly higher than those determined by the fitting of Gaussians
to each particle image during reconstruction (see Section 3.2). It is possible that the
background created by other particles and ambient activity causes an overestimation of the
number of coincidence lines used in each position calculation, leading to an underestimation
of uncertainty. The exact cause of the discrepancy between the calculated uncertainties and
those that appear to be present in the data is unknown and will be discussed in further detail
in Section 8.1.
After this correction has been applied, the autocorrelation function can be plotted for
each case. Figures 7.29-7.31 show the calculated autocorrelations for each experiment and
each spatial direction. Curves from different experiments are overlaid to reveal differences.
It is evident that transverse velocities decorrelate more quickly than the axial velocity,
with axial velocity correlations remaining nonzero out to 5-6 bead transits in some cases. The
transverse autocorrelations also display a significant negatively correlated region at around
1 bead transit caused by the turning back and forth of trajectories as they pass through
the packed bed pore structure. Furthermore, the higher Reynolds number cases are seen to
remain correlated longer than the lower Reynolds number cases.
To quantify some of these differences between cases, we look at the integral time scale,






Figure 7.29: Measured x-velocity autocorrelation curves for all packed bed experiments.
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Figure 7.30: Measured y-velocity autocorrelation curves for all packed bed experiments.
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Figure 7.31: Measured z-velocity autocorrelation curves for all packed bed experiments.
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Table 7.9: Integral time scales measured in packed bed experiments. Shown are both the
integral time scales in milliseconds and those normalized by the bead-transit time t∗.
Exp. Tx (ms) Ty (ms) Tz (ms) Tx/t
∗ Ty/t∗ Tz/t∗
2Re Low 160 140 1380 0.06 0.05 0.51
2Re Mid 88 83 1210 0.06 0.05 0.75
2Re High 95 94 1200 0.09 0.09 1.1
2,4Re Mid 100 110 1470 0.06 0.06 0.86
2,4,8Re Mid 150 134 1580 0.04 0.04 0.47
Table 7.9 shows the integral times calculated for each case. These are calculated by numerical
integration with the Matlab cumtrapz function. Here we see that the transverse integral
time scale is generally an order of magnitude less than the axial integral scale. Also, we
see that when these are normalized by the bead transit time, there is a clear trend of
increased normalized integral time scale with increased Reynolds number (recall that the
case 2,4,8Re Mid has a significantly lower Reynolds number than the other Re Mid cases).
Thus when Reynolds number is increased, both axial and transverse velocity fluctuations
will remain self-correlated after more bead passes.
7.4.2 Lagrangian Structure Functions
Next, we consider the 2nd-order Lagrangian velocity structure function, Dii(τ), defined as
Dii(τ) = 〈(vi(t+ τ)− vi(t))2〉. (7.10)
This quantity can be viewed as a velocity-space analogue to the MSD. Once again, it is found
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Figure 7.32: Correction to Lagrangian velocity structure function caused by correlated
uncertainties for Gaussian filter of size σ = 2 time steps. Vertical axis is in arbitrary units as
magnitude of correction scales with measurement uncertainty. 100 ms time steps were used
for this work.
The shape of this correction is shown in Figure 7.32.
The uncertainty values given in Table 7.8 are used once again for this correction. The
Lagrangian structure functions for case 2 ReMid are shown before and after correction in
Figure 7.33. Here, the “hump” observed at short time lags is caused by this correlation of
uncertainties and is used along with the autocorrelation curves to determine the magnitude
of the correction.
Figures 7.34-7.36 show the corrected structure functions in each direction. It can be seen
that in each case, the higher Reynolds number cases have greater magnitude than the lower
Reynold number cases, indicating greater velocity displacements.
Before we continue the analysis of these structure functions, let us first consider
the scaling ideas proposed by Kolmogorov in his seminal work on the statistical nature
of turbulence [125]. Kolmogorov, examining the 2nd-order Eulerian velocity structure
function (discussed later), proposed that for high Reynolds number, homogeneous, isotropic
turbulence, statistical quantities at intermediate length scales should be uniquely determined
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Figure 7.33: Lagrangian velocity structure functions of 2 ReMid case before (top) and
after (bottom) correction for correlated uncertainties.
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Figure 7.34: Measured x-direction Lagrangian velocity structure functions with τ 1/4 scaling
for comparison.
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Figure 7.35: Measured y-direction Lagrangian velocity structure functions with τ 1/4 scaling
for comparison.
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Figure 7.36: Measured z-direction Lagrangian velocity structure functions with τ 1/2 scaling
for comparison.
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〉. As such, dimensional analysis
can be used to determine universal scaling laws for such flows.
In the case of porous media flow, a direct analogue to turbulent dissipation rate is
not known. Instead, we look to renormalize these distributions using the average bead
diameter dbead and the RMS values of the velocity fluctuations
√
〈v′2i 〉, denoted simply as v̄′i
hereafter. If a Kolmogorov-esque scaling holds, and statistical quantities are determined by





with l+m+n = 2, by dimensional analysis. The constant Ci should then be nearly universal
across all porous media flows.
As these exponents cannot be directly determined from dimensional analysis, we instead
look to the data for any scaling. In the case of the transverse velocity components, there
appears to be a region of t1/4 scaling. If universal scaling holds with this exponent, then at







and similarly for the y-direction. In the axial direction, a t1/2 scaling region is observed,







at intermediate time lags.












1/2) in Figure 7.39. In these, we look for a plateau region at intermediate time
lags, indicating the proposed scaling. The coefficients Ci are the heights of these plateaus.
If all curves collapse to have the same height, it suggests that the scaling coefficient Ci may
be universal.
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In the transverse directions, the plateau region does not appear in the case 2 ReHigh,
and is seen to become more pronounced with decreasing Reynolds number in the 2 mm cases.
In the mixed bead cases, the plateau region appears to be present, but is less pronounced.
The coefficients Cx and Cy are also not observed to universal. Instead, it appears that these
increase with increased Reynolds number and decrease with increased number of bead sizes.
In the cases showing plateaus, it appears that the scaling region lasts from time lags of
approximately 0.3 to 0.8 bead transit times, indicating that it appears after the integral
time scale for transverse velocities. Normalizations by the RMS axial velocity fluctuation
were also attempted, but did not show collapse to a universal form.
In the axial direction, a plateau region appears in all but the case 2 ReHigh, with it being
most pronounced for the case 2 ReMid. Contrary to the transverse structure functions, in
this case we do see that the compensated structure functions collapse to a form showing a
universal scaling coefficient Cz ≈ 1.3. Even in the 2 ReHigh case which does not exhibit a
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plateau region, the peak of the curve is also near this value. In these curves, the plateau
region appears to occur at lesser time lags with lower Reynolds numbers, with no direct
connection between this region and the integral time scale for axial velocity fluctuations
being established.
7.4.3 Eulerian Structure Functions
Lastly we examine the 2nd-order Eulerian velocity structure function, the quantity originally
considered by Kolmogorov [125]. This quantity is of importance to turbulence research as an
equation describing its evolution can be directly derived from the Navier-Stokes equations,
and it is related to interscale turbulent kinetic energy transfer [126].
To define this quantity, we consider two points in space x and x′ separated by a vector
r. The longitudinal velocity increment is then defined as
δvLL = (v(x)− v(x′)) · r/r, (7.16)
and the transverse velocity increment is defined as
δvNN =
√
(v(x)− v(x′))2 − δv2LL. (7.17)
As such, δvLL is the velocity increment in the direction aligned with the displacement
vector, and δvNN is the magnitude of the velocity increment in the plane perpendicular
to the displacement vector. Given these quantities, we can then define the longitudinal and
transverse 2nd-order Eulerian velocity structure functions as
DLL = 〈(δvLL)2〉 (7.18)
and
DNN = 〈(δvNN)2〉, (7.19)
respectively.
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To calculate this quantity, it is required that the velocity of the flow be detected at many
points during a single time step (hence it being an “Eulerian” quantity that examines a
spatially fixed region and does not move with the flow). Because of this, Eulerian structure
functions are not calculated for the cases 2 ReLow and 2,4,8 ReMid as too few simultaneous
trajectories were detected. Also, the resolving power of the M-PEPT technique prevents
us from calculating this quantity for short displacements. Recall that for the M-PEPT
reconstruction of the remaining cases, a CL-counting grid of 1 mm voxels and a local maxima
search radius of 3 voxels were used. This implies that the shortest particle separation that
can be resolved is 3 mm, limiting the distances over which the structure function can be
calculated. As this quantity is calculated between velocity measurements from different
trajectories, no correction for correlated uncertainties needs to be applied.
Eulerian velocity structure functions are calculated for the cases 2 ReMid, 2 ReHigh,
and 2,4 ReMid and are plotted in Figures 7.40 and 7.41. It is observed that the magnitude
of the velocity increments is greater for the higher Reynolds number case and also for the
mixed bead case. Once again, these are examined for any exponential scaling regions at







z , as the velocity increments described are a combination of axial and
transverse velocities.
In the case of the longitudinal structure function, an r2/3 region is seen. This is the
same scaling predicted by Kolmogorov for homogeneous, isotropic turbulence [125], but it
is believed that this is purely coincidental. Using the previously described formalism, we







In the transverse case, an r1/3, region appears to exist, implying scaling of the form






To further examine these, compensated structure functions are plotted in Figures 7.42 and
7.43.
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Figure 7.40: Measured longitudinal Eulerian velocity structure functions with r2/3 scaling
for comparison.
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Figure 7.41: Measured transverse Eulerian velocity structure functions with r1/3 scaling
for comparison.
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It is seen that in both cases, the curves collapse onto the same form after about 3 bead
diameters. The plateau region also seems to be most evident in the 2 mm cases, existing
between 3 and 5 bead diameters. In contrast, the compensated structure functions of the
mixed bead case seem to peak at around 2.5 bead diameters, and do not show a well-defined
plateau region. In the 2 mm cases, scaling coefficients of CL ≈ 0.25 and CN ≈ 0.8 emerge,
but the peak of the compensated structure function is noticeably higher in the 2,4 mm bead





Positron emission particle tracking has been employed for over two decades to study
flowing media in environments lacking optical access. Despite this, the majority of PEPT
experiments have used a single tracer particle, limiting the amount of data that can be
collected. In this work, a new technique for multiple-particle PEPT has been introduced
and demonstrated. The FPI reconstruction method allows tracking of an arbitrary number
of tracer particles and takes account of tracers entering and leaving the field of view
of the detector system. In this way, it enables experiments using hundreds of tracers
in a recirculating flow loop, such as the primary experiment described in this work.
In this work over 80 tracers are tracked simultaneously in an experiment, an order of
magnitude improvement over the number of particles tracked by the previous leading M-
PEPT reconstruction method [8, 19]. Furthermore, the FPI method has enabled the use of
PEPT for studies ranging from yeast cell migration [89] to Reynolds stress and turbulent
kinetic energy budget measurements in turbulent shear flows [81].
This work has demonstrated the utility of the FPI method and explored its limitations.
Based on the knowledge gained, future improvements are suggested. The first of these is a
new means of calculating uncertainty during particle location. While the current calculated
uncertainty (Table 7.2) is close to the actual amount of random noise in the particle tracking
data (Table 7.8), the differences are still significant. As noted, it is possible that this is caused
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by an overestimation of the number of CL used for each particle position reconstruction. It
is also possible that sources beyond the reconstruction method (positron range, photon
scattering, etc.) are contributing to the uncertainty in a way that the image reconstruction
does not take into account. An improved method for uncertainty calculation is desired, and
is a line of current work.
Another apparent limitation of the FPI method is the difficulty associated with finding
particles that are close together. Figure 8.1 shows an example axial slice from the CL
counting grid from the 2 ReMid case. Here, a 1×1×1 mm3 grid is used for line counting and
the grid has been smoothed via background subtraction and convolution with a Gaussian
kernel of width 2w + 1 voxels with w = 3. Solid circles indicate the w = 3 voxels radii
employed in this experiment for local maxima search and position calculation, while dashed
circles show the same for w = 4. In the case of w = 4, only one of these particles would
be detected, as the other maximum falls within the search radius. In the case of w = 3,
both particles would be detected, but the overlap of the particle images would cause both
positions to be biased toward their mutual center. It is desired that improvements are made
to the FPI method to eliminate this sensitivity to the selection of w, remove the biasing cause
by close approaching particles, and allow resolving of even closer approaching particles.
The first proposed solution is the use of smaller voxels, but this introduces two problems.
First, both the memory cost of storing the line grid and the computational cost of searching
the grid for maxima scale as l−3, where l is the side-length of the voxels used. The majority
of M-PEPT reconstruction runtime is occupied by position reconstruction. Thus, going from
1 mm voxels to 0.5 mm voxels would increase computational time roughly 8-fold.
The second issue with decreasing voxel size is uneven sampling of the voxel space by the
possible combinations of detector elements used for coincidence determination. Figure 8.2
shows all possible coincidence lines that can be drawn between detector elements in a 24
element detector ring, as shown in [63]. This pattern creates an uneven sampling of voxels
by coincidence lines that is most extreme near to, but not right at the transverse center of
the field of view. A similar defect exists for parallel plate or rectangular detector geometries,
but the pattern will be different. This defect is decreased when more detector elements are
in each ring (recall that there are 320 individual crystals in each ring of the Inveon) but
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Figure 8.1: Axial frame from smoothed CL grid showing images of close particles. Dots
indicate local maxima, and solid and dashed circles indicate search regions used in local
maxima calculation with w = 3 and w = 4 voxels, respectively.
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uncertainty causes a Gaussian blurring that is proportional to the
radius of the tomograph detector ring R, and the magnitude of this
blurring (in mm fwhm) is given by 0.0044R.
2.4. Decoding
In order to reduce the number of electronics channels, most PET
cameras have detectors that employ some form of optical multi-
plexing, where there are more scintillation crystals than photo-
detector elements. This decoding is often imperfect, which
degrades the spatial resolution. The magnitude of this decoding
error has not been studied carefully, but is zero when optical
multiplexing (or its equivalent) is not used, and in the early 1990s
was empirically observed to be approximately 2.2 mm fwhm [8]. It
is unlikely that this is a ‘‘fundamental’’ value, but instead is tied to
the width of the detector element—hardware designers are likely
to increase the number of detector elements decoded until errors
begin to degrade the ability to identify individual crystals. At the
time that the effect was observed to be 2.2 mm, scintillator crystals
in PET detector modules were 6–8 mm in cross-section, so it is
reasonable to quantify this contribution as a Gaussian function of
width d/3 fwhm, where d again is the width of the scintillator
crystal.
2.5. Penetration
The 511 keV gamma rays often penetrate some distance into the
detector ring before they interact and are detected. As shown in
Fig. 2, if they are not normally incident on the detector ring, they
may interact in a crystal other than the one that they impinge
upon, and so get assigned to the ‘‘wrong’’ crystal. The blurring is
asymmetric, occurring in the radial direction, and the magnitude of
this effect increases as the position of the point source moves
radially outward, and so is known as ‘‘radial elongation’’ or ‘‘radial
astigmatism’’ [9]. While the quantitative value of the blurring
depends on the detector material, the majority of PET cameras are
made with either a BGO or LSO scintillator, and for these materials,
the penetration is described by a Gaussian whose width (in mm





The final effect that degrades spatial resolution is the sampling
error. The fundamental measurement in PET is the number of
coincident events recorded by a detector–detector pair, known as a
chord or a line of response (LOR). Fig. 3 shows all of the lines of
response in a (circular) PET camera, and it is clear that the sampling
in the camera field of view is not uniform—some pixels in the field
of view have a large number of LORs going through them and some
are transected by very few lines of response. The effect is especially
pronounced near the center of the camera. The fact that these lines
Fig. 1. Coincidence response function (coincidence rate versus position) between
two darker detector elements in PET camera (camera dimensions are not to scale).
This function is shown in middle of figure, with y-axis being position and x-axis
being coincidence rate.
Table 1
Contribution to spatial resolution due to positron range for several radioisotopes.
Data taken from Ref. [5] when possible, but linearly interpolated based on endpoint
energy for isotopes not appearing in Ref. [5].







Fig. 2. Radial elongation. Gamma rays emanating from source penetrate into
detector ring before they interact and are detected. Those impinging normally to
the detector ring (travelling horizontally in this figure) interact in same crystal,
independent of penetration depth, so tangential projection of source remains
narrow. Those impinging at an oblique angle (travelling vertically in this figure) can
interact with several different crystals, depending on penetration depth, therefore
radial projection of source becomes wide.
Fig. 3. Sampling error and lines of response (lines connecting all detector–detector
pairs). Dark spots at perimeter are locations of 24 crystals. Sampling depends
strongly on position in field of view, especially near center. While the pixel at the
exact center is very well sampled (has many LORs going through it), nearby pixels
are very poorly sampled (only a few LORs go through them).
W.W. Moses / Nuclear Instruments and Methods in Physics Research A 648 (2011) S236–S240 S237
Figure 8.2: All possible combinations of coincidence lines for a single xial slice of a ring-
type PET scanner with 24 detector elements [63].
becomes more pronounced when smaller voxels are used, relative to the individual crystal
size. Because of this, 1 mm voxels seem to provide the best results for the Inveon, which
has 1.51×1.51 mm2 crystal faces. Recall from Section 3.2 that in the smoothing of the CL
counting grid, a Gaussian half-width of λ = Crystal Width
2×(Grid Size) is used. This width is chosen in
an attempt to “spread out” the effects of each CL onto multiple grid elements but testing
has shown that it does not entirely eliminate the effect of this CL sampling pattern. It is
possible that an improved filtering scheme or a calibration routine could be implemented for
PEPT as a means to overcome this sampling issue. Furthermore, the design of detectors
with smaller individual elements may also allow the use of smaller voxels for reconstruction.
In lieu of reducing the voxel size, it is suggested that modern optical particle tracking
techniques designed for dense particle number images be ported for use in PEPT. The use
of CL-count voxels makes the adaptation of 2D optical particle tracking techniques to 3D
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PEPT reconstruction straightforward. One possible method to be explored is the “shake-
the-box” technique of Schanz et al. [127]. In this method, particle identification and linking
are performed simultaneously, with particle images from a frame i being “shaken” to search
for those in frame i + 1. If a particle from frame i is detected in frame i + 1, its virtual
image (based on the pixel/voxel distribution seen in frame i) is subtracted from that frame
so that nearby particles can be identified without interference. For 2-D PTV, it has been
demonstrated that this method can be used to identify and track over 99% of particles at
particle densities up to 0.125 particles per pixel (average separation 2.8 pixels) [127]. It is
unclear if similar performance can be achieved in PEPT, but it is believed that improvements
over the current version of M-PEPT would be seen.
As a means to test the performance of M-PEPT routines, it is desired that synthetic
particle images be created. Such synthetic datasets establish a ground truth against which
to test, providing easy quantification of position calculation error and numbers of false-
positives and true-negatives. Ideally, the creation of synthetic datasets would account for all
physical processes that happen between positron-emission from a tracer to the creation of
the listmode files including positron range, photon scattering by the medium, and response
of the detector system.
The Geant4 Application for Tomographic Emission (GATE [60]) platform has been
used to create a model of the Siemens Iveon that includes detector electronic response
[61]. However, work using this [113, 25] and other [62] models of the Inveon has shown
sensitivity profiles of simulated machines that differ from those measured with physical
scanners. Such models can still be used for testing PEPT methods, but it requires the
application a correction to account for the improper response to the amount of activity
being simulated [25]. It is desired that the cause of this mismatch between simulation and
reality be found and corrected. In doing so, it would be possible to properly simulate both
current machines for methods testing and experimental design and novel detector geometries
for design of future PEPT systems. Full simulation of a PEPT experiment has been explored
by our group [128] and is an open line of research.
This design of new detectors is one of two technological advancements proposed for PEPT.
It is desired that new detectors have increase sensitivity over current scanners without any
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degradation of spatial resolution. Contemporary, small-animal PET scanners, such as the
Perkin-Elmer G8, show improved sensitivity over the Inveon (near 9% at the center the FOV
with 350-650 keV energy window [129]). However, this scanner has a closed-box geometry
that would make it impractical for studies in most engineering flow systems and fundamental
fluid dynamics apparatuses. The G8 is being explored as means of continuing the study of
cell tracking in small-animal models. As such, it is desired that any detector system designed
specifically for PEPT be modular in nature, giving flexibility for use in many experimental
setups.
Lastly, the creation of new tracers would improve PEPT performance for flow measure-
ments. To serve as a flow tracer for Lagrangian flow measurements, it is desired that any
tracer particle be significantly smaller that the smallest present flow scales to prevent particle
inertia from biasing results [130, 131, 132]. In the case of PEPT, this creates a problem as
the use of a smaller tracer is accompanied by a decrease in activity and thus reconstruction
accuracy. To overcome this, new tracers are desired that are smaller than those currently
used but of similar or greater activity. One way to do this is to switch from surface-activation
to a volumetric activation so that the number of positron-emitting atoms in a particle makes
up a much greater fraction of the whole.
Fabrication of such tracers has been a line of research within our group and has proven
a significant challenge. At its heart, this is a radiochemical problem requiring careful
control of input parameters to create particles of the proper chemical composition and size.
The most promising efforts involve creation of gallium-hydroxide particles by precipitating
Ga(OH)3 from a solution of Ga, HCl, and NaOH, but these have not been tested using the
radioactive species 68Ga. This isotope can be produced using commercial elution generators,
but the concentration of 68Ga in the eluent is likely too low to fabricate high-activity tracers.
Fabrication of 64Cu tracers was explored in collaboration with the University of Missouri,
Columbia due to their proximity to the United State’s primary source of 68Cu, the Missouri
University Research Reactor (MURR), but this research was halted due to lack of funding.
Such small, volumetrically activated particles not only have the potential to increase
measurement resolution while mitigating inertial effects, they also would not leach their
radiolabel during use, as is observed for the tracers used in this work. If such tracers are
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stable at high temperatures, they may also be useful for studies in liquid metal flows, whose
typical opacity makes them inaccessible to optical measurements. In the opinion of the
author, the creation of durable, high-activity, small-volume tracers is the “holy grail” of
PEPT advancement.
8.2 Porous Media Discussion
In the experiments described herein, new information on porous media flows has been
discovered, and limitations of the methods employed have been found. Leaching and trapping
of particles prevented the collection of sufficient data in two of the cases investigated. The
experiments performed proved inconsistent, and while the same preparations were made for
each test, the data showed no clear indication why some experiments were successful while
others were not. The cases 2 ReLow and 2,4,8 ReMid should be repeated in the future, and
cases exploring multiple Reynolds numbers should be conducted in the mixed-bead cases.
The current set of experiments demonstrates tracking of particles over more than 50
bead diameters. Recent experiments using index of refraction matched materials have used
optical particle tracking to reveal sub-pore-scale dynamics of particles in porous media flow
[47]; however, these only tracked particles over a few pore lengths. Moroni and Cushman
[46] tracked particles over 11 bead diameters in a packed bed configuration, but this is the
first work describing dynamics over dozens of bead passes.
In examining velocity and acceleration statistics, it is observed that in all cases, velocity
and acceleration distributions are distinctly non-Gaussian. This has been previously observed
in both porous media experiment [47] and simulation [124]. For porous media flows, Kang et
al. [124] demonstrated a link between this velocity intermittency and anomalous transport.
The acceleration PDFs measured herein are also similar to those observed in turbulent flows
[64, 65, 66, 130].
It is observed that in all cases, the tails of the transition time distributions decay
algebraically with tails ψ(t) ∼ t−1−β with β < 2. When considered under the continuous time
random walk paradigm, anomalous transport arises from these long waiting times between
transitions. We also see that for transitions in the axial direction, the scaling exponent βz
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decreases in the mixed bead cases, implying that these long transition time events become
more frequent. This decrease of β with increased number of bead sizes has been observed by
Levy and Berkowitz [34], who studied tracer spreading in the mean-flow direction. In past
experiments, the long time scaling of ψ(t) was inferred by measuring concentration profiles,
but using PEPT, we have succeeded in directly measuring this quantity. This confirms the
validity of the underlying postulate of the CTRW model regarding random walkers with a
propensity to wait for long periods before taking their steps.
In these experiments, anomalous transport is demonstrated by the regions of nonlinear
scaling in the mean-squared displacement curves. In all cases, nonlinear scaling is seen at
early times with a late time transition to Fickian transport. Many of the scaling regimes
observed match those observed in the simulations of Kang et al.[124]; however, they observed
anomalous scaling persisting to late times. In these simulations, only advective transport
was considered, implying that this transition to Fickian transport is likely caused by diffusive
processes. This late time recovery of normal transport is built into the CTRW transition
time distribution model proposed by Edery et al. [43].
In the current work, no direct correlation is seen between the observed nonlinear scaling
regimes and the degree of bead heterogeneity. It is expected that the decreased βz observed
in the mixed bead cases would lead to transport that is somehow more anomalous. In the
case of the 2,4,8 ReMid experiment, we do see anomalous scaling persist to late times in
the transverse directions, but the transverse transition time decay exponents βx and βy are
the same as those observed in other cases, within uncertainty. In fact, we see a quicker
transition to linear scaling in the axial direction than in the case 2 ReLow (the case with the
most similar Reynolds number). Furthermore, little to no difference is observed between the
axial MSD curves of the cases 2 ReMid and 2,4 ReMid, despite these two showing different
axial transition time decay exponents βz
Perhaps the most interesting findings of this study are those related to velocity
correlations. The transverse velocity fluctuations quickly decorrelate while correlations
between axial velocity fluctuations persist to 4 (in the low Reynolds number cases) to 6
(in the high Reynolds number cases) bead transits.
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In the case of the Lagrangian velocity structure functions, the axial structure functions







with coefficient Cx ≈ 1.3. This is the first time that such scaling has been observed in
porous media flows and should be measured for a number of other porous media to test the
assumption of universality.














are seen for the longitudinal and transverse structure functions, respectively, in the 2 mm
packed bed experiments with coefficients CL ∼ 0.25 and CN ∼ 0.8. This does not hold for
the case 2,4 ReMid. This has not been previously measured in porous media flows. Future
experiments should be conducted with more bead configurations, denser particle seeding,
and higher resolving power to see if this scaling appears in any other cases and if it persists
to shorter length scales.
We note that in both cases, the universal forms found required knowledge of the average
pore size and the RMS velocity fluctuation, v̄′. Holzner et al. [47] showed that their measured
velocity distributions could be predicted using knowledge of the pore size distributions in
their porous media. Thus, it is possible (and perhaps likely) that the primary controlling
factor in these statistical quantities is the pore size distribution. If the observed scalings
are universal, information on the pore distribution in a sample (acquired through X-ray
computed tomography or other means) may be sufficient for predicting both Eulerian and
Lagrangian velocity increments.
Links between porous media flows at low Reynolds numbers and high Reynolds number
turbulent flows are present as evidenced by the similar acceleration distributions and
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longitudinal Eulerian structure function scaling. This may be caused by correlated structures
that exist in each system. In turbulent flows, this is referred to as the “energy cascade” in
which turbulent kinetic energy is produced at the largest scales of the flow and transferred
through the break-up of correlated structures, called eddies, to the smallest scales of the
flow where energy is dissipated by viscous heating [133]. It is not expected that the same
mechanism is present in porous media flows, but it is possible that random pore networks
can create flow paths that resemble eddies of different sizes.
Recall that an evolution equation for the 2nd order Eulerian structure function can
be derived directly from the Navier-Stokes equation [126]. This equation is often referred
to as von Kármán-Howarth-Monin (KHM) equation [134, 135] and can be used to derive
Kolmogorov’s 4/3-Law for the 3rd-order Eulerian velocity structure function, DLLL(r) =
−4
3
εr, at intermediate length scales r, where ε is again the turbulent kinetic energy dissipation
rate [136]. We note that in the present work 3rd-order structure functions were calculated,
but the uncertainties were too large for any structure to be seen.
It is desired that an equivalent equation be derived for porous media flows, but it is
unclear if this is possible. Such an equation would likely require information on the geometry
of the media, and thus a general form may not exist. It may be that for homogeneous pore
spaces, such as the 2 mm cases shown here, a simplified solution exists, and this could be
why power-law scaling appears to exist for the Eulerian structure functions of the 2 mm
cases and not the 2,4 mm case. These and other musings on theoretical descriptions of flow
in porous media are left to future work.
8.3 Concluding Remarks
A novel method for PEPT with multiple tracers has been introduced, tested, and used
for measurements ranging from individual-cell tracking to secondary flow identification in
twisted tape swirled flow. This method has been demonstrated for tracking over 80 particles
simultaneously, and in theory allows for the tracking of an arbitrary number of tracers. This
creates many new opportunities for the use of PEPT for flow measurement in systems where
optical flow measurements are prohibitively difficult. With further advancements of this
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method along with the advent of novel detectors and tracers for PEPT, it is possible that
this technique will become widely used in the experimental fluid dynamics community.
In the experiment detailed herein, PEPT was used to confirm the nature of random walk
statistics in porous media. It is seen that as tracers move across beads in each test section,
the probability distributions of their transit times have long tails, indicating the presence of
long waiting times between each step. This leads to the non-Fickian dispersion of particles
observed in this work, but it is not clear if there exists a direct correspondence between the
decay exponents of the transition time distributions and the scaling regimes of the tracer
spreading. Establishment of such a connection is left to future work. Furthermore, it is
observed that at late times, Fickian spreading is recovered, likely due to the influence of
molecular diffusion processes.
Finally, we observe scaling regimes in both Eulerian and Lagrangian velocity structure
functions that have not been previously presented. A universal scaling law may be present in
the axial Lagrangian structure function, and a scaling regime appears to exist in the Eulerian
structure functions of the single-bead cases. These both warrant further experimental and
theoretical investigation.
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A Other M-PEPT Experiments
A number of other PEPT experiments have been performed at the University of Tennessee
during the author’s tenure. While these do not highlight specific capabilities of M-PEPT
reconstruction, like those described in Chapter 4, they do show some of the possible
applications of PEPT. These experiments have been performed by many members of the
research group of Arthur Ruggles, and in all cases, the author analyzed list mode data using
M-PEPT to reconstruct particle trajectories. Brief descriptions of each experiment follow.
A.1 Channel with Baffle Plates
The second experiment in which G-means was used for reconstruction was a measurement
of the flow of water between a series of baffle plates in a rectangular channel. This work was
the subject of a Master’s Thesis by Seth Langford [137] and of a conference paper [138] by
Langford and others, including the current author. The author was involved in performing
the experiment and analyzed list mode files to reconstruct particle trajectories.
In this study, flow of water at volume flow rate 0.62 L/s (Re=23,500 in constrained
region) was driven by pump, and PEPT measurements were made with a Siemens Inveon
Preclinical PET scanner. Ion exchange resins were activated to ∼1 mCi per particle with
18F and used in this study. Data were collected for 30 minutes.
G-means was used with an A-D critical value of 20, 2×2×2 mm3 grid, and time steps of
1 ms to reconstruct trajectories. A total of ∼4,000 trajectories were reconstructed, as seen
in Figure A.2. Here, one observes acceleration of trajectories in the restricted region and a
large recirculation region between the baffle plates.
An optical PTV study was performed to test the efficacy of the PEPT measurement.
Velocities were calculated from divided differences of the trajectories and averaged onto a
2-D Eulerian (spatially fixed) grid as described in [137]. The time-averaged downstream
velocity measured by each technique is shown in Figure A.3. It is found that both PEPT
and PTV measured similar mean-flow characteristics throughout the region of interest in
the test section. This validation against an established optical flow diagnostic technique
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Absolute pressure measurements are taken upstream and 
downstream of the test section, and an orifice plate with a 
differential pressure transducer is calibrated to provide 
volumetric flow rate. Table 1 summarizes the instrumentation 
used in the loop. Cited flow-rates are described by the mean 
value ± standard deviation.  
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PARTICLE TRACKING EXPERIMENTS 
 
PEPT Experiment 
Particles tracked in this experiment are anion exchange resin 
beads of 560-700 micron diameter with a density of 1.225±0.005 
g/cm3. For this experiment 18F (half-life of 109.8 minutes) is 
produced using a Siemens Eclipse cyclotron at the University of 
Tennessee Medical Center, via the bombardment of 18O-enriched 
water with an 11 MeV proton beam. Roughly 20 of our tracer 
particles are soaked in an aqueous solution containing 30 mCi of 
18F. Each particle is activated to around 1 mCi, resulting in a total 
sample activity of 20 mCi. Particles are introduced to the flow 
loop via the particle injection port seen in Figure 2, and a scan is 
performed for 30 minutes. The mean flow rate in the loop is 
0.63±0.02 L/s during this time. The scanner is set to accept 
coincident gamma rays in the 425-625 keV range. Using this 
energy window, each 1 mCi particle results in roughly 450,000 
counts per second (cps) near the center of the FOV and roughly 
100,000 cps near the axial edge.  
 
HSV Experiment 
A flow study is performed utilizing high-speed video 
particle tracking velocimetry (PTV). An average flow rate of 
0.62±0.02 L/s is achieved. Non-activated particles of the same 
kind used in the PEPT experiment are used to seed the flow. Four 
seconds of high speed video is shot with an Olympus i-SPEED 2 
high speed video camera at 1000 FPS at 5X shutter speed with a 
Fujinon 1:1.4/25mm cf25ha-1 lens. The camera is placed 




PEPT Data Handling 
Using list mode data generated by the scanner, our PEPT 
algorithm is used to reconstruct the trajectories of the particles. 
In this reconstruction, data is sliced into 1 millisecond frames, 
resulting in roughly 450 LOR per particle per frame for particles 
near the center of the FOV. LOR crossings are tallied over a 
2x2x2 mm3 grid, and an Anderson-Darling critical value of 20 is 
used in our clustering routine. The average calculated position 
uncertainty is found to be 0.23 mm in the radial direction and 
0.17 mm in the axial direction.  
Over the course of the 30 minute scan, a total of 16,887 
trajectories are detected by our algorithm. However, upon 
analysis of these, it is determined that 3 particles became stuck 
in the FOV of the scanner throughout this scan. This results in a 
large number of spurious and corrupted trajectories, not 
reflecting the true fluid flow of the system. A number of 
techniques are used to remove such trajectories, as well as 
smooth those that were accepted.  
First, in order to remove trajectories related to stuck 
particles, trajectories which had a total position standard 
deviation of less than 5 mm are not considered. Secondly, it is 
found that some trajectories exhibit a great deal of erraticism as 
they pass near the stuck particles. This is likely due to our 
clustering algorithm accepting a cluster that should be split, 
resulting in a false detection site in between two true particles. 
Such trajectories are removed by rejecting any that exhibit single 
frame displacements above 2.5 mm. Lastly, the remaining 
trajectories are smoothed via a non-weighted moving average 
filter of size 5. After such filtering, a total of 4,014 smoothed 
particle trajectories are found and are used herein.  
 
HSV Data Handling 
High-speed video is imported to ImageJ [16] in .avi format. 
A sample still from the video is offered in Figure 5. The distance 
between the first two baffle plates is found to be 85 ± 4 pixels 
while the physical distance between baffle plates is 15.4 ± 0.1 
mm, corresponding to pixel-to-length conversion equal 5.5 ± 
0.26 pixels/mm. The video is cropped to fit the walls of the test 
section as well as to include only the first 20 mm before and after 
the baffle plates. The Mosaic plugin for ImageJ [17] is used to 
track the particles as they travel through the flow. Mosaic 
identifies particles across a series of image frames using multiple 
parameters. These include the brightness of the particle in 
Figure A.1: Test section region of interest in baffle flow experiment.






The spatiotemporal grid averaging process produces 
Eulerian flow data represented as arrow plots in Figure 11 
(PEPT) and Figure 12 (HSV). R circulation zones are clearly 
seen in the region between baffle plates for both measurement 
modalities. Furthermore, both measurements show part of a 









Further comparison is performed using color-maps of the x 
(flow direction) and y (transverse flow direction) components of 
the velocity as measured by PEPT and HSV. X-component 




Figure A.2: Trajectories of particles in baffle induced flow. Trajectories outside of flow
region are from particles traversing gap between test section walls and lid.
202







The absolute x-velocity variation between the two 
measurement techniques is offered in a color plot in Figure 15.  
There is less than 0.1 m/s variation across the majority of the 
FOV, with relatively larger variation in regions of large velocity 
gradient. For visualization purposes, the extent of the color 
palate in Figure 15 is limited to 0.25 m/s. Grids which surpass 






Figure 16 and Figure 17 show color-maps of the y-
component of the velocity as measured by PEPT and HSV, 
respectively. Figure 18 shows the grid-by-grid differences 
between the PEPT and HSV measurements of the y-component 
of velocity. This plot shows variation in the y-velocity 
component are less than 0.05 m/s over the bulk of the FOV, with 
an increase in variation along the edges of the baffle plates. For 
visualization purposes, the extent of the color palate in Figure 18 
is limited to 0.1 m/s. Grids which surpass this are shown in dark 
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Figure 16 and Figure 17 show color-maps of the y-
component of the velocity as measured by PEPT and HSV, 
respectively. Figure 18 shows the grid-by-grid differences 
between the PEPT and HSV measurements of the y-component 
of velocity. This plot shows variation in the y-velocity 
component are less than 0.05 m/s over the bulk of the FOV, with 
an increase in variation along the edges of the baffle plates. For 
visualization purposes, the extent of the color palate in Figure 18 
is limited to 0.1 m/s. Grids which surpass this are shown in dark 






Figure A.3: Time-averaged downstream (x-) velocity measured via PEPT (left) and PTV
(right) in baffle flow experiment. In this figure, the x-direction is the d wnstre m direction,
and the y-direction is the horizontal transverse.
demonstrated the utility of this PEPT technique for measurements in turbulent flow with
complex geometry and steep velocity and acceleration gradients.
A.2 Heat Exchanger
The first experiment conducted in an opaque test section using our M-PEPT methods was
a study of flow in the shell-side of a stainless steel, tube-in-shell heat exchanger. The
author did not participate in the conducting of this experiment but performed all trajectory
reconstruction and subsequent analysis. Photographs of this heat exchanger are seen in
Figure A.4. Note that on the shell-side, flow goes around these tubes and not through them,
creating very complicated flow paths. The outer shell of this heat exchanger is approximately
1/4-inch thick.
In this study, ion exchange resins of diameter 690 µm and activity ∼1 mCi were used as
flow tracers. It was found that these often got stuck in the test section, so density-matching
was used to mitigate this defect. A sucrose solution of density 1.225 g/cc was used as the
working fluid, and flow was pumped through the test section with a Reynolds number of




Flow Path Flow Path 
Figure A.4: Photograph of stainless steel heat exchanger studied via PEPT. Inset photo












































Figure A.5: Trajectories measured in heat exchanger experiment, colored by downstream
velocity.
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Trajectories were reconstructed using the FPI method with 1 ms time steps, and
trajectories were filtered and differentiated via convolution with the kernels described by
Equations 3.12 and 3.13. The measured trajectories, colored by downstream velocity, are
shown in Figure A.5. These trajectories reveal the presence of structural baffle plates in the
test section that were unknown to the researchers before this study. PEPT captures the
acceleration of the flow as it passes around these baffles and the complicated paths taken by
particles as they pass around the tubes. This experiment demonstrated the ability of PEPT
to image complex flow structures in a stainless steel system. This capability is portable to
more detailed studies of flow in heat exchangers and other engineering equipment.
A.3 Pulsatile Flow
Pulsatile flow was examined with PEPT to test the efficacy of the method for measurements
of blood flow. This work has been detailed in a Master’s Thesis by Nitant Patel [139] and
in a publication by Patel et al. [73]. The current author was involved in the planning and
conducting of this experiment, performed M-PEPT trajectory reconstruction, and assisted
in subsequent analysis of this experiment.
In this work, pulsatile flow of water was studied in an elastic tube of inner diameter 19
mm (3/4-inch). This tube size is comparable to the size of an adult human aorta. The tube
was studied in both an open and “pinched” configuration (see Figure A.6) to simulate flow
in an artery with and without stenosis. Ion exchange resins of activity ∼0.2 mCi were used
for these experiments, and scans were performed with a Siemens Inveon PET scanner for 50
minutes (pinched geometry) and 65 minutes (open geometry). Flow was driven by pump at
a Reynolds number of ∼20,000, based on the diameter of the unpinched tube.
Pulsing was generated at frequency 2 Hz by the rotation of a motorized ball valve
upstream of the test section. Reflective tape was attached to the shaft of the valve drive, and
a laser photodiode was used to send trigger signals to the PET scanner with each rotation
of the ball valve. Trigger words are inserted into the coincidence event listmode stream with
each signal, and these were used to segment the reconstructed data into pulse cycles.
Data were reconstructed using the FPI method with 1 ms time steps. After reconstruc-
tion, data were sorted into 20 temporal bins depending on their place within each pulse cycle
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high frequency oscillations in the pressure response. Fig-
ure  3 shows the test section of the pinched tube pulsatile 
flow experiment. As seen, the tube cross section is pinched 
with a Wolfcraft spring clamp. This pinched cross section 
is located 57.8 ± 1.9 cm downstream of the tube inlet and 
placed in the center of the field of view of the scanner.
The loop is filled with DI water at room temperature and 
a protocol is followed to inspect the loop for leaks and cali-
brate the instrumentation on the day before the experiment. 
On the day of the experiment the flow rate is adjusted to 
the desired level without pulsation. Meanwhile, the radi-
otracers are labeled with 18F at the University of Tennes-
see at Knoxville Medical Center and transported to the 
laboratory. Upon arrival, the radiotracers are mixed with 
1  cc of DI water and a few droplets of glycerin. Experi-
ence has shown the addition of glycerin prevents particles 
from sticking to the injection line wall and centrifuge vial. 
Particles are then added to the flow loop, and the injection 
line is isolated, with near 9 cm air column remaining. The 
pump is energized, and radiotracers are allowed to distrib-
ute throughout the flow loop. The emission scan and data 
acquisition are started simultaneously, and the motorized 
valve is then activated so that data can be coordinated via 
the first trigger signal generated.
Table 2 shows the conditions for both experiments. We 
note that while the pressure differential across the orifice 
plate was collected during the pulsatile flow, the recorded 
flow rate and Reynolds number were measured prior to ini-
tiation of the flow pulsation. The orifice plate is calibrated 
for steady flow, and may not be accurate for transient flow. 
However, the peak measured flow rate prior to initiation of 
the motorized valve matches the peak flow rate observed 
during the pulsatile flow cycle.
During the open tube experiment, it was determined that 
tracers were getting stuck in the partially open recirculation 
valve. For this reason the recirculation valve was throttled 
to release particles after the completion of the scan. Flow 
conditions were reset, and a second shorter scan was per-
formed to improve measurement statistics.
3  Multi-PEPT algorithm
3.1  Particle detection
Beginning as the method of Bickell et  al. (2012) LORs 
from the scan are first arranged into time steps. At each 
time step, a virtual grid with cubic elements of side length 
h is then laid out over the field of view of the scanner, and 
each grid element is assigned a scalar value based on the 
number of line crossings at that point. These grid elements 
are treated as 3D corollaries of pixels, i.e. “voxels”. Parti-
cles are identified from this virtual image using a feature 
point identification method modeled off the 2D optical par-
ticle technique of Crocker and Grier (1996) and Sbalzarini 
and Koumoutsakos (2005). This method is described 
briefly herein. A fuller description and discussion can be 
found in (Wiggins et al. 2017).
To begin, the image is smoothed via convolution with a 
cubic boxcar kernel of side-length 3 voxels. Particle posi-
tions are then estimated as the local maxima in the grid. 
Table 2  Experiments and 
experimental conditions Pinch tube pulsatile flow
Open tube pulsatile flow
Run 1 Run 1 Run 2
Scan time (min) 50 60 5
Energy window (keV) 425–625 425–625 425–625
Average flow rate (m/s) 1.1 1 1
Reynolds number 20,945 18,850 18,850
Pulse cycles (Hz) 2.15 2.07 2.07
Number of radiotracers (approximate) 127 ± 20 155 ± 25 155 ± 25
Activity per radiotracer (mCi) 0.19 0.17 0.10
Pressure measurement acquisition rate (Hz) 3000 3000 3000
Fig. 3  Top view of the test section with pinched cross section
Figure A.6: Elastic tube pinched with spring clamp in pulsatile flow experiment.
(i.e. the time since the most recent trigger event). Trajectories from frames corresponding
to full flow, flow reversal, and flow recovery are shown in Figure A.7 (open geometry) and
Figure A.8 (pinched geometry). The reader is referred to the online version of the original
work by Patel et al. [73] for animations of the flow pulsing.
These trajectories show interesting features within the pulse cycle. In both cases, full flow
reversal was seen when the valve closes. In the pinched geometry case, a large recirculation
region was seen downstream of the obstruction, and mean axial flow remained negative in
this region throughout the pulse cycle. Flow modulation downs ream of the obstruction
persisted beyon the field of vi w the scanner.
This experiment demonstrated the applicability of PEPT for pulsatile flow studies,
including hemodynamics, and was the first PEPT experiment conducted in a transient flow
system. As PEPT does not require optical clarity, surrogate fluids are not needed, and
experiments can be conducted using blood as the working fluid. Furthermore, if a safe
bloodborne tracer can be fabricated, PEPT may be used a diagnostic tool for identifying
blockages by looking for recirculation regions like the ones noted in the pinched geometry
case.
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tube pulsatile flow experiment, colored according to instan-
taneous downstream velocity. The frames once again show 
full flow, flow reversal, and flow recovery. This data, too, is 
then averaged onto a 2 mm × 2 mm × 2 mm grid to infer an 
Eulerian representation of the velocity field within the tube. 
The same three frames seen in Fig. 9 are shown in Fig. 10 
as velocity field cone plots, zoomed in on the axial center 
of the test section.
The data in each frame are a collection of particle tra-
jectories, acquired over many cycles. These are Lagrangian 
and continuous and are best appreciated in the animations 
that accompany Figs. 7 and 9 in the electronic version of 
this work. These data offer a detailed specification of the 




Fig. 9  Collections of particle trajectories within three frames of 
pulse cycle for open tube experiments, colored according to down-
stream velocity. Frames show full flow (a), flow reversal (b), and flow 
recovery (c)
Fig. 10  Average velocity fields for three frames of pulse cycle for 
open tube experiments, colored according to velocity magnitude. 
Frames show full flow (a), flow reversal (b), and flow recovery (c) 
and are same those seen in Fig. 9
Figure A.7: Trajectories from three frames of pulse cycle from open geometry pulsatile
flow experiment, colored by downstream velocity. Fram s show full (a), flow reversal
(b), and flow recovery (c) portions of pulse cycle.
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slower trajectories would contribute more data points to a 
given grid cell due to a longer residence time. In this way, 
time averaged Eulerian (spatially fixed) information can be 
inferred from the naturally Lagrangian (moving with the 
flow) data of PEPT within each frame.
Using this method, average velocity profiles are obtained 
for each of the 20 frames within the pulsatile cycle. Fig-
ure  8 shows the same three representative frames seen in 
Fig. 7 where the velocity data are rendered using the cone-
plot function in MATLAB. Figures shown are zoomed in 
on the pinched region to show flow attributes thereabout. 
The same regions of flow restriction and recirculation are 
seen in the frames of forward moving flow (a and c) with 
flow reversal being seen in frame b.
The same analysis is performed for the open tube data. 
Figure 9 shows all trajectory segments within three repre-




Fig. 7  Collections of particle trajectories within three frames of 
pulse cycle for pinched tube experiment, colored according to down-
stream velocity. Frames show full flow (a), flow reversal (b), and flow 
recovery (c)
Fig. 8  Average velocity fields for three frames of pulse cycle for 
pinched tube experiment, colored according to velocity magnitude. 
Frames show full flow (a), flow reversal (b), and flow recovery (c) 
and are same those seen in Fig. 7
Figure A.8: Trajectories from three frames of pulse cycle from pinched geometry pulsatile
flow experiment, colored by downstream velocity. Frames show full flow (a), flow reversal
(b), and flow recovery (c) portions of pulse cycle.
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B Particle Activation Procedure
The procedure used for activating particles is documented here. As an example, the
activation procedure used for the 2 mm packed bed test of October 19, 2018 is included.
In this activation, anion exchange resins were activated to 44 µCi per particle at the























































































































The procedure used for packed bed flow experiments is documented here. As an example, the
experimental procedure used for the 2 mm packed bed test of October 19, 2018 is included.
In this experiment, flow of 110 mL/min. is delivered to the test section. This procedure
includes descriptions of activities performed before, during, and after each experiment and
























































































Day of the Test 
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