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CHAPTER 1. INTRODUCTION 
Computer programming is viewed as a major suijject area in computer educa­
tion because of its perceived value in promoting thinking and proijlein solving skills.  
Programming is a complex and demanding task in which one must understand a 
problem, design a plan to solve the problem, write that plan in computer code and 
debug the code (Dalbey & Linn. 1985; Lewis, 1980; Pea <L' Kurland. 1984). Suc­
cessful programmers recjuire knowledge of problem domain, algorithms development, 
progranuuing language, error detection, and program use (Brooks, 1990; Pennington 
k Grabowski. 1990; Sleeman, Putnam, Baxter k Kuspa, 1986). The requirements 
of various kinds of knowledge make learning computer programming difficult;  hence, 
identifying students'  difficulty when the}' are learning to program becomes very im­
portant.  Identification of difficulties provides direction which educators can use to 
develop eflective instructional methods and learning environments for student pro­
grammers. 
One pedagogical innovation computer educators made was the development of 
structured languages. Because of its structured design, Pascal has been the major 
language taught in introductory programming courses. Thus, numerous studies con­
cerning the learning of Pascal have been done. However, recently, many educators 
have begun using or are considering using C language as the introductory language in 
programming curriculum (Morton fc Norgaard, 1993; Roberts,  1993). Unlbrtunately, 
li t t le research has been done that addresses the learning of C language. Because of 
major syntax and structural differences between C and Pascal,  many aspects of C as 
a beginning language need to be studied. 
One important aspect is the manner in which C supports program segmentation. 
The ciuality of programs is highly dependent on decomposing a programming problem 
into subprograms (Bailie, 1991; .Jefl 'ries, Turner, Poison Atwood, 1981; Kassab, 
1989; Perry, 1992). The C language supports this modular program creation by using 
functions. Therefore, consideration of function concepts is extremely important in 
choosing learning environments for C language programmers. 
One approach to building an eflective learning environment is to develop computer-
based instruction. Through a well designed instructional strategy, computer-based 
instruction can support an individualized and interactive learning environment. Dur­
ing the learning process, students are able to chose learning materials according to 
their needs at their own pace. Students are also allowed to perform tasks and interact 
with the computer. The problem-solving abilities which are needed in programming 
will as a result be enhanced during the learning process. Furthermore, combining 
advanced technology with computer, the instructional materials can be represented 
in various ways such as text,  graphics, images, animation, sound, and video, . \pply-
ing this advantage can promote motivation and help students understand abstract 
concepts in concrete ways by providing a means of relating unfamiliar material to 
existing knowledge. Thus, computer-based instruction has the capability to become 
a powerful tool that enhances the programming learning environment. 
Some research suggests that if grounding structures are presented before unfa­
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miliar and challenging learning material,  learning can he increased (Ausubel,  1960; 
Mayer, 1975, i979a, 1989). This pre-instructional approach helps learners to orga­
nize new material and to integrate it  with their existing knowledge. In contrast,  the 
post-instructional approach that related information should be presented following 
the instruction in order to reinforce and integrate acquired knowledge is also claimed. 
Several studies have been done in programming learning areas that concern these two 
approaches (Mayer, 1976; Mayer & Bromage, 1980; Righi. 1991). Studies conducted 
by Mayer and his associate reported that the pre-instructional group performed bet­
ter on tasks utilizing problem-solving skills while the post-instructional group per­
formed better on problems requiring recall competence. The studies suggested the 
pre-instructional approach was an effective method in learning. In contrast,  Righi 's 
study indicated that pre-instructional method can cause confusion when learning 
programming, and the post-instructional method was recommended by the study. 
Although Righi 's study may be limited by the content of material provided to stu­
dents, the different viewpoints of these studies suggests that additional studies are 
necessary in order to clarify which method is more efl 'ective. 
Statement of the Problem 
Studies concerning the optimal placement of computer-based lessons in instruc­
tional sequences are lacking. Furthermore, research identifying areas where students 
are having difficulties in learning the C programming language are also needed if in­
struction is to be improved. Thus, the first problem addressed in this study was the 
effect a computer-based lesson had on student learning when it  is placed before a for­
mal lecture on C function topics versus after the formal lecture. The second problem 
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acklrcssecl in this study was to identify the kind of proijlems students encountered in 
learning function concepts using the C prograumiing language. 
Purposes of the Study 
This study compared the effectiveness for beginning programmers of a computer-
based lesson used before formal instruction with the same lesson used after formal 
instruction. The topic of the lesson was the function concepts of the C programming 
language. This study also collected and examined information about the students'  
programming errors and misconceptions related to function concepts in C programs. 
Research Questions 
There were four research questions in this study: 
1. What kind of difficulties do students encounter when they learn the concepts 
of functions in C programming? 
2. Are there an.y difl 'erences in student achievement on learning function concepts 
in C programming when a computer-based lesson is placed before, in contrast 
to after the formal instruction? 
3. Does students'  prior knowledge in programming affect their learning on function 
concepts in C programming? 
4. Is there any relationship between instructional sequence and students'  prior 
knowledge in programming on student achievement in learning the C function 
concepts? 
Hypotheses 
This study consisted of SEQUENCEl and SEQUENCE2 treatments. Students 
in the SEQUENCEl treatment worked on the computer-based lesson before the for­
mal instruction. Students in the SEQUENCE2 treatment used the computer-based 
lesson after the lecture. The dependent variable for the study was the posttest scores 
of students. The independent variables selected for the study were the instructional 
sequence, the students'  prior knowledge in programming, and the interaction of the 
above two independent variables. Students'  attitudes toward taking the program­
ming course, number of prior computer courses, and computer ownership are control 
variables (covariates) in.the study. Table 1.1 shows the variables for this study. 
Table 1.1: Variables in the study 
Label Description Type Use 
Y Posttest Continuous Dependent 
A'l Instructional Sequence (Treatment) Categorical Independent 
A% Prior Knowledge in Programming (Pretest) Continuous Independent 
X3 Students'  .Attitudes Continuous Control 
A'4 Number of Prior Computer Courses Continuous Control 
A's Computer Ownership Categorical Control 
A'lA's Interaction of A'l k A'2 Continuous Independent 
For the purposes of this study three hypotheses corresponding to the last three 
research questions were formulated. 
1. There is no significant contribution of the treatment variable to the prediction 
of posttest score variance among the subjects.  
^0 : ,/ii = 0 
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The coiiiparisoii of a full model and a test model described below is used to 
test this hypothesis.  
Full Model: 1 = So + /ijAi + ^2^2 + 1^3-^3 "i" + S^XiAo + ^ 
Test Model: Y - , ;3o + 4- ,83X3 + d4A''4 + ^5X5 + deA'i A'2 + r 
2. There is no significant portion of posttest score variance explained by pretest 
score variance. 
Hq :  J2 = 0 
The comparison of the full model and a test model described below is used to 
test this hypothesis.  
tull  ]\Iodel: i  — . '^jAj 4- /^2A2 4- ,83X3 -r J4A4 -f / isAs + /^gAi A2 s 
Test Model: Y = Jq + A A'l -r SsX's + diA'4 + /JsA's -r / igA'iA^ + c 
.3. There is no significant interaction between the instructional sequence treat­
ments and student prior knowledge as measured by the contribution of interac­
tion to the prediction of posttest score variance. 
^0 • '^ 6 = 0 
The comparison of the full model and a test model described below is used to 
test this hypothesis.  
Full Model: i  = /Jq -h /JiAi -h (^2X2 + 1^3X3 + >^4A4 -J- ,3^X^ /igAjAj f 
Test Model: i  = 3q 4- Aj 4- [^2X2 4- (^3X3 4- 1^4X4 4- / j 'sAs -r £ 
Assumptions 
Four assumptions were foundational to the study: 
1. The students involved in this study responded as honestly and as accurately as 
possible to the questions asked. 
2. The instruments used in this study had satisfactory reliability, validity and 
sensitivity to the experimental effects.  
3. There were no systematic factors occurring during the study which affected the 
experimental results.  
4. The experimental time was adequate to produce a measurable effect.  
Delimitations 
The study was delimited by the follows: 
1. The sample for this study was selected from Industrial Education and Technol­
ogy students at Iowa State University. Results may only generalize to similar 
populations. 
2. The research was restricted to the examination of student difficulties in learning 
function concepts of the C programming language. 
3. The unit of observation in this study was the individual students. To the degree 
that students may have shared information among themselves, thus reducing 
the independence of treatment effects,  may affect the validity of the experimen­
tal design. 
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4. The clevelopiiient of computer-based instruction was a complex, difficult,  ex­
pensive, and time-consuming process requiring much effort and support.  The 
limitations of developmental time and expertise may therefore have limited the 
potential effectiveness of this method. 
Definition of Terms 
C programming language: A high level computer language with powerful features 
used in education and industry. 
Student difficulties: Misconceptions, programming errors, and the effort required 
that students experience when they learn programming. 
Instructional secjuence: The order of the computer-based lesson and the formal 
instruction used in this study. There are two different instructional sequences in 
the study. One is to present a computer-based lesson prior to formal instruction, 
and the other after.  
Decomposition: The process of breaking up a problem into simple parts.  
Arguments: Variables that received values passed to a function. 
Lesson function: The name of a computer-based lesson used in the study. 
Project Vincent: A computer network used at Iowa State University. 
Advance oi'ganizer: Introductorj '  material presented prior to unfamiliar and chal­
lenging learning material to help learners integrate the incoming information 
into their existing cognitive structure. 
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Mental models: Lccariiers '  internal representations that are used in predicting, plan­
ning, and interpretation of the system behavior (van der Veer, 1993). 
Notional machine: The idealized model of the computer implied by the constructs 
of the programming language (du Boulay, O'Shea ^ Monk. 1981). 
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CHAPTER 2. LITERATURE REVIEW 
The literature review is based on the cognitive aspects of programming and 
educational concepts of learning and instruction. It  is organized into five sections: 
(1) cognitive activities of programming, (2) student difficulties in programming, (3) 
related learning theory and instructional design, (4) research on pre-instructional and 
post-instructional methods, and (5) summary of l i terature review. 
Cognitive Activities of Programming 
A program is a set of instructions that directs a computer to perform operations. 
Students learn to develop computer program in a programming course which is also 
believed to help students develop thinking and problem-solving skills.  Computer 
programming is a highly complex process that can be broken down into four parts: 
specification, design, coding, and debugging (Dalbey Linn, 1985; Lewis. 1980; Pea 
(L' Kurland, 1984). Those activities have multiple interconnections which make them 
difficult to separate. (Pennington Sc Grabowski, 1990). Thus, expert programmers 
usually engage in these activities recursively until  their programs work correctly. 
The initial phase of programming is specification. Specification is understanding 
and analyzing a problem. It  involves evaluating the given information, recognizing 
the overall goal,  and outlining the operations for applying the given information in 
11 
order to achieve the goal (Brooks. 1983). In other words, one must identify the input, 
the output,  and any other relevant information and determine how the information 
ran be employed in a program. 
In addition, specification requires not only knowledge of a computer language 
Init also knowledge of the subject area in which the problem lies, such as math­
ematics, electronics, or mechanics. Therefore, students often encounter difficulties 
in identifying a problem because of deficiencies in their understanding of the re­
quired background knowledge or domain knowledge. The deficiencies may involve 
conceptual misunderstandings, incomplete information, confusing notation, or un­
clear conditions of application (Eylon Linn, 1988; .Simplicio-Filho. 1993). Even for 
simple programming problems, teaching one how to understand a problem is difficult 
(Rogalski & Samur^ay, 1993). 
The second phase of the computer programming process is design. Design is 
a complex and important task in programming. Design involves finding a problem 
solution through a structured detailed plan. One aspect of design is problem decom­
position. 
Problem decomposition is a crucial technique for solving complex problems 
(Lewis, 1980; Polya, 1957). The philosophy of problem decomposition is breaking 
down a complex problem into manageable and independent subproblems. The re­
duced size and complexity of the problem minimizes the cognitive load and makes a 
program easy to read, write, modify, and debug (Brooks, 1977). 
study conducted bj '  .Jeffries et al.  (1981) showed that expert programmers 
were skilled at decomposition, but novice programmers had difficulty breaking down 
problems into appropriate subproblems. Evidence also revealed that decomposition 
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is a determiaiag factor in programming success. Further, expert programmers were 
found to spend more time in designing their problem solutions, whereas novices usu­
ally go to computer directly without planning (.Jeffries et al. .  1981). 
Two types of problem decomposition exist:  top-down design and bottom-up de­
sign. Top-down design starts at the program's general goal and proceeds toward more 
detailed code generation. Bottom-up design begins at detailed code generation and 
proceeds toward the program's general goal.  Top-down design is advocated by many 
educators in the programming area (.JeiYries et al. .  1981; Kassab, 1989: Rist.  1980). 
However, in some situations top-down design does not work well because the nature of 
design strategies is usually influenced by the problem characteristics or programmers'  
experiences (Ratclift '  Sc Siddicji ,  1985: Sumiga, 199'3). Novice programmers often use 
the bottom-up approach (Rogalski k Samur^ay, 1993). It  seems that both top-down 
and bottom-up approaches are necessary and need conveying to students. 
A review of programming research found that design is the most important cogni­
tive activity in programming (Dalbey k Linn, 1985). Unfortunately, design is usually 
neglected by educators because of the difficulty in presenting the recjuired knowledge 
and demonstrating the process (Ferguson (L* Henderson, 1987). Specifically, design 
is ignored because of the difficulty in relating the interactions among design and 
specification, coding, and debugging (Pennington k Grabowski, 1990). 
The third phase of programming is coding. Coding involves translating the 
problem solution into a specific programming language. According to Fay and Mayer 
(1988), the cognitive chain of knowledge must be accjuired for successful program 
writing. The knowledge domains in the chain are syntactic, semantic, and problem 
solving knowledge. 
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Syntactic icnowleclge of a computer language consists of the language elements 
(e.g.,  reserved words, variables, operators, and punctuation marks), and the rules 
of combining these elements into a statement or a program (Fay & iMayer. 1988). 
Semantic knowledge of programming includes understanding the logical meaning of 
computer language syntax and operations of the computer (Hoc He Nguyen-Xuan, 
1990; Shneiderman Mayer. 1979). 
Syntactic knowledge of programming is the basic requirement for successful pro­
gramming, and semantic knowledge of programming must be obtained for effective 
programming (Fay & Mayer, 1988). Syntactic knowledge can be increased by prac­
tice. Semantic knowledge can be enhanced if programmers have a clear "mental 
model" of the computer (Hoc & Nguyen-Xuan, 1990; van der Veer, 1993). Research 
showed that expert programmers have a more well-constructed mental representation 
of the computer than novice programmers (Hoc, 1977). 
In addition, studies have suggested that learning to program involves organizing 
group data into reusable " 'chunks" (.Adelson ifc Soloway, 1985; Linn Sc Clancy, 1992; 
Shneiderman Mayer, 1979). Those chunks can be subprograms such as procedures 
or functions which perform specific tasks. Expert programmers usually excel on 
developing chunks and modifying or reusing them when dealing with new problems 
where novices usually fail  to do so (Linn Dalbey, 1985). 
When writing a program, abstract thinking ability is required. Programmers 
need to think according to the operations of a computer, not everyday life experiences. 
Actually, coding cannot be separated clearly from design activity (Pennington fc 
Grabowski, 1990). Thus, some concepts of design task must be taken into account 
during coding. 
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The final phase of computer programming is clelDugging. Debugging involves 
identifying, locating, and correcting errors in computer programs, It  is a diagnostic 
activity recjuiring program comprehension and formal reasoning. Debugging is a 
difficult and time consuming task. Research showed that programmers spend most 
of their programming time in debugging (Allwood Bjorhag. 1990), 
Programming bugs can be classified into syntax errors, semantic errors, and logic 
errors. Usually, the syntactic errors are easy to detect and correct with the aid of 
error messages provided by the computer, but the semantic errors and logic errors 
are hard to identify due to the requirement of problem-solving skills (.-Mlwood fc 
Bjorhag, 1990; Gugerty fc Olson, 1986). Furthermore, these errors often result from 
a misconception on the part of the novice programmer which must be corrected before 
the error can be eliminated. 
Expert programmers commit about the same number of errors as novices (Youngs, 
1974). Expert programmers however have a superior approach in identifying errors 
and are able to correct them more quickly. Novice programmers, on the other hand, 
make more incorrect identifications of errors thus creating even more new errors 
during debugging (Gugerty Olson, 1986). Furthermore, novices often use triai-
and-error approaches to detect program errors and are not always able to correct the 
bugs that they had found (Kessler L Anderson, 1986). 
With rich knowledge and experience, the expert programmers use several ap­
proaches to find program errors. The approaches used include evaluating the pro­
gram, analyzing error messages, using output information, testing the internal pro­
gram states, and recalling previous experiences (Gugerty &: Olson, 1986). Although 
debugging strategies can be taught by instruction, students must acquire the skills 
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on their own. 
As described above, different cognitive knowledge and skills are needed in diil 'er-
eut programming activities. The requirements of both breadth and depth knowledge 
and skills increases the difficulty of programming. 
Student Difficulties in Programming 
Perkins, Hancock, Ilobbs. Martin, and Simmons (1986) observed that students 
who succeeded at learning to program did not give up when they encountered prob­
lems. They viewed problems as exciting challenges and tried to work through the 
problems. On the other hand, students who were less successful at learning to pro­
gram felt the problems as a source of frustration and gave up when confronted with 
difficulties. .Students should be taught that facing difficulties and making mistakes 
are part of the programming process, and there is nothing to be afraid of. ft  is nec­
essary for students to build their self-confidence and get additional support from the 
learning environment. 
Research has been conducted investigating program errors that students most 
often made and the reasons why they created those bugs (Pea, 1986; Spohrer k 
Soloway, 1986a). Studies have also investigated programming difficulties in funda­
mental language concepts such as input, output,  assignment, conditional statements, 
and looping (du Boulay, 1986; Putnam, Sleeman, Baxter Kuspa, 1986; Soloway. 
Bonar k Ehrlich, 198.3). These difficulties have been studied by using programs which 
do not contain subprograms. 
Subprograms which can be implemented as procedures or functions in the Pascal 
language or functions in the C language are an important component of a computer 
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Iranguage. For the experienced programmer subprograms decrease (he program com­
plexity and are beneficial in the creation, comprehension, and debugging of a program. 
Unfortunately, li t t le research has addressed the problems that beginning students en­
counter when using subprograms (C^arrasquel,  Roberts k Pane, 1989; Fleur3-. 1991a, 
1991b). 
C'arrasquel et al.  (1989) observed students in Pascal programming and found 
that students had difficulties dealing with the concepts of procedures or functions. 
They reported that students had trouble difl 'erentiating local and global variables, 
declared variables in wrong places, had difficulty deciding the type of parameters, 
passed unnecessary or wrong parameters, and created similar subprograms. 
Fleury's study (1991b) supported these observations. In addition, Fleury found 
that beginning students were confused by subprograms that call other subprograms 
and students lost the trace of program flow. She concluded that the computer lan­
guage rules may have contributed to students'  partial knowledge, but some incorrect 
or incomplete conceptions of the rules were a major source of students" misunder­
standing. 
Difficulties occur because novice students do have not a clear "mental model" 
about the semantics of the computer language. In addition, students may struggle 
with the computing system they use. Rogalski and Samurqay (1990) stated that; 
Novices not only have problems with the representation of the machine 
underlying programming languages but also encounter difficulties with the 
computing system they are working with. Beginners need to differentiate 
which elements of this system belong to the language, and which are 
system entities, (p. 165) 
A study suggested that many program errors were not clue to misunderstanding 
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about the semantics of computer language but clue to difficulties of "putting the 
pieces of a program together" (Spohrer Sz Solovvay, 1986b). Joni and Soloway ( 1986) 
reported that many students wrote working programs with poorly constructed codes. 
These studies revealed that students have difficulties in designing a plan. 
Furthermore, novice students usually have difficulties in tracing and debugging 
computer programs, Putnam et al.  (1986) reported that in the process of debugging, 
novice students focused on a few statements, reasoned the program tasks based on 
small segments, and had problems keeping track of the data flow. Students seemed 
to assume that the computer had human abilities to interpret the programs (Pea, 
1986; Putnam et al. .  1986). 
Researchers have indicated that understanding the program is an important 
factor in debugging (Gugerty fc Olson. 1986; Nanja k Cook, 1987; Pennington & 
Grabowski, 1990). In the debugging process, experienced students tried to under­
stand the whole program first;  whereas, beginning students spent less t ime in under­
standing the program and were anxious to search program errors (Nanja k Cook, 
1987). The study revealed beginning students do not have enough experience to 
recognize the importance of understanding the program, or they lack the required 
knowledge to comprehend the program. 
Related Learning Theory and Instructional Design 
The intention of learning theories are to provide a framework for instructional 
design in order to overcome learning difficulties and facilitate learning. Learning the­
ories have shifted from a behavioral to a cognitive point of view. Behavioral learning 
theories view learning as a change in behavior or performance through experience 
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or practice (Jonassen, 1991).  Behavioral approaches provide an appropriate envi­
ronment in which reinforcement is uti l ized for correct or proper behavior.  What 
learners do is the major focus of behavioral  theories.  In contrast ,  cognitive learning 
theories emphasize the construction of knowledge and the changes in understanding 
rather than changes in behavior (Shuell .  1986).  Cognitive approaches are to encour­
age learners to construct their  own knowledge. What learners know and how the}'  
process information is the focus of cognitive theories.  
Shuell  (1986. 1992) defined learning as an active,  constructive,  cumulative,  self-
regulated and goal-oriented process.  From this standpoint,  learning is an active 
construction process.  I t  is  learners who take responsibil i t ies during learning. They 
need to build a mental representation of the new material  and integrate the new 
information with knowledge already existing in their  memory. 
Meaningful learning has been advocated by researchers (iMayer,  197.5,  1976. 1981. 
1989; Shuell ,  1986, 1992), .  This type of learning is especially useful in learning complex 
or abstract concepts such as domain knowledge in computer programming, science, 
and mathematics.  Meaningful learning builds both internal and external connections 
(Mayer,  1989).  Internal connections require the establishment of the relationships 
among concepts of new materials,  and external connections refers to the links between 
unfamiliar incoming material  and the student 's  existing cognitive structure (Mayer,  
197.5).  
Mayer (1981) proposed a meaningful learning model to assist  less experienced 
programmers to learn computer programming. Three steps,  "reception",  "availabil­
i ty",  and ' 'activation",  are involved in the model.  
During the reception step,  the incoming material  must be received by the stu­
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dent 's  short-term memory. II '  the student does not pay attention to the material ,  
the transfer of new information from outside to short-term memory cannot occur.  
Therefore,  the new material  and students '  characterist ics such as value,  motivation, 
interest ,  expectation and emotion should be taken into consideration in this stage.  
In the availabili ty step,  the student must retain required knowledge in long-term 
memory for incorporation with new information. Thus,  what the student already 
knows is a  important factor that influences learning. If  s tudents do not accumulate 
required knowledge in long-term memory, additional information is incomprehensible 
and must be learned by rote.  
Finally,  in the activation step,  the student incorporates the required knowl­
edge stored in the long-term memory with the new information; hence, building the 
knowledge structure.  If  students possess required knowledge but do not recognize 
the relationship between new information and previous knowledge, the transfer of 
old information from long-term memory to short-term memory will  not take place.  
As a result ,  the new material  may be added to memory in a isolated way. 
Learning is a  complex and dynamic process.  The purpose of instruction is to 
maximize the individual 's  potential  and learning. Not all  learning is the same. Ef­
fective instruction needs to accommodate different kinds of learning and make sure 
students engage in proper learning material  and activit ies ( .Shuell ,  1986).  
When the bod}'  of knowledge is well-structured, the direct instruction approach 
appears to be most successful.  In contrast ,  when the body of knowledge is i l l-
structured, the instruction should involve less direction and provide more activit ies 
(Denibo, 1994; Eylon & Linn, 1988).  
Programming requires a  vast knowledge. Successful programming requires knowl­
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edge of problem comprehension, design strategies,  a  computer language, and debug­
ging. The large body of knowledge contains both declarative and procedural knowl­
edge (Pennington Grabowski,  1990).  The declarative knowledge of programming 
such as the features of the computer language is well-structured and explicit .  The 
procedural knowledge of programming such as comprehending programs, writ ing pro­
grams, design strategies,  and debugging skills  are i l l-structured and implicit .  
Learning to program by example was suggested by Piroll i  and Anderson (1985).  
They found that in the early stage of programming, students relied heavily on ex­
amples available to them. Lieberman (1986) showed that using concrete examples 
to visualize the operations of a computer can clearly represent ideas and aid stu­
dents in learning abstract concepts.  Recently,  Segal and Ahmad (1993) reported that 
many students focused their  attention on examples,  but this created some misconcep­
tions for students due to a lack of full  understanding. Because l imited examples can 
not convey the whole complex knowledge, they suggested that the learning material  
should combine definit ions,  rules,  and explanation with examples.  
Sloane and Linn (1988) suggested that well-developed instructional material  
assisted students in integration and application of their  knowledge. In addition, 
their  study reported that direct instruction and relevant feedback enhanced pro­
gramming analyzing and modifying, and problem-solving practice improved student 
performance in program writing. Direct instruction mainly benefits medium and low-
abili ty students,  because these students lack problem-solving skills  (Linn Dalbey, 
1985).  
Another study conducted by Husic,  Linn and Sloane (1989) suggested that in­
struction should provide students opportunities for problem-solving and support  them 
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in learning the skill  of monitoring their  own progresses.  Moreover,  they concluded 
that when instruction emphasized direct instruction, students lost  chances to prac­
tice procedural skil ls .  If  instruction focuses on self-discovery, students may need to 
spend more t ime but make li t t le progress.  Mayer (1988) suggested that "a hands-on 
discovery environment should be complemented with direct instruction" (p.  5).  
Educators have been challenged with teaching procedural knowledge. Even ex­
perts who are experienced in employing this knowledge have difficulty explaining 
the process.  Eylon and Linn (1988) suggested that procedural knowledge can not 
be learned effectively from direct instruction, the best  way for students to gain this 
abili ty is offering them an environment which permits practice.  
"Manipulative models" have been constructed to facil i tate the acquisit ion of pro­
cedural skil ls  (Hooper & Thomas, 1990; Upah & Thomas, 199-3).  The manipulative 
models require students to perform tasks and observe the internal computer status 
when commands are executed. This approach attempts to help students build their  
mental model about how the computer works.  
The study constructed by Hooper and Thomas (1990) used the "notional ma­
chine" with both "visible" and "hidden" approaches.  The study revealed that the 
manipulative model influences students to choose better algorithms and significantly 
improves the acquisit ion of procedural knowledge. 
Manipulative models used by Upah and Thomas (199.3) required students to 
write code segments in Pascal and perform looping tasks.  Results of their  study 
showed that manipulative models increase students '  understanding of abstract and 
difficult  concepts and improve students '  abil i t ies in solving unfamiliar programming 
problems. 
These two studies both used simulation type computer-based instruction by uti­
l izing the computer as a learning device.  Kulik and Kulik (1991) reported that 
computer-based instruction posit ively motivates students and assists their  learning. 
The computer also has capabili t ies to support  knowledge representation in multiple 
ways.  This strength provides alternative views of the same knowledge and helps 
students understand the complex concepts thus decreasing misconceptions (Confrey. 
1990).  In addition, computer learning environments provide individualization and 
interaction and are an ideal educational agent in passing on general problem solving 
strategies (Shuell ,  1992).  
Many programming learning environments therefore are built  based on the com­
puter.  These environments emphasize computer language feature (Anderson Sc Reiser.  
1985),  support  design or debugging activit ies (Bonar iL'  Cunningham, 1988; Ferguson 
& Henderson. 1987; .Johnson, 1990; Spohrer,  1992),  provide a notional machine (du 
Boulay .  O'Shea ^  Monk, 1981; Hooper fc Thomas, 1990; Ramadhan k du Boulay, 
1993),  and support  overall  programming activit ies (Brusilovsky, 1993).  
Research on Pre-Instructional and Post-Instructional Methods 
The pre-instructional method introduces relevant information to learners before 
instruction. The post-instructional method presents related information to students 
after instruction. Both methods are broadly used as instructional strategies.  The 
purpose of the pre-instructional method is to bridge the gap between learners '  existing 
knowledge and new materials.  On the other hand, the post-instructional method 
provides learners opportunities to enhance and extend the new materials.  
The concept of the pre-instructional method was proposed by Ausubel (1960) 
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in terms of "advance organizers".  He hypothesized that introducing the general,  
abstract,  and inclusive "relevant subsuming concepts" prior to instruction serves to 
provide the learner with "appropriate anchoring ideas" that are required for compre­
hension of new material .  Based on this belief,  several studies showed that advance 
organizers have posit ive effects in facil i tating learning and retention (Ausubel,  I960: 
. '^usubel L Fitzgerald,  1961, Ausubel Youssef.  1963).  
Mayer (1979b) reinterpreted .Ausubel 's  subsumption theory and conducted his 
own assimilation theory. l ie suggested that an advance organizer which provides the 
learner with a familiar and rich set  of prior experiences will  facil i tate the interaction 
between short  term and long term memory and aid learners in understanding and 
organizing new information. Based on a series of studies conducted by Mayer and 
his associate (Mayer,  1975, 1976, 1979a, 1979b, 1981; Mayer k Bromage 1980),  
three general evidences were reported. First ,  advance organizers perform better in 
learning abstract and unfamiliar information than familiar and concrete materials.  
Second, as compared with high-abili ty learners,  low-abili ty students gain more benefit  
from advance organizers.  Third,  advance organizers have a superior impact on high 
thinking skills  than on simple memorization. 
In a review of 32 advance organizer studies,  Barnes and Clawson (1975) reported 
that only 12 of 32 studies had significant results.  Therefore,  they stated that "ad­
vance organizers,  as presently constructed, generally do not facil i tate learning" (p.  
651).  This study was strongly crit icized on i ts  methodology (Mayer.  1979a).  .Some 
researchers continue to conduct additional reviews and report  that advance orga­
nizer facil i tates both learning and retention (Luiten, Ames, <L' Ackerson, 1980; Stone, 
1983).  
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Recently,  research in various academic areas showed no consistent evidence for 
t l ie success of advance organizers (C'arnes,  Lindbeck k Griffin.  1987; Doyle,  f986; 
Krahn iL* Blanchaer,  t986).  These conflicting results may occur due to the lack of 
a  precise definit ion of advance organizers,  the difficulty in constructing an advance 
organizer,  and the challenge in controll ing the educational variables.  The instruc­
tional materials used by researchers so far include text,  graphs,  videotapes,  tutorial  
type computer-based instruction, and simulation type computer-based instruction. 
Furthermore,  the content of advance organizers involves abstract information defined 
by .Ausubel (1960) or concrete model suggested by Mayer ( 1976, 1981. 1989).  .4p-
parentl} ' ,  a  universal accepted definit ion and construction of advance organizers are 
needed. 
The post-instructional method can be viewed as offering " 'post organizers" to 
learners.  Unlike advance organizers,  post organizers do not have a solid cognitive 
framework supporting i ts  effectiveness.  Harrington (1968) and Baunian, Glass and 
Harrington (1969) found that post organizers are helpful in promoting learning (cited 
in Peterson. Lovett .  Thomas, & Bright,  197.3).  The study by C'all ihan and Bell  
(1978) supported this point and reported that post organizers have a better effect 
on immediate mathematical learning than an advance organizer.  More than likely,  a  
post organize can serve to help review and retrieve learners '  past  learning materials.  
Several studies involve both advance and post organizers (Alexander,  Frankiewicz 
& Williams, 1979; Brant,  Hooper k Sugrue, 1991; Mayer,  1976; Mayer Bromage, 
1980; Righi,  1991).  The study performed by .Alexander et  al .  suggested that advance 
and post organizers are both useful in facil i tating learning. The research conducted 
by Brant et  al .  showed that students using an advance organizer performed sig­
25 
nificantly better than students receiving a post organizer and students receiving no 
treatment,  while students using the post organizer did not have a significantly higher 
posttest  mean score than students who did not receive the organizer.  Mayer 's  study 
(1976) related to programming language reported that subjects given an organizer 
before learning performed better on incorporating new material  into existing knowl­
edge; whereas,  subjects who received the organizer after the learning were good at  
connecting the details among the new materials.  
In the study of Mayer and Bromage (1980),  an organizer served to concretely 
describe the main location of the computer in terms of input nun\bers,  memory 
space, the sequencing e.xecution and output results.  The learning material  in the 
study consisted of a seven-page manual that explained a simplified version of BA.SIC 
or FORTRAN computer language which contained RE.^D, WRITE, CALCULATE. 
EQUALS, GO TO, IF and STOP statements.  Sixty university students participated 
in the study and were assigned to before or after groups,  where the before group 
received an organizer prior to learning, and the after group was given an organizer 
after the learning. Their results showed that the before group was superior in far 
transfer tasks which recjuired applying knowledge to solve an unfamiliar problem, and 
the after group was better on near transfer tasks which were similar to the material  
that had been learned recently.  They concluded that presenting an organizer before 
the instruction may create a meaningful learning condition for future learning, and 
giving an organizer after the instruction may delay the chance of meaningful learning. 
Most recently,  Righi (1991) conducted a videotaped organizer (7 min, 35 sec) to 
teach grade school students programming. The organizer used in the study compared 
the activit ies of a waitress and cook in a restaurant to the activit ies of computer 
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programming. Tiie learning material  was fundamental concepts of BASIC" language 
and was arranged into two videotaped lessons.  The results showed that the advance 
organizer did not enhance learning, but the post organizer did.  Therefore,  the study 
suggested that for learning the more difficult  material  such as programming, the 
advance organizer may cause misconceptions,  and the post organizer may be more 
effective.  Because the relevance of the organizer and the learning material  was not 
explained in detail  in the report  of the study, this study might be l imited by the 
content and short  t ime of videotaped organizer.  However,  the inconsistent results 
from previous research indicated that further studies are needed. 
Summary of Literature Review 
Computer programming is a  complex and dynamic cognitive process which in­
volves understanding a problem, designing plans,  writ ing programs and debugging 
programs. The need of a broad knowledge enhances the difficulty of learning pro­
gramming. Difficult ies that students usually encounter in programming have been 
investigated. Learning theories are helpful in understanding the learning process.  
They provide guidelines for instructional design that may assist  students to over­
come difficult ies and maximize their  learning. 
In programming, different types of instruction are necessary depending on which 
cognitive activity students are in and what kinds of knowledge are required, The 
computer has potential  features for providing a powerful programming learning envi­
ronment.  Many kinds of computer-based instruction have been developed for helping 
students learning to program. 
When computer-based instruction is used as an organizer and is provided before 
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formal lecture,  i t  offers related experiences for later instruction and increases the 
opportunity of meaningful learning. When computer-based instruction is placed after 
the formal lecture,  i t  can strengthen learning outcomes and provide an opportunit}-
for students to associate previously isolated concepts and apply recently acquired 
knowledge. However,  the ciuestion regarding which instructional sequence is more 
efl 'ective remains open; thus,  further investigation is necessary.  
28 
CHAPTER 3. METHODOLOGY 
This chapter sunuiicarizes the research methodology of the studj*.  I t  consists of 
five major sections: (1) subjects,  (2) description of the computer-based lesson. (3) 
instruments.  (4) research procedure,  and (5) data analysis.  
Subject!? 
The subjects of this study were the students of the Computer Applications class 
( lEDT 216) in the Department of Industrial  Education and Technology at  Iowa State 
University during the fall  semester of 1994. The use of these subjects was approved 
by the Iowa State University Human Subjects Review Committee.  
.A.t the beginning of the semester, the subjects were asked to participate in the 
study voluntarily.  Of the 20 volunteers init ially,  15 students participated in the study. 
The data of the remaining five students were not included because four students 
dropped out from the course,  and one student had many computer programming 
experiences and was considered as an outlier.  
All  15 subjects were male industrial  education technology majors.  One student 
was a freshman, two were sophomores,  ten were juniors,  and two were seniors.  Seven 
students had never taken a computer course,  and eight students had taken some type 
of high school or college level computer course.  Two students indicated they had 
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prograiiuning cxperiencc in BASIC, FORTRAN, and C. two in BASIC. Pascal,  and 
FORTRAN, one in BASIC and FORTRAN, one in BASIC and Logo, two in BASIC, 
and two in FORTRAN. Seven students reported they had computers available for 
their  use at  home. 
Description of the Computer-Based Lesson 
A computer-based lesson called lesson function was designed to help students 
learn the concepts of functions in the C programming language. Lesson function 
was created by using the ABC system (Boysen, 1992, 199.3,  1994) which is available 
on Project Vincent workstations.  .ABC is an object-oriented instructional system 
developed by Dr.  Pete Boysen of the Computation Center at  Iowa State University.  
. \BC system was chosen because i t  supports various instructional strategies which 
empower the computer as a learning device and is readily available.  
Lesson function was used to provide instructional activit ies and obtain data for 
the study. Computer fi les were maintained that recorded students '  programming 
errors,  exercises completed, questions asked, and the t ime in which students clicked 
pre-determined buttons.  
The lesson provided explanative,  example,  and conceptual materials,  as well  as 
a communication tool.  The learning materials were organized into six sections: (1) 
gett ing started,  (2) basic concepts of functions,  (.3) functions in C programs. (4) how 
functions pass values,  (5) scope and duration of variables,  and (6) asking questions.  
The representation forms of the materials included textual and visual formats which 
were employed under different conditions and purposes.  
The explanative materials of the lesson function contained fundamental infor-
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Illation siicii  as basic guidelines,  definit ions,  syntactic and semantic knowledge, and 
structural  format.  Three sample pages are given in Figure 3.1.  Figure 3.2 .  and 
Figure 3.3.  
Figure 3.1 explained call ing function, called function, program control and the 
relationship between each term. Figure 3.2 was shown at  the same time on the 
computer screen to the right hand side of Figure 3.1.  Figure 3.2 used a diagram to 
present the program flow. When a student depressed and held the mouse button 
on each function name, a popup message appeared describing the relationship of 
this function to other functions.  In this example,  text and graphics supported each 
other and represented knowledge. In Figure 3.3,  a  function definit ion was explained 
followed directly by the structure of the C function. Students could click on each 
element of the structure and view the detailed description. 
Example materials provided several examples of functions and complete pro­
grams. Two sample pages can be found in Figure 3.4 and Figure 3.0.  Figure 3.4 
presented a simple program which prints a message on the computer screen ten 
t imes.  Students were allowed to click on key statements for further information or 
click on the ".Alternative" button to see another way to write the program which did 
not use a prototype. When students clicked on the "Run" button, a programming 
environment (Figure 3.5) was shown on the computer screen to the right hand side 
of Figure 3.4.  
The programming environment consisted of a  menu bar,  message window, edit  
window, data input window, and error or output window. All  the windows except the 
message window were scrolled windows. The message window was used to display 
related messages.  The edit  window allowed students to modify or write programs. 
31 
<Mt i mil «oi«i ^ 
Basic Concepts of Functions 
In C language, a function can call other 
functions many times if they are needed. 
A function that calls the other functions 
is called a calling function . A function 
that is called by others is called a called 
function. When a function call is excuted, 
the C program passes control to the called 
function. After the called function finishes 
its work, control will be returned to the 
next statement of the calling function. 
Figure 3.1: The calling function and called function 
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Diagram of a Program Plow 
maln() function 
jjg|{ifi9 function A"" 
Function A 
9 
'J i 
V;. 
c«illnsfuneBon C 
JV 
16 
Function C 
Function B 
3 
Function D 
' 112 m Mf f' i 
c^illntS furtcson Ds, 1$ 
Depress and hold your mouse button on 
each function name above for popup message 
Qose 
Figure 3.2: Diagram of program flow 
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The Function Definition 
The structure of a Function Definition 
A function definition contains the actual 
executable code for the function. The 
structure of a function definition is listed 
in the following: 
type functlon_name(argument list) 
variables declarations 
statements 
Click on each element 
for furttnerinEormation 
E] Example ) S] 
Figure 3.3: The structure of C functions 
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Functions in C Programs 
Print "C is Fun!" 
rPrint "C is Fun! I enjoy iearning it." on screen 10 times. 
Note: This program uses a prototype.*/ 
#include<stdio.h> 
Int prIntFun (void ); 
Int maln(void) 
{ Int i, times»10; 
for (I = 1; I <= times; I++) 
printFun (): 
return 0; 
} 
Int printFun (void ) 
printfj "C is Fun! I enjoy learning It. In"); 
return 0; 
> 
Click on the color words 
for furtlier information Alternative 1 
Figure 3.4: A program example 
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Function Manager 
^j^it Save As jRiin ,  -
" ' ' V •'•' 
You may run tliis program by ciicl<ing Run . if your program 
requlcesu£ntering data from Iteyboard, please do it before you 
ciici( Run . Be sure ttiat tiie type and tiie numbers of your data 
suit to your program. Piease feel free to modliy the program 
to test your ideas and make sure you understand the program 
completely. Click Exit when you have done. 
/*Prlnts "C is FunI I enjoy learning It." on screen se 
lnclude<stdio. h> 
Int prlntFun(vold); /* function prototype */ 
int mainCvoid) 
C int i, times = 10; 
for( 1 = 1; 1 <= times; i++) 
Figure 3.5: Programming environment 
m 
The data input window was used to key in data if  a  program contained an input 
statement.  The error or output window displayed error messages when the program 
had an error or presented output results when the program was executed successfully.  
The menu bar consisted of "Exit",  "Open", ".Save . \s",  "Run", and "Submit" buttons.  
Students could exit  the programming environment at  any time by clicking on the 
"Exit" button. The student might retrieve a program file by pressing the "Open" 
button and giving the fi le name. When the "Save .As" button was pressed, the 
program in the edit  window was saved on a file whose name was determined by the 
student.  The "cc compiler" of the computer system was employed to execute the 
program when the "Run" button was pressed. If  the program contained an error,  i t  
would be recorded by the lesson. For the study, students were asked to send programs 
which they modified or created. "Submit"" button was used for this purpose.  
Conceptual materials allowed students to see the internal operations of the com­
puter and build a mental model.  Manipulative activit ies and concrete models were 
provided in the conceptual materials.  Two examples are shown in Figure 3.6 and 
Figure .3.7.  
Figure 3.6 presents a concrete model which permitted students to perform a 
manipulative activity.  Success in solving this problem required students to identify 
the problem, understand the task of each function, design a strategy to solve the 
problem, perform tasks with correct commands, and util ize the feedback message 
to correct errors.  If  s tudents typed a syntactically correct command, the lesson 
performed the corresponding task.  Students could examine the contents of variables 
or simulated output screen and see how the computer internally operated. If  the 
command that students entered was not syntactically correct,  a  related feedback 
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Basic Concepts of Functions 
Use functions to solve a simple probletri -
Please use the add, mul and print functions to 
calculate ^ 30^-207 print the result 
on the screen. Remember to click on each 
function and see the description first. 
add 
X 
mul prini 
sum 1818.00 
product 900.00 
(sum and product are defined variables 
that can store real numbers) 
Command: 
Screen 
sums = add (sum, product);^ 
sums is an undefined variable. 
El [Helpj [Reset] [DQne| 
Figure 3.6: A manipulative activity of lesson function 
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How Functions Pass Values 
Example 1 
I 
# include<stdio.h> 
int triple(inb a); 
void iinain(void) 
{ int X = 10, y; 
y = triple(x); /* x is a actual argument"*/ 
prlntf("%d %d\n", x,y); 
} 
int triple (int a) /* a is a formal argument*/ 
( int result; 
result = a*a*a; 
feturn~resurE7 ' 1 
1 
Control: triple function Screen 
111 i 
? \  
jjfl 
variables used 
by the triple 
fancttou 
a 
10 
result 
1000 
a 
IwBB 
Figure 3.7: A concrete model of lesson function 
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message was provided. A great freedom in action was given to students.  .Students 
could press the "Reset" button and start  t l ie activity at  any time, and they were ai)le 
to try and test  any of their  own ideas.  
Figure 3.7 shows a concrete model.  This model consisted of several components;  
a program list ,  program control message, memory areas,  and a imitative computer 
screen. Students could press the "Trace" button and see the execution of the program 
step by step.  The internal computer operations were presented by text,  graphics,  
and animation. The text information showed the entire program, the steps uti l ized 
in program execution, and the functions which controlled the program. The text in­
formation helped students build a clear concept of the program flow. The graphical 
materials displayed the memory contents of variables and the content of the simu­
lated output screen. Viewing the change of variables and the screen provided a way 
to connect a program statement with the corresponding internal computer status,  
Furthermore,  animation was employed to promote motivation in learning by showing 
the detailed processes of how a function passes values and influences the program. 
This concrete model attempted to help students understand difficult  and abstract 
concepts in a concrete way. 
Some exercises were given accompanied by the instructional materials.  The ex­
ercises provided students the opportunity to uti l ize their  existing knowledge to solve 
problems, confront insufficient knowledge, and re-evaluate current knowledge. Exer­
cises included comprehending programs, identifying program errors,  modifying and 
creating programs. When revising or writ ing a program was necessary in doing the 
exercises,  the programming environment presented in Figure 3.o was always given. 
The communication tool in the lesson granted students opportunities to ask cjues-
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tions during the learning process.  Their questions were answered through the E-inail  
system. 
Instruments 
Five types of instruments were used to collect  data pertinent to the study. The 
instruments of the study included a background cjuestionnaire,  a  lesson function 
questionnaire,  a  lesson function feedback form, a pretest ,  and a posttest .  
The background questionnaire was used to obtain information concerning num­
ber of prior computer courses,  computer ownership,  and a brief measure of students '  
at t i tudes toward taking the programming course.  The estimated reliabil i ty of the 
att i tude scale was 0.74 based on Cronbach's alpha coefficient.  The background ques­
tionnaire was completed by students prior to the experiment.  A copy of i t  is  shown 
in Appendix A. 
The lesson function questionnaire was a open-ended questionnaire which was 
given to students at  the end of the first  section of learning lesson function. The 
purpose of this questionnaire was used to collect  data regarding the problems that 
students encountered and obtain information related to the lesson function. A copy 
is presented in Appendix B. 
The lesson function feedback form was completed by students after they finished 
the lesson function. It  was used to gather information for improving the development 
of computer-based lessons and collect  data concerning students '  difi icult ies related to 
learning function concepts.  Appendix C shows the lesson function feedback form. 
The pretest ,  Appendix D, was used to measure students '  general programming 
knowledge prior to the experiment.  The pretest  was an open computer test  which 
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contained ti iree problems that involving the creation of working programs requiring 
basic concepts of any computer language. The estimated KR-21 (Kudcr-Richardson 
Formula 21) reliabil i ty of the pretest  was 0.7.3.  
The posttest  was conducted to evaluate students '  achievement in C function 
concepts after the experiment and analyze student difficult ies related to use and 
creation of C functions.  The estimated KR-21 reliabil i ty of the posttest  was 0.88. 
The posttest  was given to students one week following the experiment.  A copy of i t  
can be found in .Appendix E. 
The posttest  consisted of six major problems which measured students '  abil i ty 
to comprehend and write C programs. The first  problem on the posttest  tested the 
understanding of how a function passes values.  Students needed to realize that the 
data types,  order,  and numbers of actual arguments and formal arguments must be 
matched. The second problem required students to trace and write down the output 
of the C program. Understanding of the manner in which C programs pass control 
among functions was demanded. The third problem asked students to show the 
output of a C program. Understanding the scope of local variaii les was necessary.  
The fourth problem required did'erentiating auto and static duration and determining 
the output of the program. The fifth problem asked students to rewrite a program 
by constructing one function to avoid repetit ions of the same codes.  Students needed 
to analyze the program and design a function that performs this specific task.  The 
sixth problem required students to identify the problem, design an algorithm, and 
construct a program to solve the problem, 
Using Bloom's taxonomy (1956),  the first  question of the posttest  fi ts  the appli­
cation category in the cognitive domain. The remaining questions of the posttest  can 
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be classified in analysis,  synthesis or evaluation categories of the cognitive domain. 
All  but the first  question may be considered to test  the transfer of problem solving 
methods.  
Research Procedure 
The research design for the study is a  pretest  posttest  design consisting of 
two treatment groups.  The subjects of the study were randomly assigned to ei­
ther SEQUENCEl or SEQUENCER experimental group. The number of subjects 
in these two groups were not the same because some students dropped the course 
during the experimental period. .SEQUENCEl group consisted of six subjects who 
received lesson function before tradit ional classroom instruction. SEQUENCE2 con­
sisted of nine subjects who received lesson function after formal instruction. Both 
groups received the same lectures and completed the same assignments.  
The class which subjects attended was a three credit  hour course that met two 
times a week. Each class session was a two hour period. Before the experiment,  
fundamental knowledge of the computer,  word processing packages,  and the basic 
concepts of the C language were introduced to students.  The course used the Bor­
land Turbo C programming environment and the textbook "The VVaite Group's C 
Programming Using Turbo (Lafore,  1993).  Students were assigned chapter .5 
in the text prior to the lecture.  The lecture was combined with demonstration and 
practice.  Each student uti l ized a 80486 PC for practice.  Students learned the basic 
features of the C language including variables,  data types,  operators,  input,  output,  
conditional statements,  and loop statements.  
At the first  week, the subjects were asked to complete the background ques­
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t ionnaire for collecting data on control variables.  In order to help students become 
familiar with the computer environment,  some materials were distributed to students 
(Appendix G),  and students were asked to complete a lesson vincenl outside the class­
room environment.  The lesson vincent was developed by the Computer Supported 
Learning Group at Iowa State University and is available on Project Vincent work­
stations.  Students could access the lesson vincent at any t ime. This lesson provided 
both basic and advanced instruction on how to use the workstation, edit ing, fi l ing, 
printing, and mailing. At the fourth week of the semester,  the pretest  was given to 
all  subjects to evaluate their  prior knowledge of programming. 
The experiment started in the fifth week. In this week, the SEQUENCE! group 
received lesson function in the reserved computer lab,  and the SEQUENCE2 group 
was given formal instruction on the C function topic in the classroom. During the 
sixth week, the SEQUENCEl group received the same lecture,  and the SEQUENCE2 
group worked on the lesson function in the reserved computer lab.  Information 
sheets (Appendix H) guided students to start  the lesson was given to students at  the 
beginning of the first  learning section. 
During the experiment,  the students '  learning was observed, and some students '  
reactions were video-taped. At the end of the first  learning section, students were 
asked to complete the lesson function c[uestionnaire.  After the experiment,  the stu­
dents were given the lesson function feedback form to complete.  Finally,  a  week after 
the experiment,  all  students were given a posttest  to measure their  knowledge about 
the function concepts of the C language. 
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Data Analysis 
The data collected from the instrunieii ts .  observation, video-tape, and computer 
fi les regarding the learning of lesson function were used for analysis.  Several fi les were 
created so that information could be easily stored, located, retrieved, and classified.  
The quantitative data of the study was analyzed by using the SAS statist ical  
package (SAS Insti tute.  1990) on the Project Vincent workstation at  Iowa State 
University.  Descriptive statist ics such as means,  standard deviations,  frequencies were 
used to describe the general characterist ics of subjects and the scale i tems of the lesson 
function feedback form. .A t -test  was conducted to test  if  difl 'erences exist  between 
the two groups att i tudes,  number of prior computer courses,  pretest ,  and posttest .  A 
chi-square test  was used to examine the independence of computer ownership.  The 
Pearson product-moment correlation was applied to examine relationships among the 
variables.  When testing the hypotheses,  the multiple regression analyses described 
in the first  chapter were used. 
The investigator first  browsed through the qualitative data of the study in order 
to get a overall  sense of information and remove any redundant or unrelated data.  
.- \f ter that ,  the data was reviewed and analyzed into categories which contained rel­
evant materials.  Both description and interpretation, with pertinent examples,  were 
used to report  the results.  
CHAPTER 4. RESULTS 
The results suminarizecl in this chapter are ijasecl on data collected from re­
search instruments (the background questionnaire,  the lesson function questionnaire,  
the lesson function feedback form, the pretest ,  and the posttest) ,  observations,  video­
tapes,  and the fi les obtained through the lesson function. Fifteen subjects partici­
pated in the study. All  of them completed the background questionnaire,  worked on 
the lesson function, and took the posttest .  Of the fifteen students,  fourteen took 
the pretest ,  and thirteen answered the lesson function questionnaire and the lesson 
function feedback form. The findings of this study are presented in four major sec­
tions: (1) analysis of subject background. (2) testing of the hypotheses,  (.3) s tudents" 
reactions and difficulties and (4) information related to the lesson function. 
Analysis of Subject Background 
Analysis of control vax'iables 
The data collected from the background questionnaire (Appendix A) was used 
to test  for differences !)et\veen the two groups before the experiment.  A /-test  was 
conducted to determine if  differences existed between the two groups in the students '  
at t i tudes and in the number of prior computer courses.  A chi-square test  was used 
to test  for independence of computer ownership,  
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Table 4.1; Comparisons of continuous control variable means by treatment group 
Variable Treatment N Mean SD I Value df Prob>T 
Students" SEQUENCEl 6 24.3.3 2.16 
Atti tudes 
SEQUENCE2 9 23.11 3,48 
0.T6 13 0.46 
Computer SEQLfENCEl 6 1.00 0.89 
Courses 
SEQUENCE2 9 1.22 1.64 
-0.30 13 0.77 
Table 4.2: Distribution of computer ownership i)y treatment groups 
Computer ownership SEQUENCEl SEQUENCE2 Total 
Have computer 3 5 8 
No computer 3 4 7 
Total  6 9 1.5 
Chi-scjuare = 0.045 Significance = 0.83 
The results of both tests indicated that no significant differences existed be­
tween the two groups on the control variables of students '  at t i tudes,  number of prior 
computer courses,  and computer ownership (Table 4.1 and Table 4.2).  
Analysis of stiiclents' prior knowledge of programming 
Before the experiment,  students were given a pretest  to measure their  program­
ming knowledge. As showed in .Appendix D, the pretest  contained three programming 
problems. It  was an open computer test .  Students could use any computer language 
to solve the problems, but all  st iulents chose C' programming language. One stu­
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dent in SE0l 'ENC'E2 group did not take the pretest .  His score was predicated by 
the posttest ,  computer att i tudes,  number of prior computer courses,  and computer 
ownership.  
The pretest  mean of the SEQUEi\CE2 group (6. .32) was higher than the mean 
of the SEQUENCEl group (5.33),  but a f-value of -0.4.5,  with a p-value of 0.(56, 
revealed no significant difference between the two groups'  mean ratings.  In other 
words,  random assignment of sui)jects had produced treatment groups which were 
not statist ically difierent on prior knowledge of programming. Comparison of the 
pretest  means of the two treatment groups is presented in Table 4.3.  
Table 4.3: Comparison of pretest  means of treatment groups 
Treatment N Mean SD t Value df Prob>T 
SEQUENCEl 6 5.33 4.55 
-0.45 13 0.66 
SEQUENCE2 9 6.32 3.86 
Total  15 5.93 4.02 
Testing of the Hypotheses 
Findings from the posttest 
The posttest  shown in Appendix E contained six major problems. .Students 
were not permitted to use a computer during the test .  The SEQUENCEl students 
had higher mean scores for all  problems except the third problem of the posttest .  
Findings are reported in Appendix F. The posttest  overall  mean of SEQUENCEl 
students was 30.33, and the overall  mean of SEQUENCE2 students was 26.78. The 
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posttest  mean of the SEQUENC'El group was 3.55 units higher than the mean of 
the SEQUENCE'2 group. However,  a  i-test  showed that the posttest  means of the 
two groups did not differ significantly ( lvalue = 0.71. df = 13. p-valne = 0.49.)  
Comparison of the posttest  means of the treatment groups is reported in Table 4.4.  
Tal)le 4.4:  Comparison of posttest  means of treatment groups 
Treatment N Mean SD t Value df ProbvT 
SEQUENCEl 6 30.:33 10.13 
0.71 13 0.49 
SEQUENCE2 9 26.78 9,01 
Total  15 28.20 9.29 
The first  problem of the posttest  contained five subquestions.  Students '  answers 
revealed that they had trouble understanding the correspondence between the actual 
arguments used in call ing a function and the argument list  declared in a function 
prototype. Many students could not recognize the errors produced by mismatching 
data types and number of arguments.  Furthermore,  based on students '  explanations,  
i t  was obvious that some students tried to correspond the arguments by variable name 
but not the data type. For example,  in the first  subquestion, one student explained 
that "the variable c is not declared in the prototype of function A. It  should be a = 
A(a); ." Other students made similar statements.  However,  four students,  two from 
the .SEQUENCEl group and two from the SEQUENCE2 group, made no mistakes 
or only one mistake. All  of these students had taken at  least  one computer course 
and had programming experience in BA.SIC. FORTRAN, Pascal or Logo. 
.411 .SEQUENCEl students and six SEQUENCE2 students correctly answered 
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the second question of the posttest .  This showed that most students were able to 
trace a C program consisting of many functions and successful!} '  write down the 
program outputs.  However,  two students were confused by functions that call  other 
functions.  One student believed that the program tasks were executed in the order 
that functions were displayed, rather than in the order that functions were called.  
One student from SEQUENCEl and four students from SEQUE.\CE2 gave cor­
rect responses for the third problem. The other students did not completely under­
stand the scope of local variables.  Two or more functions can have local variables with 
the same names, but such identically named variables may be totally independent of 
each other and have their  own values.  
For the fourth question, two students from SEQUENCEl and two students from 
SEQUENCE2 answered the question correctly.  The other students had difficulty 
distinguishing the difference between auto and static variables and produced incorrect 
outputs of a  program. Results from the second, third,  and fourth questions indicated 
that students performed better in tracing a program flow that did not have data 
flow among functions,  and they had trouble dealing with a program that had data 
flow among functions.  In other words,  argument passing and variable declaration are 
more abstract concepts for students to understand. 
Solving the fifth problem required students to comprehend a C program and de­
sign a function to perform a specific task to avoid repetit ions of the same code. Several 
students failed to conduct such a function because substantial  reasoning skills  were 
needed. From the students '  programs, three significant errors were most commonly 
found. These included missing necessary arguments,  passing unnecessary arguments 
and redefining variables.  Figure 4.1,  Figure 4.2 and Figure 4.3 shows three examples.  
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Figure 4.1 shows that a function call  "out();" in the main function did not pass 
anything to "out" function. .Since a necessary integer argument of "out" function 
was missed, the program could not perform the expected task.  In addition, variables 
"i" and "j" were more appropriately defined in the "out" function rather than in the 
main function. The student who wrote this program had B.A.SIC',  FORTRAN and 
C programming experiences before this class.  The errors that occurred might be the 
result  of carelessness or misconceptions from preprogramming knowledge. 
Figure 4.2 gives an example of passing unnecessary arguments.  In this example,  
variable "i" and "j" were not required to be passed through arguments;  instead, they 
could be declared inside the "star" function. Other errors could be found in the 
^^include- stdio.h ;• 
void out(void);  
void main (void) 
{ 
for (k = 1; k <= 3; k-^^-) 
out();  
} 
void out(void) 
{ for(i  = 1; i  <;= k; i-t-  + ) 
{  for ( j  = 1: j  <= k; 
printf("*");  
printf("\n");  
} 
} 
Figure 4.1; An example of missing a necessary argument 
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example: for example,  the data types of arguments had to be declared in the prototype 
and the function definit ion, variable " 'b" needed to be defined in main function, and 
the char return data type was unnecessary in star function. Further,  using a " 'for 
loop" structure in the main function would have been more efficient.  
^include : stdio.h • 
char star (i ,  j .  b);  
void main(void) 
{ b = 1; 
star (i ,  j ,  b):  
b = 2: 
s tar(i , j .b):  
b = 3; 
star (i ,  j .  b);  
} 
char star (i ,  j ,  b) 
{ for ( i  = 1; i  = b; i  + + ) 
{  for ( j  = 1; j  <= b; j  + + ) 
printf(  • '*");  
printr(  "\n");  
} 
} 
Figure 4.2: .4n example of passing unnecessary arguments 
Figure 4..3 presents an example of redefining a variable.  The variable "a" had 
been passed by an argument,  yet i t  was redefined inside the "printstar" '  function. 
These three most significant errors revealed that students had difficult ies understand­
ing how functions pass values.  
Missing a necessary argument and redefining a variable were errors found fre-
j^inclucle- :stclio,h:  • 
void | )r intstar(int);  
void main (void) 
{ int i ;  
for ( i  = 1; i  <• = 3; i  + + ) 
printstar (i) ;  
} 
void priutstar(int  a)  
{ inti . j .a;  
for ( i  = 1; i  <= a; i  + + ) 
{  for ( j  = 1; j  < =a; j  + + ) 
prinlf(  
printf(  "\  n");  
} 
} 
Figure 4.3: An example of redefining a variable 
qiiently in students '  answers to the sixth problem. Results also showed that several 
students had difficult ies in decomposition. Some students tr ied to break a problem 
into subproblems that were similar to each other or did not execute all  the tasks.  Fig­
ure 4.4 shows an example.  In this example,  "posit int" and "negint" were two similar 
functions that could be accomplished by a single function. Furthermore,  functions 
constructed in the program could not perform all  the tasks because the main function 
never called "posit int" or "negint" functions.  . \n additional function concerned with 
the sign of the integer was needed. The lack of appropriate connection between 
computer codes revealed that the student had serious problems in putting his code 
into a logical sequence. Many students encountered this difficulty.  This example 
also i l lustrated other errors,  such as omitt ing the declaration of variable "x" in the 
main function and the redeclaration of variable "x" in the " 'posit int" and "negint" 
functions.  
#include-,;stdio.h.> 
void posit int(int):  
void negint(int):  
void main(void) 
{ printf( '"Please enter an integer;");  
scanf("%d", &x); 
i f  (x ==: 0) 
{ printf("\n Zero");  
} 
} _ 
void posit int(int  x) 
{ int x;  
i f  (x >0) 
{ printf("\n Posit ive Integer"):  
} 
} 
void negint ( int  x) 
{ int x;  
i f  (  X  < 0 ) 
{  printf("\n Negative Integer");  
} 
} 
Figure 4.4: An example of error in the design and plan 
54 
Analysis of hypotheses 
Flypothesis 1:  There is no significant contribution of the treatment variable to 
This hypothesis compared the effectiveness of a computer-based lesson used be­
fore versus after formal instruction in learning the function concepts of the C' pro­
gramming, The Pearson product-moment correlation was applied to test  relationships 
among the variables,  The results in Table 4.5 reveal that there were no significant 
relationships between any two variables.  
A full  model of a multiple regression analysis stated in C'l iapter 1 was conducted 
to predict  the posttest  results.  The predictors were treatment,  the pretest ,  students '  
computer att i tudes,  number of prior computer courses,  computer ownership,  and the 
the prediction of posttest  score variance among the subjects.  
Table 4..5:  Correlations among variables 
Variable 1 3 4 .5 6 
1.  Posttest  1.00 
2.  Treatment -0.19 1.00 
3.  Pretest  0.46 0.13 1.00 
4.  .Atti tudes -0.16 -0.21 -0.33 1.00 
.5.  Courses 0.11 0.08 -0.43 0.15 1.00 
6.  Ownership -0.26 -0.05 -0.02 -0.01 0.01 1.00 
interaction of treatment and the pretest .  The /?-sc[uare value of 0.36 and the 
value of 0.62 indicated that there were no predictors that significantly predicted the 
dependent variable (posttest) .  The result  of the multiple regression is presented in 
Table 4.6.  
Table 4.6: The result  of the full  model 
.Source DF Sum of Square Mean Square F Pr :  F 
Model 6 4:37.41 72.90 0.76 0.62 
Error 8 770.49 96.3 i  
Total  14 1207.90 
/?-square = 0.36 
Parameter Estimate T for / /oq^arameter = 0 P r> |T|  
Intercept 30.15 1.14 0.29 
Pretest  1. .35 1.29 0.23 
Treatment -3.17 -0.34 0.74 
Courses -0..5.5 -0.24 0.82 
Atti tudes -0.17 -0.17 0.87 
Ownership -4.68 -0.92 0.39 
Interaction -0.33 -0.24 0.81 
Because the full  model was not significant,  the treatment predictor was not 
tested.  Hypothesis 1 could not to be rejected at  the 0.0.5 level.  The results showed 
that whether the computer-based lesson was presented before or after the formal 
instruction made no difference in students '  achievement as measured by the posttest .  
Hypothesis '2;  There is no significant portion of post test  score variance 
explained by pretest  score variance. 
This hypothesis examined whether students '  prior knowledge in programming 
affected their  learning of function concepts in C programming. The full  model,  the 
same as in testing Hypothesis 1,  indicated that no significant differences were found 
(see Table 4.6).  Therefore,  Hypothesis 2 failed to be rejected at  the 0.0.5 level.  This 
indicated that students" prior knowledge in programming did not significantly affect 
their  learning of function concepts in C programming. 
Hypothesis 3:  There is no significant interaction ijetween the instructional 
sequence treatments and student prior knowledge as measured 
by the contribution of interaction to the prediction of posttest  
score variance. 
This hypothesis tested whether there was any effect of interaction between 
instructional sequence and students '  prior knowledge in programming on student 
achievement in learning the C function concepts.  Similarly,  the same full  model used 
in testing Hypothesis 1 revealed that no significant differences were found (see Ta­
ble 4.6).  Therefore.  Hypothesis 3 failed to be rejected at  the 0.05 level.  The results 
indicate that there was no combination effect of prior knowledge with instructional 
sequence (interaction) on learning C function concepts.  
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Students'' Reactions and Difficulties 
Students were asked to complete the lesson function feedback form (Appendix 
C) after they finished the lesson function. Question seven in this questionnaire asked 
students to indicate their  feelings about learning the function concepts.  A seven-point 
Likert-type scale was used to describe the degree of difficulty,  from 1 = very easy 
to 7 = very hard.  Descriptive statist ics of these 10 sub-questions are presented in 
Table 4.7.  
Table 4.7: Descriptive statist ics of students '  feelings 
Question N Mean SD Min Max 
a.  The syntax of t l ie function 1.3 4.08 1.44 2 7 
b.  The return data type oF a function 1.3 4.31 1.44 2 7 
c.  Deciding the argument l ist  of a function 13 4.77 1.42 3 7 
d.  The call ing function and called function 13 4.62 1.66 I  7 
e.  The flow of functions 13 4.77 1.64 2 7 
f .  The structure of C programs when using functions 13 3.92 2.05 1 7 
g.  The way that functions pass values 13 .5.23 1.09 3 7 
h.  The global and local variables 13 5.15 1.91 1 7 
i .  The auto and static variables 12" 5.17 2.17 1 7 
j .  The strategies to solve a problem 13 5.38 1.33 3 7 
"One subject did not answer the sub-question i .  
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Tlie results showed (hat the strategies to solve a problem (mean = 5.38) and 
the way that functions pass values (mean = 5.2.3) were more difficult  for st \ulents,  
whereas the structure of C programs when using functions (mean = 3.92) and the 
syntax of the function (mean = 4.08) were easier concepts to understand. 
Qviestion 4 in the lesson function feedback form measured the level of enjoying 
programming by using the C language. seven-point Likert-  type scale was used 
to describe the degree of enjoying, from 1 = not at  all  to 7 — very much. The mean 
score on this question was 3.46. Question 5 in the lesson function feedback form eval­
uated the degree of students '  confidence in writ ing C programs that uti l ize functions.  
\  seven-point Likert-type scale was used to describe the level of confidence from 
1 = need a lot  of help to 7 — feel confident.  The mean score on this question was 
2.54. Table 4.8 reports these findings.  The results showed students did not enjoy C 
programming very nmch and did not have much confidence when writing C" programs 
which use functions.  Not surprisingly,  i t  was difficult  for students to be motivated 
and to maintain their  confidence when they faced an enormous number of difficult ies 
and abstract concepts.  
Table 4.8: Descriptive statist ics of enjoying programming and confidence in C pro­
gramming 
Question N Mean SD Min Max 
Do you enjoying the C programming? 13 3.46 1.13 2 5 
How confident are you in writ ing C programs? 13 2.54 1.33 1 5 
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Most students convinced themselves that there are some advantages in using 
functions in prograniii i ing. The advantages reported by them were; 
1.  breaking a program into small  manageable parts.  
2.  organizing the aspects of a  program, 
3.  avoiding duplicate codes or reusing the same codes in other programs, 
4.  making programs easier to comprehend, debug, test ,  and modify,  and 
5. permitt ing many different programmers to work on a program together.  
When working on lesson function, students displayed different learning patterns.  
•Some students immediately sought help upon encountering problems. .Some students 
hesitated to ask for help even though they strongly needed i t .  A few students with 
more programming experience preferred to struggle to find solutions by themselves.  
Two students from .SEQUENCE2 asked ciuestions through the communication tool 
provided by the lesson function. Some students entirely completed an exercise before 
going on to the next section. In contrast ,  some students skipped exercises that they 
had trouble solving and advanced to other materials.  One student did not work 
on any of the exercises.  .4 few students went back to previous exercises when they 
developed an idea of how to solve the problem. Several students modified example 
programs and tested their  own ideas.  Two students took notes,  especially copying 
down variable contents when tracing a program. One student often skipped plain 
text information and focused on examples and graphic information. I t  was found 
that SEQUENCEl students spent more t ime than SEQUENCE2 students at  the 
beginning. The instructor indicated that the SEQUENCEl students seemed to pay 
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more attention during ti ie formal instruction. Two students from SEQUENC'E2 
indicated that if  they had choice they preferred to learn the lesson funclion before 
formal instruction because that would have provided more help to them. 
When operating the manipulative models,  some students were able to uti l ize 
feedback messages,  examine the contents of variables,  and solve problems quickly.  
Other students did not fully understand the problems, had difficulty designing a 
solution, and believed that the content of a variable is related to the meaning of i ts  
name. For example,  some students indicated that the sum of two numbers should be 
assigned to the "sum" variable and could not be assigned to the "product" variable.  
The examples presented were good resources for students to use in solving the 
problems. When students did the exercises,  many of them went back to review 
the examples.  Some students could quickly find the examples related to the exercises 
and continue their  work, but some students blindly searched and copied the examples 
without actually understanding them. 
Several students,  especially those in the SEQUENC'El group, reviewed the help 
questions and examples provided in a subsection of the lesson function. It  appeared 
that the questions; 
1.  What 's  the return data type of this function? 
2.  What 's  the name you want to call  this function? 
.3.  How many arguments will  be passed to this function, and what are their  names 
and data types? 
4.  Are there any variables needed to be declared inside the function, and what are 
their  names and data types? 
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5.  What arc the statements which can perform the specific task of t l ie fnnction? 
might help them charily their  thinking and guide them in designing a function without 
worrying much about syntax. Unfortunately,  from the questions that students asked, 
i t  appears that some students did not quite understand the data types,  variables,  
and statements of C' language. That interfered with their  learning about function 
concepts.  Also, doing the exercises was made more difficult  by unfamiliari ty with the 
basic concepts of the C programming language, such as input,  output,  assignment,  
conditional statements,  and loop concepts.  
When writing a program, none of the students wrote down their  plans on paper.  
That means all  students combined the design and the coding activit ies.  They con­
structed solutions in their  minds,  directly translated solutions into statements and 
entered computer codes immediately.  
.•Although students reported the syntax of the C language was not a hard topic 
for them, all  students made syntax errors,  which resulted in programs that could not 
be executed successfully.  Inabili ty to find the cause of programming errors was a very 
frustrating part  of learning to program. Some students continued to run a program 
with errors without changing any code. Some students just  changed the first  error 
that they could find and immediately ran a program again.  Only a few students 
detected errors in detail  before they reran programs. These findings revealed that 
most students debug programs by a trial-and-error approach. 
.•\n interesting finding was that some students had the abili ty to solve problems 
but had difficulty transferring their  thoughts into a correct C program. When doing 
an exercise,  one student reported that he knows how to find the greatest  common 
divisor of three posit ive integers,  but he doesn't  know how to map this knowledge 
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into C language. Another student indicated he is prett j-  good at  finding the roots of a 
quadratic equation by hand but not at  writ ing a program to solve i t  by the computer.  
These findings revealed that many students struggled with C language features.  
A few students '  codes contained some errors which were caused by confusing 
the features of another computer language with the C language. For example,  a 
statement "y = a' ' 'x '2 + b*x + c",  which is valid in a BA.SIC' program but not 
for the C language, appeared in two students '  programs. A student with Pascal 
experience was used to defining variables in the main function and attempted to use 
these variables in other functions.  The variables defined in a  Pascal main program are 
accessible in other functions,  but variables defined in a C main function are invisible 
in other functions.  Therefore,  confusions occurred. A few students brought algebra 
knowledge to design a program; hence, statements l ike "x + y = z" occasionally 
appeared in their  codes.  
Some students had preprogramming knowledge, but they applied i t  incorrectly.  
Some exercises of the lesson function were designed to ask students about debugging 
a program containing errors and describing those errors.  Figure 4..5 presents an 
example.  
One student described the error and stated that "In the main function i t  needs to 
call  the sum function before the printf  command." He did not recognize the number 
of arguments mismatched between a function call  and a called function, but made 
this explanation. This student had BASIC and FORTRAN programming experiences 
and might have learned that input,  process,  and output are three major tasks in a 
program. Because these three tasks usually were presented in a sequential  way, the 
student thought i t  is  reasonable to reach this conclusion. 
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#include-:s(.clio.h> 
int  suni(int  a,  int  b);  
void main (void) 
{ int a,  b,  c;  
scaul '("%d %d %d", fca,  &b, kc)\  
printf("sum(%d %d %d) = %d \n"\  a.  b.  c.  sum(a. b.  c));  
} 
int  sum (int a,  int  b) 
{  return ( a-f-  b);  
} 
Figure 4.5: Identifying an error 
Many syntactic errors found in students '  programs were related to the semicolon. 
These included forgetting a necessary semicolon, adding an unnecessary semicolon, 
and replacing a semicolon with a comma. Other common errors were adding an un­
necessary comma, using /n instead of \n.  placing before variables in printf  state­
ment,  omitt ing before variables in scanf statement,  using printf  function without 
giving format specifiers,  using Sc instead of kL, using = instead of = = ,  declaring 
reserved words as variable names, including unnecessary header fi les,  missing neces­
sary header fi les,  and forgetting necessary init ialization. Some examples are shown 
in Table 4.9.  These kinds of errors were found to be widespread. 
Students generally did not have sufficient experience to determine which language 
structure was best  for a  problem. For example,  students used several '"if" statements 
instead of a  "  switch" statement,  which is easier to read and more efficient.  This type 
of problem also was found in choosing "for loop" or "while loop" structures.  
64 
Table 4.9; Examples of comiuon errors 
Error Error Examples 
1.  Forgetting a necessary semicolon 
2.  Adding an unnecessary semicolon 
3.  Replacing semicolon with comma 
4. Adding unnecessary comma 
5. Using /n instead of \  n 
6.  Placing k before a variable in printf  statement 
7.  Missing L before a variable in scanf statement 
X = a - b 4- c 
void main(void); 
for (i = l. i =10, i —) 
int sign (int. n) 
printf(••'^d /n".answer) 
printf(••'^rd". (L'x); 
scanff '^ ' / id",  a);  
8.  Using printf  function without giving format specifiers printf(i):  
9.  Using Sc instead of Lk 
10. Using = instead of -
11. Declaring reserved words as variable names 
12. forgett ing necessary init ialization 
if  (a - 0  (k a • 30) 
return a;  
if  (  n = 0 ) 
printfl  "Zero"):  
int  case: 
int  sum(int n) 
{  int i .  total:  
for (i  = l;  i< =n; i  — 
total  = total  — i :  
return total;  
} 
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Two occasional errors involved redefining a function with a different argument 
list  and declaring a variable name but using i t  as a function name. These errors 
suggested that some students might think the computer is smart  enough to recognize 
the difference and interpret  their  codes.  .Several students reported that the concept 
of function prototypes was hard to understand, mostly because of the similarity of 
the headline of a  function definit ion and the function prototype. .A typical function 
prototype looks exactly like the headline of a  function definit ion, with an appended 
semicolon. However,  the C language allows an alternative for defining the function 
prototype. Thus,  some confusion occurred. For example,  "int  area (int .  int);" is a  
valid prototype, hut " ' int  area (int ,  int)" is not a valid function headline.  .Another 
problem was using variable names instead of data type in an argument l ist .  For 
instance, students used statements like "int  tr iangle (base,  height);" as prototypes.  
Choosing the return data type of a function and the argument l ist  were two 
major problems of students.  Students '  errors concerning the return data type of a  
function included choosing a wrong data type, missing a return statement in the body 
of a function, returning a value with incompatible data type, and assigning a void 
function to a variable.  Figure 4.6 shows an example.  The function of this example 
attempted to calculate the area of a circle and return this value.  The void return 
data type of this function was an incorrect choice,  and this function returned a value 
with an incompatible data type. 
Students '  difficult ies related to the argument list  consisted of missing necessary 
arguments,  passing unnecessary arguments,  and choosing wrong data types for ar­
guments.  Another common error was to repeat defining variables inside a called 
function which had been passed by arguments.  As described in a previous section, 
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void area(int  r)  
{  return (3.14159 ^ (r  * r));  
} 
Figure 4.6: Example of an error concerning the return data type 
three significant errors found in the posttest  were: (1) missing necessary arguments,  
(2) passing unnecessary arguments,  and (3) redefining variables.  These errors arose 
frequently because at  the beginning learning stage, students usually did not have ac­
curate pictures about internal operations of the computer.  Errors related to variables 
and argument passing were hard to eliminate until  students had sufficient semantic 
knowledge. 
Some students felt  frustrated because they could not find a way to solve the 
problem. Inabili ty to design a solution plan prevented several students from doing 
exercises or caused them to write programs with poor connections.  As noted earlier,  
several students skipped some exercises when they encountered problems; one student 
did not even complete one exercise,  and many students had trouble putting their  codes 
in a logical order to achieve the problem task. This happened especially in solving 
exercises that required a substantial  level of mathematic knowledge. Some serious 
difficult ies for students were: (1) lack of problem domain knowledge, (2) shortage of 
syntactic and semantic knowledge, and (3) weakness in designing a solution. As a 
matter of fact ,  most students reported that writ ing a program was the most difficult  
activity to complete.  
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Information Related to the Lesson Function 
Question 1,  2.  3 and 6 of the lesson function feedback form were concerned 
with the students '  responses about lesson function used In the study. Findings are 
represented in Table 4,10. Other findings from the lesson function questionnaire and 
the lesson feedback form are reported below. 
Table 4.10; Students '  responses on feedback form 
Question N Mean SD Min Max 
Did the lesson start  at  the right level? 13 4.92 0.9.5 4 6 
Did the lesson provide appropriate examples? 
(a).  Frequency 
(b).  Difficulty 
13 
12" 
3..54 
4.42 
0.97 
1.08 
2 
3 
6 
6 
Did the lesson provide appropriate exercises? 
(a).  Frequency 
(b).  Difficulty 
13 
12" 
4. .38 
5.08 
1.12 
1.08 
3 
4 
6 
7 
Did the lesson give you any help in learning 
function concepts? 13 4.1.5 1.40 2 7 
"One subject didn't  answer the question. 
All  students indicated that they had no trouble start ing the lesson. Most stu­
dents reported that the computer system did not crash or hang-up when they learned 
the lesson function. One student did have trouble because he accidentally hid the 
lesson under another window, but the problem was solved quickly.  Most students 
stated that no section or activity was a waste of t ime. Two students said that the 
68 
early sections were too easy for them. 
Many students indicated the pace was satisfactory for them; one student reported 
that i t  was too slow, and three stated that i t  was too fast .  Features that students 
l iked hest  about the lesson function were the following: 
1.  Many students indicated that the lesson function was well  organized and user-
friendly.  with clear directions and instructions.  
2.  Some students reported that they could work at  their  own pace and look at  the 
examples.  
3.  One student stated that the lesson provided a good number of examples,  which 
gradually increased in difficulty.  
4.  A student said that the lesson provided visualization help to promote under­
standing of what is going on. 
Features that students l iked least  about the lesson function were the following: 
1.  .Some students indicated that more t ime was needed to complete the lesson. 
2.  Some students reported that some of the material  concepts were hard to un­
derstand, especially for those without a programming background. 
3.  Some students indicated that exercises were difficult  for them. 
4.  One student suggested that the programming environment used in the lesson 
was different from the Turbo C environment used in the class,  and sometimes 
i t  caused confusion. 
69 
5.  One sli iclent reported that more help int 'ormation should he available to stu­
dents in doing exercises.  
Many students provided suggestions or comments for improving the lesson. 
These included: 
1.  Providing more examples related to exercises,  
2.  Cutting back on harder exercises and offering easier exercises,  
3.  Providing more detailed help information, especially in doing exercises.  
4.  Describing variables,  data types,  input,  output,  test  and loop statements with 
short  programs, 
5.  Making the programming environment consistent with the Turbo C program­
ming environment,  and 
6. Permitt ing the examination of the variable values during debugging. 
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CHAPTER 5. SUMMARY AND DISCUSSION 
This cliapter provides an overview of the study. It  is  divided into six major 
sections: (1) summary. (2) l imitations,  (3) discussion, (4) issues related to teaching C 
programming language, (.5) recommendations I 'or future research, and (6) conclusion. 
Summary 
The purposes of the study were to investigate the effectiveness of presenting 
a computer-based lesson before versus after formal instruction and to examine the 
difficult ies that students,encountered in learning the function concepts of the C pro­
gramming language. 
The subjects used in the study were fifteen Industrial  Education students en­
rolled during the fall  semester of 1994 at  Iowa State University.  Subjects were ran­
domly assigned to either the SEQUENCEl or the SEQUENC'E2 group. 
To collect  data pertinent to the study, the lesson function and instruments were 
developed. The lesson function was a computer-based lesson that was designed to 
help students learn the function concepts of the C language and that recorded stu­
dents '  programming errors,  exercises and learning process information. Instruments 
of the study included the background cpiestionnaire,  the lesson function cjuestionnaire,  
the lesson function feedback form, the pretest  and the posttest .  
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Before the experiment,  students were asked to complete t i ie i jacicground ques­
tionnaire to provide data on control variables of the study, and the pretest  was admin­
istered to measure their  prior knowledge of programming. During the experiment,  
the SEQUENC'EI students received the lesson function before the formal lecture on 
the function topic of the C language, whereas the SEQUEi\ 'C'E2 students worked on 
the lesson function after a formal lecture that was identical  to the lecture given to 
the SEQUENC'EI students.  In addition, students were asked to complete the lesson 
function questionnaire,  their  learning processes were observed, and some students '  
reactions were video-taped. After the experiment,  the posttest  was administered to 
students to evaluate their  learning of concepts of C language functions,  and students 
completed the lesson function feedback form. 
A i-test  was applied to test  whether the two groups differed with respect to 
att i tudes,  number of prior computer courses,  pretest  scores,  and posttest  scores.  A 
chi-square test  was used to examine the independence of computer ownership.  When 
testing the hypotheses,  multiple regression analyses were used. .Students '  reactions 
and programming errors were collected and divided into categories for analysis.  
Based on the data analysis,  the findings of the study were: 
1.  Students '  performance, as measured by the posttest ,  was not affected by whether 
the computer-based lesson was presented before or after the formal lecture.  
2.  Students '  prior knowledge in programming did not measurably affect the posttest  
scores.  
.3. There was no interaction between students' prior knowledge and instructional 
secjuence. 
4. Students struggled with syntactic problems that interfered with their  learning 
the semantic knowledge and their  problem solving abili ty.  .Many syntactic errors 
occurred becausc of the natural  design of the C' language. 
5.  All  students combined the design and the coding activit ies.  Students '  difl icult ies 
in designing a solution plan and poor connection codes were found. In addition, 
most students used the trial-and-error approach during the debugging. 
6.  Choosing the wrong data type, missing a return statement in the body of 
the function, returning a value with incompatible data type, assigning a void 
function to a variable,  missing necessary arguments,  passing unnecessary arg\i-
ments,  choosing the wrong data types for arguments,  redefining variables that 
had been passed by arguments,  and designing similar functions were commoidy 
found errors when students learned function concepts of the C language. In 
particular,  students had difficult  dealing with a program that involved data 
passing among functions.  
Limitations 
The findings were subject to three l imitations of the study. 
1.  There were only fifteen participants in this study. This small  sample size may 
not be representative of the population consisting of all  individuals who could 
have participated. 
2.  The experimental t ime period was two weeks.  Because the function topic in­
volves complex concepts that recjuire comprehensive understanding, exploring, 
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practicing and thiniciag. results of the study were restricted by the short  t ime 
duration. 
3.  Only one researcher observed and interpreted students '  learning in the study. 
Results may have been influenced by the researcher 's  knowledge, experience, 
and expectations.  
Discussiou 
Discussion is organized into four sections: (1) placement of the lesson function. 
(2) students '  prior knowledge of programming, (3) students '  difficult ies,  and (4) effects 
of the lesson function. 
Placement of the lesson function 
Students who learned the lesson function before the formal lecture had scores 
that were slightly higher than, but not significantly different from, scores of students 
who received the reverse instructional sequence. However,  some interesting findings 
were noted. The SEQUENCE! students spent more t ime than the SEQUENCE2 
students at  the beginning of the learning lesson function . C'onsequently,  less t ime 
remained for the SEQUENCE! students to learn the later sections of the lesson. This 
might have affected their  performance during the posttest .  Further,  the instructor 
indicated that the SEQUENCE! students seemed to pay more attention during the 
formal lecture.  Two students in the SEQUENCE! group had very low pretest  scores 
but very high posttest  scores.  This did not occur in the SEQUENCE2 group. In 
addition, two students in the SEQUENCE2 group indicated that if the lesson function 
had been introduced before they learned the C functions,  i t  would have provided more 
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help to them. Bccause the study was l imited by the small  sample size and the short  
experimental t ime, increasing the sample size and the experimental t ime might have 
generated difl 'erent results.  Obviously,  further research is needed. 
Student.s' prior knowledge of programming 
Pretest  scores revealed that most students in the study were novice programmers,  
and only a few were experienced programmers.  Although students '  prior knowledge of 
programming did not produce a measurable efl 'ect  on posttest  scores,  observation and 
files collected from the lesson function showed that some differences existed between 
experienced students and novice students.  
When operating the manipulative models,  experienced students were more skil led 
at  understanding feedback messages,  examining the contents of variables,  and solv­
ing problems quickly.  When debugging a program, experienced students examined 
the error codes before they ran the program. They completed more exercises and 
attempted to work more independently.  In contrast ,  novice students had difficult ies 
using the information given to solve the problem and interpreting error messages.  
They often ran erroneous programs without any modification or changed only one 
error during debugging. Surprisingl}' ,  some of them did not completely understand 
even the code they wrote.  I t  was commonly found that novice students lacked the 
knowledge of basic features of the C language, such as input,  output,  conditional 
statement,  and loop structures.  This l imited their  understanding of the examples 
and their  abil i ty to do the exercises.  This outcome supports Ma3 'er 's  theory (1981) 
that for meaningful learning to occur,  students must retain required knowledge to 
incorporate new information. 
I 0 
Experienced students,  isecause ofti ieir  previous programming experience, might 
Ijenefit  by the transferral  of t i ieir  previous programming knowledge to the learning 
of the C' language. A problem they encountered was that some misconceptions they 
brought into the learning situation were related to their  preprogramming experience. 
This finding supports the study of Bonar and Soloway (1985).  
Stiuleiit.s '  difficulty 
Many students were hard to motivate because learning programming is complex 
and difficult  by nature.  This observation is consistent with the report  of Linn (1992).  
Furthermore,  because the course was required for students,  i t  might not meet their  
interests,  needs,  or abili ty and may have decreased their  desire to learn programming. 
For meaningful learning to occur,  the most important requirement is that  students 
pay attention to the learning materials (Mayer,  1981).  A high level of motivation is 
necessary to achieve meaningful learning. If  s tudents do not make enough effort  to 
conquer the problems they face,  there is a  reduced likelihood for making progress.  
Syntactic errors that prevent successful execution of programs and interfere with 
students '  acquisit ion of semantic knowledge and problem-solving abili ty were com­
monly found. This finding supports Fay and Mayer 's  (1988) point that syntactic 
knowledge of programming is the basic requirement for successful programming. 
Many syntactic errors resulted from the design of the C' language. The C language 
has been described as "scruffy" language that provides many powerful features but 
that is an il l-defined language with terse and unfriendly syntax (Green, 1990).  For 
example,  misuse of some operators confused students.  The C language uses = as 
an assignment operator and == as an equal to relational operator.  Students often 
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a])pliecl  = instead of == as an equality comparison. .-Vlso. using as logical and 
operator and using k as bitwise and operator and address s^-mbol violates the experi­
ence ol '  natural  language. Therefore,  students usually used k instead of kk as logical 
and operator and frequently forgot to put k before a variable when the address of 
a variable was needed. Although these proi^lenis can be overcome by practice,  they 
increased students '  cognitive load during progranuning. Future computer language 
designers may need to be aware of and avoid these sources of confusion. 
Students '  programs often passed unnecessary arguments,  omitted necessary ar­
guments.  redefined variables,  and contained similar functions.  They had particular 
difficulty dealing with data communication. These findings are consistent with re­
ports of C'arrasquel et  al .  (1989) and Fleury (1991b).  Errors described above re­
vealed students have inaccurate knowledge about how computers pass data among 
functions,  allocate variables for use.  and use data to perform tasks.  Those internal 
misrepresentations resulted in wrong predictions,  planning and interpretation of com­
puter behavior.  Lack of semantic knowledge obstructs effective programming (Fay & 
Mayer.  1988).  
This study showed that students had difficult ies developing a solution plan and 
had problems "putting the pieces of a program together" as described by Spohrer and 
.Soloway (1986b).  Lack of problem domain knowledge ,  the C language knowledge and 
experience of the design process i tself  niight be the causes of these difficult ies.  Most 
students in the study used a trial-and-error approach to debug programs without 
understanding the program and spent most of their  programming time in debugging; 
these findings are consistent with earlier studies (Allwood k Bjorhag, 1990; Nanja 
<L" Cook, 1987).  Beginning students usually did not realize the importance ol" design 
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and of understanding the program and hvcked the problem-solving abili ty related to 
these difi ioullies.  
Students '  difBculties discussed above raise questions for further studies:  
1.  Should computer programming be rec[uired for students other than majors in 
computer science or computer engineering? 
2.  If  computer programming should be required for non-majors,  can other courses,  
such as computer applications,  problem-solving methods or logic reasoning, be 
taught before programming to help students master difficult ies of programming? 
In this information age. each student should be computer l i terate.  To do so may 
require reviewing courses,  making decision and changing the curriculum. 
Effects of the lesson function 
Students were found to be good at  tracing a program that contains many func­
tions without data passing. Previous research found that students frequently made 
the error of thinking that subprograms were executed in the order they appeared 
(Sleeman et  al . ,  1986).  In this study, only one student had this problem. It  appears 
that uti l izing both textual and visual means of representation to present knowledge 
decreases the chance of misunderstanding and enhances learning. One student indi­
cated that the lesson function providing visualization allowed him to understand the 
internal operation of the computer,  and this was hard to achieve by using a textbook. 
Students particularly had trouble understanding the variable allocation and data 
passing. Although the lesson function provided concrete models to help them deal 
with this problem, because of t ime limitations,  some students had no chance to 
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coniplotc those matericals or looked at  those examples only once, without detailed 
thinking. Results showed that two students who repeatedly operated those models 
and took notes had high scores in the posttest  problems that required these concepts.  
The lesson function was l imited by the fact that the programming environment 
provided was different from the Turbo C programming environment used in the cLiss-
room. This difference caused some confusion for students.  .Moreover,  the concrete 
models provided in the lesson function were predefined examples.  Tliis  restricted 
the flexibil i ty of the instruction. If  s tudents could write any programs, trace their  
own programs step by step,  and examine the contents of variables,  they should be 
able to build more concrete and acrurate mental models of the computer language. 
However,  the lesson function provided an environment that allowed students to be 
involved and to explore programming activity in a wa}'  that  promoted students '  pro­
gramming abili t ies.  
Issues Related to Teaching C Programming Language 
The C language is a  complex language for begiimers;  therefore,  some educators 
view this as a pedagogical disadvantage. Should a more simple computer language 
instead of the C language be taught in the first  course of programming? This question 
remains for future researchers to investigate.  However,  whether the C language is 
taught at  introductory courses or advanced courses,  emphasis on instruction will  
provide help and reduce confusion for students.  
Instruction may il lustrate some common syntax confusion to help students avoid 
those problems. Using ^define directive can modify the syntax. For instance, "#de-
fine AND (L'(5:" will  substi tute AND with iL'fc through the entire program. Therefore,  
It  al lows students to use AND as a logical and operator and avoid the confusion 
caused by (L'fc.  
Since students writ ing the first  C program must involve the main function, giving 
them an overview of the C functions before introducing the first  C program may be 
helpful.  Instruction may explain that a C program consists of functions.  Functions 
can be divided into l ibrary and user-defined functions.  Library functions are built  in 
the C language to help users input,  process,  and output data.  User-defined functions 
are designed by users to accomplish specific tasks.  The main function is a  special  
user-defined function that is t i ie f irst  function executed by a C program and must 
exist  in a C program. Students usually can accept these concepts without many 
questions.  Later,  when introducing l ibrary or user-defined functions in more detailed,  
the instructor can refer back to the function concepts.  This approach gives students 
a whole picture first  and helps them fil l  in the details later.  
Simplicity should be kept in mind when teaching beginning students.  Examples,  
which are good resources for students,  are best  used to introduce one new concept at  
a t ime so that students are not confused. For instance, when discussing user-defined 
functions,  the first  example should only contain functions that do not have any data 
communication with other functions.  .4fter that,  the one way data communication, 
passing data from a call ing function to a called function or returning data from a 
called function to a call ing function, can be presented. Following that,  examples 
can demonstrate the two ways data communication between a call ing function and a 
called function. 
The similarity of the function prototype and the headline of a function definit ion 
caused some confusion. The first  example of a  user function given to students needs 
so 
not to contain the prototypes.  After students experience some examples and exercises 
about functions,  the concept of the prototypes can be introduced. At this point,  
instruction should differentiate these two approaches of writ ing programs (bottom-
up and top-down) and discuss their  advantages and disadvantages.  
The common errors in students" programs suggested that students do not have 
clear internal representations of the C language's semantics,  structures,  characteris­
t ics and rules.  Based on the computer environment,  building a visible and manip­
ulative "notional machine" with examples and help information is believed to be a 
solution. The visible approach allows students to view a simulation of internal oper­
ations of the machine and hopefully enhance their  understanding of how computers 
operate.  The manipulative approach permits students to explore and practice pro­
gramming activity,  thereby promoting their  problem-solving abili ty.  Examples and 
help information will  guide students in efl 'ective ways and eliminate their  frustrations.  
For example,  the notional machine can be presented by an input area,  an output 
area,  a program area,  an operation area,  a message area,  a "Check" button, a "Trace" 
button, and a "Help" button. The input area is used to key in data if  a  program 
contained an input statement.  The program area presents predefined examples or 
user-designed programs. Commands supported in the machine can be introduced by 
the predefined examples.  The "Check" button can direct the machine to check the 
syntax of the program. If syntax errors exist ,  related error messages will  be provided 
in the message area.  If  the program is syntactically correct,  a  message that guides 
users to use the "Trace" button to trace the program is displayed in the message area.  
During the trace,  (1) the operation area shows variable contents and demonstrates 
the action of the machine,  (2) the message area explains the machine behavior,  and 
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(3) the output area presents output results.  When the "Help" button is pressed, users 
can access ini 'orniation of supported commands and related examples.  However,  the 
dil l iculty of developing such an environment is expected to be considerable;  therefore,  
team work and a long term project may be necessary.  
Specification, design, coding and debugging those cognitive activit ies required 
in programming should be introduced to students.  These concepts provide students 
with a whole picture of how to develop a program. Flow charts,  pseudocodes or other 
applicable tools and the concepts of top-down and bottom-up designs should be pro­
vided to students,  with examples to follow and exercises to practice.  Instruction 
should encourage students to write down their  design plans,  especially for complex 
problems. In addition, students should be taught how to interpret  error messages,  
analyze output information, use comments and functions,  simulate a program exe­
cution, and util ize available debugging tools to narrow the range of error codes and 
locate and correct errors.  Once students reach a sophisticated level,  they can apply 
knowledge and experience on their  own and solve problems quickly.  
It  appears that given a limited amount of available t ime there is too much to 
teach. Designing effective instruction always challenges educators.  More researchers 
are encouraged to contribute their  effort  in this area.  
Recommendations for Future Research 
Based on the experience gained from the study, the following recommendations 
are made for future research; 
1.  Replication of this study should use an enlarged sample to obtain more rep­
resentative findings.  Furthermore,  a control group that does not receive a 
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coniputer-basecl lesson is better included in the study to quantitativel\-  exam­
ine the effect of the computer-based lesson if  enough subjects are available.  
2.  Future research should extend the experimental t ime, so that students have 
sufficient t ime to learn the computer-based lesson and be involved in substantial  
thinking and practicing. 
3.  A team approach that will  make more detailed observations,  produce more 
exhaustive findings,  and make more contributions than a single researcher can 
make is recommended. 
4.  Interviews of students and use of think-aloud strategies may provide additional 
insights into students '  thinking and allow for collection of more detailed infor­
mation regarding their  approaches to solving problems, which can be helpful in 
identifying students" learning difficult ies.  
5.  The method of automatic recording of students '  programs is useful in collecting 
data on programming behavior that has been difficult  to observe.  Comparing 
different program versions of a problem can reveal students '  errors and their  
debugging processes.  However,  data analysis is  a t ime-consuming process that 
needs to be considered by future researchers.  
6.  Investigating students '  preferences and the reasons for their  preferences regard­
ing the sequencing of the computer-based lesson and the formal instruction may 
provide information about students '  needs,  and relationships among students" 
prior knowledge, preferences,  and achievement can be also examined. 
7. The function is only one of the iniportcant topics in the C language. Arrays and 
pointers that are powerful features of the C language and often cause confusion 
are topics that may recfuire special  investigations.  
Conclusion 
The computer is a complex device.  Learning to program a computer is not a 
natural  human behavior;  i t  recpiires effort  and various kinds of knowledge and expe­
rience. Many difficult ies can be expected. Designing instruction to teach students 
how to program is even harder than programming itself .  I t  requires not only knowl­
edge of programming but also knowledge of students '  learning and thinking. This 
study reveals students '  learning difficult ies and provides applicable suggestions for 
developing programming instruction. I t  is  hoped that the study will  encourage other 
researchers conducting further investigations in this area and that i t  has contributed 
to improve computer education. 
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Backgroiind (Questionnaire 
Note: All information provided on this questionnaire will be 
kept in strict confidence and will have no bearing in 
determining your course grade. 
Social Security No; 
Project Vincent Username: 
Major: 
Year in College: ^ 
Age: Sex: 
1. Please list any high school computer science courses you 
have taken. 
Course Name 
( 1 )  
( 2 )  
(3) 
(4) 
2. Please list any college computer science courses you have 
taken. 
Course Name 
( 1 )  
( 2 )  
(3) 
( 4 )  
Please check all the computer languages that you have 
used. 
(1) BASIC 
(2) Pascal 
(3) FORTRAN 
(4) COBOL 
(5) PL/1 
(6) LOGO 
(5) PL/1 
(6) LOGO 
(7) C 
(8) assembly 
(9) LISP 
(10 ) PROLOG 
(11 ) Others (Specify: 
Do you have a computer available at home for your use? 
(1) Yes 
(2) Mo 
Please circle a number to indicate your feelings. 
1 = Strongly Disagree 
2 = Disagree 
3 = Neutral 
4 = Agree 
5 = Strongly Agree 
SD D N A 
I am interested in using a computer 
to solve problems. 
I think using a computer will not be 
very hard for me. 
I have confidence that I will do well 
in this course. 
I expect to receive a good grade in 
this course. 
This course will improve my computer 
skills. 
This course will increase my future 
job opportunities. 
2 3 4 
2 3 4! 
2 3 4! 
2 3 4! 
2 3 4 i 
2 3 4 5 
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Lesson Function Questionr.e.ire 
DIRECTIONS: Because we desire to continuously improve the 
quality of this instruction, we ask you to complete the 
following questions. Please be frank and honest and provide 
as much detail as will help improve the product. Thanlc you! 
I. USING THE COMPUTER SYSTEM 
1. Did you have any trouble starting the lesson? If 
so, what problems? How did you resolve the problem? 
2. Did the system "crash" or "hang-up" while you were 
using it? If so, how did you get started again? 
3. Do you have ciny suggestions for improving the 
directions for use of the computer? If so, what are 
they? 
iOO 
THE LESSON 
4. Please identify or describe the one section or 
activity you have completed that was the most difficult 
to complete. Why do you think it was difficult? What 
did you finally do to complete it? 
Most difficult 
Why and how completed? 
5. Were there any sections or activities which you 
felt were a waste of time? If so, how might they be 
improved? 
6. How about the pace of the instruction? Is it too 
fast or too slow? How could it be improved? 
7. Have you read the material in the text book 
covering the same concepts? If so, was it helpful to 
read it before doing the computer lesson? 
Thanks again for your suggestions and comments! 
l O l  
APPENDIX C. LESSON FUNCTION FEEDBACK FORM 
102 
Lesson function feedback form 
Please circle the appropriate responses or provide information 
each question. Thank you! 
1. Did the "Lesson function" start at the right level? 
1 2 3 4 5 6 7 
I I I I 1 I I 
Too elementary Appropriate Too advanced 
2. Did the lesson provide appropriate examples? 
1 2 3 4 5 6 7 
I I I I 1 I I 
Too few Fine Too many 
1 2 3 4 5 6 7 
I I I I 1 I I 
Too easy Fine Too hard 
3. Did the lesson provide appropriate exercises? 
1 2 3 4 5 6 7 
1 1 I 1 1 I 1 
Too few Fine Too many 
1 2 3 4 5 6 7 
I I I I 1 I I 
Too easy Fine Too hard 
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4. Do you enjoy programming by using the C language? 
Mot at all Very much 
5. How confident are you in writing C programs that utilize 
functions? 
Need a lot of help Feel confident 
Did the lesson give you any help in learning function 
concepts? 
1 2 3 4 5 6 7 
I I I I 1 I I 
Mot at all A lot of help 
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7. Please indicate your feeling about learning the following function 
concepts: 
Very easy Very hard 
1 2 3 4 5 6 7 
a. The syntax of the function — 1 
1 2 3 4 5 6 7 
b. The return data type of a function 
1 2 3 4 5 6 7 
c. Deciding the argument list of a function 
1 2 3 4 5 6 7 
d. The calling function and called function 
1 2 3 4 5 6 7 
e. The flow of functions | — |--| — 
1 2 3 4 5 6 7 
f. The structure of C programs when using I — |--| — 
functions 
1 2 3 4 5 6 7 
g. The way that functions pass values — I 
1 2 3 4 5 6 7 
h. The global and local variables I — 1--| — I — 
1 2 3 4 5 6 7 
i. The auto and static variables — I 
1 2 3 4 5 6 7 
j. The strategies to solve a problem I — I — I — | — 
105 
What did you like best about the lesson? 
What did you like least about the lesson? 
What are your beliefs about the advantages of using functions? 
Please provide any comments or suggestions to improve the les 
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lEDT 216 TEST 1 Fall 1994 
Student Wame: SS# 
You can use any computer language to solve the problems 1 - 3. If 
you don't use the C language, please specify the language you use. 
You may use a computer if you wish. 
1 .  [ 1 0  p o i n t s  ]  W r i t e  a  p r o g r a m  t h a t  g e t s  t h r e e  i n t e g e r s  f r o m  
the keyboard, compares the integers and outputs these integers 
from greatest to smallest. 
2 .  [ 1 0  p o i n t s  ]  W r i t e  a  p r o g r a m  t h a t  c o m p u t e s  t h e  s i o m  o f  s c o r e s  
that are entered from the keyboard until any negative number 
is encountered. 
3 .  [ 1 0  p o i n t s  ]  S u p p o s e  t h a t  a  p e r s o n  s h o u l d  p a y  i n c o m e  t a x  
according to the following tax table: 
Annual 
Income Range Tax Rate 
< $5,000 0'/, of total earned 
$5,000 - $9,999 
$10,000 - $19,999 
>= $20,000 
10*/, of total earned 
20'/, of total earned 
30'/, of total earned 
Write a program to help calculate the tax for one person. 
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10!) 
lEDT 216 MIDTERM EXAM Fall 1994 
Student Name: SS# 
I .  [ 8  p o i n t s ]  A  C  p r o g r a m  c o n t a i n s  t h e  f o l l o w i n g  p r o t o t y p e s :  
int A( char a ); 
void B( int a, char b ); 
int C( int a ); 
float D( int a, int b, float c ); 
and variable declarations in the main function; 
int a, b; 
char c; 
float d; 
Indicate which of the following are correct C statements in the main 
function, and describe the errors for the incorrect statements. 
correct?(Yes or Mo) if incorrect, why? 
1. a = A( c ) ; 
2. B( a, b, c) ; 
3. d = B( a, c); 
4. b =C(a); 
5. printf Cy.f " ,D(a,b,c)) ; 
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II. [4 points] What's the output of the following progreim. 
#include<stdio.h> 
void functionl(void); 
void function2(void); 
void functions(void); 
void main(void) 
{ printf("dog\n"); 
functionl0; 
functionSO ; 
} 
void functionl(void) 
{ printf("cat\n"); 
} 
void function2(void) 
•C printf ("fish\n"); 
functionl0 ; 
} 
void functions(void) 
{ printf("monkey\n"): 
function2(); 
> 
Answer: 
I l l  
III. [ 4 points] What's the output of the following program. 
#include<stdio.h> 
void increment( int a); 
void main(void) 
{ int a = 1; 
printf("a = '/,d\n", a); 
increment(a); 
printf ("a = '/.dV , a) ; 
> 
void increment( int a) 
•{ a++; 
printf ("a = '/,d\n" , a); 
> 
Answer: 
IV. [ 4 points] What's the output of the following program. 
#include<stdio.h> 
void total( int i); 
void main(void) 
{ int i; 
for ( i = 1; i <= 3; i++) 
total (i); 
} 
void total( int i) 
{ static int a = 0; 
int b = 0; 
a = a + i ; 
b = b + i; 
printfC'a = '/,d, b = '/,d\n", a, b) ; 
Answer: 
113 
V .  [ 1 5  p o i n t s  ]  T h e  f o l l o w i n g  p r o g r a m  c o n t a i n s  m a n y  r e p e t i t i o n s  o f  t h e  
same code. Rewrite the program by utilizing one function to avoid this 
situation. 
#include<stdio.h> 
void main(void) 
{ int i,j; 
for(i=l; i <= 1; i++) 
•C for (j = l; j <=1; j++) 
printf("*"); 
printf("\n"); 
} 
for(i=l'; i <= 2; i++) 
{ for (j=l; j <=2; j++) 
printf("*"); 
printf("\n"); 
> 
for(i=l; i <= 3; i++) 
{ for (j=l; j <= 3; j++) 
printf("*"); 
printf("\n"); 
} 
Answer: 
11-1 
V I .  [ 1 5  p o i n t s  ]  P l e a s e  c o n s t r u c t  f u n c t i o n s  a n d  w r i t e  a  C  p r o g r a m  t h a t  
asks the user to enter an integer and prints a message to show if the 
number was positive or negative and if it was an odd or even number. 
For excimple, 
the integer output message 
0 zero 
5 positive odd integer 
10 positive even integer 
-33 negative odd integer 
-62 negative even integer 
Answer; 
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Problem Treatment N Means SD /-value clf Prob. T 
1 SEQUENCEl G 4.67 1..51 
0.27 13 0.79 
SEQUENCE2 9 4.44 1..59 
2 SEQUENCEl 6 4.00 0.00 
1.79 8 0.11 
SEQUENCE2 9 3.22 1..30 
3 SEQUENCEl 6 2.17 0.98 
-1.05 13 0.31 
SEQUENCE2 9 2.78 1.18 
4 SEQUENCEl 6 2..33 1.37 
0.47 13 0.64 
SEQUENCE2 9 2.00 1.32 
.5 SEQUENCEl 6 7.83 4.44 
0.70 13 0.49 
SEQUENCE2 9 6.33 3.74 
G SEQUENCEl 6 9.33 3.44 
0.7.5 13 0.47 
SE0UENCE2 9 8.00 3.35 
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VINCENT 
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Obtaining a Vincent Account 
Project Vincent 
Iowa State University 
of Science and Technology 
dul39-210,cc,iastate.edu 
Help 
Register 
Trouble 
login: 
password: 
Figure G.l: Project Vincent screen 
1. Position the mouse cursor over the Register box on the Vincent Screen( Fig 
ure G.l ). Press the left mouse button. 
2. After a few moments, a series of questions will be displayed. Answer each of the 
questions as they are asked. If all your answers match Registrar's office records, 
you will be asked to select your username. If you choose a username that is 
already in use, you will be asked to choose another. Your username may be 
up to 8 characters long and any combination of lowercase letters and numbers. 
11!) 
After you have chosen a usernaine. you must choose a password. Passwords 
may be up to 16 characters long and can be composed of letters,  numbers, and 
symbols. Notice that your password is not displayed on the screen. Therefore, 
you will be asked to eater the password twice. 
After you have registered, please allow one or two days for your home directory 
and setup files to be created, . \fter this time you should be able to login with your 
new username and password and use the Vincent system. 
Note: 
1. If at any point you wish to start over, press both the j CTRL ! and j c  |  key at 
the same time. 
2. If an error occurs during 3'Our registering, write down the message and contact 
the Access and Accounting office, 197 Durham Center (294-4171). 
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Login at a Vincent Workstation 
Project Vincent 
Iowa State University 
of Science and Technology 
dul39 -210. cc.lastate.edu 
Help 
Register 
Trouble 
login: 
password: 
Figure G.2: Project Vincent screen 
1. Position the mouse cursor over the login field on the Vincent Screen( Figure G.2 
). Enter your Project Vincent username and press Return • 
2. Enter your password at the password field and press Return |. Notice that your 
password is not displayed on the screen. 
If you provide correct information, you will login successfully. If you have a login 
error, a message box will appear. Click on | QK| to dismiss the message and repeat 
the login process or click on Help for further information. 
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Logout at a Vincent Workstation 
1. Position the mouse cursor over the Session of the Dash menu and press the 
left mouse button. A pull down menu will be displayed on the screen (see 
Figure G.3). 
Session Communications Editors Applications Lockers Help MonAuR22 8:001994 
About Dash 1 ? 
About Me !«={> 
About this Workstation I = >  
About Vincent 1 'S> 
Dash Preferences 1 
*Rest0rtDash 1 ? 
*Relogin 1 ? 
•Logout of Project Vincent 1 ? 
Figure G.3: Dash menu 
2. Position the mouse cursor over the Logout of Project Vincent of the pull 
down menu of Session and press the left mouse button. The logout window will 
appear ( see Figure G.4). 
3. Position the mouse cursor over the | Yes box and press the left mouse button. 
The confirmation window will appear ( see Figure G.5). 
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Dash 
DASH 
Logout of Project Vincent? 
Figure G.4: Logout window 
CZ3 You sure? 
DASH 
Do you really want to logout? 
Yes, logout No, continue this session 
Figure G.5: Confirmation window 
4. Position the mouse cursor over the Yes, logout box and press the left mouse 
button to logout. 
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Learning lesson vincent 
When using lesson vincent at a Project Vincent Workstation you need to enter 
the following commands at the vincent% prompt: 
vincent% add abc Return 
vincent% abcinit Return \(first time only) 
vincent% lesson vincent Return 
After a few moments, you will see the title page of the lesson vincent (Figure G.6). 
Click on 9 above if this is yotir first time 
HA.P 
An introductioii to... 
Project 
Vincent 
TTia Compmar Suppottsa 
LBoming Omup 
Copyright 1992, Iowa State University 
Menu 
Figure G.6; Lesson Vincent title Page 
Please position the mouse cursor over the Menu button and press the left 
mouse button to begin the lesson vincent. 
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If you wish, you can exit the lesson at any point by clicking on EXIT at the 
top of the lesson window. The exit window will appear (see Figure G.7). 
• Exit 
Keep changes since 
last save? 
OK NO Cancel 
Figure G.7: Exit window 
Click on OK to save and exit the lesson. Click on NO to exit the lesson 
without saving. Click on Cancel to cancel the exit action and continue to learn the 
lesson. 
After you exit the lesson if you want to learn the lesson again, just enter the 
following command: 
vincent% lesson vincent Return 
Note: 
1. The command add abc allows you to attach the abc locker. You will need to 
do this command once each time you login . 
2. If something unexpected happen, and you have trouble exiting the lesson nor­
mally, just click on the window where you typed lesson vincent and press 
both the CTRL and | c | key at the same time to exit. 
APPENDIX H. INFORMATION SHEETS FOR LEARNING LESSON 
FUNCTION 
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Learning lesson function 
When using lesson function at a Project Vincent Workstation you need to enter 
the following commands at the vincent% prompt: 
vincent% add fun Return 
vincent% add abc Return 
vincent% abcinit Return {(first time only) 
vincent% lesson function Return 
After a few moments, you will see the title page of the lesson function (Fig­
ure H,l). 
hOWi 
enjoy yourself iii 
ieiirning fimctions of C progrums 
nalnO 
functionlO function2{) functionSO 
1 .izi: fumctlonl_l<) (unctlonl_2<) {unctlon3_l<> {unctlon3Jt() 
Figure H.l: Lesson function title Page 
Please position the mouse cursor over the Begin button and press the left 
mouse button to begin the lesson function. 
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If you wish, you can exit the lesson at any point by clicking on | EXIT at the 
top of the lesson window. The exit window will appear (see Figure H.2). 
• Exit 
Keep changes since 
last save? 
OK NO Cancel 
Figure H.2: Exit window 
Click on OK to save and exit the lesson. Click on NO to exit the lesson 
without saving. Click on Cancel to cancel the exit action and continue to learn the 
lesson. 
After you exit the lesson if you want to learn the lesson again, just enter the 
following command: 
vincent% lesson function Return 
Note: 
1. The commands add fun and add abc allow you to attach the fun and abc 
lockers. You will need to do these commands once each time you login. 
2. If something unexpected happen, and you have trouble in exiting the lesson 
normally, just click on the window where you typed lesson function and 
press both the CTRL and | c | key at the same time to exit. 
