We study the second order nonlinear differential equation 
Introduction
In this paper we study positive solutions to nonlinear second order ODEs with indefinite weight and we deal with Sturm-Liouville boundary conditions. To describe our results, throughout the introduction we focus our attention to the equation u + a(x)g(u) Referring to [20] , we can say that equation (1.1) exhibits conflicting nonlinearities. Moreover, following a standard terminology (cf. [6] ), we can look at (1.1) as an indefinite equation, meaning that the sign of the weight is non-constant. Our main goal is to provide multiplicity results of positive solutions to equation (1.1) together with the Sturm-Liouville boundary conditions, namely conditions of the form αu(0) − βu (0) = 0 γu(L) + δu (L) = 0, (1.2) where α, β, γ, δ ≥ 0 with γβ + αγ + αδ > 0. We notice that for α = γ = 1 and β = δ = 0, we obtain the Dirichlet boundary conditions. A solution of (1.1) is an absolutely continuous function u : [0, L] → R + such that its derivative u (x) is absolutely continuous and u(x) satisfies (1.1) for a.e. x ∈ [0, L]. We look for positive solutions of boundary value problem (1.1)-(1.2), that is solutions u(x) of (1.1) satisfying (1.2) and such that u(x) > 0 for every
Starting from the Seventies, these types of problems have received a remarkable attention in the research area of nonlinear differential equations. One of the early work was due to Anderson (cf. [3] ) who has proved that the equation
has a solution if 0 < µ < 3/16, while there are no solutions for µ > 3/16. Other two relevant contributions to the autonomous case are [2, 4] . In [4] Berestycki and Lions have analyzed the more general equation
where N ≥ 3, ν, µ, λ > 0 and 1 < q < p < (N + 2)/(N − 2), and they proved existence and non-existence results in dependence of the parameter µ > 0. In [2] Ambrosetti, Brezis and Cerami proved that there is a positive solution of
on ∂Ω, with 0 < q < 1 < p, for λ > 0 small enough and no solution for λ large. We refer to [20] for a further result in this direction and for a more complete presentation and bibliography on the subject.
Our research work has been motivated by the papers [1, 14] , where nonautonomous differential equations on bounded domains are taken into account. The boundedness of the domain enables the authors to deal with more general equations (whit respect to those considered in [2, 3, 4] ) and, in particular, to consider non-negative weight functions in place of the positive coefficients in front of the nonlinearities.
In [1] Alama and Tarantello studied positive solutions of the Dirichlet boundary value problem
where Ω ⊆ R N (with N ≥ 3) is an open bounded set with smooth boundary, the functions h, k ∈ L 1 (Ω) are non-negative and 1 < q < p. They proved existence, non-existence and multiplicity results depending on λ ∈ R and according to the properties of the ratio k p−1 /h q−1 . In [14] Girão and Gomes dealt with nodal solutions to
where Ω ⊆ R N (with N ≥ 1) is an open bounded set with smooth boundary. They proved existence of nodal solutions for µ > 0 sufficiently large.
The main goal of this paper is to present a multiplicity result for positive solutions to (1.1)-(1.2) in dependence of the number of the intervals where a(x) > 0 and thus giving a contribution to [1, 14] . In order to explain our achievement, we now introduce it in a slightly easier framework.
Let a, b : [0, L] → R + be continuous functions such that (i 2 ) there exist two zeros τ, σ with 0 < τ < σ < L such that
Our main multiplicity result is the following. See Figure 1 for a numerical example. 
Then there exists µ * > 0 such that for every µ > µ * the boundary value problem (1.1)-(1.2) has at least 3 positive solutions.
We notice that, under the hypotheses of Theorem 1.1, the function g(s) is superlinear, thus covering the classical case g(s) = s p with p > 1. On the other hand, we do not impose any growth condition on k(s). Hence, the case considered in [1] is clearly included in our setting (cf. Section 6 for other remarks in this direction).
The proof of Theorem 1.1 and its variants is based on the Leray-Schauder topological degree. Our work benefits from a topological approach which has 
− (x) (as in the upper part of the figure), g(s) = s 2 , k(s) = s 3 (for s > 0). For µ = 1, Theorem 1.1 ensures the existence of 3 positive solutions, whose graphs are located in the lower part of the figure.
been first employed in [10] by Feltrin and Zanolin to produce multiple positive solutions to the Dirichlet problem
The main idea is to transform our Sturm-Liouville boundary value problem (1.1)-(1.2) into an equivalent fixed point problem in the Banach space
where Φ : X → X is a completely continuous operator. As a crucial step in the proof, we define 3 open pairwise disjoint subsets of X not containing the trivial solution and we prove that the degree is well defined and different from zero on these sets. This fact guarantees, via a maximum principle, that there exist at least 3 positive solutions of (1.1)-(1.2).
As remarked above, Theorem 1.1 is a special case of the main result of the present paper (cf. Theorem 4.1), where we deal with more general (Lebesgue integrable) coefficients a(x) and b(x) and weaker growth conditions on g i (s). Roughly speaking, we consider a weight function a : [0, L] → R + (belonging to the "positive" part of the nonlinearity) which is positive on m intervals, so a(x) has m positive humps. In this framework we prove the existence of 2 m − 1 positive solutions of (1.1)-(1.2) when b(x) is "sufficiently large", namely β 0. Our result is a new contribution on the line of research initiated by Gómez-Reñasco and López-Gómez in [15] , where the authors (supported by numerical evidence) conjectured the fact that there exist at least 2 m − 1 positive solutions for the Dirichlet problem (1.3) when a(x) has m positive humps separated by m− 1 negative ones and the negative part a − (x) is large enough. For the Dirichlet problem, contributions in this direction have been achieved in [5, 10, 12, 14] (see also the references therein). At the best of our knowledge, this is the first work addressing the same questions for a problem with conflicting nonlinearities and Sturm-Liouville boundary conditions. The plan of the paper is as follows. In Section 2 we introduce all the hypotheses on the elements involved in (1.1)-(1.2) which are assumed for the rest of the paper, moreover we define the subsets of X where we compute the LeraySchauder degree. In Section 3 we briefly recall and adapt the main result in [10] in the context of Sturm-Liouville boundary value problems. Section 4 is devoted to our main result (cf. Theorem 4.1). Taking advantage of the discussion in Section 3, we give the proof and we present some consequences. In Section 5 we provide an application to radially symmetric solutions of elliptic PDEs on annular domains. The final Section 6 is dedicated to some conclusive comments and possible variants of Theorem 4.1.
Setting and notation
In this section we present the main elements involved in the study of the positive solutions to the boundary value problem
with m ≥ 1, and α, β, γ, δ ≥ 0 with γβ + αγ + αδ > 0.
The following hypotheses and positions will be assumed from now on in the paper.
Let m ≥ 1 be an integer. Let α i > 0, for i = 1, . . . , m, and β j > 0, for j = 0, . . . , m + 1, be real parameters.
Let
. . , m+ 1, be (non-negative) Lebesgue integrable functions. Moreover, we assume that (h 1 ) there exist 2m + 2 closed and pairwise disjoint intervals I 1 , . . . , I m and J 0 , . . . , J m+1 (J 0 and J m+1 possibly empty), such that
Without loss of generality, up to a relabelling of the indices, we can assume that max I i ≤ min I k , for all i < k; max J j ≤ min J k , for all j < k; max I i ≤ min J j , for all i < j; between two intervals I i and I i+1 there is an interval J j ; between two intervals J j and J j+1 there is an interval I i . Moreover, eventually extending the functions
(with I i between J j and J j+1 ), we can also suppose that
Summarizing all the conventions, it is not restrictive to label the intervals I i and J j following the natural order given by the standard orientation of the real line and thus determine 2m + 2 points
so that
Finally, consistently with assumption (h 1 ) and without loss of generality, we select the points σ i and τ i in such a manner that b j (x) ≡ 0 on all right neighborhoods of τ j and on all left neighborhoods of σ j+1 . In other words, if there is an interval K contained in [0, L] where a(x) ≡ 0, we choose the points σ i and τ i so that K is contained in one of the I i or K is contained in the interior of one of the J j .
. . , m, and k j : R + → R + , j = 0, . . . , m + 1, be continuous functions and such that
We define
and
For all i = 1, . . . , m and for all j = 0, . . . , m + 1, we suppose
We denote with λ 0 the first (positive) eigenvalue of the eigenvalue problem
and, for i = 1, . . . , m, with λ i 1 the first eigenvalue of the eigenvalue problem in
we denote with λ i 1 (with i = 1 or i = m, respectively) the first eigenvalue of the eigenvalue problem 
Reviewing a previous multiplicity result
In this section we briefly recall the main result obtained by Feltrin and Zanolin in [10] concerning multiplicity of positive solutions to (2.1). More precisely, in [10] the authors dealt with positive solutions of the Dirichlet boundary value problem (i.e. problem (2.1) with α = γ = 1 and β = δ = 0). Subsequently, in [10, § 5.4] they observed that the approach presented therein could be adapted to the study of different boundary conditions, for example u(0) = u (L) = 0 or u (0) = u(L) = 0, which are clearly covered by the ones discussed in the present paper. This section is devoted to the presentation of the multiplicity result in [10] in the context of a Sturm-Liouville boundary value problem. Since there are some difference in considering the Sturm-Liouville boundary conditions, we will give a sketch of the proof.
Let us consider a general map
In order to state the multiplicity result we list the following hypotheses that will be assumed.
where µ 1 (q 0 ) is the first positive eigenvalue of the eigenvalue problem
(H) There exist m ≥ 1 intervals I 1 , . . . , I m , closed and pairwise disjoint, such that
I i and for all s ≥ 0;
I i and for all s ≥ 0.
is the first positive eigenvalue of the eigenvalue problem in
We observe that, since f (x, s) satisfies condition (f + 0 ), from the continuity of the eigenvalue µ 1 (q 0 ) as a function of q 0 we can derive that there exists r 0 > 0 such that (h 0 ) the following inequality holds
Now we can state the multiplicity result for positive solutions of the boundary value problem (2.1) (cf. [10, Theorem 4.1]). We only give a sketch of the proof (for more details, we refer to [10] ).
( ) there exists r ∈ ]0, r 0 ] such that for every ∅ = I ⊆ {1, . . . , m} and every
satisfies max x∈Ii u(x) = r for every i ∈ {1, . . . , m} \ I.
Then there exist at least 2 m − 1 positive solutions of the boundary value problem (2.1).
Proof. We describe the main steps of the proof, adapting in the framework of our Sturm-Liouville boundary value problem the one given in [10] .
Step 1. Equivalent fixed point problem. Using a standard procedure, we extend f (x, s) with the functionf :
and we consider the modified boundary value problem
(with α, β, γ, δ ≥ 0 such that γβ +αγ +αδ > 0). As is well known, by a standard maximum principle (cf. [10, Lemma 2.1] and [17] ), all the possible solutions of (3.1) are non-negative and hence solutions of (2.1). Next, we transform problem (3.1) into an equivalent fixed point problem by means of the Green function associated to the equation u + u = 0 with the considered boundary conditions (cf. [7, 8] ), that is
and we notice that the operator Φ is completely continuous in C([0, L]) endowed with the sup-norm · ∞ . Moreover, via a strong maximum principle, any nontrivial fixed point of Φ is a positive solution of (3.1) and hence a positive solution of (2.1). Therefore we have reduced our problem to the search of nontrivial fixed points for the operator Φ. Now we present how to reach the thesis using a topological approach based on the Leray-Schauder degree for locally compact operators defined on open possibly unbounded sets (cf. [18, 19] ). We denote this degree with "deg LS ".
Step 2. Degree on small balls. Using conditions (f * Step 3. Degree on large balls. From conditions (f * ), (f − 0 ), (H) and (f ∞ ), we obtain the existence of R * > 0 such that for each Step 4. Fixing the constants r and R. We fix two positive constants r, R ∈ R such that 0 < r ≤ r 0 < R * ≤ R Secondly, let us consider a subset I = ∅. Using a standard procedure, for any given h(x, s) as in hypothesis ( ), we define a completely continuous operator
Notice that h(x, 0) = 0, for a.e. x / ∈ i∈I I i , while h(x, 0) ≥ 0, for a.e. x ∈ i∈I I i . Hence, this extension of h(x, s) allows us to apply a maximum principle. Next, we observe that condition ( ) ensures that Ψ h has no fixed points in ∂Ω Step 6. Degree on Λ I . Step 7. Conclusion. Preliminarily, we underline that 0 / ∈ Λ I for all ∅ = I ⊆ {1, . . . , m} and the sets Λ I are pairwise disjoint. Since the number of nonempty subsets of a set with m elements is 2 m −1, there are 2 m −1 sets Λ I not containing the null function. From Step 6, in particular we have that
Therefore, by the existence property of the Leray-Schauder degree, there exist at least 2 m − 1 nontrivial fixed points of Φ. Finally, as already remarked, via a standard maximum principle argument, we obtain that these nontrivial fixed points are positive solutions of (2.1). The theorem follows.
Main multiplicity theorem
Recalling the setting and the notation introduced in Section 2, now we state and prove the following main result. Proof. In order to prove the theorem, we are going to enter the setting of Theorem 3.1 and to check that all its hypotheses are satisfied for β j > 0 sufficiently large.
First of all, we observe that the map f (x, s) defined as in (2.2) is an L 1 -Carathéodory function and, moreover, satisfies (f * ), due to condition (h 2 ). From
for a.e. x ∈ [0, L], and from the last assumption in (h 3 ), we deduce that (f
For i = 1, . . . , m, by hypothesis (4.1) let us fix g
Then condition (f + 0 ) is valid. Concerning the sign of a(x), we observe that hypothesis (H) directly follows from condition (h 1 ). Furthermore, defining
(by conditions (h 3 ) and (4.2)), we obtain that (f ∞ ) holds.
As a second step, we prove that hypothesis ( ) is valid. By condition (4.1), for all i = 1, . . . , m, we can choose ρ i > 0 such that g i 0 < λ 0 − ρ i . As observed in Section 3, by hypothesis (f + 0 ) we can take r 0 > 0 satisfying (h 0 ) (as in Theorem 3.1). Next, we fix 0 < r ≤ r 0 such that
(for i = 1, . . . , m). We claim that ( ) holds for r satisfying (4.3) and taking the parameters β j sufficiently large. Let us consider an arbitrary set of indices ∅ = I ⊆ {1, . . . , m} and an arbitrary L 1 -Carathéodory function h(x, s) as in ( ). Suppose by contradiction that there exists a non-negative solution u(x) of u + h(x, u) = 0 such that max x∈I u(x) = r, for some index ∈ {1, . . . , m} \ I.
If I = {1, . . . , m}, there is nothing to prove. Then fix ∅ = I {1, . . . , m}. By the concavity of u(x) in I , we have In order to prove that our assumption is contradictory, we split our argument into three steps.
Step 1. A priori bounds for |u (x)| on I . First we notice that h(x, u(x)) = α a (x)g (u(x)), for a.e. x ∈ I . Hence
, for a.e. x ∈ I , and, therefore
Since 0 ≤ u(x) ≤ r for all x ∈ I , there exists a pointx ∈ I such that |u (x )| ≤ r/(τ − σ ). Hence for all
Step 2. Lower bounds for u(x) on the boundary of I . Let ϕ (x) be the positive eigenfunction of the eigenvalue problem on I ϕ + λ 1 a (x)ϕ = 0, ϕ| ∂I = 0, with ϕ ∞ = 1, where λ 1 > 0 is the first eigenvalue. Then ϕ (x) ≥ 0, for all x ∈ I , ϕ (x) > 0, for all x ∈ ]σ , τ [, and ϕ (σ ) > 0 > ϕ (τ ) (hence ϕ ∞ > 0). By (4.3) and the fact that λ 0 ≤ λ 1 , we know that
Then, using (4.4), we have
Hence, from the above inequality, we conclude that there exists a constant c > 0, depending on ρ , I and a (x), but independent on u(x) and r, such that
As a consequence of the above inequality, we have that at least one of the two inequalities 0 < c r 2 
Analogously, if τ m = L and δ > 0, we have
Finally, as a consequence of the previous inequalities, we obtain that
holds, respectively.
Step 3. Contradiction on an adjacent interval for β large. As a first case, we suppose that the first inequality in (4.6) is true. If τ = L, then δ > 0 in the boundary conditions (otherwise u(τ ) = 0, a contradiction) and we deal with the second inequality in (4.7) (see the discussion of the second case below). Consequently, whenever τ < L, we can focus our attention on the right-adjacent interval [τ , σ +1 ], where f (x, u(x)) = −β b (x)k (u(x)) ≤ 0. Recall also that, by the convention adopted in defining the intervals I i and J j , we have that b (x) is not identically zero on all right neighborhoods of τ . We observe that there exists R > r such that max x∈[0,L] u(x) < R. This is a consequence of (f * ), (f 
where M > 0 is the bound for |u (x)| obtained in (4.5) of Step 1. Then, by the convexity of u(x) on J , we have that u(x) is bounded from below by the tangent line at (τ , u(τ )), with slope u (τ ) ≥ −M . Therefore,
We are going to prove that max x∈J u(x) > R for β > 0 sufficiently large (which is a contradiction with respect to the upper bound R > 0 for u(x)).
Consider the interval [τ ,
Hence, for
This gives a contradiction if β is sufficiently large, say
. A similar argument (with obvious modifications) applies if the second inequality in (4.6) is true. If σ = 0, then β > 0 in the boundary conditions (otherwise u(σ ) = 0, a contradiction) and we deal with the first inequality in (4.7) (see the discussion of the first case above). Consequently, whenever σ > 0, we can focus our attention on the left-adjacent interval J −1 where f (x, u(x)) = −β −1 b −1 (x)k −1 (u(x)) ≤ 0. Recall also that, by the convention adopted in defining the intervals I i and J j , we have that b −1 (x) is not identically zero on all left neighborhoods of σ .
If we define
we obtain a similar contradiction for
At the end, defining
condition ( ) holds taking β j > β * , for all j = 0, . . . , m + 1. Finally, we can apply Theorem 3.1 and the proof is completed.
From the statement of Theorem 4.1, one can easily notice that the parameters α i > 0 are involved only in hypotheses (4.1) and (4.2), therefore there is no real condition on those constants (since they can be considered as part of the functions g i ). In a moment, the role of the parameters α i will become more clear. Indeed, investigating more on conditions (4.1) and (4.2), we can state the following corollaries (the obvious proofs are omitted). then the boundary value problem (2.1) with f (x, s) defined in (2.2) has at least 2 m − 1 positive solutions.
Positive radial solutions to elliptic BVPs
As a standard consequence of Theorem 4.1, we can give a multiplicity result for positive radially symmetric solutions to boundary value problems associated with elliptic PDEs on an annular domain.
We briefly describe the setting, referring to the notation introduced in Section 2. Let 0 < R 1 < R 2 and consider the open annulus around the origin
where · is the Euclidean norm in R N (for N ≥ 2). We define
with m ≥ 1. For i = 1, . . . , m and j = 0, 1, . . . , m + 1, let α i > 0, β j > 0, and moreover let g i : R + → R + and k j : R + → R + be continuous functions satisfying conditions (h 2 ) and (h 3 ). Let A i : Ω → R + , for i = 1, . . . , m, and B j : Ω → R + , for j = 0, 1, . . . , m + 1.
We deal with the Dirichlet boundary value problem associated with an elliptic partial differential equation
For simplicity, we look for classical solutions to (5.1), namely, u ∈ C 2 (Ω). Accordingly, we assume that A i (x) and B j (x) are continuous functions. Moreover, we suppose that A i (x) and B j (x) are radially symmetric function, i.e. there exist continuous functions
In this way, we can transform the partial differential equation in (5.1) into a second order ordinary differential equation as the one in (2.1), as follows. Preliminarily, we introduce the function
A radially symmetric (classical) solutions to (5.1) is a solution of the form u(x) = U( x ), where U(r) is a scalar function defined on [R 1 , R 2 ]. Consequently, we can convert (5.1) into
Via the change of variable
and the positions
we can transform (5.3) into the Dirichlet problem
where
In this setting, a straightforward consequence of Theorem 4.1 is the following result. In the statement below, when we introduce condition (h * 1 ) and the points σ i and τ i , we implicitly assume the convention adopted in defining the intervals I i and J j in Section 2. We conclude this discussion by observing that the multiplicity results given in Theorem 5.1 and in its corollary are also valid considering different boundary conditions of the form
where r = x and ∂u/∂r denotes the differentiation in the radial direction (compare also to [16] , where an existence result for positive solutions is given for this type of conditions).
Final remarks
In this final section we present some consequences and discussions that naturally arise from our main result and from the topological approach developed in this paper, when compared to the existing literature.
As the first point, in order to better explain our contribution to indefinite problems, we compare our main result to the one given in [10] . In [10] Furthermore, we observe that in the special case of (6.1) Theorem 4.1 generalizes [10, Theorem 5.3] . Indeed, in the present paper, the positive part and the negative part of the weight are associated with different nonlinearities, that is g i (s) and k j (s). This fact allows us to impose growth conditions only on the nonlinearities that have actually a role in the proof. More precisely, we assume superlinear growth conditions at zero and at infinity on the nonlinearities g i (s) (that multiply the positive part of the weight), while there are no growth conditions on the nonlinearities associated with the non-negative part. Indeed, besides the standard sign condition (h 2 ), we assume only that k j 0 < +∞ (in (h 3 )) in order to apply a standard maximum principle. In Figure 2 we show an example of equation which does not enter the setting of [10, Theorem 5.3] , while it satisfies all the hypotheses of Theorem 4.1. [2, 3] , a2(x) = 0 in [3, 4] , a2(x) = − sin(πx) in [4, 5] . Moreover, we have taken g1(s) = g2(s) = s arctan(s) and k1(s) = s/(1 + s 2 ) (for s > 0). Notice that k1(s) has not a superlinear behavior, since lim s→0 + k1(s)/s = 1 > 0 and lims→+∞ k1(s)/s = 0. Then [10, Theorem 5.3] does not apply, contrary to Theorem 4.1.
One of the advantages in using an approach based on the topological degree is the fact that the degree is stable with respect to small perturbation of the operator and hence our multiplicity result is valid also when we consider an equation of the form u + εp(t, u, u ) + f (x, u) = 0, for |ε| sufficiently small.
From this remark we immediately obtain that we can deal with the equation u + λu + f (x, u) = 0 for |λ| small enough and thus providing a contribution to [1] (compare to the discussion in the introduction). Moreover, we can consider the Sturm-Liouville problem associated with u + cu + f (x, u) = 0, (6.2) where c ∈ R is a constant, with |c| small enough. The above equation has no Hamiltonian structure. An interesting question is whether Theorem 4.1 is still valid for an arbitrary c ∈ R. With Dirichlet boundary conditions or mixed boundary conditions of the form u (0) = u(T ) = 0 or u(0) = u (T ) = 0, a standard change of variable allows to reduce equation (6.2) to an equation of the form considered in this paper; while for the general case of Sturm-Liouville boundary conditions one can adapt the approach developed in [9, 11] (introduced for Neumann and periodic problems). In [9, 11] the authors used suitable monotonicity properties of the map t → e ct u (t) that replace the convexity/concavity of the solutions of (2.1). However, in order to avoid unnecessary technicalities, we prefer to skip further investigations in this direction.
Another question that naturally arise is whether we can consider other boundary condition, as the Neumann and periodic ones. In the case of Neumann and periodic boundary conditions the linear differential operator u → −u has a nontrivial kernel made up of the constant functions. Then the operator is not invertible and we cannot proceed as explained in Section 2 defining an equivalent fixed point problem by means of the Green function. A first possibility is that of perturbing the linear differential operator to a new one which is invertible and next one have to recover the original equation via a limiting process and some careful estimates on the solutions. A second possibility, described in [9, 11] , is to apply the coincidence degree theory developed by J. Mawhin, which allows to study equations of the form Lu = N u, where L is a linear operator with nontrivial kernel and N is a nonlinear one.
A procedure analogous to the one described in this paper can be used to prove multiplicity results for solution to (2.1), when roughly speaking s → f (x, s) has a superlinear growth at zero and a sublinear growth at infinity. In this supersublinear case, following the theory developed in [6] , hypotheses (4.1) and (4. It seems probable to prove the existence of 3 m − 1 positive solutions when α i and β j are sufficiently large.
