Numerous models have been put forth to help with the growing demand for the establishment of biodiversity reserves. One site 
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Introduction

20
As awareness of conservation issues has grown over the Total cost ¼ 1 Â 4; 000 site cost ð Þ þ 3 Â 500 penalty cost for habitat 1 ð Þ þ 3 Â 0 penalty cost for habitat 2 ð Þ þ 500 Â 1 penalty cost for Species A ð Þ þ 500 Â 0 penalty cost for Species B ð Þ þ 500 Â 0 penalty cost for Species C ð Þ þ 0 Â 64; 772 penalty for boundary length ð Þ
183
It is important to note that the overall penalty cost for a
184
given shortfall is proportional to the amount of shortfall. The decision to select a site for the portfolio can be rep-
212
resented by the following 0Y1 decision variable: following Bcrisp^optimization problem:
215
But ensure that sites selected for portfolio contain a
217
Subject to:
218
Enforce integer restrictions on site decision variables SPF k -User-specified weight for each element.
252
The value of w k is determined heuristically as described in
253
McDonnell et al. [26] .
254
With these additional terms they formulated the follow-
255
ing expanded model, which is the mathematically explicit 256 version of equations (1) and (2):
257
258
Define the amount of shortfall in conservation element k 259 associated with sites selected for portfolio
260
Enforce integer restrictions on site decision variables
261
Enforce nonnegativity on Shortfall variables The major obstacle to using an optimal solver for the for- 
We need to define such a variable for each pair of sites that 432 share an edge. Therefore, consider: 
440
441
Define amount of shortfall for target involving conserva- Enforce integer requirements on site decision variables
446
Enforce nonnegativity on Shortfall variables erably better than Greedy on the problems that we analyzed.
491
As with any SA heuristic, the SITES solver has a num- Figure 1 . Maps of the three optimal reserve networks for the Large Sierra dataset. Map A shows the network requiring minimum land area. The network that optimizes land suitability scores is shown in map B. Map C shows an optimal solution trading off area and suitability with perimeter to encourage clustering of selected land. The Small Sierra dataset covers all but the northwest corner of this area. after 12 h.
641
For the large Sierra dataset, solution times were gen-642 erally shorter, and CPLEX solved all but one problem to Figure 2 . Estimation of a two-dimensional trade-off curve using the method of Cohon et al. [38] using the Large Sierra dataset. Steps are as follows. Optimize each single objective. Calculate the slope of line A connecting those two solutions in objective space. This is the estimated trade-off curve with two points. Apply the absolute value of the slope as the weight for the objective on the x-axis and a weight of 1 to the y-axis objective (the total weighted objectives for both solutions will be equal under the new weights). Weighting Suitability with 1, the weight for Perimeter would be 0.00088525. For scaling, we multiplied both weights by 1,000 to find solution LgSP. With three solutions, the trade-off curve is estimated as dashed lines B and C. To find additional solutions on the trade-off curve, the process is repeated for line B and C. problem does not guarantee that solution times will be less 654 than that needed for the larger problem.
655
The quality of the best SITES solution for each of the 656 Sierra problems ranged from optimal (determined using 657 CPLEX) to 11% worse than optimal, depending on the lems tested, and no feasible solutions returned in six cases.
676
In the remaining three problems, the gap after 500 restarts 677 was greater than the gap after a separate run of 50 restarts,
678
illustrating the important point that SA works by probabil-679 ity, and that increasing the number of restarts only in-
680
creases the probability of finding a near-optimal solution.
681
Even using a large number of restarts provides no guar- once. However, in a subsequent run of 1,000 restarts, the 687 best solution that SA found was 1.7% worse than optimal.
688
For both Sierra datasets, SITES performed very differ- t2.19 The description of each dataset includes the number of sites, the number of conservation elements (species), and the number of shared edges. Five problems were solved for each Sierra dataset. The weights used for minimizing each of the three objectives (the sums of area, suitability index, and perimeter) are given in the right three columns. Zero weights indicate the objective was not considered in that problem. For the Santa Barbara dataset, we solved ten problems, five just minimizing area (area weight = 1, suitability and perimeter weights = 0), and then five more with a small additional weight on minimizing perimeter (0.01).
takes to find a solution of unknown quality. In many cases, computer time. Table 4 shows the quality of CPLEX tering and compactness of the reserve system).
773
For the perimeter problems, we also decided in advance Column B lists the difference between the best solution known after 2 min and the bound known at 2 min (expressed as a percentage of the 2-min bound). Column C shows the gap between the best 2-min solution and the final bound (expressed as a percentage of the final bound). Column D is the difference between the best CPLEX solution and the final bound, and replicates table 3 Column D. Column E shows the gap between the best SITES SA solution (of the three SPF levels used) after 50 restarts, and the final CPLEX bound. Note that for SmSP the 2-min solution was known to be within 36% of optimal. As CPLEX proceeded, the lower bound rose 25 percentage points, so this solution eventually proved to be within 10% of optimal. Meanwhile the best known solution improved by 10 percentage points. For the SB problems, most of the improvement after 2 min was due to finding improved solutions, with relatively small changes in the lower bound. 
