ABSTRACT. In this article, we construct a global martingale solution to a general nonlinear Schrödinger equation with linear multiplicative noise in the Stratonovich form. Our framework includes many examples of spatial domains like R d , non-compact Riemannian manifolds, and unbounded domains in R d with different boundary conditions. The initial value belongs to the energy space H 1 and we treat subcritical focusing and defocusing power nonlinearities. The proof is based on an approximation technique which makes use of spectral theoretic methods and an abstract Littlewood-Paley-decomposition. In the limit procedure, we employ tightness of the approximated solutions and Jakubowski's extension of the Skorohod Theorem to nonmetric spaces.
INTRODUCTION
We study the existence of a solution to the nonlinear Schrödinger equation ( , where A is a selfadjoint, non-negative operator A in a Hilbert space H = L 2 (M), F : E A → E * A is a defocusing or focusing power-type nonlinearity, e m , m ∈ N, are real-valued functions, and β m , m ∈ N, are independent Brownian motions. Let us immediately formulate the main result of this paper which contains the existence of a global martingale solution of (1.1) for various different choices of A, M, F , and e m , m ∈ N. 
Choose the nonlinearity from i) or ii).
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for all q ∈ [1, ∞), and u(t) L 2 (M ) = u 0 L 2 (M ) almost surely for all t ∈ [0, T ].
The present paper can be viewed as a continuation of the studies in the joint work of the author with Brzezniak and Weis in [BHW18a] and the author's dissertation [Hor18a] . There, an existence theory for equation (1.1) was developed in general framework based on a variant of the Faedo-Galerkin method replacing some of the orthogonal projections in the approximating equation by means of Littlewood-Paley theory. Roughly speaking, the authors had to assume that A is a Laplace-type operator in the sense that its heat semigroup has generalized Gaussian bounds, that F is a subcritical nonlinearity, that the volume of M is finite, and that certain Sobolev embeddings are compact. In contrast to the first two assumptions which are typical for nonlinear Schrödinger equations, the latter two assumptions are somehow unnatural and restrict the results in [BHW18a] and [Hor18a] to bounded domains and compact manifolds. In particular, the most common case of M = R d was not admissible. The reason for these restrictions is the fact that the authors needed a limit procedure in the strong topology for the nonlinear term.
The goal of this study is a generalization of these results by dropping the assumption of finite volume and compactness of Sobolev embeddings. In view of the existing literature on the deterministic NLS (cf., e.g. [Bol15, Caz03] ), we expect that in this paper, we derive the most general result in terms of spatial domains and differential operators that can be archieved for the stochastic NLS by approximation techniques. In Theorem 1.1, we only cover the most illustrative examples of the unified framework presented below. We point out that similarly to [BHW18a] , one can also treat the fractional NLS on domains and manifolds and replacing the Laplacians by more general elliptic operators is also admissible. Moreover, there are other somehow odd examples like the NLS on graphs or fractals. In order to keep the length of the paper reasonable, we concentrate on the examples mentioned in Theorem 1.1. For the general result, we refer to Theorem 5.13 below. Let us sketch our argument which is based on weak limits and mainly inspired by the deterministic results of [GV85] , Chapter 3 in [Caz03] , and Theorem I.3.6 in [Bol15] and ideas from [BM13] for the stochastic Navier-Stokes equation. Quite similarly to [BHW18a] , [?] , and [Hor18a] we truncate (1.1) by      du n (t) = (−iAu n (t) − iP n F (u n (t))) dt − i ∞ m=1 S n [e m S n u n (t))] • dW (t), t > 0, u n (0) = S n u 0 , (1.3) where P n is a spectral projection associated to A and S n is a selfadjoint operators derived from the Littlewood-Paley-decomposition associated to A. The operators P n and S n are further illustrated in Figure 1 . FIGURE 1. Functions p n and s n with P n = p n (I + A) and S n = s n (I + A).
The reason for using the operators (S n ) n∈N 0 lies in the uniform estimate
needed to estimate the noise and which is false if one replaces S n by P n . As a major difference to [BHW18a] and [Hor18a] , observe that by the lack of compact embeddings, (1.3) is not a finite dimensional stochastic differential equation but a stochastic evolution equation in the range of P n which is an infinite dimensional closed subspace of H = L 2 (M). However, the smoothing properties of P n in the scale of fractional domains of A, i.e. P n L(H,E A ) ≤ C n and P n L(E * A ,H) ≤ C n (1.5)
for some constant C n ∈ (0, ∞) depending on n ∈ N 0 , and the symmetric structure of the noise truncation still guarantee that there is a unique global strong solution of (1.3). We remark that besides its application to the NLS, a similar construction has also been employed in [Hor18c] to construct a solution of a stochastic nonlinear Maxwell equation. This indicates that using operators like S n , n ∈ N 0 , significantly increases the potential of the classical Faedo-Galerkin method. For further illustration, we point out that in the special case c), i.e. M = R d , A = −∆, the operators are Fourier multipliers as they can be written in the form
for x ∈ L 2 (R d ) with the real valued functions p n and s n from Figure 1 . Here, the crucial estimate (1.4) is a consequence of the classical Mihlin Theorem on the boundedness of Fourier multipliers in L p (R d ) and (1.5) is a special case of the Bernstein inequality for functions with the Fourier transform supported in a ball.
After this interlude, we would like to continue our sketch of the existence proof. A Gronwall type argument yields the uniform a priori estimates
for all q ∈ [1, ∞). Let us denote the scale of fractional domains of A by (X s ) s∈N and assume that that there is some γ < 1/2 with X γ ֒→ L α+1 (M). Note that in the applications, this assumption is typically true for subcritical nonlinearities and false for critical ones. As in [BM13] , we take a Hilbert space U * which is compactly embedded in E A . Based on (1.6), we then prove the tightness of the sequence ((u n , F (u n ))) n∈N 0 in the space
equipped with a topology inherited by strong convergence in C([0, T ], U * × U * ) and weak convergence in E A × L α+1 α (M). Jakubowski's extension of the Skorohod Theorem to nonmetric spaces from [Jak98] yields a sequence of random variables (v k ,F k ) k∈N on an enlarged 1 probability spaceΩ which coincides in law with the original sequence and converges almost surely in Z to (v,F ). The function v turns out to be a natural candidate for the global martingale solution since we prove
for some sequence (β ′ m ) m∈N of independent Brownian motions on the large probability space. Finally, we proveF = F (v) and thus, v is indeed the martingale solution we were looking for.
We now classify Theorem 1.1 into the literature on the analysis of the stochastic NLS which has catched significant attention since the first work [dBD99] of de Bouard and Debussche twenty years ago and particularly in the last five years. In contrast to the present article, most authors use fixed arguments based on Strichartz estimates which on the one hand, has the advantage that existence and uniqueness results can be proved simultaneously, but on the other hand, typically restricts the results to specific geometries. We refer to Barbu, Röck-ner, Zhang [BRZ14, BRZ16] and Zhang [Zha17, Zha18] for wellposedness on R d based on a rescaling transformation, de Bouard, Debussche [dBD99, dBD03] , Fan, Xu [FX18] , and the author [Hor18b] for existence and uniqueness on R d via estimates for the stochastic convolution, and to Cheung, Mosincat [CM19] and Brzezniak, Millet [BM14] for similar results on the torus and general compact manifolds, respectively. We emphasize that our approach is tailormade for the general setting and we would like to admit that our procedure is therefore not the natural one to deal with M = R d as we neither use dispersive behavior of the Schrödinger group on R d nor the full strength of harmonic analysis in this case. Despite this deficit, it is worth mentioning that even in the R d -setting, our existence results extends the literature. On the one hand, we reduce the regularity and decay assumptions on the noise coefficients in [BRZ16] and on the other hand, we treat the full range of subcritical nonlinearties which was not possible in the results from [dBD03] and [Hor18a] for noise with low regularity. We further point out that beyond wellposedness results, the rescaling approach of Barbu, Röckner, and Zhang has been succesfully applied to investigate blow-up and scattering [BRZ17, HRZ19] and control problems [BRZ18, Zha19] . To complement the existence result from [BHW18a] , Brzezniak, Weis, and the author showed pathwise uniqueness on 3D compact manifolds, see [BHW18b] and also [Hor18a] for results in 2D. Approximation techniques have also been used by Keller and Lisei [KL15, KL16] . In contrast to [BHW18a] and Theorem 1.1, however, their results are restricted to 1D bounded domains. Let us point out that in every article mentioned so far, the noise is considered to be white in time, but not in space. Very recently, other authors, most notably Gubinelli, Ugurcan, and Zachhuber [GUZ18] , Debussche, Weber [DW18] , and Debussche, Martin [DM19] , also constructed solutions to the NLS with purely spatial white noise combined with renormalization. Furthermore, we would like to mention existence results for jump noise by Brzezniak, Manna, and the author in [?] and by de Bouard, Hausenblas, and Ondrejat in [dBH19, dBHO19] .
The paper is organized as follows. After formulating the assumptions in Section 2, we concentrate on the wellposedness and the uniform estimates for the truncated equation in Section 3. In Section 4, a tightness criterion is derived which helps to pass to the limit in Section 5. In Section 6, we finally, we present some examples which are covered by the general framework and thereby, we prove Theorem 1.1.
Notational remarks.
Before we start with the mathematical content of the paper, let us briefly recall some notations which will be frequently used.
• We consider a finite time horizon T > 0 and we assume that (Ω, F , F, P) is a filtered probability space with the usual conditions. • If (A, A) is a measurable space and X : Ω → A is a random variable, then the law of X on A is denoted by P X .
• If functions a, b ≥ 0 satisfy the inequality a ≤ C(A)b with a constant C(A) > 0 depending on an expression A, we write a b and sometimes a A b if the dependence on A shall be highlighted. Given a b and b a, we write a b.
• For two Banach spaces E, F over K ∈ {R, C}, we denote by L(E, F ) the space of linear bounded operators B : E → F and abbreviate L(E) := L(E, E) as well as E * := L(E, K). We write
THE SETTING
Let (X, Σ, µ) be a σ-finite measure space with metric ρ satisfying the doubling property, i.e. µ(B(x, r)) < ∞ for all x ∈ X and r > 0 and µ(B(x, 2r)) µ(B(x, r)).
(2.1)
The standard complex inner product on H is denoted by
Let A be a C-linear non-negative selfadjoint operator on H with domain D(A). By X θ , θ ∈ R, we denote the scale of fractional domains of A, i.e. X θ := D((Id +A) θ ) for θ ≥ 0 equipped with the norm
and X −θ , θ ≥ 0, is the completion of H with respect to the norm
In the context of the NLS, it is necessary that all our function spaces consist of C-valued functions. However, in view of the stochastic integration theory and the compactness results we will present in Section 4, it is more convenient to interpret these spaces as real Hilbert or Banach spaces. Hence, we often treat H as real a Hilbert space with the inner product Re(u, v) H for u, v ∈ H. Obviously, the real and the complex inner product induce the same norms and hence, both spaces are topologically equivalent. The Hilbert space E A := X 1/2 with
is called the energy space and · E A the energy norm associated to A. We further use the notation E * A := X − by A. Similarly to H, the spaces E A and E * A can be interpreted as real Hilbert spaces. Assumption 2.1. We assume the following:
(i) There is a strictly positive selfadjoint operator S on H commuting with A which fulfills D(S ρ ) = D(A) for some ρ > 0. Moreover, we assume that S has generalized Gaussian
for all t > 0 and (x, y) ∈ M × M with constants c, C > 0 and m ≥ 2.
(ii) There is a sequence
We point out that item (ii) in Assumption 2.1 is a far reaching generalization of the assumption of compactness of the embedding E A ֒→ L α+1 (M) which was present in [BHW18a] and [Hor18a] . In fact, this assumption is weak enough to cover Laplacians on unbounded domains, the full space R d , and some non-compact manifolds as we will show in Section 6. In the following, we abbreviate the real duality in E A with Re ·, · := Re ·, · 1
extends ·, · in the sense that we have
We now proceed by specifying the class of nonlinearities which is admissible in our framework.
Assumption 2.2. Let α ∈ (1, p ′ 0 − 1) and (M n ) n∈N ⊂ B(M) be chosen as in Assumption 2.1. Then, we assume the following:
We further assume F (0) = 0 and
iii) The map F has a real antiderivativeF , i.e. there exists a Fréchet-differentiable map
Note that Assumptions 2.1 and 2.2 lead to F ∈ C(E A , E * A ) since we have the contin-
Moreover, we will often use that Assumption 2.2 ii) and the mean value theorem for Fréchet differentiable maps imply
We will cover the following two standard types of nonlinearities.
Assumption 2.4. We assume either i) or i'): i) Let F be defocusing and satisfy
i') Let F be focusing and satisfy
and there is θ ∈ (0, 2 α+1 ) with
Here (·, ·) θ,1 denotes the real interpolation space and we remark that by [Tri95] , Lemma 1.10.1, the embedding (2.9) is equivalent to
(2.10)
for some β 1 > 0 and β 2 ∈ (0, 2) with α + 1 = β 1 + β 2 . Let us continue with the definitions and assumptions for the stochastic part.
Assumption 2.5. We assume the following: i) Let (Ω, F , P) be a complete probability space, Y a separable real Hilbert space with ONB (f m ) m∈N and W a Y -valued cylindrical Wiener process adapted to a filtration F satisfying the usual conditions. ii) Let B : H → HS(Y, H) be a linear operator and set B m u := B(u)f m for u ∈ H and m ∈ N. Additionally, we assume that
(2.12)
Under the previous assumptions, we investigate the following stochastic evolution equation with the Stratonovich noise
where the stochastic differential is defined by
(2.14)
Below, we will always use the Itô form of this equation which reads
where the linear operator µ is defined by
We next introduce the concept of a martingale solution to the problem (2.15).
with the usual conditions;
• a Y -valued cylindrical Wiener W ′ process onΩ adapted toF;
is called global martingale solution of (2.15) in E A if we have
We remark that martingale solutions are also often called stochastically weak solutions. Note that our solution concept is also somehow weak in the analytical sense, since the equation is posed in E * A and we do not ask for continuity of the solution in E A .
UNIFORM ESTIMATES FOR A TRUNCATED EQUATION
We first construct the truncation operators we will use to approximate (2.15). Later, we will formulate approximative equations and show that they have unique global solutions. Uniform estimates for these solutions are then deduced as a foundation of a limiting procedure.
Let us take a function
, 2] and m∈Z ρ(2 −m t) = 1 for all t > 0. For the existence of ρ with these properties, we refer to [BL76] , Lemma 6.1.7. Then, we fix n ∈ N 0 and define
, 2], we infer
In particular
Moreover, we define p n : (0, ∞) → R, n ∈ N 0 , by p n (λ) = 1 (0,2 n+1 ) (λ) for λ ∈ (0, ∞). In Figure  ? ?, we display the functions p n , s n : (0, ∞) → R. Now, the operator sequences (P n ) n∈N 0 and (S n ) n∈N 0 are fixed by
for n ∈ N 0 using the Borel functional calculus of S.
FIGURE 2. Functions p n and s n with P n = p n (S) and S n = s n (S).
Since item (a) implies P n | Hn = I Hn and P n L(H) ≤ 1, we infer P n y m = y m → y and P n y m → P n y for m → ∞. This implies y = P n y ∈ P n (H) and thus, P n (H) is a closed subspace of H. From D(S ρ ) = D(A) and the injectivity of S (cf. Assumption 2.1) as well as complex interpolation, we infer
Next note that for all a > 0 it holds that (0, ∞) ∋ λ → λ a p n (λ) is a bounded function with
Hence, we get S a P n L(H) ≤ 2 (n+1)a . This and (3.4) prove
This proves H n = P n (H) ⊂ E A . Due to P n = p n (S), P n commutes with (Id +A) 1 2 and (Id +A) − 1 2 since S and A commute by Assumption 2.1. We obtain
which completes the proof of item (b). The contractivity of P n and (3.4) further imply
By (3.5) and the two previous estimates, we can extend P n to an operator P n :
To show that P n (E * A ) = H n , we take y ∈ P n (E * A ) and note that there exists (x k ) k∈N ⊂ H with P n x k → y in H . Thus, we obtain y ∈ P n (H) = H n by item (a). This implies
This shows item (c). The fact that AP n x = P n Ax for x ∈ E A shows A| Pn(E A ) ⊂ P n (E * A ) = H n and the estimate
proves A| Hn maps H n to H n boundedly.
Below, the operator A| Hn will typically also be denoted by A. We continue with the properties of the operators S n , n ∈ N 0 .
Lemma 3.2. a) For each
Proof. Step 1. Since s n is real-valued and bounded by 1, the operator S n is selfadjoint and bounded with S n L(H) ≤ 1. The fact that for all λ ∈ (0, ∞) we have [p n (λ)][s n (λ)] = s n (λ) ensures P n S n x = S n x for all x ∈ H and therefore, we get S n (H) ⊂ P n (H) = H n . Next observe that item (b) is a direct consequence of the assumption that S and A commute.
Step 2. Next, we show item (c) based on a spectral multiplier theorem by Kunstmann and Uhl, [KU15] , for operators with generalized Gaussian bounds. In view of Theorem 5.3 in [KU15] , Lemma 2.19 and Fact 2.20 in [Uhl11] , it is sufficient to show that s n satisfies the Mihlin condition 6) for some γ ∈ N uniformly in n ∈ N 0 . This can be verified by the calculation
After having established some nice properties of each P n and S n for n ∈ N 0 , we continue with the limiting behaviour of these operators as n → ∞.
Lemma 3.3. Let θ ∈ (0, ∞) and x ∈ X θ . Then it holds that
Proof. Observe that for all λ ∈ (0, ∞) it holds that p n (λ) → 1 and s n (λ) → 1 as well as |p n (λ)| ≤ 1 and |s n (λ)| ≤ 1. By the selfadjoint functional calculus of S, we thus get
for y ∈ H. The fact (I + A) θ commutes with both P n and S n proves the assertion.
Using the operators P n and S n , n ∈ N 0 , we approximate our original problem (1.1) by the stochastic evolution equation in H n given by
We emphasize that the truncation of the initial value by S n could also be replaced by P n , which has been used in [BHW18a] . We choose S n here since this makes the energy estimates slightly more natural in the defocusing case, see equation (3.25) below. With the Stratonovich correction term
the approximated problem can also be written in the Itô form
We remark that by the mapping properties of the operators P n and S n (cf. Lemma 3.1 and Lemma 3.2), (3.7) can be viewed as a stochastic differential equation in the Hilbert space H n = P n (H) equipped with the scalar product inherited from H. First, we are concerned with a local wellposedness result for (3.7). Note that this is not as simple as in [BHW18a] , where the compactness of the embedding E A ֒→ L α+1 (M) and the finite volume of M ensured that H n was finite dimensional. The regularizing properties of P n from Lemma 3.1, however, compensate this and ensure the local Lipschitz property of the truncated nonlinearity in the H-norm.
Proposition 3.4. Fix n ∈ N 0 . Then there is a unique maximal solution u n , (τ n,k ) k∈N , τ n of (3.7) with continuous paths in H n , i.e. there is an increasing sequence (τ n,k ) k∈N of stopping times with τ n = sup k∈N τ n,k and
almost surely on {t ≤ τ n,k } for all k ∈ N. Moreover, we have the blow-up criterion
Proof. The assertion follows if we can show that the functions f n : H n → H n and σ n :
are Lipschitz on balls in H n . Given R > 0 and x, y ∈ H n with x H ≤ R and y H ≤ R, we estimate
where we used (2.12). The regularizing properties of P n from Lemma 3.1, the local Lipschitz estimate of F and the fact that x = P n x and y = P n y yield
Using also item (d) in Lemma 3.1, we deduce
From (2.12), we infer
The following shows that the local solutions of the truncated equations in fact exist for all times due to mass conservation. We skip the proof since it is identical with the analogous result in [BHW18a] , Proposition 5.4. Proposition 3.5. For each n ∈ N 0 , there is a unique global solution u n of (3.7) with continuous paths in H n and we have the estimate
Definition 3.6. We define the energy E(u) of u ∈ E A by
Besides the L 2 -conservation, the main structural feature of the deterministic NLS is the energy conservation. The stochastic noise, however, destroys this property. Fortunately, though, it is possible to generalize the energy conservation by a Gronwall type argument. In order to use energy estimates to deduce uniform estimates in E A , we distinguish between defocusing and focusing nonlinearities. In fact, we proved the same estimates already in [BHW18a] and (with nonlinear noise and a slightly different truncated equation) in [Hor18a] without using the additional assumption on the compactness of the embedding E A ֒→ L α+1 (M) which was only needed in different parts of the existence proofs there. However, we repeat the argument at least in the case of a defocusing nonlinearity in order to convince the reader that only the properties of P n and S n as stated in Lemma 3.1 and in Lemma 3.2 are used.
Proposition 3.7. Under Assumption 2.4 i), the following assertions hold:
a) For all q ∈ [1, ∞) there is C > 0 with
In particular, for all r ∈ [1, ∞) there is C 1 > 0 with
Proof. Itô's formula and Proposition 3.5 lead to the identity
These identities simplify (3.14) and we get
almost surely for all t ∈ [0, T ]. Next, we fix δ > 0, q > 1 and apply the Itô formula to the process on the LHS of (3.15) and the function
we obtain
almost surely for all t ∈ [0, T ]. In order to treat the stochastic integral, we use Lemma 3.2 and Proposition 3.5 to estimate for fixed
and (2.3), (2.7) and Lemma 3.2 to estimate
(3.18)
The Burkholder-Gundy-Davis inequality, the estimates (3.17) and (3.18), Assumption 2.5 and Lemma 5.6 in [BHW18a] prove for any ε > 0 E sup
To estimate the integrands of the deterministic integrals, we fix s ∈ [0, T ] and get
for m ∈ N and s ∈ [0, T ]. Moreover, note that
Substituting the inequalities (3.19) to (3.23), into the identity (3.16), we get for each
Choosing ε > 0 small enough in inequality (3.24), the Gronwall lemma yields
with a constant C > 0, which is uniform in n ∈ N 0 . Since we are in the defocusing case, we obtain
and thus, we have proved the estimate (3.11). Since the assumption that F is defocusing, i.e. F (w) ≥ 0 for all w ∈ E A , implies
it follows that we also have (3.12). To prove b), we employ Assumption 2.2 and (3.12) to deduce
As announced above, we skip the proof of the following result in the focusing case since it is similar to Proposition 5.8 in [BHW18a] . 
Since the Arzela-Ascoli theorem is a powerful tool to prove compactness, equicontinuity typically plays an important role in compactness arguments. We present a variant for stochastic processes which is formulated via the notion of stochastic convergence. Definition 3.9 (Aldous condition). Let (X n ) n∈N 0 be a sequence of adapted stochastic processes in a Banach space E. Assume that for every ε > 0 and η > 0 there is δ > 0 such that for every sequence (τ n ) n∈N 0 of [0, T ]-valued stopping times one has
In this case, we say that (X n ) n∈N 0 satisfies the Aldous condition in E.
Proposition 3.10. The sequence (u n , F (u n )) n∈N 0 satisfies the Aldous condition in X γ ×L α+1 α (M).
Proof. As in [BHW18a] , one can show that there is C 1 > 0 which satisfies
for all n ∈ N 0 . Proposition 3.7 and Proposition 3.8 imply that there is C 2 > 0 such that
for all n ∈ N 0 . Using this and the fact that
By the Tschebyscheff inequality, we obtain for all δ, η > 0
Therefore, we obtain that for all ε, η > 0 there exists δ > 0 such that
This completes the proof Proposition 3.10.
ABOUT COMPACTNESS IN AN APPROPRIATE LOCALLY CONVEX SPACE
In the previous section, we have shown that the solutions to the truncated equations satisfy uniform estimates in E A as well as the stochastic equicontinuity condition called Aldous condition. Now we will study a locally convex space in which these properties lead to tightness and whose topology is strong enough to pass to the limit in equation (3.7).
Definition 4.1. Let X be a Banach space with separable dual X * . Then, we define
Let U be a separable Hilbert space which is compactly embedded and dense in E A (cf., e.g., Lemma C.1 in [BM13] ). We point out that by the embeddings L α+1 α (M) ֒→ E * A and X γ ֒→ E * A , we can deduce that also the embeddings L α+1 α (M) ֒→ U * and X γ ֒→ U * are compact and dense. Furthermore, we set
and define a locally convex topology Z on Z by the seminorms
We proceed with some properties of a function space which is closely connected to our truncated problem 3.7.
Lemma 4.2. Let n ∈ N. a) We have
Proof.
Step 1. First, we show that H n = {v ∈ H : v = P n v}. The inclusion ⊃ is an immediate consequence of H n = P n (H). Let v ∈ H n . Then, there exists w ∈ H such that v = P n w. Hence, we get P n v = P 2 n w = P n w = v. This proves the inclusion ⊂.
Step 2. From the first step, we infer
is an immediate consequence of (4.5).
Step 3.
As a consequence of item a) and P n ∈ L(E A ) (cf. Lemma 3.1), we deduce u k (t) = P n u k (t) ⇀ P n u(t) in E A for all t ∈ [0, T ]. This implies u(t) = P n u(t) for all t ∈ [0, T ] and thus, by a), (u,
The proof of item b) is therefore completed.
We next want to ensure that the quantities which occur in the uniform estimates from the previous section actually make sense as functions on Z.
Lemma 4.3. (a) For all (u, G) ∈ Z it holds that
, be the functions which satisfy for all (u, G) ∈ Z that
Then, it holds that Φ 1 and Φ 2 are lower semicontinuous.
Step 1. For item a), it is sufficient to prove that for a Banach space E and
The uniform boundedness principle thus proves
Step 2. By the dense embeddings U ֒→ E A ֒→ E *
and
and sup
Combining this with the fact that the supremum of continuous functions is lower semicontinuous proves the assertion.
Proposition 4.4. Let K be a subset of Z and r > 0 such that
Then, K is sequentially relatively compact in (Z, Z). Proof.
Step 1: Let K be a subset of Z such that the assumptions a) and b) are fulfilled. Let us choose a sequence we infer that the embeddings X γ ֒→ U * and L α+1 α (M) ֒→ U * are compact. Combining this with Assumption a), we can choose for each j ∈ N a subsequence of ((z n (t j ), G n (t j ))) n∈N again denoted by ((z n (t j ), G n (t j ))) n∈N which converges strongly in U * × U * and weakly
. By a diagonalisation argument, one obtains a common subsequence ((z n (t j ), G n (t j ))) n∈N which converges strongly in U * × U * and weakly in . By density, each of these balls contains an element of the sequence (t j ) j∈N , say t j l ∈ U l δ for l ∈ {1, . . . , L} . In particular, the sequence ((z n (t j l ), G n (t j l ))) n∈N is strongly Cauchy in U * × U * and weakly
Hence, there is n 0 ∈ N such that for n, m ∈ N with n, m ≥ n 0 we have
Now, we fix t ∈ [0, T ] and take l ∈ {1, . . . , L} with |t j l − t| ≤ δ. We use (4.6) and (4.7) to get for n, m ≥ n 0
The estimates (4.6) and (4.8) further yield for n, m ≥ n 0
We conclude for n, m ≥ n 0
In conclusion, we deduce for n, m ≥ n 0
as n → ∞.
Step 2: It is now sufficient to show that (w,
) and (z, G) = (w, G). Steps 1 and 2 prove that there is a subsequence
This yields the continuity of t → (w(t), G(t)) in X γ × L α+1 (M), which finally proves the assertion.
As a consequence of the deterministic compactness criterion from Proposition 4.4, we get the following tightness result. 
Then the sequence of laws P (un,Gn) n∈N is tight in (Z, Z), i.e. for every ε > 0 there is a sequentially compact set K ε ⊂ Z with
Proof. Let ε > 0, let
, and let
Using the Tschebyscheff inequality, we obtain
By Lemma 4.4 in [BHW18a] , one can use the Aldous condition to get a Borel subset A of
From the Strauss Lemma (cf., e.g., Lemma A.3 in [BHW18a] ) and X γ ֒→ E A , we infer
We define K := A ∩ B where the closure is understood in Z. The set K is compact in Z by Proposition 4.4 and we can estimate
This completes the proof of Corollary 4.5.
PASSING TO THE LIMIT IN THE TRUNCATED EQUATION
Based on the results in the previous sections, we would like to pass to the limit in equation (3.7) in order to prove our main result. Crucial for this strategyv is Jakubowski's version of the Prokhorov-Skorohod procedure in nonmetric spaces. We state this result in the form of [Ond10] and refer to [Jak98] for the original source. Starting from [BO11] , this theorem has been frequently to prove existence theorems for SPDE.
Proposition 5.1 (Skorohod-Jakubowski). Let X be a topological space such that there is a sequence of continuous functions f m : X → R that separates points of X . Let A be the σ-algebra generated by (f m ) m . Then, (i) every compact subset of X is metrizable, (ii) every Borel subset of a σ-compact set in X belongs to A, (iii) every probability measure supported by a σ-compact set in X has a unique Radon extension to the Borel σ-algebra on X , and (iv) for every tight sequence (µ n ) n∈N of probability measures on (X , A) there exist a subsequence (µ n k ) k∈N , a probability space (Ω,F,P), and Borel measurable random variables
As in the previous section, U is a separable Hilbert space which is compactly embedded and dense in E A , we denote
and we define the topology Z on Z by the family of seminorms P from (4.2).
Proposition 5.2. Let (u n ) n∈N be the sequence of solutions to the Galerkin equation (3.7). Then, there are a subsequence (u n k ) k∈N , a probability space (Ω,F,P) and Borel measurable random variables
which satisfy that
Proof. Let (ψ k ) k∈N ⊂ U × U be a sequence which is dense in the unit ball of U × U and
These functions are continuous by the choice of seminorms on Z. Let us take
Hence, we obtain for all n ∈ N that
Since (u 1 , G 1 ) and (u 2 , G 2 ) are both contained in
We have thus proved that the sequence (f n,k ) n,k∈N separates points of Z. In particular, item (i) in Proposition 5.1 implies that sequential compactness and compactness coincide in Z. Combining this with the Propositions 3.7, 3.8, and 3.10 and 1 Corollary 4.5 shows that the law of (u n , F (u n )) n∈N is tight in (Z, Z). Item (iv) in Proposition 5.1 then proves the assertion.
As a Corollary of the previous result and the uniform estimates for u n , n ∈ N, we get:
2) and the fact that
α (M))P-almost surely. Let us recall from Propositions 3.7 and 3.8 that there exists C > 0 which satisfies
Next note that Lemma 4.3 ensures that the functions
for (u, G) ∈ Z are lower semicontinuous. In particular Φ 1 and Φ 2 are measurable and thus, the identityP
Step 2. Recall that we have
By the uniqueness of weak-star limits, we deduce v =v andF =F , which proves the assertion of item b).
Proof. From the definition of the topology Z on Z, we infer for all t ∈ [0, T ]
, and the fact that bounded linear operators are weakly continuous show (5.4) and (5.5). Using (5.8), Lemma 3.3, and item (c) in Lemma 3.1, we deduce for all
Lemma 3.3 proves for all m ∈ N, ϕ ∈ H that
L(H) < ∞ (cf. Assumption 2.5), and Lebesgue's dominated convergence theorem ensure for all
Moreover, observe that by
L(H) < ∞ (cf. Assumption 2.5) and the fact that S n , n ∈ N, are contractive selfadjoint operators (cf. Lemma 3.2), we conclude that µ n k and µ are bounded selfadjoint operators on H. Thus, we get for all
We have therefore proved (5.7), which completes the proof of Lemma 5.4.
Consider the map
be the functions which satisfy
Then, for all k ∈ N it holds that Φ k and Ψ k are measurable.
Proof. ad Φ k : For R ∈ N, we define
Lemma 4.3 then implies that Z R is a closed set in Z and
It is thus sufficient to show that the maps
are continuous. In order to show this, we take
Lemma 5.4 yields that the integrands on the RHS of (5.9) convergence to 0 for each r ∈ [0, T ].
The definition of Z R and Lebesgue's dominated convergence theorem hence imply
as n → ∞, which finally proves the assertion. ad Ψ k : For fixed ϕ ∈ H, we consider the linear operator T :
Since the operators S n k B m S n k are bounded and selfadjoint and u n (r) ⇀ u(r) in H for all r ∈ [s, t], we infer that for fixed m ∈ N, r ∈ [s, t] it holds that
as n → ∞. Due to the estimate
Lebesgue's dominated convergence theorem yields
. By the continuity of the inner product on L 2 ([s, t] × N), we get
As in the case of Φ k this implies that Ψ k : Z → R is measurable.
be the stochastic processes which satisfy
Recall from Proposition 3.5 and (3.7) that we have
Hence, we obtain that M k is a continuous square integrable martingale w.r.t the filtration F k,t := σ (u n k (s) : s ≤ t). The quadratic variation is given by
From Lemma A.16 in Appendix A in [Hor18a] , we infer
and Lemma 5.5, we deducẽ 
Proof. Throughout this proof let s ∈ [0, T ] and let h be a bounded, continuous function on F ) ) and (5.12) thus show that N has continuous paths in E * A . The process LN therefore has continuous paths in H.
Step 2. Recall from Proposition 5.2 that we have (v k ,F k ) → (v,F ) almost surely in Z as k → ∞. In particular, this yields v k → v almost surely in C([0, T ], U * ). From Lemma 5.4, we can thus deduce that for all ψ ∈ E A it holds almost surely for all r ∈ [0, T ] that
as k → ∞. From Proposition 5.3, we further obtain
Vitali's convergence theorem thus proves
Step 3. Note that as in the proof of Lemma 5.4, one can deduce
almost surely for all t ∈ [0, T ], and Lebesgue's dominated convergence theorem, we infer
and Vitali's convergence theorem thus ensure for all p ∈ [1, ∞) that
Consequently,
As a combination of (5.13), (5.14), (5.15), and the embedding U ֒→ E A we deduceẼ for all 0 ≤ s ≤ t ≤ T , ψ, ϕ ∈ U and bounded, continuous functions h on C([0, T ], U * ). Now, let η, ζ ∈ H. Then ι * η, ι * ζ ∈ U and for all z ∈ U * , we have Re Lz, η H = Re z, ι * η U * ,U . By the previous considerations, LN is a continuous, square integrable process in H and the identities (5.16) and (5.17) implỹ
Lemma A.16 in [Hor18a] finally ensures that LN is a continuous, square integrable martingale in H with respect to the filtrationF t := σ (v(s) : s ≤ t) which has the quadratic variation
Combining Lemma 5.7 and the Martingale Representation Theorem from [DPZ14] , Theorem 8.2, we obtain the following result.
Proposition 5.8. There exists a stochastic basis (Ω,F ,P, (F t ) t ) and a Y -cylindrical Wiener process
where, with a slight abuse of notation, we write
We skip the proof which is similar to the proof of Theorem 1.1 on page 49 in [BHW18a] . We would like to point out that at first glance, the equation (5.18) should be understood in the auxiliary space U * . By (v,F ) ∈ Z, however, each term is sufficiently regular that the equation holds in the natural space E * A . Of course, Proposition 5.8 is a crucial step towards our goal of proving the existence of a martingale solution to (1.1). It remains to showF (t) = F (v(t)) almost surely for all t ∈ [0, T ]. Before we tackle this problem, let us use (5.18) to verify that the mass of v is conserved. The following Lemmata are needed to be prepared for this proof.
Lemma 5.9. a) For all n ∈ N, t ∈ [0, T ], the map Ψ n,t : Z → R given by
Proof. Let us fix n ∈ N, t ∈ [0, T ] and choose (u k , G k ), (u, G) ∈ Z such that (u k , G k ) → (u, G) in Z as k → ∞. This and Assumption 2.1 imply
(5.20)
In particular, the sequence (G k (t)) k∈N ⊂ L (α+1)/α (M) is bounded and we get
which shows item a). Next note that (5.20) and the Lipschitz property of F show F (u k (t)) → F (u(t)) in L (α+1)/α (M n ). As a consequence, we obtain
for all g ∈ L α+1 (M). This is sufficient for item b). Since L (α+1)/α (M) is separable with dual space (L (α+1)/α (M)) * = L α+1 (M), we can take (g l ) l∈N ⊂ L α+1 (M) such that for all f ∈ L (α+1)/α (M), we obtain
Lebesgue's dominated convergence theorem hence proves Proof.
Step 1. By item c) in Lemma 5.9 and Proposition 5.2, we obtain for all t ∈ [0, T ] that 6.1.1. Neumann boundary conditions. From now on, we assume that M ⊂ R d is a Lipschitz domain. Note that due to the square root property (cf.,e.g., [Ouh09] , Theorem 8.1), we have E A = H 1 (M). By choosing S = ε−∆ N for some ε > 0 and applying Theorem 6.10 in [Ouh09] , we guarantee that e −tS has Gaussian bounds. This proves Assumption 2.1 (i) for p 0 = 1. Let us recall Stein's extension theorem (cf., e.g., Adams & Fournier [AF03] , Theorem 5.24): There is a total extension operator E M for M, i.e. a linear operator E M :
for every p ∈ [1, ∞), k ∈ N 0 there is K = K(k, p) ∈ (0, ∞) such that for every u ∈ W k,p (M) it holds that E M u = u a.e. on M and
Note that by complex interpolation, this proves E M ∈ L(H s (M), H s (R d )). Since A is a selfadjoint operator, we have
Due to the assumption α ∈ (1, 1 + 4 (d−2) + ) and, e.g, Theorem 2.8.1 in [Tri95] , there is γ ∈ [0, 1/2) such that the Sobolev embedding
holds. This and (6.1) yield that there is γ ∈ [0, 1/2) with X γ ֒→ L α+1 (M), since
We have thus established Assumption 2.1 (iii). Finally, Assumption 2.1 (ii) is a consequence of the following Lemma and E A = H 1 (M).
Lemma 6.1. Let M ⊂ R d be a Lipschitz domain, let M n ⊂ M, n ∈ N, satisfy M n = {x ∈ M : |x| ≤ n}, and take (u k ) k∈N ⊂ H 1 (M), u ∈ H 1 (M) with u k ⇀ u in H 1 (M) for k → ∞. Then, for all n ∈ N it holds that u k → u in L α+1 (M n ) as k → ∞.
Proof. We fix n ∈ N and observe that the restriction operator R :
, Ru = u| M is bounded. Hence, we deduce RE M u k ⇀ RE M u in H 1 (B(0, n)) and from the RellichKondrachov theorem, we infer that H 1 (B(0, n)) ֒→ L α+1 (B(0, n)) is compact. The fact that compact operators map weakly convergent sequences to strongly convergent ones thus proves RE M u k → RE M u in L α+1 (B(0, n)) and therefore, u k → u in L α+1 (M n ).
6.1.2. Dirichlet boundary conditions. Now, let M ⊂ R d be a domain and A = −∆ D . As in the Neumann case, we get E A = H 1 0 (M) as a consequence of the square root property and with S = ε − ∆ D for an arbitrary ε > 0, Theorem 6.10 in [Ouh09] shows that e −tS has Gaussian bounds. This proves Assumption 2.1 (i) for p 0 = 1. Moreover, we observe that the trivial extension operator E M,0 : . Using the same arguments as in the Neumann case with E M replaced by E M,0 it is now straightforward to complete the proof of Assumption 2.1 for the Dirichlet Laplacian.
6.2. The stochastic NLS on the full space. In contrast to the case of domains in R d , it is actually simpler to verify Assumption 2.1 for M = R d and A = −∆ with S = ε − ∆. Item i) holds since the heat kernel equals the density of the Gaussian distribution of R d , item ii) is true for M n = B(0, n), n ∈ N, and item iii) follows from the Sobolev embeddings of the Bessel potential spaces on R d . Actually, our procedure is not the natural one to deal with M = R d as we neither use Strichartz estimates nor other consequences of the dispersive behavior of the Schrödinger group on R d . In the deterministic theory, these methods have been proved very useful and instead of going into further details, we just refer to the popular monographs [Tao06] , [Caz03] , and [LP14] . Also in the presence of stochastic noise, Strichartz estimates have been succesfully applied in the literature. We would like to mention articles using a truncation of the nonlinearity and estimates for the stochastic convolution (e.g. [dBD99] ,
