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Abstract
Noise, vibration and harshness (NVH) levels in the luxury automotive industry are
used by customers as a subjective method of determining the vehicle quality. This can be
achieved by adjusting the vehicle design, where simulations are used to predict the NVH
behaviour. Changes can be expensive and time consuming when made after the design
stage has been completed, so it is important to produce accurate simulations of the prod-
uct. Variability exists to some extent in all products, even those just off the production
line, however, if a high level of variability exists then only a small portion of products
will meet the predicted behaviour.
The aim of the project is to provide information that may lead to the reduction of vari-
ability in an automotive vehicle. This is acheived by quantifying the statistical spread of
FRFs (frequency response function) in a set of nominally identical vehicles. Once overall
levels have been calculated, the location of the most variable souces can be identified.
Project also seeks to develop new methods of analysis for the system phase response to
determine whether further information may be extracted compared to the magnitude re-
sponse.
There are three main themes that run throughout this thesis, with the first being the
quantification of variability due to the measurement taking process which is covered in
chapter 3. A novel application of a method to separate the measurement variability from
the overall system uncertainty was achieved as well as the quantification of the vehicle-
to-vehicle variability.
The second theme that runs through the study concerns the identification of variabil-
ity sources. This is realised in chapter 4 and chapter 6 as a set of structural and acoustic
tests on a luxury sedan door. The trim was found to be held to the door panel by a series
of 11 polymer clips and 4 metal screws. The variability of small changes to a significant
boundary condition at the door trim was quantified, showing that the removal of rigid
clips had a more significant effect on the overall variability that if a loose clip has been
removed. It was also found that clips at the corners were the most sensitive to change.
The final theme outlines and tests new analysis methods on the phase and compares
the statistical spread of the phase with the equivalent spread of the magnitude. Data
taken from the same tests was used and for most of the cases the two results were found
to be approximately the same.
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Chapter 1
Introduction
1.1 Motivation for research and industrial overview
As part of a premium market, the levels of noise and vibration within the passenger cabin
of vehicles are often used as perceived levels of quality by customers, and therefore are
of high importance. In more serious cases the level of noise and vibration can be an indi-
cation as to a problem with the machinery. Differences in the system are often noticed by
operators and experienced engineers, however efforts to accurately quantify the changes
to acoustic and structural noise, vibration and harshness (NVH) levels are important steps
when seeking to eradicate issues.
Jaguar Land Rover uses customer defined experiences as well as government legisla-
tion to determine long term goals and boundaries in which the acoustic emissions from
the vehicle must fall within. The boundary levels of the interior noise are determined by
the customer, whereas the amount of exterior noise the vehicle is allowed to produce is
set by the government. The changes are often carried out on a design level where simu-
lations are used to predict the NVH behaviour of the system. Making further changes to
the system after the design stage can be difficult and expensive so it is important to apply
methods early on that reduce both sources of significant vibration as well as the system
variability.
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Variability between products will always exist to some degree, both in older vehicles
and those just off of the production line, and whilst steps to improve the accuracy of sim-
ulations are vital, if a high variability is present, then only a small number of the products
will meet the predicted behaviour. Reducing the uncertainty, therefore, saves the com-
pany money in the long run by reducing the number of vehicles that fall outside of the
target boundaries.
Impact hammers and shakers, along with accelerometers are used to determine the
frequency response function (FRF). Both the vibration transfer function (VTF) and FRF
data will display resonant frequencies in the system, which may be related to the natural
frequencies of certain components. Using this method, components producing significant
amplitude may be identified and the system variability may also be determined from the
statistical spread of results. Quite often the magnitude of a VTF is used when carrying out
NVH analysis of a system and the phase is left discarded. Taking measurements of the
VTF is vital information when making descisions on design modifications. Several stud-
ies [41, 46] have shown that valuable information may be obtained from analysis of the
phase. Although the topic of research is formed around the understanding of the phase
angle of the frequency response function (FRF), the research deliverables have allowed
for a wider scope of study which will be covered both in the literature review and in the
following chapter of this thesis.
This research is part of the Program for Simulation Innovation (PSi) from Loughbor-
ough University, and forms part of the sub-project theme 2: 2.6 Improving Vehicle Noise
Variability Though Understanding of Phase Angle. The research was broken down into a
number of ”deliverables” outlined by Jaguar Land Rover.
1.2 Thesis objectives
The objectives of this thesis therefore include:
1. The understanding of current NVH optimisation methods to determine areas in
15
which development is necessary.
2. The quantification of real world structural variability load cases.
3. The study and development of methods used to separate variability sources.
4. The quantification of measurement variability and a design of experiments in which
the outcomes are used to further improve experimental methodology.
5. A study of how small variations to boundary conditions affect the overall system
uncertainty in both a real world case and a simulated scenario under broadband
loaded conditions.
6. To determine whether the location of boundary condition changes are significant to
the variation of the system.
7. A study on whether further information may be obtained by running statistical and
other analysis methods on the phase of the frequency response function.
1.3 Thesis contributions
This thesis contributes to the area of vehicle NVH and variability of automotive engi-
neering by introducing novel thinking, techniques and the application of analysis meth-
ods to new, complex scenarios for the benefit of JLR and the wider scientific community.
The first contribution involves the development of measurement techniques at JLR and
the quantification of the structural variability of a range of Range Rover Evoque vehi-
cles. Coherence data was used with an algorithm developed by Bendat [26] to predict the
measurement variability associated with the experimental set-up used in the Evoque ve-
hicle testing. Measurement variability was separated from the overall vehicle-to-vehicle
variability with the used of Bendat’s formulation and without needing to measure the
experimental error directly.
The study concerning a luxury sedan door has contributed useful information that
may applied to the design of trim boundary conditions in an automotive door. This is a
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important step as the trim, with its many attachments and, in some cases, large surface
area can be a significant source of noise, especially as it is located close to the passenger.
The attached door and trim is defined here as the body in white frame (with bolted rivets)
and the trim, including cabin, windows, rubber seals and other extra components. The
study resulted in suggestions such as, reinforcing clips at the door corners, as this area has
been found to be sensitive to change. It was also found that if all of the clips are rigidly
held in place, then overall the trim is less sensitive to variability.
New methods of analysis to produce a statistical spread have been carried out with the
phase. The results for many of the cases were found to compare well with the coherence,
however, the literature reports that the two only approximate one another rather than
being equal. Further information was extracted from the accumulated phase such as an
approximation of the damping loss factor of the system. The study also leaves room for
further investigation such as a optimisation of the damping loss factor approximation.
In all of the studies carried out in this thesis, such as the acoustic and structural vari-
ability study on the sedan door and the Range Rover Evoque study, the data extracted
from the investigations contributes to the scientific community by providing current, high
quality data on vehicle uncertainty levels.
1.4 Thesis outline
This thesis consists, firstly of a comprehensive literature review that will cover the back-
ground to the topic which can be found in chapter 2. Chapter 2 will cover the latest
research on each area studied throughout the following chapters. The layout of the litera-
ture review will first consider the various large studies that seek to quantify the variability
found in automotive vehicles. The physical properties of automotive boundary condi-
tions and different methods of attachment are discussed and the results from a range of
studies are presented. Up to date relevant statistical analysis methods are reviewed as
well as method used to analyse the variability found in the phase.
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There are four main studies within this thesis. The first study in chapter 3 quantifies
the vehicle to vehicle variability found in a set of 16 nominally identical Range Rover
Evoque vehicles. Further to this, a tool is produced that can be used to separate out the
measurement variability from the vehicle to vehicle variability. The coherence data col-
lected from the overall set of measurements is used to achieve this.
Chapter 4 is a study on the variability found in a luxury saloon vehicle door. The
variability of the door is found when small changes to the trim boundary conditions are
made. This is achieved by taking measurements of the transfer response function from
an engine mount to various positions about the vehicle and then applying statistical al-
gorithms to determine the variability of the magnitude. This is compared with simulated
data and an analysis of the variability as a function of trim connector positioning is pre-
sented. A statistical study is also carried out that finds a spread of results for a range of
connection stiffness values.
Chapter 5 is concerned with the comparison with the variability between the phase
and magnitude. In order to carry out a statistical study on the phase, high pass filters
have been applied to the unwrapped phase. Further analysis of the phase is done by
observing how the accumulated phase varies as a function of the distance between the
forcing input to response position. Variables such as the damping coefficients are ex-
tracted from the accumulated phase results.
The final study of the thesis compares how small changes to the boundary conditions
of a luxury saloon door affect the system’s acoustic emissions and therefore the customer
experience. This is compared with the structural results of the same experimental set up.
Both the sound pressure and the sound power are calculated using pressure data from a
sound intensity probe. The thesis is finalised with a summary and conclusion of the work
as well as suggestions for future investigations.
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Figure 1.1: The layout of the thesis, where the coloured blocks indicate the three main
themes used throughout the study.
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Chapter 2
Survey of current literature
2.1 Introduction
This following chapter contains a literature review that seeks to determine areas of devel-
opment that will be studied throughout the rest of this thesis. The review covers a wide
range of up to date interests around NVH and the variability associated with automotive
vehicles as well as experimental and simulation methods. There exist extensive studies
over the past 80 years that have been able to quantify the levels of noise and vibration in
automotive vehicles. These studies have shown a general improving trend in the level of
sound produced from automotive vehicles as well as the amount of variability between
nominally identical models.
Automotive engineers have targets set out by government legislation that are required
to be met when designing vehicles. These include the level of noise pollution, the amount
of emissions produced and fuel efficiency to name a few. Changes made at the design
level can contribute to the reduction of mean NVH (noise, vibration and harshness) lev-
els in order to meet to their respective targets, however, variability has an important role
to play within this. If the mean noise level is low but a high variability exists within the
product then only a small proportion of the final products will meet the required target.
By looking at a series of NVH studies, it is clear that the NVH variability level produced
by cars has gradually decreased. In 1984 Wood and Joachim found a noise scatter level
20
of 10 dB or more [1, 2, 3] whereas in the last 10 years a 2-5 dB range are more likely to
be observed [4, 5]. As part of the following literature review, an investigation into the
development of NVH results and methods of measurement will be carried out as well as
the interpretation of the results and how they have been practically applied.
Making steps to reduce a product’s variability is important not only for meeting tar-
gets, it is important to meet customer satisfaction needs. Quite often NVH levels can be
used by the customer as a subjective means of determining the vehicle quality [6]. It has
been shown that customers are able to detect variations in both the loudness and sharp-
ness of sound produced by making changes to a simple gearbox system [50]. Variation
in the frequency location was not as noticeable, but the outcomes of the study show that
changes to the structural amplitude response are directly linked to sound perception of
the customer. It follows that the sound quality of the vehicle is a significant aspect for
consideration when making design changes.
Variability can be found in absolutely every measurement and occurs not only in older
vehicles, but also in those just off of the production line. This can be a result of a vast num-
ber of causes that arise due to tolerances in the materials as well as human error during
the manufacturing process. Further variability sources can be found when testing due to
the measurement taking process as well as in the analysis from digital signal processing
methods. Studies have shown up to 10% variability in the measured natural frequencies
of products on the production line, which lead to a 10 dB spread of the responses [66].
Variation such as this, which is often used in prototype development can mislead and
delay production.
Issues have been found to arise at the simulation level as well as in production. High
fidelity modelling may also give way to misleading results in cases where systems of high
complexity are not modelled accurately enough or where real world uncertainty sources
are not fully represented [9, 51, 9]. Ideally, all sources of variation, including manufactur-
ing and environmental uncertainty, should be accounted for at the design and simulation
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level to produce bands of predicted results in which the data may fall in. Currently, there
are few reliable simulation tools that accurately portray the structural and acoustic be-
haviour of complex, large scale systems [53].
The following literature review will give a scope on the methods and analysis com-
monly used when measuring noise and vibration. It will include studies on the variability
of different areas of interest that could lead to significant variability. Material uncertainty
as well as variability found in boundary conditions such as joints, weld and bolts will be
included in the earlier sections. The final topics will consider the current analysis meth-
ods used both in simulations and on experimental data as well as a final summary and a
conclusion.
2.2 Traditional numerical and experimental methods used
to quantify automotive variability
In the past, the variability measured in vehicle cabins was found to be as high as 20dB at
low frequencies [3, 2, 12, 13] for both large and small sample numbers. Some of the larger
tests have involved more than 400 identical vehicles [4]. In order to reduce the level of
variability, the source must firstly be correctly identified before adjustments can be made
to reduce the level of error. Figure 2.1 shows a basic layout of the source breakdown.
Before considering the intrinsic produce, it is important to also ensure that the test-to-test
variability and the environmental changes are at a suitably low level. In past studies,
the measurement variability has been found to range anywhere from 2-8 dB [13] and
methods where the error may be quantified and potentially reduced usually involve a
design of experiments
[14].
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Figure 2.1: The figure shows the sources of variability.
By definition, variability is the range over which a set of data may diverge from the
mean. It can be defined using standard deviations or the variance, which are both defined
in equation 2.1 and 2.2, respectively. In equation 2.1, the standard deviation of a sample of
values is denoted by s, the mean value of the sample is x¯, the number of values within the
sample is N and x represents the magnitude of each value in the population. In equation
2.2, the variance is the square root of the standard deviation. The variance here is denoted
as v. It is common in published scientific works for the statistical spread to be expressed
in terms of decibels, however, the standard deviation may also be normalised with the
use of the mean value, giving a percentage expression for the data spread. Equation 2.3
shows a basic expression for the normalised standard deviation, sˆ.
s =
√∑
x− x¯2
N − 1 (2.1)
v = s2 (2.2)
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sˆ =
s
x¯
(2.3)
Acoustic signals are used as a method of describing the system emitting the signal.
The most common form with which the system is represented is known as a frequency
response function (FRF). This is a ratio of the input signal (typically force) to the output
signal (typically velocity) and an FRF may have units that use displacement, velocity or
acceleration per unit of force. The FRF output may be described using equations 2.4, 2.5,
2.6 and they are known as the receptance, mobility and accelerance for the equations,
respectively. H is the receptance, which may be calculated using displacement X and the
forcing input F whilst in the frequency domain. This is denoted by ω, which is the angular
frequency. The mobility, M , is calculated using the velocity output, V , and forcing input,
F . The accelerance Ac is calculated using the acceleration output as well as the forcing
input. Finally, t is the time and i denotes the complex number.
H(ω) =
X(ω)eiωt
F (ω)eiωt
(2.4)
M(ω) =
V (ω)eiωt
F (ω)eiωt
(2.5)
Ac(ω) =
A(ω)eiωt
F (ω)eiωt
(2.6)
Every component within a system will have a natural frequency that is dependent on
the geometry of the structure as well as the boundary conditions. When the frequency of
a forcing input matches that of the component’s natural frequency, the system resonates,
causes a larger displacement than would occur at other frequencies. When the mobility
is plotted, these resonances can be seen as peaks in the graph and are known as modes.
The corresponding periodic deformation of the component is known as the mode shape
which may be calculated by extracting the system eigenvectors. Anti-resonances, which
are points of minimal movement can also be seen in the graphs as a trough [1, 7]. Res-
onant peaks may be reduced by applying damping and making design changes to shift
the natural frequencies in order that resonances don’t occur at the given frequency band.
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Resonant peaks may be reduced by applying damping and making design changes to
move the location of natural frequencies in order that resonances dont occur at the given
frequency bands.
Any changes to the shape or the systems properties can vary the positioning and the
amplitude of the modes. The coupling of two components may also change the locations
of resonant frequencies. By applying a statistical spread to a set of FRFs it is possible
to quantify the system variability. Similar methods of quantifying uncertainty may be
carried out when considering acoustic responses, although in this case, the sound power
level is usually calculated instead of an FRF [2]. Kompella and Bernhard were able to
measure both the airborne and structure borne signals of a large set of nominally identi-
cal vehicles. They found that the airborne signals possessed a lower variability than that
of the structural responses [5].
In order carry out a transfer path analysis (TPA) record a frequency response function
(FRF), the structure must be excited with a forcing input. The transfer path analysis allows
for both the phase and magnitude of the transferred forces to be determined. Methods
with which to do this can involve the use of shakers [8] and speakers that output either
broadband noise (a broadband noise input will excite all frequencies within a given range)
[9] or specific frequencies. The transferred vibrational signal is generally measured with
the use of accelerometers [16] or microphones.
Impact hammers [16] are convenient methods of testing difficult to reach areas, how-
ever, when operators are needed to apply forcing inputs, the measurement variability
tends to increase. Human operators, when using impact hammers, allow room for error
such as double hits (when the hammer tip makes contact repeatedly with the surface),
varying angles of incidence, location and force with which the hammer is applied [19]
[18]. Shakers provide a much more consistent, repeatable forcing input that is necessary
when carrying out variability measurements. Despite this, impact hammers can produce
good, repeatable results in scenarios where shakers are impractical. Common problems
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with shakers can be found in higher frequency bands when misalignment in the forcing
input occurs. All of the above issues in testing are sources of error that contribute to the
variability found in the measurement taking process and common steps to reduce the
source of error often involve a ”design of experiments” method [21, 22].
One final common method to measure the transfer function of a signal among other
things involves recording the acoustic output signal of the system. Microphones may be
used in different configurations to determine the acoustic response. For example, sound
intensity probes use the pressure gradient between two closely located microphones to
determine the sound power of the system and arrays of microphones can be useful in
high fidelity measurements as well as determining the location of objects [64].
The training of staff along with correct forcing input attachments and method should
be taken seriously as variability readings have been found to cause frequency responses
to range anywhere from 4-8 dB [5, 12]. The application of rigorous methodology, imple-
menting a design of experiments and the training of operators has been shown by Kriss
et al. to reduce the level of NVH variability significantly [60].
Steps to reduce noise may be carried out both at the source and at the receiver. Tradi-
tionally, to reduce the transmission of force across the system, damping material may be
added, however, this increases the component weight, which in some cases is not prac-
tical, especially if space for the material is not available. Along the transmission path,
the transfer of noise may be blocked by damping methods, reflected or redirected into
other locations or frequency ranges. The principle of destructive interference may also
be applied, which involves matching resonance peaks with anti-resonances at the same
frequency bands. The last method is well established and has been applied widely in a
large number of industries [55]. This method, however, does also experience complica-
tions in the case of large structures with many components and different possible transfer
path routes. Assuming an equi-partition of energy across all modes simplifies the model,
however, varying modal densities will cause an uneven contribution of energy across the
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system. Whereas previously, the phase could be ignored, to accurately represent the com-
plex dynamic behaviour in future models, the phase at lower frequency bands will be
needed in addition to the magnitude.
2.3 Sources of variability in automotive systems: material
and attachment method uncertainty
Once the exterior variables have been quantified and it can be shown that they have lit-
tle influence on the intrinsic variability, one can start to consider the components that
most affect the system uncertainty. This can seem daunting with the vast number of com-
ponents and processes involved in the manufacture of a vehicle, all of which will have
associated material or manufacturing tolerances. In the future, the geometrical complex-
ity is likely to further increase as refinements are made to the design.
It is well known that areas such as mounting systems [15], non-linear polymer ma-
terials [16] and joints such as bolts and spot welds have been found to be some of the
main causes of vehicle-to-vehicle variability [3, 65]. However, measurements to quantify
structural variability at component joints are especially difficult to carry out due to the im-
practicality of locating a transducer inside a joint [54]. In the case of polymer materials,
the large variability is mainly due to their sometimes non-linear behaviour and sensitivity
to environmental conditions, especially in materials such as rubber [59]. Often the large
variability in FRFs involving viscoelastic materials is assumed to be due to the potentially
significant (and variable) loss factor. In chapter 4 it will be shown that the actual varia-
tion due to the change in stiffness, which the nature of the viscoelastic material actually
providing an uncertain boundary condition. Environmental variations are important to
monitor throughout the duration of any testing not only for the effect it has on materials,
it also significantly impacts wave speed [4]. There are also issues with the level of detail
in the modelling of such joints [29] despite the trend towards applying higher numbers
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of degrees of freedom and elements into the finite element numerical models
Rubber seals are important in reducing the level of wind noise and isolating the pas-
senger cabin from water. The level of pre-load applied to polymer materials, such as
seals, as well as the environment can significantly vary their behaviour, as has been seen
in engine mounts [67]. The forcing applied to weather strips and other rubber sealants
has been modelled in the past with non-linear solvers [68] to shown that the location of
components with polymer seals is of little consequence to the seal behaviour; rather, vari-
ations in the geometry of the door as well as the loading on the weather strips can cause
significant differences in the response.
There are a number of difficulties when trying to replicate the behaviour of compo-
nents in isolated cases, such as that seen in the Dunne et al. study, with cases when the
component is part of the whole system. This is due to problems recreating the same forc-
ing input that the component experiences when coupled to the rest of the system [55].
The modelling and measurement of non-linear boundary conditions is of interest to this
thesis as the attachment method between a door and trim panel will be varied to observe
the resulting effect on the overall system. For many of the studies mentioned in this liter-
ature review, the phase has been neglected as only undamped frequencies were used or
damping was just not taken into consideration. Phase information as well as the magni-
tude response of the system will be studied and compared with one another. As the phase
is not a common data type with which to obtain a statistical spread, new applications of
analysis methods may need to be included in the study.
Frequency dependent variation of polymer materials can be affected by the level of
damping throughout the system. When modelling the door and trim, material damping
and blanket viscous damping will be applied and the two types will be compared. Past
studies have shown that a higher level of variability can be found at higher frequencies
due to the short wavelength. The low frequency study observed environmental changes
to a glass and polymer layered windscreen and found that low frequency changes ranged
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from 3-6 % in variability, whereas at higher frequencies, a 19% variability taken around
the mean was found [62].
Figure 2.2: The roofing and trim of a headliner in the BSR study by Cameron et al. [52].
The attachment between the trim and the body-in-white is especially important be-
cause this provides a path into the passenger cabin. The attachment methods of a vehicle
roof and trim are studied by Cameron et al[52], where the stiffness, mass, attachment
and impedance of the headliner are all varied to observe the system behaviour in re-
sponse to the changes. The headliner, shown in figure 2.2 is held to the roof by a series
of polymer and metal clips, which in the finite element simulation, are modelled as rigid
springs. RBE2 elements were chosen to approximate the actual boundary condition. Us-
ing assumptions and approximations can be a common approach by engineers due to the
difficulty in replicating actual boundary conditions. It is not unusual, therefore for the ge-
ometry not to be an accurate representation of the physical system. In the real world case,
it is much more likely that the clips would have varying stiffness values as well as differ-
ent levels of attachment quality, however, the experimental and simulation results only
provided cases with or without the clips in place. The clips may also constrain the com-
ponent in more than one dimension or apply a moment to the joint which is neglected.
A set of structural measurements were carried out, and the study found the responses to
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have a 10 dB spread from the mean for a low frequency range of 150 Hz. Only the mag-
nitude was taken into account in the calculation of the results. The study showed that
varying stiffnesses and masses of the clips had little effect on the overall system, how-
ever, studies that have tested simple structures to observe the range of behaviours for
varying stiffnesses in clips found a 7 % normalised standard deviation [31].
2.4 Variability in simulations and predictive methods
The accuracy with which simulations can predict the behaviour of a system is ever im-
proving (eg. finite element simulations). There are still significant errors when predicting
the behaviour of large or complex systems due to the high level of detail required to pro-
duce reliable results. The current level of detail is not sufficient and tends to give out
incorrect results and trends [60], however for early models in which design changes are
likely to be made as well as in simpler structures, lower fidelity models may be appropri-
ate. This can also be the case as well if useful information is not available or known to a
high enough degree of precision, for example when measuring the interfacial stiffness of
joints.
Quite often, to reduce computational time, linear solvers will be applied to approxi-
mate the behaviour or the level of complexity will be reduced. Limitations in predictive
modelling begin to creep in when non-linear analysis is required with ever more com-
plex structures. The results of analysis on a body in white, for example, may provide
generally agreeable results with the experimental measurements, however other configu-
rations of automotive systems that involve trim, tend to show serious mismatch between
the simulation outputs and real world data [40]. There are still issues in the area of acous-
tic simulations as to a solution when modelling non-linear materials and components in
large complex structures like vehicles [29].
Experimental measurements to obtain various types of path analysis (TPA, NPA and
OPA) can be expensive, time consuming and are sometimes not possible at certain early
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stages of the design process. There are a range of simulation tools that may be applied to
identify potential small structural changes and therefore produce error bands as a way of
predicting the variability.
The most common high fidelity modelling method is the finite element simulation,
which is able to cope with highly complex structures and can produce transfer functions
for a range of directional inputs and outputs. Statistical energy analysis (SEA) is also
a common method that can reduce the computational power significantly, however, it
requires further judgement and understanding about the physical fundamentals of the
problem from the operator than a finite element (FE) solver would.
El-Essawi [69] carried out a study of clip attachments on a trim panel to observe buzz,
squeak and rattle (BSR) with the use of a high fidelity FRF. The results were compared
with experimental tests involving a shaker and a cockpit module that used the same trim
and clips. In the past, clips such as the ones in this study were generally modelled as
rigid, finite elements, whereas the clips in this case were modelled using linear springs
with a local stiffness. The likelihood of a squeak or rattle event can be then determined
based upon the system response. Despite the positive steps taken to improve the model
with the inclusion of non-rigid springs, significant errors can still exist.
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Figure 2.3: The finite element model of a door panel and trim is shown. The clips holding
the trim to the door panel were modelled as spring attachments to try and obtain a more
accurate representation of the real world case. Taken from Ho¨rnlund [40].
Further development of clip modelling has seen CBUSH elements attached to two
RBE3 elements to allow flexibility in the trim. Ho¨rnlund [40] used this method in a study
that carried out both simulation and experimental measurements (figure 2.3) on a vehicle
door. The increase in the clip complexity, however, lead to further deviations from the
experimental results as the uncertainty in the increases. It is concluded that an increase
in the clip complexity is required for some circumstances but not for all.
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Figure 2.4: The finite element simulation of the door without the clips or trim is compared
with the experimental case. Taken from Ho¨rnlund [40].
Figure 2.5: The response results are shown with a dotted line after the trim and the com-
plex clips have been included in the finite element model. Deviations from the experi-
mental case has increased. Taken from Ho¨rnlund [40].
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In the past, Monte-carlo simulations, although time consuming, can give good sta-
tistical spreads for a range of input parameters of known probability density functions.
Examples of this have been shown when modelling vehicle weather strips by Stenti [29],
however, this can generally only be carried out on small components, as large structures
such as body-in-white have been found to be impractical when running such methods.
2.5 Novel techniques used in NVH optimisation
Traditional methods of reducing the acoustic emissions and the transfer of NVH have,
in the past, involved either blocking or attenuating the signal, or by applying destruc-
tive interference. Some of the more novel techniques that have arisen include the use of
meta-materials. In the cases shown in references [56, 57] and [58], the materials have been
designed to efficiently attenuate response signals at specific frequencies.
Advances in the theoretical methods of NVH optimisation have looked at the concept
of applying materials with ”stop bands”, which have certain bands over which no natu-
ral frequencies exist and any travelling waves are attenuated by constructive reflections.
The advantage of this is that is the use of passive systems are much cheaper and sim-
pler to implement than methods such as active vibration control. These systems are not
yet possible to manufacture with the designed characteristics due to the high sensitivity
of the material to manufacturing tolerances [53]. Even very slight changes to the design
in during manufacture lead to significant variations in the desired stop-band location.
The boundary element method (BEM), unlike the finite element method, represents the
problem with an integral over the model surface, reducing the problem by one dimen-
sion. Some more recent approaches apply a mixed BEM/FE approach as BE methods are
found to have issues in cases with a large modal overlap.
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2.6 Summary and conclusions
The literature review has covered traditional experimental methods that use equipment
such as impact hammers, shakers and sound probes, giving the drawbacks and positive
reasons for each type of equipment. No one set up is better than the other, rather, the cor-
rect equipment should be used for the appropriate situation. The variability of the mea-
surement taking process is an important aspect when developing a design of experiments
and studies by Kriss [60], Kompella [13], Cafeo [22] and Benedict [12] have all highlighted
the importance of producing a low measurement variability that can be achieved either
by the training of staff, the correct selection and set up of equipment and a through design
of experiments. Quantifying and reducing the measurement variability is vital to obtain
an accurate measurement of the intrinsic product variability.
The literature review also investigated some of the more common sources of variabil-
ity found within automotive vehicles as well as the techniques used to reduce the level
of uncertainty. Several studies reported non-linear components such as rubber weather
seals, engine mounts and trim boundaries like welds, polymer clips and bolts as signifi-
cant sources of variability [67, 68]. Difficulties are found when trying to model and carry
out acurate simulations of non-linear components[29].
A notable outcome from the literature review that will be continued into the thesis
study is that lack of analysis using phase. The majoirty of studies were found to use mag-
nitude as the main input. As a result of this, there are also very few analysis methods
available when using phase to produce comparable results that could be obtained from
the magnitude.
The study carried out within this thesis will use finite element simulations to produce
solutions for any and all models used throughout the investiagtion. Finite element sim-
ulations are able to cope with complex, large models well, producing a wide range of
transfer path outputs. It has been used with sucess in the past [69], however, as with a
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large proportion of solvers, has significant room for improvement when compared with
real world results [40].
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Chapter 3
Measurement variability prediction and
a study on automotive uncertainty
3.1 Introduction
When determining benchmarks for vehicle design, some variability is to be expected be-
tween finished products in the vibration frequency response functions, defined in equa-
tion 2.4. As discussed in the literature review, the source of this can be a result of the
material and manufacturing tolerances, measurement variability and environmental fluc-
tuations. It is important to be able to distinguish between the different types of variability
sources and therefore quantify and reduce them.
A significant source of uncertainty is the variability that results from the measurement
taking process. It is highly important to quantify this source in order to ensure that un-
certainty levels do not obscure the intrinsic variability of the system.
Studies [1, 2, 3, 5, 13] and [12] seeking to quantify the variability of the frequency trans-
fer mobility in automotive vehicles tend to find a 10-15 dB range. Due to the complexity
of modern vehicles, with significant trim mass, stiffening reinforcements and the addition
of controls and motors, the task of identifying variability sources is large and it is for this
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reason that any external influences coming from the environment or measurement taking
process are properly quantified.
The raw input and output measured either using an accelerometer or a force trans-
ducer is given in the time domain. A useful way of extracting information is by using the
frequency response function. The FRF can be defined as the ratio of the output spectrum
Sy(ω) to the input spectrum Sx(ω) (which minimises noise at the output). The following
definition will be used throughout this paper and be can be expressed as:
Hxy(ω) =
Gxy(ω)
Gxx(ω)
=
Sx(ω)S
∗
y(ω)
Sx(ω)S∗x(ω)
(3.1)
Where the subscripts x and y are the input and output signals, respectively, ω is the
angular frequency, Hxy(ω) is the estimated frequency response function. The input auto
power spectrum is denoted as Gxx(ω) and cross power spectrum between the input and
output is denoted as Gxy(ω).
The linear spectra Sx(ω) and Sy(ω) are found by taking the DFT of the time domain
signals as shown below where the continuous time, t ranges between∞ and −∞:
Sx(ω) =
∫ −∞
∞
x(t)e−iωtdt (3.2)
Sy(ω) =
∫ −∞
∞
y(t)e−iωtdt (3.3)
Any result taken from a measurement of a random process is only an estimation of
the true ensemble value, where the responsible factors that contribute to the uncertainty
can range from the quality of the experiment to the ability of the operator taking the mea-
surements. Thus, determining the level of experimental error is an important aspect that
ensures the results are an accurate reflection of reality. Repeating the measurement a num-
ber of times under controlled conditions is a common method of reducing errors, while
more rigorous methodologies, such as a design of experiments [21] can be a valuable tool
in reducing and quantifying the uncertainty in measurements. A properly applied de-
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sign of experiments will isolate the individual variables that affect the measurement and
determine the relative uncertainty of the influencing factors. If the standard deviation is
lowered, thereby reducing the variability, fewer test samples will be needed [22].
Several studies that measure structural NVH give practical suggestions for reducing
variability, such as keeping all accelerometers attached throughout the testing, in order
to eliminate any frequency shift that could arise from small changes in the measurement
locations and to keep a low input force to prevent non-linear behaviour [23]. Design of
experiments is part of a wider methodology [24] created to be used at the design and
manufacture stages of a product.
A hierarchical approach can also be useful as it distinguishes clearly between inter-
variability, intra-variability and measurement uncertainty. Intra-variability is defined as
the phenomenon leading to variation within a system as a result of changes in environ-
mental conditions. Inter-variability is caused by manufacturing processes and the oc-
currence of component tolerances, leading to intrinsic variability in systems that would
otherwise be nominally identical [15]. Overall variability is defined as a combination of
these two types of variability as well as measurement variability.
Several investigations [1, 2, 3, 5, 13] and [12] into the variability of structure borne
frequency response functions suggest that the cabin panels and coupling attachments be-
tween components are highly sensitivity and contribute significantly to the variability of
FRFs. However, little is said on the variability that arises as a result of the measurement
taking process and how external influences are controlled in order to ensure that different
measurements are broadly comparable. Kompella and Bernhards investigation [13] does
take a set of structure borne FRF measurements on a reference vehicle, however, the struc-
ture borne normalised standard deviation of the magnitude is shown to vary significantly
in comparison to the mean for much of the frequency range. Tests used a loudspeaker as
the excitation source and have previously shown that the structure borne frequency re-
sponse function variability due to measurement techniques had, at worst, a value of ±2
39
dB, although on average the measurements varied by ±1 dB [12].
It is the aim of the investigation reported in this chapter to illustrate a novel method
for predicting measurement variability. This will lead to a separation of the measurement
variability from the vehicle-to-vehicle variability. This study includes the testing of six-
teen nominally identical Range Rover Evoque vehicles to determine the vehicle-to-vehicle
variability as well as the measurement error. Section 3.2 gives the theoretical background
into the error analysis that is applied to the measured data. Section 3.3 outlines the mea-
surement method and in section 3.4 an equation that links the experimentally measured
coherence data to the normalised standard deviation (NSD) is applied in order to sepa-
rate the measurement variability from the vehicle-to-vehicle variability. Section 3.5 draws
conclusions from the analysis. This contributes to the aims and objectives laid out in sec-
tion 1.2.
3.2 Error analysis and uncertainty prediction
Due to their complexity, a great many areas in engineering can show apparent stochastic
behaviour. For example, where each measurement with a certain time history cannot be
exactly repeated, it is necessary to collect a set of statistical data in order to describe the
random process under study.
There are two main types of measurement error [25, 26], with the first being random
errors, and the second being bias errors. Random errors can arise as result of noise in the
system where averaging functions may be needed to produce more repeatable results.
The second type of error often has the same magnitude across the frequency spectrum.
For example, this can arise as a result of applying windowing functions or other digital
signal processes.
The random error in a set of measured FRFs can be quantified by calculating the stan-
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dard deviation and is appproximated by:
s(ω) =
(
1
n− 1
n∑
i=1
(∣∣Hxyi(ω)∣∣− ∣∣Hxy(ω)∣∣)2) 12 (3.4)
where s is the standard deviation, n is the number of measurements, Hxy(ω) is the fre-
quency response function (FRF), the index i indicates the ith FRF, and Hxy(ω) is the mean
of the FRF at a specific frequency obtained by:
Hxy(ω) =
1
n
n∑
i=1
∣∣∣∣Hxyi(ω)∣∣∣∣. (3.5)
It is also convenient to represent the standard deviation as a fraction of the mean of the
measured data. This allows different parts as well as multiple vehicles to be easily com-
pared to one another. The normalised standard deviation as shown in equation 3.6 uses
the FRF mean to normalise the standard deviation and can also be known as the coeffi-
cient of variation:
sˆ(ω) =
s(ω)∣∣Hxy(ω)∣∣ (3.6)
As part of a wider study on statistical errors and coherence function measurement, an
approximation developed by Bendat [26] provides a method of predicting the normalised
standard deviation from coherence data without the use of frequency response functions
directly. Instead of the experimental transfer function, the only inputs into the equation
are coherence data, γ(f) and var is the variance sˆ(ω):
sˆ(ω) =
var
(
Hxy(ω)
) 1
2∣∣Hxy(ω)∣∣ ≈
(
1− γ(ω)2) 12∣∣γ(f)∣∣√2n (3.7)
var is used to denote the variance and it is assumed that the input signal is noise
free (unlike the output) and that the noise and the input signal are incoherent. The use
of equation 3.7 to effectively separate the measurement variability from the vehicle-to-
vehicle variability is shown in the following section. Whilst the equation 3.7 developed
by Bendat has been used to show the level of theoretical statistical spread, in this thesis
it is applied to determine the level of measurement variability on a set real world data
taken from 16 nominally identical Range Rover Evoque vehicles in a novel fashion.
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3.3 Measurement procedure
The point and transfer frequency response functions were obtained by using a monoaxial
Bru¨el and Kjaer calibrated accelerometer with a magnet attachment, an impact hammer
and a high speed data acquisition system were also used The data was recorded and pro-
cessed with the commercial software, RT Pro Photon, however the data aquisition system
allowed for only two channels to be in use at a time. The impact hammer and the ac-
celerometer were therefore attached to channel one and two, respectively. The layout is
shown in figure 3.1. In order to provide a test case and highlight the difference between
measurement variability and vehicle-to-vehicle variability, measurements were taken on
a set of nominally identical Range Rover Evoque vehicles, all of which had five doors,
with the same engine variant and body structure (including panoramic roof). Any other
small trim variations were assumed to be statistically insignificant.
Figure 3.1: The layout shows the experimental set up used to measure the vehicle-to-
vehicle variability and the measurement variability.
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A design of experiments was carried out prior to the measurement study which in-
vestigated the output FRF variability, firstly, as a function of temperature changes and
then the angle of incidence of the impact hammer. It was found that for small changes
to the angle of incidence (90◦ ± 20◦) negligible variations were noticed when coherence
was good (around a value of 1). At incident angles greater than 20◦ from a normal impact
with the surface, a maximum variability of 10% can be expected by averaging the nor-
malised standard deviation over a 450-800 Hz frequency range, as suggested by Bendat
[26]. This variability source is reduced by taking averages over a set of repeat measure-
ments, however, the design of experiments showed that the majority of impacts would
within (90◦±5◦). It was noted that when determining the normalised standard deivation,
a minimum of 5 repeated, avereaged impacts were required to stabilise the results. After
repeating 5 impacts, little change in the response was observed. As a result of this, only 5
repeated impacts were used for each set of avereaged data in the main set of tests.
Previous design of experiments taken from the literature showed that temperature can
play a significant contribution to the intra-variability [16], especially in the case of poly-
mer materials. Thus, the tests were carried out within a 30 minute time span from start to
finish, minimising any environmental effects such as temperature changes which might
yield different results for different materials in the vehicle. The collection of data was sub-
ject to time constraints which meant that a total of 16 vehicles were tested. This compares
to studies that were able to collect data from a greater number of vehicles [3, 2] and [1].
This study differs in that a larger number of repeat measurements were taken for each
individual vehicle. One study by Cafeo et al. [22] observed that by taking a large number
of repetitions an accurate set of data may be obtained without the need for huge sample
numbers. Their study took a sample of 7 vehicles and tested each vehicle a total of 9 times.
All of the main set of tests were carred out on a single day, which meant that whilst
environmental conditions stayed the same, time restrictions allowed for only a limited
number of vehicles that could be tested on. A large number of repeated measurements
were still required on a single vehicle in order to determine the measurement variabil-
43
ity. A total of 35 repeat measurements, therefore, were taken at the top of the suspension
strut and 19 times at the lower A-pillar (see Figure 1). These response positions were
chosen as they are relatively stiff areas on the vehicle body and previous large studies [1]
have also found positive results when using these same positions. The time and other
practical constrains meant that the response positions needed to be easily accessible. A
magnet was used to attach the accelerometers to the vehicle structure which ensured op-
timal energy transfer to the accelerometers. The FRFs were recorded over a 0-1000 Hz
range with a time sampling duration of approximately one second and sampling inter-
vals of 0.15µs. The use of a metal tipped impact hammer meant that the time intervals
on the force profile occurred within a 0.1ms time span, so it was necessary to have small
enough sampling intervals to obtain a smooth impact profile. A set of frequency response
functions for each of the 16 vehicles were generated using an average from five impacts.
Each vehicle has five individual sets of FRF averaged readings which make up the spread
of repeatable data. Whilst 16 may seem a small number of models to use to represent
a much wider population, it is not uncommon for business to use much smaller sample
numbers to corrolate results. There are also only a few studies that have recorded very
large sample distributions of vehicles. As many vehicles were tested as possible given the
equipment available and the time allowance.
A significant proportion of the data analysis was carried out by the RT Pro Photon
software. The input signal created by an impact hammer appears as a peak that expo-
nentially reduces with time. When converting the signal into the frequency domain, the
optimum output is achieved when the peak reaches zero. Theoretically an infinite amount
of time is required to reach this and therefore an exponential windowing function is com-
monly applied to reduce leakage in the frequency domain. Variants of the square wave
windowing functions are applied to the output time signal to also avoid leakage in the
frequency domain. The windowing function applied in this case is a square window.
Fourior transforms were then applied to the time signal to produce a frequency domain
signal.
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3.3.1 Multi-vehicle testing
Three locations on the vehicle exterior were chosen as measurement response points.
Points two and three can be seen in Figure 3.2. These include the lower and upper A-
pillar with the first measurement response site being a point near to the chosen hammer
impact site. The third response point is at the suspension strut, located under the bonnet.
Throughout the testing, checks for bad hits were carried out by observing both the
forcing input signal and the coherence. Any double hits that occurred were rejected and
the coherence was monitored to ensure that the data sets had a relatively high value
(around 1). The use of a hammer excitation led to small differences in the sound pro-
duced with each impact. If the operator noticed any inconsistent sounds produced by the
impact, the hit was rejected.
Figure 3.2: The three measurement response points where the accelerometers were placed
have been labelled. Site 2 and 3 are shown clearly, and are located at the lower A pillar
and the upper A pillar, respectively. A more detailed image of the positioning of the
accelerometer at site 1 can be seen in 3.3, which is obscured by the bonnet.
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Figure 3.3: The photo shows the bonnet interior of a Range Rover Evoque, with the site at
which the vehicle is excited with the impact hammer. The first site at which accelerometer
1 is placed may also be seen here in greater detail.
Figure 3.4: The measurement response position above the upper A-pillar. The accelerom-
eters were held on with the use of a magnet.
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3.4 Results and discussion
3.4.1 Measurement variability
In order to determine the measurement variability, repeated tests of the frequency re-
sponse function were taken from the engine mount to the suspension strut 35 times and
then from the engine mount to the lower A-pillar a total of 19 times on a single vehicle.
An example of the transfer mobility determined from the response functions can be seen
in Figure 3.5, where the different colours represent different sets of measurements made
under the same conditions on a single vehicle. The spread of the graphs’ data is an indi-
cator as to the variability of the repeated results and a low variability is reflected in the
the normalised standard deviation plots in Figure 3.6. The results are shown to be well
controlled and no significant variation occurs at any frequency range betwen 400-1000
Hz.
Figure 3.5: The modulus of the transfer mobility of the lower A pillar was taken on a
single car when a force was applied at the engine mount. The measurements have been
repeated 35 times with each measurement shown in a different colour. The spread of the
data represents the variability due the measurement taking process.
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Figure 3.6: The normalised standard deviation of the transfer mobility from the engine
mount to the lower A pillar for a single vehicle shown in the frequency range from 400-
1000 Hz.
Coherence can be used to determine the quality of the measured results. Figure 3.7
shows that the coherence data is good across the frequency range 450-800 Hz. The fre-
quency range from 0-450 Hz showed a poor coherence, which was due largely to the
damping effect from engine NVH control solutions. The high damping levels on the
vehicle meant that the transfer function measured mostly noise over this band. Any aver-
aging of the measurement variability, therefore, is taken from 450-800 Hz as in this range
the coherence is found to have a value close to 1 (See Figure 3.7). In order to access the
lower frequency characteristics with confidence in the results, the engine would have to
be removed before the testing was done. However, this was not a practical solution for
the test vehicles available.
Over the 450-800 Hz frequency range the data was found to be highly repeatable,
with normalised standard deviation values of 2.5 % and 2.9% for the engine mount to
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the suspension strut and engine mount to the lower A-pillar, respectively. The distance
between the excitation point and the measurement response point also has an effect on
the measurement variability [27]. As the signal passes through an increasing number of
boundaries, such as hinges, rubber seals and welds, the variability in the measurement is
found to increase. As the distance, therefore, between the excitation point and response
point increases, typically the measurement variability is also found to increase. This is
reflected in the measurement variability results which can be found in both coherence in
figures 3.7 and the vehicle-to-vehicle normalised standard deviation results, found in the
next section. These experimental results provide a benchmark for the measurement vari-
ability. In summary, a good repeatability is seen for frequency bands that have coherence
values around 1.
Figure 3.7: The coherence for the engine mount to the lower A pillar. Each of the 35
colours represents the results of five repeat measurements. Below 400 Hz, the coherence
has a much lower value, indication poor results. As the distance between the forcing
input and the response position increases, the coherence worsens and at the upper A
pillar, good coherence was only found to start at around 450 HZ.
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3.4.2 Vehicle-to-vehicle variability
Structural testing on the 16 nominally identical Range Rover Evoque models was carried
out following the same method as described in Section 3.3. A sample of the transfer mo-
bility data is shown in Figure 6, where each individual line represents a single vehicle
and each result was averaged using five individual hits. The mobility response of the
engine mount to suspension strut, the lower A pillar and upper A pillar is shown in fig-
ures 3.8, 3.9 and 3.10, respectively. The coherence was recorded in order to determine the
data quality of the measurements and the standard deviation calculations were also in-
cluded. In order to identify and rank the variability of each set of measurements, a single
value was calculated for each of the response positions. This was found by averaging the
normalised standard deviation data over a frequency range which is determined by the
coherence data in Figure 3.7. Thus, the normalised standard deviation data within the
frequency range of 450-800 Hz was found to vary by 25.3 %, 33.5 % and 37.3 % for the
suspension strut, the lower A-pillar and the upper A-pillar, respectively. As expected, the
measurement variability increases as the distance between the excitation and response
point increases. These values fall into a similar range when compared to other acoustic
response variability studies [4], which found a variability of 20%- 35%.
When considering figures 3.8, 3.9 and 3.10, one might expect to see a large number of
resonant peaks and troughs in a complex system such as a complete vehicle. It is due to
high levels of damping as well as significant modal overlap that the opposite is observed.
All three positions showed a large variability in the response data between each vehi-
cle. The difference between the single vehicle measurement and the vehicle-to-vehicle
variability is shown more clearly in Figure 3.11 which gives the normalised standard de-
viation of the position with a sample of FRF data (engine mount to the upper A-pillar).
Figure 3.11 shows the results from five different vehicles taken at the upper A-pillar, each
of which has several repeat measurements, which are shown in the same colour. It is
possible to conclude that the measurement procedure had very little influence on the
vehicle-to-vehicle variability.
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Often, in industry, when making experimental validations by comparing finite ele-
ment simulation results, only a single vehicle’s experimental data will be used. By ob-
serving the spread of results shown in Figure 3.11, it becomes clear that basing the ex-
pected performance of every manufactured vehicle on the simulated results of a single
vehicle is likely to give unrealistic results due to the wide spread of experimental data.
If uncertainty due to the measurement taking process (as well as other sources) may be
predicted, then this information may be useful at the design stage by providing a spread
of potential values at each frequency that may occur.
Figure 3.8: The modulus of the transfer mobility is shown for 16 of the nominally identical
Range Rover Evoque vehicles. The forcing input was applied to an engine mount and the
response was measured at the suspension strut.
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Figure 3.9: A comparison of transfer mobility graphs for the 16 nominally identical Range
Rover Evoque vehicles tested with an impact hammer excitation from the engine mount
and the response measured with an accelerometer above the lower A pillar.
Figure 3.10: The modulus of the transfer mobility is shown for 16 of the nominally identi-
cal Range Rover Evoque vehicles. The forcing input was applied to an engine mount and
the response was measured at the upper A pillar.
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Figure 3.11: Transfer mobility data for a sample of five vehicles. Repeat measurements
for each vehicle are shown in the same colour. Each colour represents the measured FRF
of a single vehicle.
Figure 3.12: Comparison of the predicted with the measured normalised standard devia-
tion for the engine to lower A pillar FRF data in the case of a single vehicle.
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3.4.3 Implementation of the coherence function in order to predict mea-
surement variability
The ability to separate different variability sources with the use of a single formula pro-
vides a tool that can save time and money. The influence on the overall variability from
the measurement process can be determined without having to carry out a separate single
vehicle test. Figure 3.12 shows a comparison between the normalised standard deviation
data taken from a single vehicle and the predicted results after Eq. 3.7 has been applied
to the coherence data. The two are found to be similar in amplitude across the frequency
range, however the predicted data slightly underestimates the actual variability. The dif-
ference between the directly recorded and predicted measurement variability could be
reduced with the inclusion of bias error. The prediction might also be improved by re-
moving random noise at the input.
Figure 3.13: The statistical spread of both the multiple vehicle case (in blue) and testing
carried out on a single vehicle at the same positioning (in green).
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Figure 3.14: Comparison of the predicted with the measured normalised standard devia-
tion for the engine to lower A pillar FRF data for all 16 vehicles.
Figure 3.15: Comparison of the predicted with the measured normalised standard devia-
tion for the engine to upper A pillar FRF data for all 16 vehicles.
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Bendat’s formulation, Eq. 3.7, is also applied to the vehicle-to-vehicle coherence data.
The result of this can be seen in Figure 3.14, where the blue plot is the combined vehicle-
to-vehicle and measurement variability recorded from the sixteen nominally identical ve-
hicles and the green plot shows the predicted measurement variability. This agrees well
with the experimental variability from figure 3.12.
Although the use of the coherence formulation can provide a good approximation to
the measurement variability, it cannot provide any further information about the inter
variability. The estimation of the measurement variability provides a more realistic value
of the overall variability that, when combined with other variability sources, can be ap-
plied to simulated results in the form of uncertainty bands.
3.5 Chapter summary
Structural vibration frequency response function tests have been conducted on an ensem-
ble of 16 Range Rover Evoque vehicles in order to determine both the vehicle-to-vehicle
and the measurement variability. Three measurement response positions were tested
comprising the suspension strut, the lower A-pillar and the upper A-pillar. An engine
bracket mount was used as the excitation point and to obtain the experimental measure-
ment variability, a single vehicle was repeatedly tested up to 35 times with an impact
hammer and accelerometer. The normalised standard deviation was calculated and the
measurement results were found to vary by up to 2.9 % which falls well within the stan-
dard range seen in the literature [3].
The vehicle to vehicle variability was obtained by testing 16 nominally identical ve-
hicles in the same manner. The normalised standard deviation was calculated which
produced values of 25.3 %, 33.5 % and 37.3 % for the respective positions noted above. It
was noticed that with increasing distance between the response at the accelerometer and
the excitation location, the coherence would become increasingly worse. It is possible that
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this is due to the increasing number of components between the excitation and response
points. Thus, it could be a result of the lack of signal energy from the impact hammer
excitation reaching the accelerometer response.
The coherence data was used to predict the measurement uncertainty. By applying it
without the need for extensive single vehicle tests, the measurement variability and the
vehicle-to-vehicle variability can potentially be separated at low cost. The equation was
validated on a sample of FRF data from a single vehicle as well as the data taken from the
multiple vehicle test. When the method was applied to the vehicle-to-vehicle variability
data, the values were found to be very similar to the experimental measurement variabil-
ity. The methods outlined here may be applied to other test cases, although the results
shown are specific to the vehicles tested in this study.
Continued work to create an improved predictable measurement error will be carried
out by taking into account the bias error for a multi-modal case. It would also be bene-
ficial to include a frequency response function that minimises noise at the input. Using
both types of FRF noise would be minimised at both the input at output, however the two
types of FRF form only a confidence interval for the true FRF rather than a single com-
bined value. The results from this study could also be applied in a finite element context
in the form of uncertainty bands on the predicted results.
This study falls in line with the thesis objectives by quantifying current, real world,
NVH variability levels in a set of nominally identical vehicles. The study has also taken
steps to provide new methods of variability source separation, which in future, could
save time and money when developing experimental methodology. This chapter sets the
scene for the development of good experimental practice as well as the application of un-
certainty reducing methods which will be applied throughout the rest of the project. The
next chapter investigates the intrinsic variability of the system and whether differences
in relatively small components have a significant effect on the system response. Under-
standing and identifying which components are significant in determining the system
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response are crucial when making decisions at the design level. The following chapter
aims to provide information to aid design choices as well as obtain a deeper understand-
ing of structural behaviour in automotive vehicles.
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Chapter 4
A study on how small changes to door
panel boundary conditions affect overall
system variability
4.1 Introduction
In the automotive industry the amount of noise and vibration that a customer experiences
is often used to determine the quality of a vehicle. It is therefore important to reduce NVH
(noise vibration and harshness) levels to improve customer satisfaction in each and every
vehicle. Product quality control is an important factor in achieving this goal as variability
can be found even in vehicles just off of the production line. Measuring the frequency
response function (FRF) over a set of automotive systems is an efficient and widely used
method of quantifying the variability [1, 4, 11, 3, 2, 13, 12, 15, 5].
Although manufacturing tolerances contribute to the system variability, a significant
source of error can also come from the quality of component connections. It is known
that manufacturing tolerances can range between 5-10% or less, but it is not clear how
using many components with the tolerances mentioned affects the ensemble variabil-
ity. A range of literature has already been published on the behaviour of different types
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of boundary conditions and the uncertainty associated with each type [28, 29, 30, 31].
Nonlinear connections and materials such as rubber weather strip seals [29], windscreens
[16], mounts and bushings all contribute significantly to the system variability. It was
found that polymer materials showed large variability across relatively small tempera-
ture changes. For example, one study showed that the natural frequencies could shift by
up to 40% over a 5oC to 33oC range [29] for a rubber non-linear material. In another, the
variability of a range of nominally identical, polymer door trim connections was quanti-
fied to show tolerances as high as 10% for the clip stiffness [31].
When designing the vehicle, the manufacturer specifies a target for noise and vibra-
tion. Prototypes or final vehicles are tested and differences above the target level would
require vehicle corrections to be designed in. It is therefore essential to know what the
product’s natural variability is to assess how representative a single product is of the
wider population. To this end, an investigation has been designed to demonstrate the
importance of small changes in the boundary conditions between two large automotive
components. The investigation will quantify the variability when boundary conditions
holding the trim to the panel of a luxury saloon automotive door are changed. The trim
is held to the door by a series of 11 polymer clips and 4 bolts. Any variability observed as
a function of clip position will also identify whether there are areas on the door that are
more sensitive to changes in the boundary conditions than others. The clips are particu-
larly important as the two items they join together are manufactured separately and then
joined in a fast manufacturing process. As the main points of contact between the trim
and door panel, much of the vibrational transfer path will take place through the clips.
The data taken from this study will also be used to analyse the phase response. The
magnitude of a vibrational transfer function is the most common form with which to
analyse data. The phase, which may hold valuable insight into the behaviour of a system,
is often neglected and a statistical study will be carried out on the phase data which will
then compared with the statistical data taken from the magnitude response. Both parts of
the study will be verified with a simulation.
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4.2 Background
A damped, single degree of freedom system describing the behaviour of a mass point
undergoing periodic motion is given in equation 4.1, where m is the mass, B is the damp-
ing, K is the stiffness, x is the response vector as a function of time, t, (which will also be
known here as the z domain) and f is the forcing vector as a function of time.
f(t) = m ¨x(t) +B ˙x(t) +Kx(t) (4.1)
If the equation is converted into the frequency domain using a Laplace transformation,
as given in equation 4.2, a new complex variable, z is used. In the new z domain, F and
X are the forcing input and the output respectively. It is assumed also that the initial
displacement and velocity are zero.
F (z) = X(z)(mz2 +Bz +K) (4.2)
This leads to an expression for the dynamic stiffness, Z(z).
F (z) = Z(z)X(z) (4.3)
Inverting equation 4.3 gives an expression for the transfer function, H(z). There are
a range of useful variations on the transfer function that are dependent on whether dis-
placement, velocity or acceleration are used as the system response. A summary is given
of the various combinations in the table below. Throughout the testing mobility, which is
a common method of displaying data, will be used.
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Measurement Output Z(z) = F(z)
X(z)
H(z) = X(z)
F(z)
Displacement X(z) Dynamic Stiffness Receptance
Velocity V(z) Impedance Mobility
Acceleration A(z) Apparent Mass Accelerance
H(z) = Z−1(z) (4.4)
H(z) is a complex transfer function. The real and imaginary components of the output
can be used to determine the magnitude and phase response of the transfer function. The
magnitude is used to show resonant peaks and troughs for broadband frequency ranges
whereas the phase gives information as to whether poles or zeros are present as well as
the level of damping in the system.
|H(z)| =
√
Im[H(z)]2 + Re[H(z)]2 (4.5)
∠H(z) = tan−1
(
Im[H(z)]
Re[H(z)]
)
(4.6)
As a result of the trigonometric identities used in the calculation, the phase ranges
from −pi < ∠H(ω) < pi, however phase diagrams can be sometimes difficult to analyse
and phase unwrapping is necessary when working with multi degree of freedom (MDOF)
systems with transfer mobilities and damping.
The following experimental work investigates the variability of the response functions
when small changes are made to the boundary conditions between the trim and the door.
In a prior study, free-free boundary conditions were attempted, but difficulties in attach-
ing the shaker at normal angles occurred as the door was able to swing side to side. In
this new set-up the door is held firmly in place to reduce the variability between each set
of measurements. A statistical spread of the transfer function magnitude will be used to
determine how the sedan door varies. The same data will be stored for a study of the
phase in chapter 5. A full and detailed report of the experimental findings will be given
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along with a simulations study to verify the results. The chapter concludes with a discus-
sion of the findings and a summary of the study.
4.2.1 Set-up and analysis techniques
The experimental set-up used a fully trimmed Jaguar Land Rover door, which was held
firmly in place with a heavy steel frame as shown in figure 4.4. The door hinge and the
lock were used as points to which the frame was bolted as these are the main contact
points when the door is closed. These points of attachment can be seen labelled in figures
4.1 and 4.2.
Figure 4.1: The points at which the frame is bolted to the vehicle. This point is where a
hinge would lie.
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Figure 4.2: The attachment that lies at the opposite side of the door where the lock would
be. These two contact points were chosen as they hold the majority of the door weight.
The excitation source used a shaker attached at the second contact point (Fig 4.2), that
applied a broadband frequency input. Much of the door was found to be lined with poly-
mer insulation, which would dampen the transferred signal as it crosses the boundary
between the trim and door. Boundaries that allow good noise and vibration transmission
are often comprised of stiffer materials and the two components tend to have good con-
tact with one another [1].
Both the locations of the lock and hinges were found to have relatively flat, stiff sur-
faces that would allow optimal energy transfer from the shaker to the system. Measure-
ments of the input force were recorded using a force transducer placed between the con-
tact point of the door and the shaker. Accelerometers, attached with wax, were used to
measure the signal response and were placed at three locations about the door. The first
accelerometer was placed close to the shaker input to allow for a point mobility calcula-
tion, as seen in figure 4.2.
64
Figure 4.3: The second accelerometer is placed on the trim side of the door. Wax was
used to hold the accelerometers to the panel. Throughout the duration of the testing, the
accelerometers were not moved.
Figure 4.4: The overall layout of the door is shown attached to the steel frame. The door
is connected to the frame by a series of three bolted points at the lock and hinges.
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Figure 4.5: The positioning of all eleven clips is shown here in red. The positioning of the
four screws also used to hold the trim in place is labelled in green.
Figure 4.6: The trim is shown here with clip 5 removed. The clip housings apply a pre-
load to keep the clips in positions, however, despite this some clips were still found to
rattle within their housings.
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Figure 4.7: An example of the clips used to hold the door to the bodywork.
The second accelerometer was used to quantify the vibration transmission from the
aluminium bodywork to the inner door trim, as seen in figure 4.3. This was to show the
behaviour of the transfer function as changes were made to the clip. The third accelerome-
ter was used to measure the response once the noise had travelled the maximum distance,
from one side of the aluminium bodywork to the other, as seen in figure 4.1. The third
accelerometer was placement was chosen to observe how significant the trim boundary
variations were to components not in direct contact with the trim. The overall layout with
the frame can be seen in figure 4.4. To minimise any variability that might come from the
measurement taking process, neither the position of the shaker nor the accelerometers
was changed throughout the testing.
Quite often in manufacture, components need to be quickly assembled to satisfy time
constraint targets however this can compromise the quality of the component joints.
Upon inspection, some of the clips were found to rattle inside of their trim housing. The
trim panel is held to the aluminium door body work by a series of 11 clips, all of which
are nominally identical to the clips shown in figure 4.7. The top part of the clip is held fast
within the metal body work of the door by the rubber washer, which creates a pre-load.
The lower part of the clip is slotted into place on the trim and the trim is then pushed into
place. This method of attachment allows for some manoeuvrability of the clip within its
holding which may be a source of variability, however, some tolerance in the clip posi-
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tioning is needed for ease of assembly. The clip locations about the trim can be seen in
figure 4.5 and an example of how the clips fitted into the trim is shown in figure 4.6.
A single set of measurements involved removing the trim and then removing a sin-
gle clip, starting with clip 1. Once the trim was replaced, five repeated sets of data were
recorded and then averages were taken over the five sets to reduce noise in the results.
This was carried out a further five times to monitor the measurement variability. The
trim was removed and the second clip was removed whilst also replacing the previous
clip and finally the trim. This procedure was repeated for all eleven clips. Several fur-
ther sets of measurements were taken with all clips present throughout the whole testing
procedure which provided a best case set of measurements for comparison. Square win-
dowing functions were applied by the software to the shaker input time series data as
well as the accelerometer time data before Fourier transforms were carried out. Win-
dowing functions applied at this level are known to reduce the amount of leakage in the
frequency domain response. These transformed responses were then be used to calculate
the transfer functions with equations 4.3 and 4.4. The frequency domain results were then
used to calculate the transfer function by applying equation 4.3.
In order to determine the measurement variability, a preliminary set of data was
recorded. This quantified any additional variability that occurred when, for example,
the trim panel was removed and replaced. There were four screws holding the plastic
trim in place and a torque wrench was used to tighten each of the screws each time the
trim was replaced to ensure a consistent amount of load in each assembly.
In order to compare all eleven sets of results with one another is was necessary to
quantify the variability of the data sets. This was done by using the standard deviation
(defined in chapter 3)when considering each of the measurements at every frequency.
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4.3 Results
4.3.1 Accelerometer 1- point mobility
The first accelerometer was placed at the forcing input shown in figure 4.2. The accelera-
tion, collected from the software output can be converted into velocity data by taking an
integral of the acceleration. Applying the converted velocities to the equation 2.5, point
and transfer mobilities were able to be calculated .
In order to determine how the absence of a particular clip affected the system’s vari-
ability, the clips were individually removed and replaced and the spread of the results
was compared with a ’best case’ benchmark. This benchmark was determined by taking
a set of measurements in which all clips were present. During this time, movement in
the trim was at a minimum and it is assumed that all clips are held rigidly in place. The
benchmark measurement was repeated several times throughout the testing to check for
any wear that might occur to the clips.
The accelerometer was placed at a relatively stiff position on the system (figure 4.2).
This was chosen to allow for maximum energy transfer between the input and the system.
As mobility describes how easily the system is displaced, only small amounts of move-
ment and variation are to be expected at this position. This will ensure that the greatest
proportion of the energy enters the system instead of being lost at the input connection.
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Figure 4.8: The figure shows the case in which all clips are present (black line). The green
shaded area shows the spread of data caused by removing and replacing each of the 11
clips.
Figure 4.9: Experimental coherence data is shown when all clips are present for ac-
celerometer 1.
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The point mobility recorded at the first accelerometer shows the least variation out
of the whole set of experimental tests. In figure 4.8 benchmark data is shown in black,
where all of clips are present as well as the green plotted data where as each clip is indi-
vidually removed and replaced. The normalised standard deviation which can also been
seen on figure 4.8 in blue doesn’t identify many stand out frequency ranges at which a
high variability can be found. The normalised standard deviation at the point mobility
has a similar averaged value to that of the measurement variability. This shows that there
is little to no effect on the mobility at this point as a result of varying boundary conditions
between the trim and door panel.
The only frequency bands to show significant variability are found at 40 Hz. The
coherence in figure 4.9 should be noted which shows poor results for frequencies below
50 Hz. It follows that the high variability around 40 Hz be regarded as unreliable.
4.3.2 Accelerometer 2-trim Side
The second accelerometer was placed on the door trim to quantify its behaviour of the
transfer path across the trim and door boundary with the changing clips. Certain fre-
quency bands around 240 Hz, 350 Hz, 460 Hz and 530-700 Hz appear to remain unaf-
fected by the removal of any of the clips, whereas at other bandwidths large variations in
the magnitude appear with up to a 15 dB difference. The spread of the mobility due to
the clip changes is shown in figure 4.10.
Several peaks and troughs may be noticed in the coherence (figure 4.11). The roughs
in the coherence, when compared with the transfer mobility are found to lie on the same
frequency bands as anti-resonances. The amplitude of most anti-resonance troughs tend
to be low enough to be in the noise floor. As the behaviour of noise is mostly random
and no repeatable, the coherence will appear as particularly poor. The occurrence of anti-
resonances is, however, repeatable. The outcomes and trends from this set of data are,
therefore, repeatable.
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Figure 4.10: This figure shows the case in which all clips are present (black line). The
green shaded area shows the spread of data caused by removing and replacing each of
the 11 clips. The input is located at the lock, however, the response is measured by the
second accelerometer which was placed on the trim.
When comparing the behaviour of the ’best case’ scenario to when a clip has been
removed, it is clear that the removal of a clip does not always lead to an increase in the
transfer mobility amplitude. Contrary to what one might expect, for some frequency
bands (145 Hz for example), the amplitude has been reduced (See figures 4.8 and 4.10).
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Figure 4.11: Coherence data is shown when all clips are present. This remained much
the same throughout testing at this response position. The poor coherence spikes are due
to anti-resonances which were found to be repeatable, whereas, data below 50 Hz was
found to be non-repeatable.
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4.3.3 Accelerometer 3- far bodywork side
The third accelerometer was placed at the furthest point away from the input source. This
point was chosen to determine the extent to which an adjacent component might affect
the main body when changes are made to the component connections.
The changes to the trim boundary conditions appear to affect the bodywork response
to a lesser extent when compared with the trim side response. The standard deviation,
once normalised by the mean, has peaks in similar positions to those found in the 2nd
accelerometer. The normalised standard deviation amplitude is lower, with an average of
0.15, but it appears that certain frequency bands are more sensitive than others to change.
One of the more obvious areas of higher variability ranges from 270 - 280 Hz, which can
also be found in the 2nd accelerometer.
Figure 4.12: This figure shows the case in which all clips are present (black line). The
green shaded area shows the spread of data caused by removing and replacing each of
the 11 clips.
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Figure 4.13: A sample of the coherence data is shown when all clips are present at the far
door response position. This remained much the same throughout testing at this response
position.
The frequency bands showing greater sensitivity may be able to identify components
of interest when determining design targets at the development stage. Equally, compo-
nents showing robustness, (for example, at frequency bands of 250-300 Hz) to system
changes may also provide useful information for the design stage. Robust or sensitive
components can be located by calculating natural frequencies and relating these back to
the transfer modes. The easiest method of achieving this is to run simulations on FE
models. A finite element analysis of the door model will be carried out in section 4.4.
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4.3.4 Variation with clip positioning
Clips connecting an automotive door trim panel to the bodywork were individually re-
moved and replaced to observe the effect on the overall variability. The removal of var-
ious clips changed the behaviour of the door components and therefore the frequency
response function.
Some frequency bands varied more than others and the spread was quantified by tak-
ing standard deviations over the data when all of the clips were present and when each
clip was removed. Averages over a 50 - 300 Hz frequency band of the normalised stan-
dard deviation data were then taken for each of the eleven clips to provide a ranking for
each clip. Measurement variability has been taken into account by subtracting the nor-
malised standard deviation for a set of repeated results from each data set. The results for
all clips and response positions can be seen in figure 4.14.
The point mobility measurements in figure 4.8 show the lowest variability. The nor-
malised standard deviation at each clip is approximately 0.03, which is the same as the
measurement variability. It can be concluded that on average little observable change can
be noticed at the point mobility that results from the changes made to the trim and door
boundary conditions. The point mobility, as the name suggests, measures the response
at a single point. Very few (to no) modes will be measured due to this, however some
components in the immediate area may be the reason for some of the resonant peaks seen
in figure 4.8.
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Figure 4.14: The averaged normalised standard deviation over a frequency range of 50-
300 Hz was taken at each clip for the different response positions. Measurement variabil-
ity has been taken into account.
The greatest variability can be seen in the trim panel response which has a range of
more than 10 % . Clips 1, 4 and 8-9 have the highest normalised standard deviation and
can be found near the corners of the trim panel (See Figure 4.5), whereas the absence of
clips in the centre tend to have the least effect on the frequency response function.
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This could indicate that the clips showing the highest variability were those providing
the best contact between the trim and the door, showing the least rattle. The removal of
a rigid clip would have a greater impact on the door than the removal of a clip that was
already loose. The only corner that does not show a significant variability is held in place
by clip 11. There is also screw located near this clip, which holds the trim in place and
it is likely that low variability observed is due to the stability provided by the additional
screw. Overall no general trend can be seen from the responses taken at accelerometer 1
and 3 aside from the slight increase in variability for clip 1.
4.4 Finite element analysis
A simulation was run to verify the experimental results which used an approximation of
the door and all of its components. The door is shown in figure 4.15, where the constraints
marked as blue crosses match the bolted positions found in the experimental set-up. A
1N broadband forcing input that ranged from 0-300Hz was applied at the lock position to
mirror the same point as found in the experiment. Finally, the responses were measured
so as to record the point mobility at the forcing input, a transfer response function on
the trim side and a further transfer function at the far side on the door panel. These are
marked on figure 4.15 as blue circles.
The clips were modelled as rigid spring connections and the materials were given
damping coefficients that ranged between 0.01-0.03, depending on the material. Two
types of solution were carried out on the door to compare different types of applied
damping.
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Figure 4.15: The figure shows the set-up of the door simulation. The constraints, re-
sponses and forcing input match those found in the experimental set-up.
The first solution (SOL103) contained only viscous damping, applied after the solution
had run, and no material damping. The second solution (SOL108) contained only material
damping. A comparison is given between the two in figure 4.16, but the final results are
shown using only solution 108. To replicate the experiment, a spring rigid element was
completely removed for each clip that was also removed. Results were collected firstly
when all clips were in place and the solutions were then run for each case where a spring
clip had been removed. The analysis of the data used a mobility transfer function; the
same as that carried out on the experimental results.
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4.4.1 Comparison of simulations solutions with viscous and material
damping
Solution 103 within the Siemens NX package is a common method of carrying out a real
eigenvalue analysis that produces natural frequencies and modal shapes from a given
model, although damping is neglected. Blanket viscous damping may be added to the
solution after the solver has been run. Solution 108 is a direct frequency response analy-
sis that can solve coupled equations in terms of the forcing frequency. Material damping
is included in the solution which may shift frequency responses in time. This shift in the
phase happens because the peak loading and the peak response no longer occur at the
same time. Both solution 108 and 103 output magnitude and phase data in the form of
complex values.
The equation of motion for solution 108 is given in 4.7, where P is the forced displace-
ment, m is the mass matrix, B is the damping matrix and K is the stiffness matrix.
[m] {x¨(t)}+ [B] {x˙(t)}+ [K] {x(t)} = {P (ω)} eiωt (4.7)
The solution of equation 4.7 is given in the form as seen in equation 4.8.
{x} = {u(ω)} eiωt (4.8)
When taking first and second derivatives of the solution and substituting in to the
equation of motion, we can obtain the simplified equation of:
[−ω2m+ iωB +K] {u(ω)} = {P (ω)} (4.9)
The frequency response is found by solving for u(ω) at various forcing frequencies.
The equation of motion for solution 103 is a simpler version of the equation of motion
used in solution 108. It ignores the damping and assumes no forcing input.
[m] {x¨(t)}+ [B] {x˙(t)} = 0 (4.10)
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The solution in equation 4.11 has a sinusoidal form, where {Φ} are the eigenvectors.
{u} = {Φ} sin(ωt) (4.11)
The differentiated solutions are substituted into the equations of motion for solution
103 and the simplified eigen-equation is given in equation 4.12
([K]− ω2 [m] {Φ} = 0 (4.12)
Figure 4.16: The comparison between SOL103 and SOL108. Material damping provides a
more accurate representation of the results. SOL103 uses viscous damping applied at the
post processing stage whereas SOL108 uses material damping applied during modelling.
Figure 4.16 shows the comparison between the two solutions after damping of 3 %
has been applied to the model in different forms. The value of % was chosen as typically
the level of damping in other similar structures can range from abour 2-4 %. The peaks
have been shifted slightly due to the different damping types, but comparable modes
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between the two solutions can be identified. The application of different material damp-
ing will give a more realistic solution compared with the viscous damping applied at the
post processing stage. Experimental results were compared with the simulated results in
figure 4.17. A number of non-linear components exist within the real world model that
aren’t accounted for in the simulation and the model its self is an approximation of the
real world case. It is for these reasons that the simulated peaks do not fall directly on top
of the experimental results.
Figure 4.17: Solution 108 provides the closest match with the experimental results, how-
ever in both simulated solutions the resonant peaks will be shifted if the damping is not
exactly the same as found in the experimental results. The model is an approximation of
the real world case, however trends may be extracted from the data.
4.4.2 Results from accelerometer 1
The simulated point mobility at the forcing input is shown in figure 4.18. The green
plotted data shows the spread of response results as each respective clip is removed and
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replaced. This is compared to the response in black, where all the clips are present. The
blue plot shows the normalised standard deviation of the spread when compared with
the best case scenario, which is a good indicator of the variability. The point mobility has
the smallest variability, although there are two frequency bands with higher variability
that stand out in comparison. The higher variability ranges of 60-75 Hz and 240-250 Hz
can be further investigated by considering the component behaviour at this range.
Figure 4.18: This figure shows the simulated case in which all clips are present (black
line). The green shaded area shows the spread of data caused by removing and replacing
each of the 11 rigid spring elements.
The two figures 4.19 and 4.20 show the modal response of the door at 60 Hz and at
higher frequencies above 225 Hz. As a larger variability was found around these frequen-
cies, it is likely that the components highlighted in yellow-red colouring contribute to the
variability. These include the handle on the trim panel and the outer door panel. The out
door panel showed spikes in the amplitude at frequencies of 245 Hz, 260Hz, 275Hz and
300 Hz. An example at 60 Hz is shown in figure 4.19 and at 275 Hz at figure 4.20.
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Figure 4.19: The resonant components at 60 Hz show that the inner trim panel, especially
at the handle and storage compartment, vibrates significantly. At this frequency, the panel
was also found to be more variable.
Figure 4.20: The resonant components of the outer panel were found to be the most vari-
able at 275 Hz.
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4.4.3 Results from accelerometer 2 and 3
Figure 4.21 shows the spread of the transfer mobility belonging to the second accelerom-
eter as each spring element is removed. To compare this to the best case scenario, the
plotted black line shows the response where all of the clips are present. A normalised
standard deviation plotted in blue highlights frequency bands with the greatest variabil-
ity.
Although overall the normalised standard deviation of the trim response is generally
higher than that of the point mobility, there are still some features that both results have
in common. Noticeable peaks in both cases for the normalised standard deviation ap-
pear around 60-75 Hz and 240-250 Hz, however further peaks measured at the trim are
found around 260-280 Hz. The components that display the largest amplitude at these
extra frequency bands are shown in figures 4.22 and 4.23. The main causes for the extra
uncertainties are due to the polymer boundary conditions on the trim.
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Figure 4.21: This figure shows the simulated case in which all clips are present (black
line). The green shaded area shows the spread of data caused by removing and replacing
each of the 11 clips.
The similarities between spikes in the variability at a range of measurement positions
across the system can be defined as global variability, whereas uncertainty measured only
at specific positions or under certain circumstances is known as local variability. Exam-
ples of variability that occurs globally can be seen in the third response position, taken at
the far side of the door. Peaks can be seen, as in figure 4.21 and 4.18, at 60-75 Hz. The
peaks at 240-250 Hz are not as prominent in this case.
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Figure 4.22: The modal behaviour of the door components at 240 Hz
Figure 4.23: The modal behaviour of the door components at 250 Hz
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It is important to identify any global variability, especially as the error is likely to ap-
pear in the majority of measurements. Sources of global variability are more likely to be
larger components that are relatively easy to excite with a range of points over the system.
Local variability, however, may only occur under certain circumstances or measurement
response points may be more difficult to replicate between tests, and therefore locate.
As in the experimental study, the ’best case’ scenario does not occur at the lowest
amplitude. In all of the simulation solutions, the removal of a rigid spring element lead
to a reduction of the amplitude over certain frequency bands as well as an increase in the
variability.
Figure 4.24: This figure shows the simulated case in which all clips are present (black
line). The green shaded area shows the spread of data caused by removing and replacing
each of the 11 clips.
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4.4.4 Simulated normalised standard deviation of the mobility response
as a function of clip positioning
In order to determine whether certain clips had a significant effect on the overall system
variability, the normalised standard deviation was averaged across a 30-500 Hz range and
can be seen as a function of clip position in figure 4.25. As with the experimental data, no
overall trend can be seen in accelerometer 1 and 3 aside from the anomaly at clip 10. A
slight increase in clip 1 is noticed at accelerometer 2 that coincides with the experimental
results. The difference in the experimental results is likely to be due to loose clips within
the trim.
Figure 4.25: Simulated averaged normalised standard deviation over a frequency range
of 50-300 Hz taken at each clip for the different response positions.
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The simulation was modelled with rigid clips and it appears that the removal of a
rigid clip as a function of position has little effect on the overall system variability. Upon
inspection of the trim, some of the clips were found to be loose in their trim housing
whilst others were held firmly in place. Unlike in the experimental results, when the
removal of a rigid clip next to a loose clip caused large variability, the removal of a rigid
clip here has little effect on the overall variability as the stiffness of the remaining clips
are able to support the structure. In the experimental results removing one rigid clip next
to a loose clip had the effect of removing two clips as the loose clip was unable to support
the trim without the rigid clip. If a loose clip was removed, it would be unlikely to have
a significant effect on the overall variability as the non-linear behaviour of the clip would
already be contributing to the overall variability.
4.5 Chapter summary and remarks
The simulation, which used rigid spring elements to model the clips used in the earlier
experimental study, was found to show that the removal of rigid clips from their hous-
ings has little effect on the overall response of the system when all of the clips are rigid.
The quality of contact is also of significance when there are a range of stiffness values
throughout the boundary connections. The objective of this study, which falls in line with
the thesis objectives was to observe and quantify the overall effect on the system when
small changes are made to a major boundary. Both an experimental study as well as sim-
ulation for verification were used to achieve this.
Studies have been carried out already to show that variability as high as 10 % can be
found in the clips alone used in this study [31]. Upon observation, clips were found to
be loose within their housing, which would have caused additional non-linear behaviour
at the boundary. This was found to contribute significantly to the variability, which was
observed in the experimental study. These results showed trends of higher variability at
certain positions, for example, at clips 1, 4, 8 and 9, where their removal caused the great-
est deviation in the data spread. One reason for this could be that clips 1, 4 8 and 9 were
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found to be held rigidly in their housings. it follows that if a rigid clip is removed, this
affects the structure to a greater extent than if a loose clip has been removed.
The spread of the transfer mobility data showed that certain frequencies were more
sensitive to change than others. Global and local variability were used to describe these
sensitive frequency bands, where global variability occurs over the whole system irre-
spective of the response or forcing location. Local variability only occurs in certain cases
or response positions. Global variability can be observed at the frequency band 60-75
Hz. High variability can be seen in accelerometers 1, 2 and 3 for both experimental and
simulation results at this frequency band. When considering the modal behaviour of
the door components at this frequency band, it was found that the trim handle moved
with the greatest displacement. A further example of local variability is found in the 3rd
accelerometer at 125 Hz (Figure 4.24) which is not seen in any of the other response po-
sitions. Steps to reduce global variability are more likely to reduce the overall variability
and will therefore make the greatest impact compared to reducing local variability.
The outcomes from this chapter provide vital information when making decisions at
the design stage. For example, as it was observed that the removal of a clip at a corner
caused a greater variability in the vibration response function, more emphasis could be
made on reinforcing boundary conditions at the corners to ensure that clips do not be-
come loose. This and the other outcomes from the chapter have all been achieved using
the transfer function magnitude. The use of the magnitude for data analysis is common
and quite often the phase is disregarded. The next chapter will consider whether using
the phase can provide the same standard of results as well as whether any further infor-
mation may be obtained.
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Chapter 5
Phase analysis methods and a
comparative study of phase and
magnitude variability
Chapter 4 provided an experimental study that used the magnitude to determine useful,
significant results with the use of a luxury sedan door to quantify the system variabil-
ity, as small changes were made to the trim boundary conditions. The study used the
data magnitude in the analysis which is the most common method of determining the
vibration transfer function. It is calculated using the complex components of a vibration
transfer function as shown in equation 4.5. The phase angle, which is determined using
both parts of a complex number (equation 4.6), tends to be used in data analysis to a
much smaller extent. The following chapter investigates whether any additional infor-
mation may be obtained by a statistical phase analysis. Data previously collected from
chapter 4 is used and the variability obtained from the phase analysis is compared with
that of the magnitude. The phase of a wave is defined as the positioning in time on the
cycle of a waveform and the phase difference is the offset of the waveform from its origin,
which can be caused by mechanical differences to the system producing the waveform.
Section 3 introduced a method of determining frequency response confidence inter-
vals, Hˆ , by measuring coherence data. This method was developed by Bendat et al. [26]
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who also provided confidence intervals for the phase factors Φ(ω). The confidence inter-
vals are displayed in figure 5.1, which shows the relationship between the phase factor
and the frequency response function for any fixed value of frequency. The circle repre-
sents the spread of the possible values that the true value of H may fall within. Once the
spread of the gain factor is determined, the equivalent phase spread may also be deter-
mined.
Figure 5.1: A confidence diagram shows the frequency response estimate as well as the
corresponding phase factor estimates. The phase may be calculated using trigonometric
identities.
93
The confidence intervals for both the gain factor and the phase factor are given such
that:
[
|Hˆ| − sˆ ≤ |H| ≤ |Hˆ|+ sˆ
]
(5.1)
[
Φˆ−∆Φ ≤ Φ ≤ Φˆ + ∆Φˆ
]
(5.2)
, in which ∆Φˆ approaches zero as sˆ, the magnitude uncertainty, also tends to zero.
The phase factor uncertainty may therefore be taken directly from figure 5.1 and is
given by equation 5.3. Bendat shows that the phase factor uncertainty is approximately
the same as the gain factor uncertainty, which may be calculated by the normalised stan-
dard deviation of the magnitude as shown in equations 3.7. The relationship between the
expected magnitude and the coherence is shown in equation 5.4, indicating that the phase
error may also be approximated by coherence data.
∆Φˆ ≈ ε[| ˆH(f)|] (5.3)
ε[| ˆH(f)|] ≈ (1− γ(f)
2)1/2
|γ(f)|√2n (5.4)
The following sections will investigate current methods of phase analysis in order to
produce a statistical spread. Phase data taken from the previous investigations in sec-
tions 3 and 4 will be analysed to produce results that are comparable with the normalised
standard deviations calculated from the magnitude. This will observe whether Bendat’s
phase estimates in [49] hold true.
Sections 5.1 will outline the different methods necessary to be able to compare the
spread of the phase with the statistical behaviour of the magnitude, whilst section 5.2
gives the experimental results as well as conclusions on the comparison between the
phase and magnitude confidence intervals.
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Part of the reason phase data may not be used in structural vibration analysis is that
raw phase data can be difficult to work with to draw out useful conclusions.This is due to
the jumps of pi multiples that must first be removed in order to work with the data. There
are certain analysis methods, such as unwrapping, that when applied to the raw phase
can make the data much easier to work with.
In addition to this, the study covers phase accumulation as a further method of anal-
ysis. Some areas such as phase unwrapping are well established, however little is often
done to extract further information from the data. The accumulation of phase is an ex-
tremely useful tool that allows parameters such as the system damping to be extracted
[46]. Predictions about the system’s behaviour that uses phase as the input can also be
determined [41].
5.1 Background
5.1.1 Phase unwrapping
The phase can be described as the complex angle of the frequency response, where the
amplitude of raw phase data ranges from pi to −pi. Quite often this data is difficult to
analyse and an unwrapping algorithm is implemented to make analysis easier. Unwrap-
ping involves detecting and subtracting discontinuities of pi at each frequency in the raw
phase data. An example of one-dimensional wrapped phase is shown in figure 5.3 where
the jumps of 2pi are clear. The level of damping within the system may also inversely
affect how large the jumps are, as a single jump can represent a resonant peak or an anti-
resonant trough, depending on its direction. A high level of damping, therefore, can make
it difficult, in a multi-modal system to distinguish between modes that are placed close
together. The unwrapped phase also is directly affected by the location of poles and zeros
in the z-transform of the signal [46]. In the wrapped phase, an increase of +pi is an indica-
tion of a passing zero whereas a phase change of−pi indicates that a pole has been passed
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[32]. The occurrence of more poles and zeros will result in a larger gradient shown in the
unwrapped phase. The unwrapped phase can therefore be described as an accumulation
of poles and zeros as shown in equation 5.7. Further investigation into the accumulation
of phase will be carried out in section 5.3 The presence of the pi
2
symbol is there in the case
that a pole or a zero is present close to ω = 0.
The presence of a zero in an FRF is often shown as an anti-resonance whereas the pres-
ence of a pole indicates a resonant frequency [47]. If two resonances next to one another
are out of phase, a rounded trough occurs instead of a sharp anti-resonance drop in the
transfer function [43]. This can be illustrated by considering a 2-DOF system connected
by two springs of stiffness K as shown in figure 5.2. Once a forcing input is applied, the
FRF of the system will display two noticeable resonant peaks with anti-resonance troughs
in-between that are representative of the two masses. The resonances are caused when
the frequency of the driving force is equal to the natural frequency of the mass.
Both springs undergo tension simultaneously, compressing as the masses descend and
extending as both the masses move up-wards. At certain frequencies the phase of the
masses will move in opposition. This would occur when one mass rises and the other
descends so that one spring is undergoing tension and the other compression. In the case
of two resonances that have phases in opposition to one another, the anti-resonance is
cancelled out, leading to a greater number of poles than zeros.
The modal expansion of the system shown in figure 5.2 may also be described by
equation 5.5 in which Ψm(x1) and Ψm(r2) are the modal shape functions, ω is the forcing
frequency of the input and ωm is the natural frequency of the mass. The expression may
be further expanded by considering the case of two adjacent resonances in equation 5.6
in which ω¯ = (ωm+ωm+1)/2,  = (ωm−ωm+1)/2,Am = Ψm(x1)Ψm(x2)2ωm andAm+1 =
Ψm(x1)Ψm(x2)
2ωm+1
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Figure 5.2: A simple series of 2 objects with masses M, connected by 2 springs with stiff-
ness, K, constrained at the base. Taken from Bru¨el&Kjaer [18].
H(ω) = const
∑
m
Ψm(x1)Ψm(x2)
ω2 − ω2m
(5.5)
H(ω) = const
[ Am
ω − ω¯ +  +
Am+1
ω − ω¯ − 
]
+R (5.6)
The first steps commonly taken when analysing the phase are to apply an unwrap-
ping algorithm. There are a large number of algorithms devoted to producing the most
efficient method to unwrap the phase, however the most basic algorithm is described by
equation 5.7, where U [Φw(z)] is the unwrapping operator, k is an integer, Φw(z) is the
wrapped signal and Φ(z) is the unwrapped signal.
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When considering the unwrapped phase, a general downward trend is usually ob-
served as a result of fewer jumps of +pi. This behaviour is described in equation 5.6
where Lyon [43] shows that no zero will exist if the residues Am and Am+1 have opposite
signs.
Φ(z) = U [Φw(z)] = −(Np −Nz)pi ± pi
2
(5.7)
Figure 5.3: Wrapped phase of a MDOF system with a range from −pi < ∠H(ω) < pi. The
jumps in multiples of pi make comparative analysis difficult between data sets.
Figure 5.4 shows an example of unwrapped phase once the algorithm in equation 5.7
has been applied to the raw phase in figure 5.3. The differences in the resonance drops
are less noticeable as an accumulation of phase is built up across the frequency spectrum.
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Figure 5.4: The jumps of pi have been removed from the phase in figure 5.3 by applying
an unwrapping algorithm to the MDOF system.
5.1.2 Background and implementation of filter theory
In order to determine the variability of a set of unwrapped phase data, the offsets between
each measurement set should first be removed to leave only the smaller variations. A
detrending method or high pass filter may be applied to the phase data to remove offsets
and any general downward trends so that the data fluctuates about a mean value. A high
pass filter will attenuate frequencies below a given band and allow frequencies above this
to remain within the response function. Although it is common to apply filters in a time
or frequency domain, the methods may be applied to any domain in order remove certain
data.
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There are a wide variety of digital filters that allow certain sections of discrete signals
to be separated. An infinite impulse filter (IIR) in the z-domain can be expressed in the
form:
H(z) =
Y (z)
X(z)
=
∑P
i=0 biz
−i
1 +
∑Q
j=1 ajz
−j (5.8)
, where H is the filter’s transfer function, X is the data input and Y is the output from
the filter. P is the feedforward filter order, bi are the feedforward coefficients, Q is the
feedback filter order and aj are the feedback filter coefficients.
Figure 5.5: Magnitude response of a moving average filter with a cut off frequency of 500
Hz. Moving average filters, although computationally inexpensive, tend to have a slow
roll off between the pass and stop band as well as poor attenuation at the stop band.
The filter’s behaviour is determined by the number and location of the poles and ze-
ros, denoted by aj and bi, respectively. The filter shown in figure 5.6 is an example of a
7th order high pass filter. The filter shown in figure 5.5 is an example of a moving average
low pass filter that can be used in the detrending method. The two example filters will be
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compared with one another once applied to a set of sample, unwrapped phase data.
The higher the filter order, the sharper the transition band between the passband and
the stopband. An ideal filter has sharp stop and passbands, and leaves all the frequencies
within the pass band unchanged, rejecting all of the frequencies within the stop band.
A response function to implement an ideal filter and such as this would need to be in-
finitely long. Ripple in the pass and stop band as well as gradual change of the transition
band between the pass and stop band are all by products of implementing a finite filter
response function. These traits can be seen in figure 5.5. Trade-offs must be made when
using a high order approximation as this can be computationally expensive, especially
when real time modelling is used.
Figure 5.6: The magnitude response of a high pass filter with a cut off frequency of 500 Hz
shows a much sharper roll off and an improved attenuation of the stop band compared
with the moving average filter in figure 5.5. The disadvantages can be that a sharp high
pass filter is less simple to implement and are usually more computationally expensive.
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The outcome of the following section will seek to remove the general downward trend
that can be found in the unwrapped phase to leave only the small changes in the phase.
A fast Fourier transform will convert data from the time domain and transform it into the
frequency domain. A generalised version of this that may be applied to any domain is
known as the Laplace transformation, as shown in equation 5.9. As the transformation
will be applied to the input phase, which is already in the frequency domain, the domains
will be relabelled to the s and z domain. The input unwrapped phase will be in the s do-
main, and an application of the Laplace transformation will convert it into the z domain.
The differences between the Laplace transformation and the discrete time Fourier trans-
form (DTFT) are shown in equations 5.9 and 5.10, respectively, where y is the input data
and Y is the transformed data.
Y (z) =
∫ ∞
−∞
y(s)e−zsds (5.9)
Y (z) =
s=0∑
S−1
y(s)e−i2piks/S (5.10)
An example of a signal transformation from the s domain into the z domain is shown
in figure 5.7. The left graph shows a time signal composed of two cosine waves with
different frequencies. A Laplace transformation was then applied to the input signal to
convert it into the z domain. The two frequencies can be seen in figure 5.7 on the right.
Figure 5.8 shows an example of a high pass filter with a cut off frequency of 0.5∗10−5Hz
in both the s (left) and z (right) domain. Filters may be applied in both the s and z do-
main, however, the both the filter and the data must be in the same domain. If the input
signal has been transformed and is in the z domain, a multiplication between the filter
and input is required, as shown in equation 5.11. A convolution between the filter and in-
put signal is required, as shown in equation 5.12, if a transformation has not been applied
and the signal is in the s domain. The variables y, x and h are the output, the data input
and the filter transfer function in the s domain, respectively, where L is the filter length
and s indexes the finite vector position. Once the filter has been applied, it is possible to
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then transform the output signal into the desired domain.
Y (z) = H(z)X(z) (5.11)
y(s) =
L∑
l=0
h(l)x(s− l) (5.12)
Once the high pass filter has been applied, the results in both the s and z domain can
be seen in figure 5.9. On the right, the lower frequency peak has been removed and a
cosine wave with a single frequency can be observed in the s domain in figure 5.9 on the
left.
Figure 5.7: The signal on the left shows two combined cosine signals in the s domain. A
DTFT has been applied to the time signal in graph on the right, transforming it into the z
domain.
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Figure 5.8: The figures show a high pass filter with a 0.5 ∗ 10−5Hz cut off frequency both
in the s (left) and the z (right) domain .
Figure 5.9: The left figure shows the time domain signal after the high pass filter has been
applied. The lower frequency has been removed and the figure on the right shows the
result in the z domain.
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Figure 5.10: An example of filtered phase data after a high pass filter has been applied to
the sample data in figure 5.4
The high pass filtering method is most commonly applied to time data however any
causal input may be used. The high pass filtering method was applied to the sample
unwrapped phase data from figure 5.4 to remove the low frequency general trends. This
allows for useful analysis such as standard deviations to be determined. The most famous
example of the application of high pass filters being used for detrending analysis was by
Hodrick and Prescott [48]. The pair developed a filter for the detrending of economic data.
An example of a high pass filter once it has been applied to a set of unwrapped phase
data (as shown in figure 5.4) can be see in figure 5.10, where the general downward trend
has been removed, leaving the smaller variations. This is a valuable step in determining
the phase variability as a statistical analysis may now be applied.
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5.1.3 De-trending
High pass filtering is a useful method, which, as shown can remove a general downward
trend or offset. However, high pass filtering can be computationally expensive and there
are more efficient methods that can be applied to achieve similar results. There is also a
wide scope for variation in the filter its self, due to the number of potential variables, as
the choice of passbands, stopbands, the filter order and therefore the level or ripple can
all affect the output data. De-trending involves the use of a moving average, where the
smoothed, averaged data is subtracted from the original data. A moving average is a type
of simple low pass filter, however, good results can be achieved efficiently and with low
computational cost. The reduced number of potential variables in the formulations may
also reduce the variability in the filter.
Figure 5.11: The magnitude of FRFs of various smoothing filters with different lengths.
The larger the number of points used to average the data will create a sharper filter with
a better stop band attenuation.
Figure 5.11 gives an example of a moving average filter in the frequency domain. A
simple moving average may be defined by equation 5.13 in which y(s) is the original input
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data to be filtered. A discrete section of the data is averaged over n points, which removes
much of the noise and smaller variations, producing a smoothing effect which is given as
ym(s).
ym(s) =
1
n
i=o∑
n−1
y(s− i) (5.13)
Figure 5.12: A 3 point moving average filter (red) produced a smoothed trend that follows
the original set of data (green). Sharp drops in the magnitude of the data tend to cause the
moving average filter to overshoot the data. This is more prominent when more points
are used in the averaging process.
The number of points, n, in the moving average will vary the behaviour of the low
pass filter such that the higher the value of n, the sharper the filter. The frequency re-
sponse of the moving average filter as n changes is shown in figure 5.11. A smaller value
of n will allow the filter to track the data closely, but the smaller fluctuations have been
smoothed out. The moving average function was applied to the sample of unwrapped
phase data in figure 5.12. A close up of the smoothed data is shown in red, along with the
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original data in green. The filtered data in figure 5.12 can be seen to track the centre of the
original data more closely for a lower value of n=3 than the higher case of n=10, which
can be seen in figure 5.13. Although the data has been smoothed to a greater extent, the
filtered data begins move away from the original data. This is because earlier values of
y(s) still have an influence over the current ym(s) value. A weighted moving average may
rectify this, however for the purposes of this study, the 3 point moving average is found
to track the data sufficiently.
To calculate the final detrended data set, the smoothed data is subtracted from the
original data set, leaving only the smaller fluctuations and allowing a statistical spread
to be calculated. This is expressed in equation 5.14. If original data set has a length of S,
then both the filtered data and the detrended data will have a signal length of S-n. An
example of some detrended data can be seen in figure 5.15 for different averaging lengths
in the z domain.
yd(s) = y(s)− ym(s) (5.14)
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Figure 5.13: A 10 point moving average filter produced a smoothed trend (red) that fol-
lows the original set of data (green), however, the smoothed data overshoots the original
set of data to a greater extent than the 3 point moving average in figure 5.12
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Figure 5.14: The impact on of various lengths of moving average filters is shown on a the
same set of input data. Although a higher moving point average will produce a smoother
data set, the offset that is shown in figure 5.13 causes an increase in the amplitude of the
filtered data.
A comparison between the two filtering methods is shown in Figure 5.15, where both
methods have been applied to the same set of unwrapped phased data. The results shown
in red have been calculated by applying a three point moving average filter and then
subtracting results from the original data set. The plots in blue show the results of the
unwrapped phase after a high pass filter has been applied.
110
Figure 5.15: The differences between detrending and high pass filtering are in red and
blue, respectively. The blue data shows the unwrapped phase once a high pass filter has
been applied and the red shows the output once a de-trending method has been used.
The differences between the two are likely to be due to the problem of overshooting in
the moving average method.
Intervals found at around 600 Hz, 750 Hz and 900 Hz in which the two signals de-
viate from one another is found to occur. The type of filter used can significantly affect
the results and differences between the two outputs are due to the filter shape. These
differences can be seen in figures 5.5 and 5.6. High pass filters, in some cases are more
desirable to use than a moving average filter, however they are also costly to use, tak-
ing significantly more time to apply. The 3-point moving average filter will therefore be
applied consistently throughout the rest of the analysis.
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5.2 Application of phase unwrapping and a statistical anal-
ysis on real world data
Studies carried out by Bendat showed that the phase variability is approximately the same
as the variability calculated when using the magnitude [49]. In order to experimentally
test the two methods with which to quantify uncertainty, data from the two previous ex-
perimental studies on the Range Rover Evoque and the luxury saloon door in sections 3
and 4, respectively, was used to verify the theory.
An unwrapping algorithm from equation 5.7 was applied to the raw phase data and a
statistical analysis was carried out to determine the standard deviation of the detrended,
unwrapped phase. This was achieved by subtracting the smoothed data once a three
point moving average filter had been applied. Detrending the data, as shown in figure
5.15, causes the results to have a mean value of 0. The standard deviations may therefore
not be normalised with the average as was previously done when determining the statis-
tical spread of the magnitude. According to Bendat’s findings, however, the spread of the
phase is comparable to the normalised standard deviation of the magnitude.
112
5.2.1 Implementation of the unwrapping phase algorithm on a set of
Range Rover Evoque measurements
A set of 16 nominally identical vehicles were tested for structural variations by measur-
ing a series of frequency transfer functions at different response points across the vehicles.
The experimental set up included three accelerometers placed at the suspension strut, the
lower A pillar and the upper A pillar. The structure was excited at the engine mount
with the use of an impact hammer. Full details on the experimental set up of the Range
Rover Evoque measurements can be found in section 3.3. The raw wrapped phase was
calculated by applying equation 4.6 to the complex data at each frequency, after which the
phase was unwrapped by applying equation 5.7. The unwrapped phase recorded at the
suspension strut is seen in figure 5.16 in which each individual line represents a different
Range Rover Evoque. A large offset in the unwrapped phase does not necessarily reflect
a large variation between the vehicles as influences at lower frequencies can have signifi-
cant effect on the trend line at higher frequencies. A detrending algorithm was therefore
required to observe the smaller changes that reflect the true deviations in the system.
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Figure 5.16: The unwrapped phase of the response taken from a Range Rover Evoque.
The response was measured at the suspension strut and the input was carried out at the
engine mount.
The unwrapped phase in figure 5.16 shows a slight gradient with only a 25 radian
spread over a 600 Hz frequency band. This is due to the close proximity of the forcing
input to the measurement response position. A point mobility measurement would pro-
duce a straight line, however, as the input and output are only in close proximity rather
than at the same point, a small gradient is observed. A step in the gradient is indicative
of a mode that would be seen in the FRF magnitude. As both the phase steps and the FRF
modes can be related back to individual components within the Evoque vehicle’s system,
any significant variations in the phase or magnitude can be a tell tale sign that changes
also exist in certain components in the vehicle.
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Figure 5.17: The unwrapped phase of the response taken from a Range Rover Evoque.
The response was measured at the Lower A pillar and the input was carried out at the
engine mount.
Figure 5.18: The unwrapped phase of the response taken from a Range Rover Evoque.
The response was measured at the Upper A pillar and the input was carried out at the
engine mount.
115
The unwrapped phase for both the lower a pillar and upper a pillar responses can be
seen in figures 5.17 and 5.18, respectively, for each of the 16 nominally identical vehicles.
Across the three response positions, it is clear that the range over which the phase covers
within the same frequency band increases as the distance between the forcing input and
the measurement response becomes greater. Whereas only a 25 radian spread was cov-
ered when the phase was recorded at the suspension strut, the results are spread across
approximately 45pi radians when the response is taken at the furthest point. This increase
in gradient is a result of an increasing number of modes (and therefore components) that
are included in between the response and the forcing input as the distance between them
increases.
This build up of components and, therefore, an increase in the gradient (accumulated
phase) will continue up to a given boundary that is defined by the dimensions of the
system. It follows that predictions and further information about the system may be ex-
tracted by determining the boundary of the accumulated phase. This branch of phase
analysis is further investigated in section 5.3 where steps are taken to extract damping
loss factors from the system using the accumulated phase.
The detrending algorithm outlined in section 5.1.3 was applied to the three sets of un-
wrapped data as previously shown. Standard deviations at every frequency were taken
across the whole set of unwrapped phase for the 16 nominally identical vehicles at each
response position. Once the detrending algorithm was applied, the smaller variations
were left, fluctuating about a zero mean value. As a result of this, once the standard de-
viations calculations had been performed on the detrended phase, a normalisation of the
data was unable to be carried out. This follows the predictions of Bendat [49] where the
normalised standard deviations of the magnitude are comparable with the spread of the
phase which may be calculated by taking only standard deviations.
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Figure 5.19: The comparison between the statistical spread of the phase and the magni-
tude is shown. The response was measured at the suspension strut and the input was
carried out at the engine mount.
Figure 5.20: The comparison between the statistical spread of the phase and the mag-
nitude is shown. The response was measured at the Lower A pillar and the input was
carried out at the engine mount.
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Figure 5.21: The comparison between the statistical spread of the phase and the mag-
nitude is shown. The response was measured at the Upper A pillar and the input was
carried out at the engine mount.
Trends may be extracted from figures 5.19, 5.20 and 5.21 which show that the statisti-
cal spreads calculated from the phase and the magnitude do follow one another to some
degree. It is especially clear in figure 5.20 where peaks in both cases match up well. Dif-
ferences between the two cases may be either reduced or exacerbated depending on the
type of filter applied its design. In the case of a moving average filter, the number of
points over which the smoothing occurs will significantly affect the output. A shorter
moving point average will reduce the variability shown by the phase as the smoothing
function follows the original data more closely than a filter that uses a more points during
averaging.
The next set of results compares the variability of the magnitude and phase using a
similar method to the one seen in the above section. The data used was taken from the
study of the luxury sedan door in section 4.
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5.2.2 Unwrapped phase of luxury sedan door
The results for the luxury sedan door at the three response positions can be seen in figures
5.22, 5.23 and 5.24. The measurement response positions may be found in figures 4.1, 4.2
and 4.3. Raw phase data, measuring the point response at the input was used to produce
the unwrapped phase in figure 5.22. The phase is mostly flat as no modes are found to
occur at the single point of measurement. The varying gradient at 0-50 Hz was recognised
in chapter 4 as due to poor coherence and should therefore be disregarded.
Figure 5.22: Unwrapped phase of the point mobility at accelerometer 1 for each of the 11
clips. The largest variability can be found at frequencies lower that 100 Hz, however the
coherence was noted to be poor at these frequencies during the testing (See figure 4.9).
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Figure 5.23: Unwrapped phase of the point mobility at accelerometer 2 for each of the
11 clips. The graph on the right side of the axis shows the variability of the unwrapped
phase.
Figure 5.24: Unwrapped phase of the point mobility at accelerometer 3 for each of the
11 clips. The graph on the right side of the axis shows the variability of the unwrapped
phase.
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The same steps of using a detrending method to the unwrapped phase in order to
determine the standard deviation the data has been applied to the results taken from the
luxury sedan door. The gradient in accelerometer 2, upon first inspection, appears much
more variable than that of the third accelerometer. The larger gradient of the unwrapped
phase, as seen in the figure 5.24 is a result of the increasing number of poles present be-
tween the forcing input and response output, as more components in the measurement
were recorded by the VTF.
Figure 5.25: The blue plotted data shows the standard deviation of the detrended phase
and the green plot is the variability of the magnitude. This data was measured at the first
accelerometer (point mobility).
The unwrapped phase is a measure of the number of modes within a given frequency
response. Each change in the amplitude of pi represents a single mode. An undamped
system will show sharp defined jumps, whereas the modes within a heavily damped sys-
tem are less defined and may merge into one another. Over a large frequency band, an
exponential shape has been reported to occur for heavily damped systems. The flat shape
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of the phase when measuring point mobility can be explained as very few modes are
present between the input force and the response position.
Figure 5.26: The blue plotted data shows the standard deviation of the detrended phase
and the green plot is the variability of the magnitude which was measured at the second
accelerometer on the trim panel.
The standard deviations calculated from the detrended data can be seen in blue in
figures 5.25, 5.26 and 5.27 as well as the normalised standard deviations calculated us-
ing the magnitude of the same experimental set up in green. Bendat’s theory shows that
the statistical spread of phase and the normalised standard deviation of the magnitude
are approximately comparable to one another and it is shown, especially for accelerom-
eter 2, that the experimental results follow the theory. Lower frequencies, below 200 Hz,
show the closest similarities between the two results, although overall the two statistical
spreads match well across the frequency spectrum of interest.
There are also extra peaks in the phase variability that cannot be seen in the magni-
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tude analysis. For example there are peaks at 80 Hz and 500 Hz in the phase variability,
although more prominant differences can be seen in figure 5.27. This shows that relatively
large changes to the phase at this frequency can make little difference to the magnitude.
This information can be applied when making design changes to the door. It indicates
that changes can be made to certain frequency bands that will have little effect on the
magnitude of the frequency response. The physical significance of the variability in the
phase when compared to the variability in the magnitude is an area for further investiga-
tion.
Other causes for the differences seen between the two statistical spreads can be ac-
counted for by checking the coherence. The results within this range can be ignored as
the coherence was found to be poor within the range 0-80 Hz. This poor frequency band
can be observed in figure 4.9 from 0-80 Hz and the effects can be seen in the analysis in
figure 5.25.
Figure 5.27: The blue plotted data shows the standard deviation of the detrended phase
and the green plot is the variability of the magnitude, which was measured at the third
accelerometer on the far side of the door panel.
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5.3 The accumulation of phase as a further method of anal-
ysis
Once the phase has been unwrapped, the accumulation of phase can reveal much more
about the system compared with the wrapped phase range of 2pi. It is important to con-
sider the environment the wave travels through as the fields in which the waves travel
will influence the accumulation of the phase. For example, diffuse fields, which can cause
scattering of acoustic waves, will provide a greater accumulation of phase than if the
wave had been travelling within a direct field [41]. Lyon [43, 44] produced significant
results that described the dependency of the accumulated phase on its poles and zeros. It
was shown that the direction of the wrapped phase jumps of pi (whether that be in a posi-
tive or negative direction) is dependent on whether a pole or a zero has been passed. Lyon
developed a simplified expression for the reverberant phase which used the assumption
that the number of zeros in a system is half the number of poles, leading to equation
5.15. Significant further work on the phase of frequency response functions has also been
developed which showed how the phase accumulation is directly proportional to the dis-
placement between the input and output signals for a finite resonant, one-dimensional
system.
It follows that a limit for the accumulated phase will occur when the distance between
the input and output is at a maximum. This limit may be found at the geometrical bound-
ary of the system.
Φr(ω) = −Nppi/2 (5.15)
Φr(ω) = −2piNz (5.16)
Φp(ω) = −kr (5.17)
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The concept of a reverberant phase limit showed that at low damping levels, the un-
wrapped phase follows a general trend, described by the equation 5.17 in which k is the
wave number and r is the distance over which the transfer function travels. It was later
shown [45] that at high damping levels, the unwrapped phase tends to deviate from the
trends described in equation 5.17 and behaves closer to an exponential trend [42]. The use
of exponentials also reduced the effects caused by truncation of the data signal during the
application of windowing functions [46]. The expression in equation 5.17 is still however,
a useful method to determine whether the field is propogant or reverberant.
Tohyama [42] expresses the accumulated phase in terms of the bandwidth as a func-
tion of the model overlap M(ω). From this expression, the damping loss factor µ may
be extracted when the modal density n(ω) and the angular frequency ω, as shown in
equation 5.18, are known. As the phase, Φp in equation 5.17, describes the behaviour of
propogant waves, it will therefore be referred to as the propogant phase. Likewise, Φr
will also be referred through the report as the reverberant phase.
M(ω) =
pi
2
ωµn(ω) (5.18)
The modal overlap may be calculated by determining the number of poles within
the system. When a large number of components exist or when the system is heavily
damped, the number of poles can be almost impossible to determine accurately. Equation
5.19 gives an approximation for a flat plate in which the cross sectional area, A, the radius
of gyration of the cross section of the plate, κ and the wave speed within the material
of interest c1 are used to determine the number of poles. The first differential equation
5.19 with respect to the angular frequency thus provides an approximation for the modal
density, n(ω) .
Np(ω) =
ωA
4piκc1
(5.19)
dNp
dω
= n(ω) =
A
4piκc1
(5.20)
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The reverberant phase limit is related to the group delay with equation 5.21
τg(ω) =
dΦr
dω
(5.21)
τg(ω) = −pi
2
n(ω)
[
1− 2
pi
tan−1
( 2
pi
M(ω)
)]
(5.22)
The limits shown in equations 5.22 and 5.15 both describe the behaviour at the geomet-
rical limit of the structure. When making experimental comparisons with the limit, the
vibrational transfer function would need to travel across the whole length of the struc-
ture. The following section will use previously collected data from sections 3 and 4 to
observe whether the behaviour outlined by Tohyama is observed in a complex system.
Previous papers have only investigated simple structures such as 1D lines, beams and
plates. Curve fitting tools will also be applied to extract damping coefficients.
5.3.1 Experimental study to determine the damping loss factors from
the accumulated phase
The following sections will apply the theories developed by Tohyama [46, 42] and Lyon
[43, 44] to a set of experimental data. The unwrapped phase taken from a Range Rover
Evoque vehicle at different positions was used to observe how the phase varies as a func-
tion of displacement between the input and receiver. Several repeated measurements
were firstly recorded and then compared to two different limits. A limit showing linear
behaviour as provided by Lyon in equation 5.17 as well as the Tohyama’s reverberant
phase limit in equation 5.22 were both applied.
The wrapped phase data was recorded by carrying out repeated measurements at var-
ious locations on a single Range Rover Evoque. An impact hammer was used to apply a
forcing input at the engine mount and accelerometers were placed at the suspension strut,
the lower A pillar and the upper A pillar to measure the vibration transfer response. A
detailed experimental outline is given in section 3.3.
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Figure 5.28: The accumulated phase has been recorded at three response locations on a
single Range Rover Evoque vehicle. The black, red and blue lines show the output data
measured at the suspension strut, the lower A pillar and the upper A pillar, respectively.
Plots of the same colour are repeated measurements on the same vehicle at the same
position.
Figure 5.28 shows the unwrapped phase response of the repeated measurements from
the Range Rover Evoque vehicle. The plots in the same colour show the variability of
a measurement response at the same position. The different colours show the measure-
ment locations of the three accelerometers. The black, red and blue plots show the phase
response measured at the suspension strut, the lower A pillar and the upper A pillar, re-
spectively. The greatest distance over which the transfer path must travel is plotted in
blue, whereas the shortest is shown in black. As the transfer path distance between the
input and output signal increases, so does the the gradient of the phase accumulation as
seen in figure 5.28.
An impact hammer inputs a relatively small amount of energy into the system com-
pared with other forcing methods such as a shaker. Due to physical and time constraints
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associated with the set of testing carried out on the Range Rover Evoque vehicles, the use
of an impact hammer was the most efficient method of forcing input. As a result of this,
it was not possible to record a vibrational transfer function that travelled from the engine
mount through the entire length of the vehicle. The experimental measurements taken on
the luxury sedan door, however, used a shaker, therefore making it possible to record the
transfer function at any input-output distance over the door.
Figure 5.29: The accumulated phase was measured at three response positions on a single
door. The far door side (red) measurement shows the case in which the forcing input is at
the greatest distance from the accelerometer positioning. The gradient of the phase is less
for small input-output distances (blue) until a flat line is reached when the point mobility
is measured (black).
The results in figure 5.29 show similar trends to the phase found in figure 5.28 where
the gradient of the phase increases with increasing input-response distance. The plot in
red shows the limit of the accumulated phase gradient, which occurs when the distance
between the forcing input and the accelerometer response is at a maximum. This result
was measured (as can be seen in figure 4.1 and 4.2) when the accelerometer was placed at
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the far side of the door from the shaker.
The theoretical phase limit, developed by Lyon may be calculated by determining
the number of poles or zeros within the system. Generally, experimental measurements
collected from highly complex systems with a large number of components and vary-
ing damping levels cause significant problems when determining the number of modes,
poles or zeros. A high level of modal overlap with the presence of damping makes it
therefore not possible to determine the number of poles from experimentally measured
phase. A linear limit developed by Lyon has, however, been applied to the response data
taken at the furthest point on the door in figure 5.30. The unwrapped phase may vary
between the point mobility response and a propogant limit [41]. By providing a linear
trend at the physical limit of the input-response displacement, information on the system
may be extracted.
Figure 5.30: A linear trend has been fitted to the data response at the door limit (the
furthest distance between the forcing input and the accumulated phase). The linear trend
follows Lyon’s linear phase system.
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Figure 5.31: The accumulated phase at the door limit (the furthest distance between the
forcing input and response point) has been used to produce a best fit. This is later used
to calculate the rate of change of accumulated phase to extract the damping coefficient of
the system.
The general curve fit that follows the accumulated phase was used to remove noise
in the signal. Tohyama used the group velocity to relate the damping coefficient to the
unwrapped phase. Equation 5.21 used the rate of change of the unwrapped phase with
respect to the angular frequency to relate the accumulated phase to the group velocity.
Figure 5.32 shows the rate of change of the unwrapped phase which has been plotted in
blue.
Tohyama’s reverberant phase limit for a square plate as expressed in equation 5.22 has
also been plotted in figure 5.32 for a range of damping coefficients. Applying the group
velocity and modal overlap equations 5.20 and 5.18 to equation 5.22 allow for the damp-
ing to be extracted by using a curve fitting method. The curve fitting method found that
the closest trend used a damping coefficient of µ = 0.02. The overall damping level of the
system, therefore has a value of 2%.
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Figure 5.32: Tohyama’s reverberant transfer function has been used to provide a best fit of
the group velocity (blue) in order that the damping coefficient may be extracted. A range
of plots with various damping coefficients are given to show the spread of the group
velocity.
It was noticed in figure 5.32 that the measured unwrapped phase deviated in certain
frequency bands from the trend line. Similar results were found [41] that also showed
the measured unwrapped phase would deviate from simulated curve for significant ar-
eas of the frequency bandwidth. In both this study and the study by Walsh et al. [41],
poor coherence at lower frequencies was found to cause disruption to the phase, which
may cause it to deviate from the trend line. The data found at frequencies lower than 400
Hz should therefore be discarded for the rest of this study. A sample of the coherence
for this data set may be found in the figure below. The main reasons in this instance for
poor coherence include the corruption of signals due to noise at low frequencies and the
absorption of energy at certain frequency bands for noise cancelling purposes. Time and
physical constraints within the experimental set up meant that parts such as the engine,
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which would usually be removed when carrying out NVH measurements, remained in
the vehicle during testing. Design changes to the car to reduce the amount of noise pro-
duced by the engine and other parts prevented the transmission of energy from the im-
pact hammer to the accelerometer. The low response level below 400 Hz is therefore the
main cause of the low coherence.
Other reasons why the accumulated phase at the input-output limit would deviate
from the predicted trend line in this instance could be due to geometrical differences be-
tween Toyhama’s formula and the experimental case, as the predicted limit is based on a
rectangular plate.
5.4 Conclusions
Analysis that uses a magnitude input is found to be most common method with which
to determine the variability of a structural system as the phase is often discarded. This
chapter has investigated how the use of phase can contribute to better understanding
of complex systems. The study has considered specifically how one might quantify the
variability of the system with phase as an input. Previous experimental results calculated
from the magnitude were used to verify the results. As the raw phase data contains jumps
in multiples of pi that come about from the trigonometric identities used to produce it, an
unwrapping algorithm is necessary to adjust the data into a more workable format. In
most cases, a general downward trend is found in the unwrapped phase belonging to a
vibrational transfer function, which, in order to observe the smaller fluctuations in the
data, two different high pass filtering methods were applied to remove the low frequency
trend. Finally, standard deviations were calculated from the filtered data to produce sta-
tistical spreads which were verified using the normalised standard deviations produced
from the magnitude in sections 3 and 4.
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The statistical spreads calculated using the phase and magnitude showed similarities
and on average the phase was found have a lower variability than the magnitude. In com-
parison to the theoretical work by Bendat, it was predicted that the two spreads should
be approximately the same. The most likely reason for the differences found in the two
spreads would have been due to the filter applied to the phase. The length of the moving
average was found to significantly affect the output and as shown in figure 5.12, even
with a small window size, the trend would sometimes ”overshoot” the data instead of
following it through the centre.
It was noticed during the analysis of the unwrapped phase, that the gradient of the
general downward trend would increase as the distance between the forcing input and
the response position also became greater. When investigating work by others[41, 46, 42],
it was found that the gradient will increase up until a given limit that is defined by the
geometry of the system. Tohyama provided a theoretical limit for a 2D damped plate that
was able to relate the unwrapped phase limit to the damping loss factor. A curve fitting
tool was applied to the data taken from the luxury sedan door study in order that the
damping loss factor could be extracted. The value of the damping loss factor was found
to be 0.02.
The work in this chapter has shown that although in theory the statistical spread of
both the phase and the magnitude are approximately the same, in reality, the type of filter
used when analysing the phase has a significant effect on the output of the phase vari-
ability. It follows the phase is only comparable to other phase measurements if the same
filter has been applied. Without the use of a standardised filter or an alternative method
of determining the statistical spread of the phase, the magnitude may be a more robust
method with which to determine a system’s variability. The phase itself can still be an
important source of information about a system. Accumulative phase can allow for vari-
ables such as damping ratios, the number of poles and zeros as well as the modal overlap
to be extracted. Currently, only simple models such as plates and beams have been devel-
oped which, when applied to this case, will only approximate the damping coefficient.
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Chapter 6
Variability of the acoustic response from
a JLR luxury saloon door when small
changes are made to the trim boundary
conditions
6.1 Introduction
Whilst structural testing gives valuable insight into the behaviour of the system, further
information can be collected by measuring the acoustic response of the system. There are
benefits to acoustic tests, for example, the quality of a structural response is dependent
on the coupling method between the output response and the instrumentation used to
record it. Acoustic measurements remove the necessity for mechanical coupling. Both
approaches are useful in determining resonant frequencies and modal changes with time
variant systems. The different methods of acoustic noise transmission are outlined by
Lalor and Pribesh [39], which includes the direct transmission of noise through openings
in the system, however as any holes or openings are likely to be small in size, this will
generally only affect higher frequencies. Other methods of acoustic energy transmission
are found to influence lower frequency bands by exciting large surface areas through the
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change in air pressure between nearby surfaces. The following investigation within this
chapter was carried out separately to the structural evaluations. It has followed naturally
that the acoustic response contains vital information about the customer experience that
may differ from the strucural response.
It has been shown in section 4 that when small changes are made to a set of trim
boundary conditions, significant changes to the system’s structural response can be ob-
served. In a continuation of this study, the same structure was tested to determine how
the acoustic response varied as small changes to the trim boundary conditions were var-
ied. Comparisons between the structural and the acoustic response when taken at the
same position are given in section 6.5.
The set of 11 clips that are used to hold the door to the trim were individually removed
and replaced. Testing carried out inside an anechoic chamber involved a sound intensity
probe that recorded the sound pressure produced by the system when a single clip was
missing. A full explanation of the experimental methodology and how the experiment
was fully validated is found in section 6.3. In sections 6.6 and 6.7 the set up and results
of a simulation of the system was carried out to model the changes shown by the system
as the boundary conditions vary. The sound power was calculated using the normal ve-
locities produced at each of the mesh elements. The study concludes with a summary of
the structural findings from section 4 and a comparison between the acoustic and struc-
tural analysis that considers both the experimental results as well as findings from the
simulations in section 6.8.
6.2 Theory
This section gives the background and theory involved with acoustic sound transmission
and the calculation of sound power. The majority of the measurements were taken using
a sound intensity probe, held approximately 0.5 m away from the source. At this distance
it is reasonable to assume a plane wave behaviour of the sound energy, although much
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closer to the source the propagating wave may be modelled as an expanding sphere.
The sound pressure level (SPL) is commonly represented using a decibel scale due to
the large ranges in amplitude with a reference value of 20 µ Pa. The sound pressure level
may be determined as shown in equation 6.1 [36].
SPL = 20log10
p
′
rms
20µPa
(6.1)
The sound pressure p′ may be related to the particle velocity with equation 6.3 and is
often put in terms of the root mean squared pressure (rms) using equation 6.2, where c is
the speed of sound in air (340m/s), ρo is the density of air and u is the particle velocity.
ρoc may also be known as the acoustic impedance. The rms of the pressure may also be
defined by taking averages of the squared pressure a shown in equation 6.2 in which the
bar denotes the mean value.
p
′2
rms = p¯
′2 (6.2)
p
′
= ρocu (6.3)
The product of p′ and u is known as the intensity, I, as shown in equation 6.4. The
amount of sound power in watts (W) is determined by the level of intensity per unit
area. It may be calculated by integrating the sound intensity across the area over which
the sound has radiated as shown in equation 6.5. It is commonly represented in decibels
(Equation 6.6) using a 10−12W reference value. The sound power is independent of the
positioning of the observer as it is the sound power that causes the pressure difference in
the system.
I = p
′
u (6.4)
W =
∫
IdA (6.5)
SWL = 10log10
( W
10−12Watts
)
(6.6)
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The following experimental method will use an intensity probe to take sound pres-
sure measurements that will allow the sound intensity and therefore the sound power to
be calculated. Sound intensity probes are highly accurate however even minute imper-
fections in the measuring equipment can have a significant impact on the results. If the
sound system is held within a free field in which there are no acoustic reflections, then
the sound intensity may be relatively easily measured. These requirements minimal re-
verberation hold true when the system is in an area of open air in which no reflections of
sound occur. An anechoic chamber is commonly used to achieve a free field environment.
Figure 6.1: The positioning of the two microphones are shown with an impinging sine
wave. The two signals recorded by the microphones allow the gradient of the wave to be
calculated by applying a finite difference approximation [36].
Although a single microphone may measure the sound pressure, in order to deter-
mine the sound intensity, two microphones are required to determine the gradient of the
impinging pressure wave. The sound pressure wave may be thought of as a smooth, con-
tinuously changing sine wave. Two microphones are placed close to one another allow
the pressure gradient to be determined by calculating the tangent of the sine wave pass-
ing between the two microphones. This is known as the finite difference approximation.
The gradient of sound pressure is determined by the rate of change of instantaneous pres-
sure between the two microphones with respect to their displacement from one another.
Euler’s equation relates the acceleration, a, of a fluid of density ρ to the pressure gradient
of the fluid as shown in equation 6.7. The pressure gradient may then be related to the
particle velocity, u, (See equation 6.8) by integrating 6.7 with respect to time.
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a = −1
ρ
δp
δr
(6.7)
δu
δt
= −1
ρ
δp
δr
(6.8)
u = −
∫
1
ρ
δp
δr
dt (6.9)
The pressure across the two microphones may also be approximated by equation 6.10
p =
pA + pB
2
(6.10)
Figure 6.2: The x and y sample inputs are shown above as a square and saw tooth wave
in the time domain will be used to show the effects of cross and autocorrelation.
By taking equation 6.4, an expression for the intensity in the time domain is given in
equation 6.11. The equivalent equation in the frequency domain is given in equation 6.12
[37].
139
I = −pA + pB
2ρ∆r
∫
(pA − pB)dt (6.11)
I = − 1
ρω∆r
Im(GAB) (6.12)
,where ∆r is the distance from the source to the observer and Im(GAB) is the imagi-
nary component of the cross power spectrum of the two pressure signals A and B recorded
using the two microphones. The cross power spectrum from a time signal may be deter-
mined by firstly converting the discrete time spectrum into the frequency domain using
equation 6.13. F is the discrete FFT function applied to a sequence of N complex num-
bers. n and k are integers used to denote the discrete steps in both the input and output
domains, respectively.
Fm =
N−1∑
n=0
xne
−i2pimn/N (6.13)
GAB(f) = FA(f)F∗B(f) (6.14)
The Fourier transform is most commonly used to convert data from the time domain
into the frequency domain for spectral analysis. In which case the input, x(t) uses t for
time instead of the discrete n value and the frequency output in place of the m integer.
The cross spectrum is obtained by multiplying the FFT output of one microphone signal
with the complex conjugate of the second FFT. The real parts of the output from equation
6.14 are then discarded leaving only the imaginary parts, Im(GAB).
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Figure 6.3: The cross spectrum has been applied using the method as shown in equation
6.14. A convolution may also be applied in the time domain to achieve the same results.
The order in which the cross correlation is applied to the two signals can significantly
affect the output signal.
An example of the cross power spectrum is shown in figure 6.3. The output was ob-
tained by applying the method previously described using equation 6.14. Two signals
in the form of a square wave and a saw tooth wave as shown in figure 6.2 were used as
inputs. A cross power spectrum is used to observe the similarities between the two input
signals. For comparison, the output from both an auto power spectrum and a convolution
are shown in figures 6.4 and 6.5, respectively, using the same X and Y inputs in figure 6.2.
GXX = FX(f)FX(f) (6.15)
HXY = FX(f)FY (f) (6.16)
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Figure 6.4: The auto power spectrum has been applied to both the square and the saw
tooth wave using equation 6.15. The top graph has been calculated using a square wave
and the bottom has been calculated with a saw tooth wave. A convolution may also be
applied in the time domain to achieve the same results.
A cross power spectrum analysis as well as both the auto power spectrum and the con-
volution may be carried out in either the time or the frequency domain. The equations
as shown in this section are carried out by first converting the signal into the frequency
domain. Section 5.1.2 outlines in equation 5.12 how all three methods may be done in the
time domain.
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Figure 6.5: A convolution between the X and Y inputs as shown in figure 6.2 has been
applied. The order of the convolution on the two signals appears to make no difference
to the output signal.
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6.3 Experimental methodology and equipment
The following experimental work outlines how the sound power and sound intensity of
a luxury door varied as small changes were made to the door’s structure. The door was
held in place with the use of a steel frame. Images of the full set up can be found in fig-
ures 4.1- 4.4. The door was then excited with a white noise forcing input using a shaker
placed at the door latch. The signal input of 500 mV was amplified so that on average a
0.5 N input was applied. The input was monitored and recorded with the use of a force
transducer placed at the end of the shaker stinger. The response of the door was then
measured with a sound intensity probe. The following method fulfils all requirements
of ISO9614-3 [17], which specifies the standardised procedure when carrying out sound
intensity measurements.
Figure 6.6: The labelled equipment layout is shown. Broadband noise is applied by the
signal generator and a force transducer is used to measure the input and a sound intensity
probe sent the output to a National Instruments data acquisition software.
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The experiment was carried out using a full anechoic chamber where the background
noise was noted. National instruments (NI) data acquisition hardware logged the data
and NI software (Signal Express) carried out part of the analysis. A G.R.A.S. 12AA sound
power module was also used to amplify the signal from the sound intensity probe to the
data acquisition kit. Sound intensity probes use pressure gradients measured with the
use of two microphones placed closely together to determine the sound power. The full
layout can be seen in figure 6.6 The distance between the two microphones can be varied
to give greater resolution to certain frequency bands. A 12 mm spacer was used which
gives good measurements over a 200-5000 Hz frequency band. A larger spacer would
give greater resolution to lower frequencies. The two microphones used are shown in
figure 6.7. These were calibrated using a 1000Hz microphone calibrator before each set of
testing.
Figure 6.7: The image shows the two microphones used to measure the difference in the
sound pressure, which is used to calculate the sound power.
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Figure 6.8: The image shows the route taken by the sound intensity probe as well as
the subdivided areas over which the sound intensity was integrated. Each subdivided
square has a 40cm2 area and the probe was held approximately at the centre of each of the
squares.
In order to determine the sound power, sound pressure measurements were taken
using the two microphones on the intensity probe. Square windowing functions were ap-
plied to the input time signal and the software used the windowed data to calculate the
sound intensity by applying equation 6.12. The intensity was integrated over the surface
area of the source. Each of the smaller square areas shown in the figure 6.8 are called area
subcomponents. These smaller areas were determined by dividing the whole area into a
given number of sections. The probe was held at a distance of 0.5 meters from the door
and was manually carried along a continuous path that covers each of the subdivided sec-
tions using a tripod to keep constant height and string to maintain the same distance from
the door. The distance of 0.5 m between the probe and the door trim was decided, as this
is approximately the distance at which the passenger’s ear would be from the door. In an
effort to reduce noise and improve repeatability, records of the sound pressure at each of
the subdivided areas were taken multiple times and averaged until the data converged.
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The path taken by the probe as well as the sections into which the area was divided can
be seen in figure 6.8. The descision on the number of sections the grid in figure 6.8 was
divided into was influenced by the normal modes study carried out in chapter 4. Any
amplitude peaks such as the ones in figures 4.20 and 4.23 would be captured with the
grid resolution used in the experiment.
In addition to the verification carried out in section 6.4, the trim was removed and re-
placed during these repeat measurement to record any variability that might come about
the measurement procedure and from replacing the door. The clips were not varied dur-
ing this procedure.
The first set of recordings were taken when all of the clips within the door were present
in order to provide a benchmark for the best case scenario. The main bulk of the measure-
ments involved the removal of the door trim by unscrewing four bolts located across the
door. The locations of the bolts are labelled in green in figure 4.5. A single clip was
removed, the trim was replaced and a set of swept sound pressure measurement were
recorded. This was repeated for all of the 11 clips. The layout of the clips as well as the
clip design may be seen in chapter 4, figures 4.5 and 4.7. The variability as a result of
removing and replacing the trim was recorded and included as part of the measurement
variability. In order to remove any effects of wear or damage to the clips, the old clips
from previous measurement sets were regularly replaced with new clips.
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6.4 Calibration and a comparison of methods
In order to provide assurance of the quality and accuracy of the results, a small side
study was carried out that compared results taken by two separate methods. An omnidi-
rectional broadband noise source was emitted from a speaker that was attached to a piece
of tubing.
The first set-up used the method outlined in section 6.4 with a sound intensity probe.
The second method required the use of both a microphone to measure the noise output at
the pipe nozzle and a further microphone held at approximately half a meter away. The
second microphone was rotated about the noise source in a circle and measurements were
taken at intervals of 20 deg. Equation 6.17, which determines Q(f), the volume velocity
from the sound pressure p at a given distance r from the noise source, the density of air ρ
and the frequency f [33].
Q(f) =
2rp(r)
ρf
(6.17)
Figure 6.9: The orientation of the probe to the sound source is such that the impinging
sound waves will arrive at approximate normal angles to the microphone surface.
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The volume velocity may also be written as the sum of the velocity at each elemental
position, multiplied by the elemental area, as seen in equation 6.18. Ai is a vector of the
same length as v in which every element is the same as the elemental area. u is a vector
of velocity values [35].
Figure 6.10: The sound pressure of the two microphones in the time domain is shown,
where the sound intensity probe was held at a distance of 0.5m from the source. As the
microphones are in slightly different positions with one in front of the other, the two
pressure signals also display differences.
Q = Aiu (6.18)
The volume velocity and the sound power produced by both methods were used as
tools for comparison between the two sets of results. An FFT of the sound pressure at
each of the two microphones collected with the sound intensity probe is shown in fig-
ure 6.10. A slight difference between the signals can be noticed. The two microphones
are placed in slightly different positions, therefore recording non identical pressures. The
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pressure gradients between the two microphones at a known distance away from one an-
other allow for the sound power to be determined.
The first measure of comparison between the two methods is shown in figure 6.11.
The volume velocity in green shown the results calculated from the sound intensity probe
method and the blue plot show the results from the second method. The two follow one
another well up until 600 Hz. The calculated sound power also shows a good agreement
between the two methods for frequencies much higher than 600 Hz.
Figure 6.11: The data shows the comparison of the volume velocity using two separate
methods. The signals are shown to be the most similar at frequencies below 600 Hz, above
which the two signals deviate. The increasing velocity of the wave at higher frequencies
follows a behaviour that would be expected, so difference is likely to be a result of the
circular microphone method.
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Figure 6.12: The sound power shows similarity between the two methods, which verifies
the sound intensity probe can produce reliable results. As with the volume velocity, the
two signals deviate from one another at frequencies above 600 Hz, however the difference
is not as noticeable in this case.
In all cases, the results show a low frequency harmonic of approximately 33 Hz. The
tubing used to produce the vibrational source had a length of 5.2 m. A standing wave
produce from a piece of tubing of this length would produce a fundamental frequency of
approximately 33 Hz. The cause of the harmonic as seen in figures 6.10, 6.11 and 6.12 is
therefore due to the length of the pipe.
Varying the length of the pipe would only shift the fundamental frequency rather than
remove it. The prevention of a standing wave forming inside the pipe would be the best
method with which to remove the harmonic. This could be achieved by tapering the ends
of the pipe to prevent a reflection of the wave. The addition of this to the set up might
however adversely affect the sound output of the pipe so that it no longer produces an
omni-directional sound wave.
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The objectives of this study are however not concerned with the type of sound wave
produced from the pipe, rather, that the two methods of measurement agree with one
another. It is possible to conclude therefore that the sound intensity probe is a reliable
method as it has been validated using the volume velocity and sound power calculated
from measurements taken in a circular area about the source.
6.5 Experimental results
The sound pressure from the two microphones was recorded in the time domain and
converted into the frequency domain using an FFT algorithm, by implementing equation
6.13. Figure 6.13 shows the sound pressure level in dB of the acoustic response of the door
for both microphones. Each of the red lines represents a different missing clip configura-
tion for microphone 1. The blue lines show the same responses, although, as these have
been measured at microphone 2, the sound pressure will be slightly different. Compar-
isons between the structural and the sound pressure responses are shown in figure 6.14.
The blue lines show a sample of the results taken at the trim using a structural response
measurement method whereas the results in red show the sound power at a distance of
0.5 m from the same position. Despite some agreement between the peaks, differences
can also be seen. At higher frequencies these differences start become more noticeable,
however this could also be due to the positioning of the sound intensity probe. At a dis-
tance of 0.5 m, more influence could occur from modes that might not have been picked
up by the accelerometer used in the structural measurements.
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Figure 6.13: The figure shows the sound pressure in the frequency domain for all 11 clip
combinations as each one has been removed and replaced. A 50 Hz mains frequency due
to mains interference is clear, however, harmonics of the resonance are not visble as they
are quickly damped out.
Figure 6.14: A sample of the structural results at the trim (blue) has taken from chapter 4
are here compared to the sound pressure (red) of the system 0.5m away from at the trim.
Although several modes (58 Hz, 65 Hz, 75 Hz and 145 Hz) are found in similar positions
to one another, not all of the modes as measured using the sound intensity probe have
been detected and some appear to be slightly shifted.
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As can be seen in figures 6.13 and 6.14, the spread of the results at the lower frequen-
cies is small and at 100 Hz begins to diverge. The spread of the sound pressure remains
largely the same between 100-300 Hz with no gradual increase at the higher frequency
as might be expected. This is also observed in the sound power spectrum. The green
plotted area shows the range over which the 11 different clips have varied the response
of the door. The blue line plotted over the top is the case in which all of the clips are
present. At lower frequencies, it is shown that by removing the clips, on average a lower
sound power is emitted as the blue line is found to lie at a higher amplitude compared
to the green spread of results. At higher frequencies, however, removing different clips is
shown to cause the sound power emissions to increase.
Figure 6.15: The range over which the experimental sound power lies shows the results
for all of the 11 clip variations with a single clip removed at any time. The line in blue
shows the case in which all of the clips are present.
When compared to the acoustic testing of 5 nominally identical JLR vehicles, similar
trends between the spread of the data can be seen In figure 6.16, which shows the noise
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transfer path of each of the 5 vehicles, it is possible to see the increase in variability with
increasing frequency. The increase in spread occurs at approximately 100 Hz, which may
also be observed in the acoustic response found in the saloon door.
Figure 6.16: The figure shows the spread of the noise transfer function taken on a another
set of tests from five nominally identical vehicles. Similarities between the trends may be
found between the two sets of results which include a shifting of anti-resonances and a
constant spread of results at frequency bands lower than 300 Hz.
155
Figure 6.17: The trend as a function of clip position shows that certain positions in the
door are more sensitive to variations in the trim boundary conditions than others. The
normalised standard deviation was calculated by using the case in which all of the clips
are present compared to the case in which each clip is missing.
The normalised standard deviation of each of the 11 clips when compared to the re-
sponse in which all of the clips are in place is seen in figure 6.17. Overall the acoustic
response varies by as much as 50% when compared to a best case scenario. This corre-
sponds to a spread of 15 dB. There are certain positions in which greater variability is
seen. These are found when clips 1, 5 and 8 are removed from the door. Referring back to
the layout of the clips within their trim housings, which can be found in Figure 4.5, it is
possible to notice that all three of these clips are in proximity to door corners. The excep-
tion is clip 11, however a large bolt can be found at this corner which prevents movement
of the door when the clip is missing.
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6.6 Simulation of sound radiation from vehicle door with
varying boundary elements
A simulation was carried out to verify the acoustic response results found in section 6.3.
An image showing the layout of the door can be seen in Figure 4.15 where the forcing
input is shown as a red arrow and fixed constraints are shown as blue crosses at the door
hinges. A 1N force was applied over a 0-300 Hz frequency range and the responses were
measured as shown in the figure at three points. The first response is taken at the door
latch, the second is taken on the trim side of the door and the third is measured at the far
side of the door near the hinges.
In order to follow the set up used in the experimental study, clips modelled as rigid
springs were placed in the positions of the real clips. A 108 solution that includes damp-
ing was applied for all 11 cases where a single clip was missing. Damping that ranged
between 1-3 % was applied to the door components, depending on the material. The pro-
cedure followed identically the method used in chapter 4 in which further information
on solution 108 can be found.
Components of the normal surface velocity at each element were extracted from the
F06 file using a Matlab script. It was then possible to determine the sound pressure and
power by using equations 6.19 and 6.20, respectively.
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Figure 6.18: The positioning of the 11 rigid clip elements are shown circled in blue. Fur-
ther rigid spring elements used to model screws and bolts found within the door are
circled in green. The green labelled elements are left unaltered throughout the simula-
tions.
6.7 Simulation results
The simulation output data was given as a set of complex velocities in the x, y and z
directions. The pressure was calculated by applying equation 6.19 developed by Sung
and Jan [38] with the magnitude of the velocity at position r. Equation 6.4 could then
be applied by using the velocity and calculated sound pressure at each finite element.
The sound power may then be calculated with the use of equation 6.5 by integrating the
intensity over the surface area. The surface area may be calculated by summing the area
of the finite elements used to build the mesh. This information as well as each position of
the finite elements were also stored within the F06 file along with the respective velocities.
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P (r) =
ωρf
2pi
∫
vn(r)e
−ikR
R
ds (6.19)
The output of the simulated sound pressure level may be seen in figure 6.19 and the
associated sound power level calculated from the sound pressure is pictured in figure
6.20. The bold red line in both cases shows the simulation in which all of the rigid springs
are in place. In both figures, there are 11 separate blue lines which each correspond to a
case where a single rigid link has been removed, simulation the entire removal of a clip.
In both the sound pressure and sound power, the modes belonging to a missing clip case,
appear to follow one another closely, however all of the cases deviate significantly com-
pared to when all of the clips are in place. The amplitude of the missing clip’s responses
both increases and decreases for various frequency bands. When clips are removed, lower
frequencies appear to increase in amplitude, whereas higher frequencies, above 200 Hz
show a decrease in the acoustic amplitude of the response. This is true for both the sound
pressure and power.
Figure 6.19: The simulated sound pressure of the 11 clip combinations is shown in blue,
where for each case a single rigid clip element has been removed. The thicker red line
shows the case in which all of the clips are present.
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Figure 6.20: The simulated sound power of the same set up which uses the 11 clip combi-
nations is shown in blue. The thicker red line shows the case in which all of the clips are
present.
Trends may be found in the spread of the clip data as a function the positioning of a
missing clip by determining the normalised standard deviation. This was achieved by ap-
plying equation 3.6 to the sound power instead of the frequency response function, which
was used in section 3.3. The results in figure 6.22 shown little difference in the variations
when clips from certain positions are removed. The normalised standard deviation at clip
11 shows a significant decrease in the variability at this position. In the experimental set
up a large bolt was placed in close proximity to the 11th clip. To incorporate this into the
simulation, a rigid link was also placed at the position of the bolt as well as three further
positions in which other bolts in the door were held. It is likely that removing the rigid
link at the clip had little effect on the overall response of the door due to the stability
provided by the extra link, reducing the variability from 36 % to just 10 %.
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Figure 6.21: The statistical spread of the sound power responses when a single clip has
been removed is seen in green. The blue line shown is the response when all of the clip
are in place.
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Figure 6.22: The normalised standard deviation of the simulated acoustic responses of
each missing clip positioning when compared to a best case scenario (in which all of the
clips are present and rigid).
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6.8 Summary and comparison of experimental and simu-
lated results
The study presented in this chapter has investigated the experimental results of an acous-
tic response of the system. The study then provides simulation data taken from a JLR door
with trim for comparison. The sound power level was calculated from a series of sound
pressure measurements and a statistical spread of the sound power level as a function of
clip position was carried out. This was compared with an equivalent linear simulation
study, where the complex velocities were used to also calculate the sound power, leading
to a statistical spread of the structural response as a function of missing clip position. A
design of experiments was also carried out prior to the study which was able to deter-
mine a 10 % measurement error.
The experimental results show a significant deviation from the case in which all of the
clips were present and the boundary condition was altered. Figure 6.17 shows on average
a 45 % deviation from the best case scenario. Similar results on average of 35 % are also
found from the simulation, where the difference in statistical spreads may be accounted
for both by the measurement variability and the limitations found within the model used
in the simulation.
Other significant differences in the behaviour of the system’s response between the
simulation and the experiential findings includes the amplitude changes at certain fre-
quencies. Figure 6.15 shows a decrease in the amplitude overall at frequencies below 150
Hz and an increase in amplitude above 200 Hz. One might expect that the response am-
plitude should increase when fewer clips are in place, reducing movement of the trim,
which may be the case on average, however the geometrical movement associated with
lower frequency modes may be reduced when certain sections of the panel are released.
The increase in amplitude at the higher frequencies, as expected may be a result of smaller
components the door moving freely.
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When considering the response of the door as a function of clip positioning, the ex-
perimental results show that the structural response varies the most when a clip on the
lower corners of the door is removed. The highest peaks can be noticed in the normalised
standard deviation (Figure 6.17) at positions 4 and 9 (See Figure 4.5). By physical in-
spection, it was noticed that some of the clips were free to move within their housings,
providing a source of potential rattle. If a clip held more firmly in place is removed it
is likely that this will cause a more significant change to the acoustic response than if a
loose clip was removed. The orientation of the door, shown in figure 4.4, is such that a
pre-load is also likely to be present on the two lower corner clips used to connect the trim.
The simulation showed very little variation as a function of positioning (See figure
6.21) which is a result of multiple factors. The most significant is that clips were mod-
elled rigidly in a linear simulation that would not have taken into account any rattling
of the clips inside their housings. The use of an older door model also caused limita-
tions in the accuracy of the acoustic response simulation, however it was still possible to
use the model to observe behavioural trends. The most noticeable difference in the nor-
malised standard deviation of the simulated door responses was found when clip 11 was
removed. Along with the 11 rigid springs used to model the clips, a further 4 were used
to connect the positions at which the bolts were found. One of the bolts was placed close
to clip 11 and it is likely that the connection provided by the spring prevented significant
change to the door structure once the clip had been removed. This was also found to be
the case in the experimental results.
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Conclusion
This study has investigated the sources of NVH variability as well as new and alternative
methods of analysis. An in depth review of the current literature showed that, although
the level of variability in the automotive sector has been gradually improving, there are
still significant areas for potential improvement. Sources of intrinsic variability were re-
ported to be found in components that display non-linear behaviour such as rubber as
well as at boundaries. Aside from that, other sources can include variability that comes
from a change in the environment as well as the measurement taking process.
As a result of the literature review findings, a study was carried out that applied a pre-
dictive measurement variability function in a novel way. The study outcomes produced
a method to separate the measurement variability from the overall system variability by
carrying out a set of measurements on a 16 nominally identical Range Rover Evoque ve-
hicles. The study was also able to show an increasing variability as the distance between
the forcing input and output increased. This was due noise at the response point as insuf-
ficient energy was able to reach components. The study also highlighted the importance
of monitoring coherence measurements throughout testing to ensure quality of measure-
ment.
The second study also followed the findings from the literature review as experimen-
tal and simulation measurements were run to determine the system variability as small
changes were made to a luxury sedan door. The boundary conditions that hold the poly-
mer trim to the aluminium door were varied by changing the number of polymer clips
at the boundary as well as their position. Along with guidance from JLR, the study was
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chosen as little variability is shown to be present in the material its self in comparison to
when several material are combined together. It follows that variability can significantly
increase at the boundary conditions. Outcomes from the simulation showed that if all of
the clips are rigidly held in place, then, even thought the overall variability will increase
as a clip is removed, the location is not of importance. Experimentally, the clips were
not all rigidly held in place and it was found that if a rigid clip was removed, then this
was found to significantly increase the system variability compared to a loose clip being
removed. Information from studies such as these are vital when making decisions at the
design level. For example, more stability could be given to clips at the corners, as the
majority of the rigid clips were all found at the door corners.
All of the analysis from the second study was carried out using the magnitude cal-
culated from the data. It was noticed throughout the literature review that the phase is
often overlooked. The following study introduced both new and older methods of phase
analysis to produce a statistical study of the luxury sedan door that could be comparable
to the results obtained using the magnitude. A study by Bendat showed that a statisti-
cal phase spread should be approximately equivalent to the data spread obtained by the
magnitude. The raw phase data was unwrapped and a high pass filter was applied to re-
move the general downward trend, which leaves only the smaller variations. The results
from the luxury sedan door showed similarity between the statistical spreads for some
of the data, however, it was discussed that the type of filter applied would significantly
affect the variability outcome. Overall the phase produced lower variability results com-
pared to the magnitude.
It was noticed in the unwrapped phase that the results would increase in gradient with
increasing distance between the forcing input and output up to the geometrical limit of
the system. Several scientific papers [41, 43] had found similar results for both linear
and heavily damped systems. In the case of a heavily damped system, the group veloc-
ity of the accumulated phase is found to follow an exponential trend, whereas the linear
system follows a linear trend. It was also found that the damping loss factor may be
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approximated for the overall system at the accumulated phase limit. The damping loss
factor was determined, however, it was not possible to verify the value, although it fell
within ranges expected for the system type.
The thesis concludes with a study on the acoustic variability of a system. Customers
tend to subjectively use the sound produced from a vehicle as a means to determine the
product quality. The previous chapters have shown a significant variability in the system,
however, in the luxury car industry it is important to be able to determine how much of
the variability is audible to the customer. Sound pressure measurements were taken on
the luxury sedan door with the use of a sound intensity probe and the spread of the
sound power was calculated as well as an equivalent simulation of the experiment. The
acoustic response was found to vary by an even greater extent than the results found in
the structure, especially at higher frequencies. This is common across studies throughout
the literature and may be due to better coupling between the structure and measurement
equipment for structural measurements
The work carried out with the phase makes advances for possible future studies into
the system damping. A continuation of the project would see an optimisation of the filter
as well as alternative methods of determining the statistical spread and a verification
of the damping loss factor. As a long term objective, ideally simulations would output
a realistic spread of values in which the real world experimental data would fall. The
ability to quantify and separate variability sources, especially at a simulation level would
save huge amounts of time and money for automotive companies and the application
of the coherence function in chapter 3 has shown progression in realising the long term
objectives.
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