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Jon Strizzi,∗ I. Michael Ross † and Fariba Fahroo ‡
Naval Postgraduate School, Monterey, CA 93943
Computing optimal controls for nonlinear nonsmooth dynamical systems is an ex-
tremely challenging task. In recent years, we introduced a family of pseudospectral
methods for the accurate computation of optimal controls for highly nonlinear systems.
While these methods are applicable for generic nonlinear systems, they can also be
exploited for systems that exhibit certain differential-geometric properties. These tech-
niques are encoded in the reusable software package, DIDO. In this paper, we harness
the structured sparsity of pseudospectral methods and show that a significant increase in
computation speed can be achieved. This facilitates a rapid design of the outer-loop of a
two-degree-of-freedom control system. We demonstrate the viability of our approach for
several example problems involving smooth nonlinearities, path constraints and control
saturation limits.
1 Introduction
FROM an engineer’s perspective, the Hamilton-Jacobi framework is preferred for solving optimal
control problems since it naturally leads to a design
of optimal feedback controllers. Except for some very
simple problems, this approach is bereft with major
theoretical and numerical difficulties.1 The alterna-
tive framework by way of Minimum Principles avoids
the pitfalls associated with the Hamilton-Jacobi theory
but generates open-loop controls. However, it has been
known since the birth of optimal control that if open-
loop controls can be generated in real-time, they are
basically equivalent to feedback controls. This notion
of generating real-time open-loop controls is implicit in
the notion of sampled-data feedback laws.2 In modern
terminology this is model-predictive control3(MPC)
with the horizon being time-to-go. Presently, MPC is
possible if the plant has sufficiently “slow” dynamics.
If a plant has “fast” dynamics, than the usual notions
of explicit feedback theory are necessary for a suc-
cessful implementation. In astronautical systems, the
slow and fast dynamics are separated by the notions
of guidance and control respectively. Guidance is the
slow outer-loop while control is the fast inner-loop. On
the other hand, in a control-theoretic framework, the
concepts of inner and outer loops are formalized by a
two degree-of-freedom (DOF) control system architec-
ture. In many formal 2-DOF control system designs,
the inner loop is used for stabilizing a nominal refer-
ence trajectory generated by the outer loop. In this
paper and our companion paper4 we propose a fun-
damentally different design and implementation of a
2-DOF controller. As depicted in Figure 1, the outer-
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Fig. 1 A 2-DOF Nonlinear Optimal Control Sys-
tem Architecture
loop solves the nonlinear optimal control problem (NL
OCP) and generates rapid controllers while the inner-
loop generates neighboring optimal controllers (NOC).
The outer and inner loops are based on the theory
and technique of pseudospectral methods which will
be discussed later in this paper. The focus of this pa-
per is on the design of the outer-loop. The design and
implementation of the inner-loop is discussed in Ref.
4.
The rapid generation of optimal control problems for
practical nonlinear systems is a challenging task. Ma-
jor problems are encountered in solving the associated
boundary value problem that arises from the applica-
tion of Minimum Principles. Alternative methods for
numerically solving optimal control problems are the
so-called direct methods.5 Direct methods can be basi-
cally described as solving the optimal control problem
by discretizing it to a parameter optimization problem
and then solving the resulting nonlinear programming
(NLP) problem. The conversion to a parameter op-
timization problem can be classified into two major
categories: i) parameterization of the control variable
only, and ii) parameterization of both control and state
variables. Direct shooting methods are an example of
the former class while collocation methods fall into
the latter category. Recent progress in algorithms and
technological advances in computational speed have
made possible a careful use of these methods for real-
time trajectory generation. For example, for certain
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applications, one may use a direct multiple shooting
approach for implementing MPC.6 In general, direct
methods have been somewhat unpopular among many
control engineers because of perhaps two major issues:
A lack of theoretical basis in terms of accuracy (i.e.
convergence of the discretization) and long run-times
on older computers. Only recently,7,8 have proofs of
convergence been obtained for many popular methods.
It can be argued that real-time optimal controls can
be obtained if the size of the associated NLP (i.e. num-
ber of parameters) is small. This is obviously true
if “all other things are the same”. However, size-
reduction techniques are often accompanied by other
issues that may worsen the problem. This is the reason
why single shooting methods are not favored despite
the fact that they generate small scale NLPs. Re-
cently, size-reduction techniques based on differential-
geometric concepts have been proposed. Ideas such
as differential flatness,9 dynamic inversion10 can be
used to lower the dimension of the original problem.
The resulting system can then be approximated us-
ing polynomials or B-splines.11,12 In these cases, one
needs to be aware of the loss of accuracy at the expense
of computational speed. Also sometimes, the reduced
problems are actually harder to solve than the origi-
nal one. To circumvent some of these issues we have
proposed an accurate and efficient way of approximat-
ing optimal control problems by using pseudospectral
methods.13 In applications to reduced order systems,
we have shown that our method performs quite well
and initial numerical experiments14 suggest that it
performs better than the B-spline approach of Ref. 11.
Over the last few years, pseudospectral methods
have emerged as a new way of numerically solving
optimal control problems.13,15–19 They have been
used successfully and widely in computational fluid
dynamics20,21 but their application to optimal control
problems has been more recent. What distinguishes
pseudospectral methods from other numerical meth-
ods is the use of global orthogonal polynomials as
the trial functions. These polynomials can either be
Legendre and Chebyshev polynomials or Lagrange in-
terpolating polynomials. In finite-difference or finite
element methods, on the other hand, the trial func-
tions are local in nature. This global orthogonality
as well as the use of Gaussian quadrature rules and
nodes in approximation create simple rules for trans-
forming the original problem to a system of algebraic
equations.
In the Legendre pseudospectral method – which is
the method used in this paper – polynomial approxi-
mations of the state and control variables are consid-
ered where Lagrange polynomials are the trial func-
tions and the unknown coefficients are the values of
the state and control variables at the Legendre-Gauss-
Lobatto (LGL) points. It is well-known that this
choice of node points yield superior results for interpo-
lation of functions to the ones obtained from equidis-
tant points.22 The state differential constraints are
imposed by evaluating the functions at the LGL points
and using a differentiation matrix which is obtained
by taking the analytic derivative of the interpolating
polynomials and evaluating them at the LGL points.
In this sense, this method of imposing the state equa-
tions is in marked contrast to the numerical integration
techniques that are used to approximate the differen-
tial equations in traditional collocation schemes; see
for example Refs. 5,23–26. The integral cost function
can also be discretized by Gauss-Lobatto quadrature
rules which provide highly accurate results for approxi-
mating integrals.22 Therefore, this method unifies the
process of discretization of the differential equations
and the integral cost functions. This unification is
critical in proving convergence theorems27 since the
Lagrangians are augmented cost functions. As shown
in Refs. 27, 28, the Legendre pseudospectral method
provides the ease of implementation associated with
direct methods while maintaining the accuracy of in-
direct methods. This results in a highly accurate
determination of the discrete costates and other cov-
ectors at the LGL points. As in many other methods
for discretizing optimal control problems, our method
also provides a characteristic structured sparse NLP
which is exploited in this paper to demonstrate rapid
computation of optimal controls for a wide variety of
problems. To numerically demonstrate the ideas, we
choose a problem from each of the following categories:
a smooth nonlinear problem with hard boundary con-
ditions, a nonlinear problem with path constraints and
a linear problem with control saturation limits.
2 Basic Computational Framework
In this section we summarize the Legendre pseu-
dospectral method for a “standard” optimal control
problem. Significantly more complex optimal control
problems can also be solved by our method;13 how-
ever, for the purposes of simplicity in explanation we
restrict our attention to the following optimal control
problem.
Problem B
Let x ∈ RNx and u ∈ RNu . Determine the state-
control function-pair, {x(·),u(·)}, and possibly the
clock times τ0 and τf that minimize the Bolza cost
functional,




F (x(τ),u(τ), τ)dτ (1)
subject to the dynamic constraints,
x˙(τ) = f(x(τ),u(τ), τ) (2)
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) ≤ efu (4)
and mixed state-control path constraints,
hl ≤ h(x(τ),u(τ), τ) ≤ hu (5)
An equality constraint may be obtained by simply set-
ting the lower bound equal to the upper bound. It is
assumed the functions,
E : RNx × RNx × R× R→ R (6)
F : RNx × RNu × R→ R (7)
f : RNx × RNu × R→ RNx (8)
e0 : RNx × R→ RNe0 (9)
ef : RNx × R→ RNef (10)
h : RNx × RNu × R→ RNh (11)
are continuously differentiable with respect to their ar-
guments. In addition, by v ≥ 0 for any vector, v, it is
meant that all components of v are nonnegative.
The Legendre Pseudospectral Method
The optimal control problem Problem B can be
discretized by the Legendre pseudospectral method.
This method which has been extensively described
in Refs. 13, 15–21, 27, is based on approximating
the state and control variables by Lagrange inter-
polating polynomials. The unknown coefficients are
the values of the variables at the interpolating nodes
which in this method are the quadrature points, the
Legendre-Gauss-Lobotto (LGL) points. These points
tl, l = 0, . . . , N, which are distributed on the interval
[−1, 1] are defined as:
t0 = −1, tN = 1
and for 1 ≤ l ≤ N − 1, tl are the zeros of L˙N , the
derivative of the Legendre polynomial, LN . The dis-
cretization process begins by approximating the con-
tinuous state and control variables byNth degree poly-
nomials of the form








where, for l = 0, 1, ..., N
φl(t) =
1
N(N + 1)LN (tl)
(t2 − 1)L˙N (t)
t− tl =
{
1 if l = k
0 if l 6= k
(14)
are the Lagrange interpolating polynomials of order
N .
The dynamical equations are discretized by impos-
ing the condition that the derivatives of the state ap-
proximations satisfy the differential equations exactly













For LGL points Dkl = φ˙l(tk) are the entries of the
(N + 1)× (N + 1) differentiation matrix D




. 1tk−tl k 6= l
−N(N+1)4 k = l = 0
N(N+1)
4 k = l = N
0 otherwise
(16)
From the Gauss-Lobatto integration rule, the dis-
crete cost function is given by,






+ E(x0,xN , τ0, τf ) (17)
where X = (x0;x1; . . . ;xN ); U = (u0;u1; . . . ;uN )






k = 0, 1, . . . , N.
The mixed state-control path constraints, and the
end-point constraint can also be discretized by eval-
uating these inequalities at the LGL nodes. Thus,
Problem B can now be discretized as Problem BN
given below.
Problem BN
Find the (N + 1)(Nx +Nu) + 2 vector XNP
XNP = [X;U; τ0; τf ]
with
X = (x0;x1; . . . ,xN )U = (u0;u1; . . . ;uN )
that minimizes





F (xk,uk)wk+E(x0,xN , τ0, τf )
(18)
subject to
Sk ≡ τf − τ02 f(xk,uk)−
N∑
l=0
Dklxl = 0 (19)
e0l ≤ e0(x0, τ0) ≤ e0u (20)
efl ≤ ef (xN , τf ) ≤ efu (21)
hl ≤ hk(xk,uk) ≤ hu (22)
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for k = 0, . . . , N. One of the most important aspects
of this discretization is the covector mapping theo-
rem.16,17 A mapping exists from the KKT multipliers
to the discrete costates from which an accurate way of
approximating the costates from the KKT multipliers
can be implemented.
3 Overview of Sparsity Patterns
The discretization method described in the previ-
ous section has been encoded in a reusable software
package called DIDO, and this package in addition to
discretizing the problem, also solves the NLP problem
using either a dense or sparse NLP solver. To use the
sparse NLP solver, the sparsity of the NLP should be
preassigned. The NLPs obtained from pseudospectral
methods have a structured sparsity in the Jacobian
of the constraints. In this section, we summarize this
sparsity pattern which is harnessed in the numerical
method and exploited in DIDO.28





































are block matrixes of dimension
Ne0 × Nx and Nef × Nx, respectively. The zeros, 0,
are zero matrices of appropriate dimensions. The spar-
sity in the discrete differential constraints comes from








































The matrices ∂f∂X and
∂f
∂U are block diagonal matri-
ces with block entries of the form ∂fi∂xi . Similar sparsity













In the case of pure state constraints, we have addi-










Thus, any given problem has a minimum sparsity
pattern as described above. Typically, specific prob-
lems have additional sparsity structures that can also
be exploited as described in the following sections.
4 Case Studies
We choose three problems having widely different
characteristics to demonstrate the viability of our
methods. Each problem is solved using the DIDO
package with two different NLP solvers. The solvers
are identified according to their approach for solv-
ing the NLP: DIDO-Dense and DIDO-Sparse (in this
study the solvers used were NPSOL30 and SNOPT,31
respectively).
4.1 An Orbit Transfer Problem
This following example is a nonlinear optimal con-
trol problem with smooth nonlinearities and hard
boundary conditions. The optimal control problem is
to determine the optimal trajectory and thrust steer-
ing angle to transfer a spacecraft from an initial orbit
to a final orbit whose the radius is maximized in a
fixed amount of time.2 The state variables are the ra-
dial distance r, the true anomaly θ, the radial velocity
component vr, and the transverse velocity component
vt. The control variable is the thrust steering angle
measured from the local horizontal ².
The problem is formulated as finding ²(τ) that maxi-
mizes the final radius at τf = 3.32. Therefore, the cost
function is
J = −r(tf ) (31)






















+A(τ) cos ² (35)
(36)




(m0 − |m˙|τ) (37)
where m0 is the initial mass and m˙ is the constant fuel
consumption rate. The boundary conditions are
r(0) = 1.0 θ(0) = 0 (38)
vr(0) = 0 vt(0) = 1.0 (39)
vr(τf ) = 0 vt(τf )−
√
1/r(τf ) = 0 (40)
The normalized constants for this problem arem0 =
1.0, T = 0.1405, τf = 3.32, and |m˙| = 0.0749. The
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problem was discretized by the Legendre pseudospec-
tral method for values of N (the number of nodes) be-
tween 20 and 100, in increments of 10. The DIDO tool
with the DIDO-Dense and the DIDO-Sparse solvers
was used to solve the NLP and the CPU time required
by each solver was recorded. All computations were
performed on a Pentium 4, 1.8 GHz processor under
Windows 2000. For consistency in the comparisons the
default settings for all solver options were used, includ-
ing those for constraint and optimality tolerances. For
each trial a cold start method was employed, where
the initial guess was obtained from numerically inte-
grating the state equations with a constant value for
the control, ²(τ) = 0.001 rad.
As mentioned earlier, the Jacobian for the system
of constraint equations has many sparse elements and
this information is utilized by the DIDO-Sparse solver.
As a part of NLP formulation, the sparsity pattern
for this matrix must be identified and provided as an
input. For this problem the Jacobian is of size (4N +
1) × 5N and is set up according to the discussions in
the previous section.
The exact Jacobian for this problem is approxi-
mately 20% dense. Based on the inherent structure
of the Jacobian of the NLP (obtained from Legen-
dre pseudospectral discretization), a maximum density
pattern can be derived. For this problem, this yields a
Jacobian which is approximately 26% dense.
Figure 2 shows the initial guess used for the cold
start and an example of the converged optimal states
from the DIDO-Sparse solver for N = 60, which were
indistinguishable from those obtained from DIDO-
Dense. The same is true for the optimal control
history, shown in Figure 3. The control history and
performance index of r(tN ) = 1.525 are in excel-
lent agreement with prior published results from both
direct and indirect methods.2,16,29 The unique ca-
pability of our method that automatically determines
the costates is shown in Figure 4 for the DIDO-Sparse
results(N = 60). These computed costates are again
indistinguishable from those by DIDO-Dense and are
in excellent agreement with published results . Note
that no guesses are required for determining these
costate values; they are automatically obtained from
the KKT multipliers of the converged solution output
from DIDO.28
To investigate solution accuracy and solver times,
we first look at the case where the exact Jacobian den-
sity pattern is provided to the NLP solver. Figure 5
shows the converged objective value for each solver
over the range of N. A more appreciative viewpoint is
shown in Figure 6, where the percent change in ob-
jective value is plotted. Thus, for a desired accuracy
of 0.1% in the objective value, for example, only 40
nodes need be employed. Since accuracy in the ob-
jective value is not improved over 60 nodes, we next
consider those cases up to that value for N in com-

























Fig. 2 Initial Guess and Optimal States






















Fig. 3 Initial and Optimal Control History ²



















Fig. 4 Costates λr,λvr , and λvt
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Fig. 5 Objective Value Convergence




























Fig. 6 Percent Change in Objective Value
paring solver CPU times in Figure 7. This semi-log
plot of the data demonstrates the order of magnitude
reduction in computation time for DIDO-Sparse over
DIDO-Dense. With these solutions times on the order
of 1 second for a complete cold-start trajectory opti-
mization, we begin to move towards a computation of
real-time optimal controls as discussed in the Intro-
duction.
For additional comparison, the problem was for-
mulated without any Jacobian information – thus re-
quiring the solvers to estimate those values using dif-
ferencing methods. As expected, this required more
computation time and the results are presented in Fig-
ures 8, 9 and 10. Again, DIDO-Sparse shows clear
advantages in computation time.
It is important to note the distinction between pro-
cessing platforms and the NLP solvers. When this
problem is solved for 60 nodes using DIDO-Dense on
a networked SUN Ultra-20 with Matlab 5.3, it takes
50 minutes to converge when the Jacobian is not pro-
vided. But, the same problem solved by a dense solver











Fig. 7 Computation Time






















Fig. 8 Objective Value Convergence




























Fig. 9 Percent Change in Objective Value
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Fig. 10 Computation Time
requires only 8 minutes to converge to a solution when
using a Pentium 4 processor and Matlab 6. Thus,
platform and processor can play an obviously key role
in the required computation time. The role of the
solver and the power of utilizing the Jacobian sparsity
pattern become evident when we note the results of
DIDO-Sparse with a speedy 9 seconds of computation
time.
4.2 The Brachistochrone Problem
The classical Brachistochrone problem has been
used to benchmark the performance of several opti-
mal control solution methods including the method
of this paper.2,32–36 We use it as an example of an
optimal control problem with path constraints. The
control problem is formulated as finding the shape of
a wire so that a bead sliding on it will reach a given
horizontal displacement in minimum time. No fric-
tional forces are considered and the gravity force is
uniform. Here we consider the form of the problem
with three-equations of motion and a state variable in-




= v cos γ (41)
dy
dτ
= v sin γ (42)
dv
dτ
= g sin γ (43)
0 = y − x tan θ − h (44)
with boundary conditions
x(0) = y(0) = v(0) = 0 x(τf ) = 0.5 (45)
and tan θ = 0.5 and h = 0.1 defining the path con-
straint. The control, angle γ, is the slope of the wire
(path angle to the horizontal) as a function of time.
We investigated the performance of the dense and
sparse solvers in the same manner as for the orbit














Fig. 11 Optimal States with Path Constraint



















Fig. 12 Optimal Control History γ
transfer problem. Figures 11 and 12 display the op-
timal states and control, while Figure 13 shows the
convergence of the objective value. Figure 14 demon-
strates the computational speed advantage with spar-
sity. The Jacobian for this case is approximately 48%
dense. All of these results are for the case where only
the sparsity structure of the Jacobian is provided.
4.3 A Robotics Problem
The minimum-time pick-and-place problem for a
robot arm has control saturation constraints and the
added feature of an initial condition left open as an
optimization parameter.37 The robot arm is modeled
as two rigid links of mass m and length L, a tip load
of mass µm, and with torquers at the shoulder and el-
bow. The state variables are the angle of the inner link
with respect to a reference line θs (the shoulder angle),
the angle between the outer link and an extension of
the inner link θe (the elbow angle), and the angular
velocities of the inner link ωs and the outer link ωe.
The controls are the shoulder and elbow torques, Qs
and Qe, which can vary between −Qmax and Qmax.
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Fig. 13 Objective Value Convergence











Fig. 14 Computation Time
The problem is to find Qs(τ) and Qe(τ) for the min-
imum time pick-and-place motion between two points
on a horizontal surface a distance D apart, as well as
the optimum orientation of the robot relative to the
line between the points. The problem is then to mini-





















)ω2e sin θe −Qe (47)
θ˙e = ωe − ωs (48)
θ˙s = ωs (49)
|Qe| ≤ Qmax (50)
|Qs| ≤ Qmax (51)
Fig. 15 Stroboscopic View of Min Time Path
with boundary conditions
ωe(0) = ωs(0) = θs(0) = 0 θe(0) = θe0 (52)
ωe(τf ) = ωs(τf ) = 0 D2 = x2dist + y
2
dist (53)
where the tip travels the distance D determined by
xdist = cos θs(τf ) + cos (θs(τf ) + θe(τf ))
−1− cos θe(0) (54)
ydist = sin θs(τf ) + sin (θs(τf ) + θe(τf ))
− sin θe(0) (55)
The values Qmax = 1, L = 1, D = 3.9L and µ =
1 were used. Note that the initial elbow angle θe0
is an unknown parameter to be optimized, since this
will determine the most efficient initial orientation of
the robot with respect to the pick-and-place movement
along the distance D.
We investigated the performance of the dense and
sparse solvers in the same manner as for the previ-
ous examples. Figure 15 shows a stroboscopic view of
the minimum time movements of the robot (80 node
case). This figure was generated using Bryson’s movie
script37 and using our solution. Figure 16 displays the
switchings of the control torques. This data and the
converged objective value of τf = 2.914 seconds are in
excellent agreement with the results in Ref. 37. Fig-
ure 17 shows the convergence of the objective value
and Figure 18 demonstrates the computational speed
of the sparse solver. Bootstrapping methods were
employed for this particular case; and the Jacobian
is approximately 25% dense. The results for DIDO-
Dense are not shown because it failed to converge to
the time-optimal solution and required computation
times greater than 102 seconds. All of these results
are for the case where only the sparsity structure of
the Jacobian is provided.
5 Concluding Remarks
It is evident that fast solutions to nonlinear optimal
control problems can be quickly obtained by sparse
pseudospectral techniques. It is worth noting that
our fast solutions are not fully optimized. Thus, we
expect to achieve faster speeds by bootstrapping so-
lutions obtained over coarser grids to finer ones by
“warm starts”. Further accelerations in speeds are
possible by including analytic Jacobian information
and tailoring sparsity to specific problems. Additional
issues in computational speed are possible by blend-
ing the NLP algorithm to the pseudospectral method
8 of 10
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Fig. 16 Optimal Control History Qe and Qs


















Fig. 17 Objective Value Convergence









Fig. 18 Computation Time
and harnessing the parallel structure of the discrete
problem. Combining all these possibilities in speed
enhancement with the next generation of faster proces-
sors, it is quite apparent that real-time computation of
optimal controls for nonlinear systems is within easy
reach. Thus nonlinear model predictive control for
complex systems is realizable in the very near future.
In the meanwhile, the 2-DOF control system design
based on pseudospectral methods is realizable now for
such diverse applications as guidance and control of
uninhabited combat air vehicles, motion planning and
control of robots, orbit transfers and attitude control.
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