Accurate forecasting of the change of the Earth's internal magnetic field 5 over short intervals of time (e.g. less than five years) has many applications 6 for government, academic and commercial users. Forecasting can be achieved 7 by making a number of reasonable assumptions about how the main field in-8 teracts with the flow in the liquid outer core. In particular, the magnetic field 9 can be considered to be entrained in the large scale flow along the core-mantle 10 boundary surface over short time periods, giving rise to measurable change 11 of the field at the Earth's surface. The observed change (or secular variation) 12 at or above the surface of the Earth can thus be inverted to produce flow 13 models; these can be used to propagate fluid parcels threaded by the field 14 forwards in time to forecast the non-linear change of the magnetic field. In 15 addition to prediction of field change by flow models, it would be advanta-16 geous to include observations of the field from satellite measurements or ground-17 based observatories. We therefore present a method using Ensemble Kalman 18 Filtering (EnKF) to produce an optimal assimilation between magnetic field 19 change as forecast from core flow models and direct observations of the field. 20 We show, by assuming a steady flow and assimilating field observations an-21 nually, it is possible to produce a forecast over five years with less than 30nT 22 root mean square difference from the 'true' field -within an assumed error 23 budget. The EnKF method also allows sensitivity analysis of the field mod-24 els to noise and uncertainty within the physical representation. Recently, high resolution magnetic field models such as GRIMM [Lesur et al., 2008], 37 POMME [Maus et al., 2006] and xCHAOS [Olsen and Mandea, 2008] have been developed 38 using data from the CHAMP, Ørsted and SAC-C satellite missions. These provide an 39 excellent description of the field, SV and secular acceleration (SA) over the period 1999-40 2009. Detailed models of the large-scale surface core flows generating the observed SV 41 have been developed by a number of researchers [e.g. Hulot et al., 2002; Holme and Olsen, 42 2006]. If it is assumed on short time scales that advection by core flow of the magnetic 43 field dominates diffusion then, in a manner analogous to weather forecasting, the evolution 44 of the field can be forecast by propagation of the flow forwards in time. Using this approach, Maus et al. [2008] generated SV from a series of flow models with 46
Introduction
The slow temporal variation of the Earth's magnetic field is termed 'secular variation' 26 (SV) and is related to advection and diffusion of the field within the liquid outer core. 27 Forecasting the short term change of the field in an accurate and timely fashion is of great 28 benefit to commercial users in areas such as mining, underground drilling and naviga-29 tion, as well as for academic and civilian users, e.g. where access to real-time data may 30 not be available. The International Geomagnetic Reference Field (IGRF) model enjoys 31 widespread use for this purpose. The model is revised and updated every five years and 32 forecasts secular variation for the future five year period [Macmillan and Maus, 2005] .
33
Methods for forecasting the magnetic field change have previously relied upon extrapola-34 tion of ground-based observatory data and the forecasts can often be quite in error at the 35 end of their desired lifetime. 36 from the SV using the standard L 2 least-squares minimisation norm. We then apply an 80 additional step using an iterative L 1 norm minimisation technique as described in Beggan 81 et al. [2009] . The L 1 norm technique improves the fit of the flow to the SV data by 82 iterative reweighting of the residual differences. The flow is regularized by imposition of 83 the so-called 'strong' norm a priori conditions [Bloxham, 1988] , with a damping parameter 84 controlling fit to the data versus flow smoothness.
85
In our first experiment, a series of 25 monthly SV data sets, over the period 2001.9- satellite field models.
93
The Gauss coefficients from the xCHAOS model for 2004.0 were used as the starting field model. The field was advected forward over successive months (k) for five years using the equation:
with the H k matrix updated at every timestep using the main field coefficients forecast from the previous timestep, making the system non-linear. To evaluate the validity of this forecast, the RMS difference (or misfit) metric ( √ dP ) to a satellite field model is
(2) Figure 1 shows the misfit of the forecast from the flow model to the GRIMM, POMME 94 and xCHAOS satellite field models. Note the GRIMM model spline coefficients extend to 95 2006.5, while the POMME model is extrapolated beyond 2007.5 using constant SV. 96 We now show how to improve upon these results by employing an Ensemble Kalman
97
Filter to assimilate field observations into forecasts from core flow models.
Data Assimilation in Ensemble Kalman Filtering
In an EnKF, the state of a dynamic process at any particular time can be represented 99 as a vector in n-dimensional space, where n is the number of parameters in the system.
100
The uncertainty of the process is represented by perturbing the inputs randomly by a (2) assimilation of a measurement to correct any accumulated error from the model. At time k, the optimal blending of a forecast state (x f k ) and measurement (z k ) to generate the assimilated state vector, x a k , is through the so-called Kalman gain matrix (K k ):
with
where P f k is the covariance of the model and Q is the covariance of the data measurement.
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In the EnKF, x f k is a model forecast with noise w f k , and z k is a measurement with some associated measurement noise u k . The forecast, measurement and the newly assimilated estimate, x a k , are related to the true state of the system, x t k , by:
with expectations (i.e. the mean of) w f k = w a k = u k = 0, given a large enough ensemble.
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If we consider the covariance of an assimilated ensemble, it can be shown [Evensen, 1994] : 
