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A Characterization of a Class of Symmetric Graphs of 
Twice Prime Valency 
CHERYL E. PRAEGER AND MING-Y AO Xu 
This paper characterizes the class of connected symmetric graphs of valency 2p, p a prime, whose 
automorpiiism groups have abelian normal p-subgroups which are not semiregular on vertices. The 
examples all belong to a three-parameter family of graphs C(m, r, s), m ~ 2, r ~ 3, s ~ I; these 
graphs are discussed in the paper and, in particular, their automorphism groups are determined. 
I. INTRODUCTION 
This paper is part of an investigation into the structure of automorphism groups 
of connected symmetric graphs: a group G of automorphisms is said to act symmetrically 
on a connected graph r, and r is said to be G-symmetric, if G is transitive on the set 
{(ex, p) I ex, P adjacent vertices} of l-ares of r. Thus G is transitive on vertices, and the 
stabilizer G, of a vertex ex is transitive on the set r; (ex) of neighbours of ex. In [4] G-locally 
primitive symmetric graphs were investigated, that is those where G, is primitive on r; (ex). 
It was shown there that G has a normal subgroup R acting semiregularly on vertices (that 
is, R, = I for each vertex ex) such that either R has at most two orbits on vertices, or Tis 
a topological cover of the block graph .L'induced on the set of R-orbits, and .L'is GE-local1y 
primitive and symmetric of the same valency as rand GE = G/R has a unique non-abelian 
minimal normal subgroup. Independently, Lorimer [2] looked at a subclass of locally 
primitive symmetric graphs, namely those of prime valency. He showed that if G were 
chosen to be minimal with respect to acting symmetrically then, in the latter case above, GE 
was a non-abelian simple group. 
In what way may the structure of G differ if the graph is not locally primitive? If R has 
more than two orbits must Tbe a cover of the block graph 1:', can G/R have more than one 
minimal normal subgroup, and can GjR have a non-trivial abelian normal subgroup? 
These and other questions prompted us to look at valency 4 symmetric graphs, the 
smallest valency where the graph need not be locally primitive. Our first investigation was 
of connected G-symmetric graphs of valency 4 such that G had a non-trivial abelian normal 
subgroup M. We found a very interesting class of examples where M did not act 
semiregularly on vertices; moreover, we were able to characterize these as the only examples 
with M not semiregular. In further work [I] on the case where M was semiregular we found 
it necessary to know all symmetric graphs of valency 2p, p a prime, such that a group of 
automorphisms acting symmetrically has an abelian normal p-subgroup which is not 
semiregular on vertices. We found an analogous class of examples and an analogous group 
theoretic characterization. 
The precise statement of our classification theorem is as follows: 
THEOREM I. Suppose that r is a connected G-symmetric graph of valency 2p, where p is 
a prime, and that G has an abelian normal p-subgroup M which is not semiregular on the 
vertices of r. Then r = C(p, r, s)for some r ~max {3, s + 1}, s ~ I. 
In the case p = 2 it is not necessary to assume that M is a 2-group since the fact that M 
is not semiregular on vertices implies that M contains a non-semiregular abelian 2-group 
which is normal in G. We define the graphs C(m, r, s) in the next section and investigate 
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some of their properties. In particular, we determine their automorphism groups and decide 
precisely which of them are symmetric. We show in Corollary 2.11 that for all of the graphs 
C(p, r, s) with p prime and r ~ max {3, s + 1} some subgroup G of the automorphism 
group satisfies the hypotheses of Theorem 1. 
We note that the class of graphs C(m, r, s) provides a new class of examples of 
G-symmetric graphs of fixed valency for which the order IG,I of a vertex stabilizer can 
be arbitrarily large (see [6], p. 44). The graphs C(m, r, s) are based on a circuit graph C, 
and are obtained by replacing each vertex of C, by ms vertices and defining adjacency 
appropriately. In a sequel [5] to this paper the method of inflating the basic graph C, to 
obtain the graphs C(m, r, s) is generalized for an arbitrary oriented graph :E to form a class 
of inflated graphs :E(m, s). Necessary and sufficient conditions on the oriented graph :E are 
obtained for a certain group of automorphisms of :E(m, s) to be vertex transitive or 
symmetric. Finally, we remark that the graphs C(m, r, s) may be regarded as digraphs of 
valency m with directed edges ((i, x), (i + 1, y)), where {i, x) and (i + 1, y) are adjacent 
in C(m, r, s). Then C(m, r, s) is (r - s)-arc transitive but is not (r - s + 1)-arc transitive. 
Thus for any positive integer t and valency m the graphs C(m, r, s) provide an infinite 
number of examples of t-are transitive digraphs of valency m which are not (t + 1)-arc 
transitive. This fact may be contrasted with Weiss's result [7] that there are no 8-arc 
transitive (undirected) graphs of valency greater than 2. 
NoTATION. Let Tbe a graph with a group G of automorphisms acting transitively on 
vertices and let :E = { B1, ••• , Bd be a set of blocks of imprimitivity. The block graph 
induced by :E, which we may also denote by :E, is the graph with vertex set :E, two blocks 
B;, Bj being adjacent in :Ewhenever some vertex in B; is adjacent in rto some vertex in B;. 
If, for each pair B;, Bj of adjacent blocks, each vertex of B; is adjacent to exactly one vertex 
of Bj, we call r a (topological) cover of :E. Often in this paper :E will be the set of orbits of 
a normal subgroup of G. 
2. THE GRAPHS C(p, r, s) 
In this section we define a class of graphs C(p, r, s), where p, r, s are positive integers, 
p ~ 2, r ~ 3, and we determined their automorphism groups. 
DEFINITION 2.1. (a) The graph C(p, r, 1) has vertex set 71., x 7l.P and its edges are defined 
by 
(i, x) "' (i + 1, y) 
for all i E 71., and x, y E 7l.r 
(b) The graph C(p, r, 2) has vertex set 71., x 7l.P x 7l.P and its edges are defined by 
(i, x, y) "' (i + 1, y, z) 
for all i E 71., and x, y, z E 7l.r 
(c) For s ~ 3 we define the graph C(p, r, s) to have vertex set 71., x 71.; and edges defined 
by 
(i, XI, ... ' xs) "' (i + 1, Yl• ... 'Ys) 
if and only if (i)(i, x 1, ... , xs_ 2 ) and (i + 1, y 1, ... , Ys- 2) are adjacent in C(p, r, s - 2), 
(ii) Xs = Ys-2• and (iii) if s ~ 4, Ys-1 = Xs-3• and if S = 3, Y2 = X1. 
REMARK 2.2. (a) All the graphs C(p, r, s) are based on a circuit C, of length r (hence 
our notation) in the sense that the block graph defined with respect to the partition 
Symmetric graphs of twice prime valency 93 
E = {B0 , ... , B,_I} of the vertex set, where B; = {(i, x)lx E z;}, is the circuit C,. 
Moreover, if we define C(p, r, 0) to be C, then C(p, r, 2) could be obtained from C(p, r, 0) 
by a similar process to the recursion in part (c) of the definition. If r = 4, however, we have 
a few exceptional cases: C(p, 4, 1) = K2p,2p, and C(2, 4, 2) is the 4-dimensional cube Q4 • 
(b) All the graphs C(p, r, s) with s ~ 1 have valency 2p, but this is not immediately 
obvious from the definition. Thus we will first clarify the adjacency relation. 
LEMMA 2.3. Let r = C(p, r, s) where p ~ 2, r ~ 3, s ~ 1. Then 
if and only if 
and if s > 1 is odd, 
while if s is even, 






if 1 ~ ·~ ""'j""'-2-
s- 4 
ifO ~j ~ - 2-
Yl = x2. 
COROLLARY 2.4. (a) For IY. = (i, x 1, ... , X5 ) a vertex ofF= C(p, r, s), J; (a) consists 
of p vertices of the form 
(i + 1,yl, ... ,ys) 
where y 1, ... , Ys-l are determined uniquely by rx, and Ys is any element of.l'P, and p vertices 
of the form 
(i - 1, zl' ... ' zs) 
where if s ~ 2, z1, ••• , Z5 _ 2, and Z5 are determined uniquely by IY. and Z5 _ 1 is any element of 
ZP, and if s = 1, z1 is any element of ZP. Thus C(p, r, s) has valency 2p. 
(b) Suppose that s ~ 2 and that rx = (i, x 1, ... , X5 ) is adjacent to f3 = (i + 1, 
Y1, ... , Ys) and define 
(i, x 1, ••• , Xs-2• X, X5 ) 
/3y (i + l,yl, · · · ,Ys-l,y) 
for x E ZP, 
for y E ZP. 
Then the subgraph induced on { IY.x lx E zp} u {/3y I y E zp} is a complete bipartite graph Kp.p. 
Corollary 2.4 follows immediately from Lemma 2.3. It shows that the edges of C(p, r, s) 
fall naturally into disjoint subgraphs isomorphic to Kp.p. 
PROOF OF LEMMA 2.3. We prove this lemma by induction on s. If sis 1 or 2 it is clearly 
true from the definition. Suppose then that s > 2 and that the lemma is true for C(p, r, t) 
fort < s. Then from the definition of C(p, r, s), (i, x 1, ... , X5 ) ~ (i + 1, y1, ... , Ys) if 
and only if {i, x 1, ... , x,_ 2) ~ (i + 1, y 1, ... , Ys- 2 ) in C(p, r, s - 2), X5 = y,_ 2 , and 
Ys-l is x,_ 3 or x 1 as s ~ 4 or s = 3 respectively. The required equalities then follow 
immediately by induction. 
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Next we shall exhibit certain automorphisms of r = C(p, r, s). These will all preserve 
the partition~= {B0 , ••• , B,_ 1 } of the vertex set VTgiven by B; = {(i, x) I x E z;}. The 
block induced by ~is easily seen to be a circuit C,. 
LEMMA 2.5. The maps e and 11 defined below are automorphisms of r = C(p, r, s); the 
group (e, 11) ~ D2, induces the full automorphism group of the block graph~ = C,: 
e: (i, x) f--+ (i + I, x) 
11 : (i, x) f--+ (- i, x*) 
for all i E £', X = (x1, ••• , Xs) E z;, where x* = (xr, ... , x:) is defined by 
{
xi+l 
xi = X;_I 
XI 
if s - i is odd, 
if s - i is even and i > I, 
if s - i is even and i = I. 
We remark that the definition ofx* amounts to interchanging the entries in x pair by pair, 
starting at the right-hand end. Thus 
if sis even, 
if sis odd. 
PRooF OF LEMMA 2.5. It is easy to check that e is an automorphism and that 
e' = 112 = l, ne = e- 111, and (e, 11) ~ D2,. We must check that 11 = 11s preserves 
adjacency in C(p, r, s). We do this by induction on s; it is easily checked for s = I 
and s = 2. Suppose then that s > 2 and that the map 11s- 2 preserves adjacency in 
C(p, r, s- 2). Suppose that (i, x)- (i + I, y) and set x = (u, xs_ 1 , xs) and y = 
(v, Ys-I• Ys). Then (i, u)- (i + I, v) in C(p, r, s- 2) and so by induction (-i, u*) = 
(i, u)~'- 2 is adjacent to (- i - I, v*) = (i + l, vt'- 2 in C(p, r, s - 2). Also, from the 
definition of C(p, r, s), x, = Ys- 2 and Ys-l = X 5 _ 3 , if s ~ 4 or Y2 = x 1 if s = 3, that is 
y: = x:_ 2 andx:_ 1 = y:_ 3 ifs ~ 4orxi = yiifs = 3. Thus(-i,x*)- (-i- I),y*) 
and the lemma is proved. D 
Next we define some automorphisms of C(p, r, s) which fix setwise all the B;. ForiE&:', 
set 
Js(i) = {ill ~ j ~ s, andj = s- 2i (mod 2r) orj = 2i- s + l (mod 2r)}. 
Note that for r ~ s we have 
{s - 2i} [ s- I J ifO ~ i ~ - 2- , 
{2i-s+I} if[s;IJ~i~s-1, 
for s ~ i ~ r - I, 
and if r ~ s then Js(i) is always non-empty. For a vector x E z;, an element i E &:',and a 
permutation a of ZP define x(i, a) to be the result of applying a to the jth entry of x for each 
j E J,(i). Finally, define a map r(a) on the vertices of C(p, r, s) by 
(i, xr(a) = (i, x(i, a)). 
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LEMMA 2.6. The map r(O") is an automorphism of C(p, r, s). 
PRooF. We prove by induction on s that rs = r(O") is an automorphism of C(p, r, s). 
If s ~ 3 this is easily checked directly from the definition. Suppose then that s ~ 4 and 
that ! 5 _ 2 E Aut C(p, r, s - 2). Suppose that (i, x) is adjacent to (i + I, y) in C(p, r, s), 
where x = (u, X5 _ 1, X5 ) andy= (v, Ys-t• Ys), so that (i, u) is adjacent to (i + I, v) in 
C(p, r, s - 2), Xs = Ys-2 and Xs-3 = Ys-l· By induction, (i, ur'•,_zQ = (i, u(i - I, 0")) is 
adjacent to (i + 1, vr'•,-ze = (i + 1, v(i, O")) in C(p, r, s - 2). Note that for wE z;-2, 
w(i, O") is the result of applying O" to thejth entry of w for each} in J,_ 2 (i) = Js(i + 1) n 
[1, s - 2], and hence the firsts - 2 entries in x(i, O") and y(i + 1, O") are u(i - 1, O") and 
v(i, O") respectively. If s E Js(i) then s - 2 E J,(i + I) and the sth entry ofx(i, O") is x~, which 
is equal to the (s - 2)nd entry of y(i + 1, O"), namely y~_ 2 ; and if s ¢ J,.(i) then 
s- 2¢ J,.(i + I) and the corresponding entries ofx(i, O") and y(i + I, O") are both equal 
to xs = Ys- 2. Similarly, s - 3 E J,(i) if and only if s - 1 E J,(i + I) and it follows that 
the (s - 3)rd entry of x(i, O") is equal to the (s - I )st entry of y(i + 1, O"). Thus (i, x)'' = 
(i, x(i, O")) is adjacent to (i + 1, y)'' = (i + 1, y(i + I, O")). Thus, by induction, rs is an 
automorphism of C(p, r, s). D 
The set Ho = { r(O") I (J E sp}, where sp is the group of all permutations of Zp, is a group 
isomorphic to Sp, since for (Jl' (J2 E sp clearly r(O", )!(0"2) = r(O", 0"2). Further, it is easy to 
see that the sets ]5 (0), 15 (1), ... , J5 (r - 1) are pairwise disjoint. It follows that, for 
i ¢=}(mod r) and any 0"1, 0"2 ESP, the automorphisms (/r(0"1)Q-i and (!jr(0"2 )(!-j commute with 
each other, since in their actions on any vertex (k, x) the permutations 0"1 or 0"2 are applied 
to disjoint sets of entries of x. If we set H; = (!;H0 (!-i fori E Z, then the group generated 
by H0 , ••• , H,_ 1 is the direct product H = H0 x · · · x H,_ 1 ~ s;. Finally, it is 
straightforward to check that rJ!(O")rJ = (!'- 1r(O")Q-s+t and hence that: 
LEMMA 2.7. The group G = G(p, r) = ((!, rJ, r(O")for all O" ESP) = H 1>< (Q, rJ) is the 
wreath product of H 0 with ((!, rJ) ~ D2, that is G ~ SP wr D2,. 
We shall show that for most values of the parameters p, s, r, the group G is the full 
automorphism group of C(p, r, s). The first step is to show that in most cases the full 
automorphism group preserves a certain partition of the vertex set into blocks of size p2 • 
LEMMA 2.8. If s ~ 2,for each i E Z, and each u E z;- 2 set C(i, u) = {(i, u, x, y) I x, y E ZP}. 
Then the partition ~ = { C(i, u) I i E £'., u E z;-2 } of the vertices of r = C(p, r, s) is 
preserved by the full automorphism group A of runless r = 4, p = 2, and s is 2 or 3. 
PRooF. We note first that, for each {3 = (i, u, x, y) E C(i, u), I;({3) n C(i, u) = 
{(i, u, x', y') I either x' = x or y' = y but not both} (where I;(/3) denotes the set of vertices 
of rat distance 2 from {3), and for each vertex {3' in this set there are exactly p paths of length 
2 between {3 and {3'. 
Suppose that the partition L1 is not preserved by A. Then for some C = C(i, u), 
D = C(j, v), and a E A the set C n Dais a proper subset of C and is not empty. If for each 
{3 E C n Da we had J;({3) n C c;; Da we would have C = Da. Thus there is some vertex {3 
in c n na with I;({3) n c ct na and, similarly, some vertex y in c n na with I;(y) n 
Da ct C. Suppose bE J;(y) n Da, b ¢C. Then bE B;+ 2 u B;_ 2 , and by our remark above 
there must be exactly p paths of length 2 between y and b. If, however, r i= 4, and bE B;+ 2 
(respectively B;_ 2 ) then there is exactly one path of length 2 between y and b and it goes 
via B;+ 1 (respectively B;_ 1 ). Thus r = 4, and in this case there are at most 2 paths of length 
2 from bE B;+2 toy. Hence p = 2, and there must be exactly 2 paths from b toy, one via 
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B; + 1 and the other via B; _1 • Since <e) :::::;; A we may assume that i = 0; we set fJ'Y 
(0, u, x, y) E C. Soy = f3xv for some x, y E 71.2 • In the rest of the proof we show that s :::::;; 3. 
(Unfortunately, this is more heavily computational than the preceding part of the proof.) 
If s ~ 10 a computation using Lemma 2.3 shows that I;(/3xy) n B2 is the union of 
{(2,***, us_ 9 , y, u,_ 7 , b, us_ 5 , c)lb, c E 71.2} and {(2,***, x, u,._ 8 , d, u,_ 6 , e, u,_ 4 )ld, e E 7l.J 
where the path oflength 2 from f3xv to a vertex in the first set goes via B,, and that to a vertex 
in the second set goes via B3 , and where the entries denoted by*** are determined uniquely 
by u for each set. Thus if y = f3xr E C n Da then 6 = (2,***, x, y, u,_ 7 , u,_ 6 , u,._ 5 , us_ 4 ), 
where x = us_ 9 andy = us-s (and there may be further restrictions on u imposed by the 
first s - 6 entries of 6, that is by the entries denoted by ***). This means that there is just 
one point y = f3xv E C n Da such that I;(y) n Da ¢ C (since x and y are determined 
uniquely by u), and for this y there is just one point 6 of I;(y) n Da which is not inC (since 
6 is uniquely determined by f3xy). Hence the second point of I;(y) n Da must lie inC, that 
is C n Da must contain a point y', where y' = f3x+l.y or y' = f3x.y+I· Then the above 
argument shows that C n Da must contain both points of Cat distance two from y', namely 
f3xv and f3x+I.y+I; again I;(/3.n 1.y+I) n C £ C n Da and hence C = Da which is a con-
tradiction. Thus s :::::;; 9. If 6 :::::;; s :::::;; 9 then again 6 is determined uniquely by f3xv• and the 
values of x andy, and hence the pointy, are determined uniquely by u; the above argument 
yields a contradiction. If s = 5 we find 6 = (2, x, u3 , u2 , u1, u1) and x = y; so y is /300 or 
/3 11 and, as 6 is determined uniquely by y, C n Da must contain one pointy' E {/301 , /3 10 }. 
Further, I;(y') n C = {/300 , /3 11 } s; C n Da. Since C # Da, Da must contain the point 
6x = (2, x, u3 , u2 , u1, u1) determined by f3xx for x = 0 and x = I. Thus Da contains /300 , 
/3 11 , y', 60 , 61 which contradicts IDI = 4. If s = 4 then 6 = 6" = (2, y, x, u2 , uJ is determined 
uniquely by y = /3m so one point y' E {f3x+I.n f3x.r+l} ~ I;(y) n C lies in C n D", say 
y' = /Jni.r· If I;(y') n C £ C n Da then, as in the case s = 5, we find IDI > 4. Thus 
6<+I.r E I;(y') n Da and C n Da = {y, y'}, and Da = {y, y', 6xy• 6x+l.y}. However, the graph 
induced on each C(i, u) by joining two points when they have distance 2 in Tis a circuit C4 , 
whereas the graph induced on Dais a path 6xr - y - y' - 6x+ I.y. The same argument works 
ify' = f3x.y+I· Thus s:::::;; 3. D 
Now it is clear from the definition of the C(p, r, s) that the block graph A induced on 
the partition A = { C(i, u) I i E 71., u E 71.;- 2} of the vertices of C(p, r, s), s ~ 2, is 
C(p, r, s - 2). Further, it is easily shown that: 
COROLLARY 2.9. If s ~ 3 and (p, r, s) # (2, 4, 3) then A = Aut C(p, r, s) ~ A.1 :::::;; 
Aut C(p, r, s - 2). 
PRooF. Let K be the kernel of the action of A on A. For any C = C(i, u) E A the 
neighbours A, (C) of C in A comprise p blocks C1 , ••• , CP of A in B; + 1 and p blocks 
D1 , ••• , DP in B; _1 • Further, there is a partition of C into p parts of size p such that all the 
points in a given part are joined top points in exactly one of the C;. As K fixes each C; 
setwise K must fix setwise each part of this partition of C. Similarly, K fixes setwise each 
part of a partition of C determined by adjacency to the D;. As parts of the two partitions 
intersect in a single point it follows that K fixes C pointwise, that is K = I. D 
It may be helpful to view the blocks of A asp x p grids with the set of points of C E A, 
which are joined to C1 E A, comprising all the points in the grid on a line parallel to one 
of the axes (see Figure 1). 
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FIGURE I. 
We now have sufficient information to determine precisely which of the graphs C(p, r, s) 
are symmetric. 
THEOREM 2.1 0. The graph r = C(p, r, s) is symmetric if and only if r ? s + 1, and is 
vertex transitive if and only if r ? s. 
PRooF. First we assume that r ? s and show that the group G defined in Lemma 2. 7 
is transitive on the vertex set V r. Since <e) is transitive on I it is sufficient to show that 
for any vertices rx = (0, x) and f3 = (0, y) there is some element of G which maps rx to {3. 
Now for each k E [1, s] there is some (h E SP such that x~k = Yk. Then, since(} _,k r( ak )Q1k acts 
on a vertex (0, z) by applying ak to the kth entry in z, where 
{
(s - k)/2 
lk = (s + k + 1 )/2 
if s - k is even, 
if s - k is odd, 
the product II1,;;h;s(}-
1kr(ak)Q1k maps rx = (0, x) to f3 = (0, y). 
Next we suppose that r ? s + 1 and show that G acts symmetrically on r. Since G is 
vertex transitive it is sufficient to show that G. is transitive on r; (rx), where rx = (0, 0). This 
is clear since G, contains <11, H 1 , H,_s) and r; (rx) = {(1, 0, ... , 0, x) I x E ZP} u 
{(r- 1, 0, ... , 0, x, O)lx E ZP}. 
Now we assume that r ~ s and show that A = Aut r does not act symmetrically on r 
and is not even vertex transitive if r < s. Suppose, to the contrary, that A is transitive on 
vr (and that r ~ s). Then some a E A maps rx = (0, 0) to {30 = (0, 0, ... , 0, y), where 
y =f. 0. Define f3i = (i, oy for each 0 ~ i ~ s (and as the entry i in (i, 0) is regarded as an 
element of Z, we have f3j = f3Hr for allj). Note that since (i, 0) is adjacent to (i + 1, 0) we 
have f3i adjacent to /3i+t for all i. Moreover, by replacing a by 17a if necessary we may assume 
that {3 1 E B1• We claim that f3i E Bi for all 0 ~ i ~ s. We have this fori E {0, 1} already. 
Suppose then that i ? 2 and that f3i-t E Bi-t· Then as Pi-t ~ f3i we have /3i E Bi_ 2 uBi. 
If /3i E Bi _2 then f3i _2 and f3i lie in the same block of the partition A. Then as a preserves L1 
by Lemma 2.8, (i - 2, 0) and (i, 0) should lie in the same block of L1 and this is not the case. 
Hence f3i E Bi, and our claim is proved by induction. Now set f3i = (i, xi) with 
xi = (x\, ... , x~ ). The definition of adjacency restricts the xi as follows: since /30 ~ /3 1 we 
must have x;_ 2 = y; since /3 1 ~ /32 we must have .x;_4 = y if s > 4 and xL. = y if s is 3 
or 4. Continuing these arguments we find that for 1 ~ i ~ [(s - 1)/2], x~_ 2i = y, and 
for [(s + 1)/2] ~ i ~ s - 1, x~i-s+l = y. If r ~ [(s - 1)/2] then x:_2, = y =f. 0, while 
if [(s + 1 )/2] ~ r ~ s - 1 then X"Sr-s+ 1 = y =f. 0; this contradicts the fact that 
/3, = /30 = (0, (0, ... , 0, y)). Thus r = s. 
Finally, we assume that r = sand show that A does not act symmetrically on r. If A 
acted symmetrically on rthen, since rx and {30 are both adjacent to (r - 1, 0), there would 
be an element a E A fixing (r - 1, 0) and mapping rx to {30 • Thus, with the notation above, 
(r - 1, 0) = (r - 1, oy = {3,_ 1 = (r - 1, x'- 1) and X::= I = y =f. 0, which is a contradiction. 
Thus C(p, r, r) is not symmetric. This completes the proof of Theorem 2.10. D 
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The theorem has the following immediate corollary which describes the properties of 
certain subgroups of Aut C(p, r, s) in the case where pis prime and r ~ s + 1, which will 
be used in the next section to characterize these graphs. 
CoROLLARY 2.11. Let r = C(p, r, s) with p a prime and r ~ s + 1 and let P be a 
subgroup of sp of order p. Then r is G(P)-symmetric, where G(P) = (Q, IJ, T(o) for (J E P), 
and G(P) has an elementary abelian normal p-subgroup Q = {Q-;T(a)Q; I a E P, i E 7L,} ~ P' 
which is not semiregular on vertices. (Q has orbits of length ps on vertices.) 
Further, if K is a subgroup of G acting symmetrically on rand having a normal p-subgroup 
which is not semiregular on vertices, then K is conjugate in G to a subgroup of N0 (G(P)) = 
(Q, 1}, T(a) I a E N5/P)) ~ Ns/P) wr D 2,. 
We finish this section by giving a complete determination of the automorphism groups 
of the C(p, r, s). Our proof will be by induction on s using Corollary 2.9, so our first task 
is to determine Aut C(p, r, s) for smalls. In Lemma 2.8 we showed, by considering the 
distance two neighbourhood of a vertex of C(p, r, s), that the sets C(i, u) were blocks of 
imprimitivity for the full autmorphism group of C(p, r, s), s ~ 2, unless r = 4, p = 2 and 
s = 2 or 3. We might therefore expect the graphs with r = 4, p = 2, s = 2 or 3 to be 
exceptional in that they may admit extra automorphisms which do not preserve the 
partition given by the sets C(i, u). This is indeed the case, as C(p, 4, 2) is the graph Q4 of the 
4-dimensional cube and has automorphism group S2 wr S4 , and also C(p, 4, 3) has a larger 
than usual automorphism group. Similarly if s = I, an examination of the set of points at 
distance two from a vertex of C(p, r, I) shows that the partition of the vertex set given by 'L 
is preserved by the full automorphism group unless r = 4, in which case C(p, 4, 1) = K2p.Zp 
and the automorphism group S2P wr S2 is much larger than Aut C(p, r, I) = SP wr D2, for 
r -=f. 4. 
LEMMA 2.12. With G = G(p, r) as defined in Lemma 2.7: 
Aut C(p, r, I) {G(p, r) 
ifr -=f. 4, 
= 
S2P wr S2 ifr = 4; 
Aut C(p, r, 2) {G(p, r) 
if (p, r) -=f. (2, 4), 
s2 wr s4 if (p, r) = (2, 4); 
Aut C(p, 4, 3) {G(p, 4) 
ifp > 2, 
(S2 wr D8). Z2 if pis 2; 
Aut C(2, 4, s) G(2, 4) if s = 4 or 5. 
PRooF. We have already noted the cases C(p, 4, I) and C(2, 4, 2). If r = C(p, r, I) with 
r -=f. 4 it is easy to show that A = Aut Tpreserves the partition 'L, and then since G is the 
largest group preserving 'Land acting on the block graph 'L = C, we obtain A = G. 
Similarly, if r = C(p, r, 2) with (p, r) -=f. (2, 4) then A preserves 'Lby Lemma 2.8, and again 
A = G. The groups Aut C(2, 4, s), 3 ~ s ~ 5 were computed by Gordon Royle using 
CAYLEY. 
So suppose that r = C(p, 4, 3) with p > 2. We show here that A = Aut r preserves 'L: 
suppose that B0 n B~ is non-empty for some a E A. Since G ~ A is transitive on V r, by 
Theorem 2. I 0 we may assume that a = (0, 0) E B0 n B~. Then as C = C(O, 0) is a block of 
imprimitivity for A by Lemma 2.8, C ,;; B0 n B~. If D, D' are distinct blocks of L1 in B0 
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then the distance between any point of D and any point of D' is at least 3 (so this must be 
true also if we substitute Bg for B0 ); on the other hand, if D ~ B0 and D' <f;_ B0 then some 
point of D has distance at most 2 from some point of D'. It follows that Bg = B0 • Thus 
A preserves 1:. By Corollary 2.9, A ~ ALl ~ Aut L1 = S2P wr S2 , and since A preserves 
1:, ALl ~ (Sp wr S2 ) wr S2 ~ SP wr D8 • Then since SP wr D8 ~ G ~ A we obtain A = G. 
THEOREM 2.13. The full automorphism group A of r = C(p, r, s) is equal to the group 
G defined in Lemma 2. 7 unless one of the following holds: 
(i) r = 4, s = 1 when A = S 2P wr S2 and T = K 2p, 2p; 
(ii) r = 4, s = 2, p = 2, when A = S2 wr S4 and T = Q4 ; 
(iii) r = 4, s = 3, p = 2, and A = (S2 wr D8). Z 2 • 
PRooF. The exceptional cases are dealt with in Lemma 2.12. The proof that A = Gin 
general is by induction on s. By Lemma 2.12 Aut C(p, r, s) = G if sis s0 or s0 + 1, where 
s0 = 1 if r # 4, s0 = 2 if r = 4 and p > 2, and s0 = 4 and p = 2. We suppose that 
s ~ s0 + 2 and that Aut C(p, r, t) = G for s0 ~ t < s. By Corollary 2.9 and Lemma 2.7 
we have SP wr D2, ~ G ~ A ~ ALl ~ Aut L1, and by induction Aut L1 ~ G ~ SP wr D2,. 
Thus A = G and the proof is complete. 0 
3. THE CHARACTERIZATION THEOREM 
In this section we prove the group theoretic characterization of the graphs C(p, r, s), with 
p a pnme. 
THEOREM 1. Suppose that r is a connected G-symmetric graph of valency 2p, where p is 
a prime, and that G has an abelian normal p-subgroup M which is not semiregular on the 
vertices of r. Then r ~ C(p, r, s)for some r ~ max {3, s + 1}, s ~ 1. 
It follows from Corollary 2.11 that for all of the graphs C(p, r, s) with r ~ s + I some 
subgroup of the automorphism group satisfies the hypotheses of the theorem. 
The proof will be by induction on the number of vertices. The theorem is vacuously true 
for graphs on less than 2p vertices. So we assume now that r, G and M satisfy the 
hypotheses of the theorem and that the theorem is true for graphs on fewer than IV Tl 
vertices. 
For ex E vr, M, -=1 I and so M, contains an element of order p; thus .Q1 (M) = 
{g E M I gP = I} is not semiregular on V r. Let us choose M to be minimal by inclusion 
such that M is not semiregular on VT. Then M = .Q1 (M) is elementary abelian. 
Now as M, -=1 I, M cannot be transitive on VT (since a transitive abelian group is 
regular). Suppose next that M has two orbits r; and 1'z in VT. Then, if M; is the stabilizer 
of a point in r;, fori= I, 2, we have M 1 x M 2 <1 G and M 1 x M 2 is not semiregular on 
vr. By minimality, M = M 1 x M 2 • If M 1 has orbits of length p in Tz, which is the case 
for p odd, then M has at least 4 orbits. Thus p = 2 and M 1 has orbits of length 4 in Tz. 
By connectivity it follows that r = K4,4 = C(2, 4, 1). Thus we may assume that M has 
more than two orbits in V r. Let 1: = { B0 , B1 , ••• , B,_ J} be the set of M-orbits, and let 
1: denote also the corresponding block graph. 
LEMMA 3.1. The block graph 1: is a circuit C, and G:E ~ D2,for some r ~ 3. 
PRooF. For ex E B0 , M?"> is a non-trivial normal p-subgroup of the transitive group 
G~ (a) (for if M!",<a) = I then by connectivity of r, M, = 1 ). So M, has at most two orbits 
in r; (ex). If r; (ex) ~ B; for some i then it is easy to see that B0 u B; contains a connected 
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component of r, whence M has only 2 orbits, which is a contradiction. Thus M, has two 
orbits in ~ {et), one in B 1 and the other in B,_ 1 , say. Thus the block graph 'L has valency 
2 and is connected since Tis connected. So 'L = C,. By [3, Lemma l.l], GE acts symmetrically 
on 'L, so GE ::= D2r· D 
We may assume that Bi is adjacent in 'L to Bi+l for all i E 2,. For each i E 2, we define 
a 'distance 2 graph' on Bi to have vertex set Bi and vertices et and y adjacent in Bi if and only 
if et and y are at distance 2 in r. 
LEMMA 3.3. A connected component of the distance 2 graph Bi is either a complete graph 
KP on p vertices or a 'Hamming graph' H(2, p) with vertex set 2~ and vertices adjacent if and 
only if they differ in one entry. 
PROOF. ForiE 2, let Mi = M,, where eti E Bi. Then Mi is the pointwise stabilizer of Bi 
since M is abelian. The subgraph ~f Bi induced on each Mi + 1 -orbit C in Bi is a complete 
graph KP: for if et andy are inC then ~(et) n Bi+l contains a point fJ, and some element 
of Mi+l maps et toy while fixing fl. Hence fJ E ~(y) and so et andy are adjacent in Bi. 
Similarly, the subgraph induced on each Mi _1 -orbit D in Bi is a complete graph ~. If some 
Mi + 1 -orbit C is equal to some Mi _1 -orbit D in Bi then Mi _1 Mi + 1 has all orbits of length 
pin Bi and these orbits are connected components KP of the graph Bi. So assume that no 
Mi+ 1-orbit is equal to an Mi_ 1-orbit. Then Mi_ 1Mi+l has orbits oflengthp2 in Bi. Let E 
be one of them. Then it is easily seen that, for each et E E, I;(et) n Bi s E (for I;(et) n Bi 
is the union of the Mi + 1-orbit and the Mi _1 -orbit containing et), and hence the set of 
neighbours of et in Bi is contained in E. It then follows that E is a connected component of 
the graph Bi, that Bi has valency 2(p - 1 ), and that E is isomorphic to the Hamming graph 
H(2, p). D 
We now define the 'component graph' L1 to be the block graph whose vertices are the 
connected components of the distance 2 graphs Bi, i E 2,. Then (see [3, Lemma 1.1]) L1 is 
connected and GL1-symmetric. 
LEMMA 3.4. If the connected components of the distance two graphs Bi have size p then 
IBil = p, L1 = 'L = C, and r = C(p, r, I). 
PROOF. Suppose that the connected components of Bi have size p. Then each of them 
is adjacent to just one component in Bi _1 and one in Bi + 1• So L1 has valency 2 and is therefore 
a circuit Ck, for some k. In this case the subgroup Mi of M, fixing setwise the components 
of Bi, also fixes setwise the components of Bi-l and Bi+l; it follows that Mi is independent 
of i and hence that Mi ~ G. Then, by minimality of M, M = Mi, that is there is only one 
component of Bi. So L1 = 'L = C, IBil = p, and clearly r = C(p, r, 1). D 
Thus we may assume that the components of Bi have size p2• 
LEMMA 3.5. If the connected components of Bi have size p2 then either 
(i) L1 = 'L = C, or 
(ii) L1 = C(p, r, s)for some r ~ s + I ~ 2. 
PROOF. Let Mi be the setwise stabilizer in M of a component C of Bi; then Mi fixes setwise 
all the components of Bi. Now Mi+l (respectively Mi-l) partitions C into p orbits of size p 
and (by the proof of Lemma 3.3) each orbit is joined to all the points of an Mi-orbit in some 
component of Bi+l (respectively Bi_ 1). If all of these Mi-orbits in Bi+l joined to points 
of C lie in a single component of Bi + 1 then it is easy to see that L1 must have valency 
2 and hence be a circuit. In this case arguing as in the proof of Lemma 3.4, we obtain 
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L1 = I = C,. So we may assume that the Mi-orbits in Bi+t joined to points of C lie in more 
than one component of Bi+t· Now Mi-t is transitive on the set of Mi+ 1-orbits inC, so Mi-t 
is transitive on the set of Bi + 1 -components adjacent to C in L1. Thus Cis adjacent to exactly 
p components of Bi+t and hence L1 has valency 2p. Further, since each Bi contains at least 
p components, M i= Mi. Hence M 11 is a non-trivial abelian normal p-subgroup of G11 • 
Moreover, since M; _1 is transitive on the set of p components of Bi + 1 adjacent to C, it 
follows that M does not act semiregularly on L1. Thus L1, G 11 and M 11 satisfy the hypotheses 
of Theorem 3.1 and so by induction L1 = C(p, r, s) for some r ~ s + I. 
Next we shall settle case (i) of Lemma 3.5. 
LEMMA 3.6. If the connected components of Bi have size i and if L1 = I = C, then 
r = C(p, r, 2). 
PROOF. In this case Bi is a connected graph on p 2 vertices. We shall let Mi denote the 
pointwise stabilizer of Bi. Then Mi+l and Mi-t define two partitions of Bi into p orbits of 
lengthp, such that each Mi+ 1-orbit meets each Mi_ 1-orbit in exactly one point. Fori= 0 
arbitrarily label the M,_ 1-orbits and the M 1-orbits in B0 with the elements of ZP, and label 
the unique point which lies in the M,_ 1 -orbit labelled x and the M 1 -orbit labelled y by 
(0, x, y). Thus we have labelled all the vertices of B0 with the set of labels {0} x £'.~. We 
next label B1, ••• , B,_ 1 recursively: suppose that vertices in B0 , ••• , Bi _1 have been 
labelled, where i ~ I. Then adjacency in r determines a 1-1 correspondence between the 
Mi_ 1-orbits in Bi and the Mi-orbits in Bi-t· Label the Mi-t orbit in Bi which is joined to 
the xth Mi-orbit in Bi-t with the label x. If i < r - I then choose an arbitrary labelling 
of the Mi + 1 -orbits in Bi by labels in ZP. If i = r - I then there is a 1-1 correspondence 
between the M0 -orbits in B,_ 1 and the M,_ 1-orbits in B0 (which have already been labelled): 
in this case use the labelling of the M,_ 1 -orbits in B0 and this 1-1 correspondence to label 
the M 0-orbits in B,_ 1 as described above. Finally, label the unique point in the Mi-t -orbit 
in Bi labelled x and the Mi+ 1-orbit in Bi labelled y by (i, x, y). 
Thus we have labelled V r with £'., x £'.~ such that 
(i, x, y) "' (i + I, y, z) 
for all i E £'.,and X, y, z E ZP. Thus T ~ C(p, r, 2). D 
Finally, we show that L1 = C(p, r, s) implies that r = C(p, r, s + 2). 
LEMMA 3.7. Suppose that the connected components of Bi have size p2 and that L1 = 
C(p, r, s) for some r ~ s + I ~ 2. Then r = C(p, r, s + 2) and r ~ s + 3 ~ 4. 
PRooF. ForiE£'., let Mi be the setwise stabilizer in M of the components of Bi. We have 
V L1 = £'., x £'.~,and if C E V L1 with C ~ Bi then ICI = i and Cis an orbit of the group 
Mi-l Mi+t· Further, Mi-t and Mi+t both have p orbits oflengthp inC and each Mi_ 1-orbit 
intersects each Mi+ 1-orbit in exactly one point. Suppose that C = (i, x 1, ••• , x,.); then C 
is adjacent in L1 to exactly p components in Bi+t, namely DY = (i + I, y 1, ••• , Ys-t, y) for 
y E ZP, where y 1, ••• , Ys-t are determined uniquely by C (see Corollary 2.4). Now for each 
of the p orbits 0 of Mi + 1 in C, all vertices in 0 are joined to all vertices of some Mi-orbit 
in one of the neighbouring components in Bi+t' say Dy. Call this orbit 0 = 0,.. Similarly, 
Cis adjacent in L1 top components in Bi-t, namely, if s ~ 2, to Ez = (i - I, z1, ••• , zs_ 2 , 
z, zs) for z E zp where Zt, 0 0 0 , z,_z, Zs are determined uniquely by C, and if s = I to 
Ez = (i - I, z) for z E Zr For each of the p orbits Q of Mi _1 in C all vertices of Q are 
joined to all vertices of some Mi-orbit in one of the neighbouring components in Bi _1, say 
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D=. We call this orbit Q Qz; then we label the unique vertex lying in OY n Q= as 
(i, x~> ... , x, z, y). If this labelling is done for all components C and all Oy and Qz then 
we will have labelled V r by 71., x 71.;+ 2 such that 
(i, X1, •.. , Xs+2) "' (i + 1, Y1, .. · , Ys+2) 
if and only if (i, x 1, ••• , xs) ,.... (i + 1, y 1, ••• , Ys) in .1 = C(p, r, s) and Xs+Z = y, and 
Xs-I = Ys+ 1 if s ;;:: 2 or x 1 = y2 if s = 1. Thus, from the definition of the C(p, r, s), it 
follows that r = C(p, r, s + 2) and as Tis symmetric it follows from Theorem 2.10 that 
r ;;:: s + 3. This completes the proof of Theorem 1. 
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