This paper presents a motion-capture-based control framework for third-person view virtual reality applications. Using motion capture devices, a user can directly control the full body motion of an avatar in virtual environments. In addition, using a thirdperson view, in which the user watches himself as an avatar on the screen, the user can sense his own movements and interactions with other characters and objects visually. However, there are still a few fundamental problems. First, it is difficult to realize physical interactions from the environment to the avatar. Second, it is also difficult for the user to walk around virtual environments because the motion capture area is very small compared to the virtual environments. This paper proposes a novel framework to solve these problems. We propose a tracking control framework in which the avatar is controlled so as to track input motion from a motion capture device as well as system generated motion. When an impact is applied to the avatar, the system finds an appropriate reactive motion and controls the weights of two tracking controllers in order to realize realistic and also controllable reactions. In addition, when the user walks in position, the system generates a walking motion for the controller to track. The walking speed and turn angle are also controlled through the user's walking gestures. Using our framework, the system generates seamless transitions between user controlled motions and system generated motions. In this paper, we also introduce a prototype application including a simplified optical motion capture system.
INTRODUCTION
Motion capture technology has been used in many areas, including movie making, motion analysis, and computer games. Although the most current main uses are for offline processes, motion capture is expected to become a major control device for computer entertainment. Using motion capture devices, a user can directly control the full body motion of a character in virtual environments. For such kinds of applications, we believe that the third-person view is most suitable (Figure 1 ). Most current virtual reality applications employ the first-person view with which the users can feel as if they are in the virtual environments. However, this view is not quite suited for some kinds of applications, such as fighting games in which the movements of the characters are important. In the real world, we can feel the movements of our own body and physical interactions with other people and objects through our senses. However, we cannot do such things in current virtual reality systems since we can only obtain visual information or very limited physical information from some haptic device. By using the third-person view, however, in which the user watches himself as an avatar, the user can sense such movements and interactions with other objects visually. This is the reason why we consider the third-person view to be more suitable for some entertainment applications. However, there are still a few fundamental issues to be dealt with in order to realize such kinds of applications. One problem is that it is difficult to 
Figure 1. First-person view (a) (b) and third person view (c).
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copyrealize physical interaction from the environment to the avatar because the avatar is controlled based on input from a motion capture device and because physical influences cannot be applied to the user in the real world. Another problem is that it is difficult for the user to walk around virtual environments because motion capture areas are very small compared to the size of virtual environments. Some existing virtual reality systems use an additional device such as a gamepad or a 3D pointing interface for navigation, which can be very difficult to use in motion-capturebased systems.
This paper presents a motion-capture-based control framework that is suitable for third-person view virtual reality applications. Our method solves the avatar control problems described above. In our system, an avatar is controlled so as to track an input motion from a motion capture device instead of just playing the input motion (Figure 2 ). When a physical interaction is applied to the avatar (e.g., a collision with other characters), the system automatically generates a reactive motion (e.g., falling down to the ground), and the avatar then tracks the reactive motion. Even during the reactive motion, the user can control the avatar slightly.
With this tracking approach, the system can generate seamless transitions between user controlled motions and system generated reactive motions. The user can experience the physical interactions visually through the reactions of the avatar in the third-person-view virtual environments without any special forcefeedback devices. In addition, we propose a walking-gesturebased navigation interface ( Figure 3 ). In this interface, when the user walks in position, in other words, performs a walking motion in one place without moving horizontally, the system generates a walking motion. The walking motion is controlled through the user's walking gestures. For example, if the user moves his legs and arms quickly, the system will generate running motion based on the motion speed. The user can control both the speed and direction of the motion very easily and intuitively. We developed a prototype of this system including an optical motion capture system ( Figure 4 ). The rest of this paper is organized as follows. Section 2 introduces related work and discuses the advantages of our work. Section 3 provides an overview of the proposed system framework and the basic data representations. Sections 4, 5, and 6 explain the system's tracking control, reactive motion control, and walking control, respectively. Section 7 then introduces the experimental results and evaluates the proposed method. Finally, Section 8 concludes this paper and describes future directions of research.
RELATED WORK
A number of studies have investigated motion-capture-based character control [14] . However, in most of these systems, the input motion is directly used to control the character's motion. Unfortunately, physical interaction between the character and the environment is therefore not considered. Hasegawa et al. [4] proposed a system similar to ours. They also used the third-person view and a tracking control system. However, they always tracked the input motion and did not generate automatic reactions. Therefore, the character may move unnaturally when a large impact is applied to the character. Hämäläinen et al. [3] used a profile third-person view in a martial arts combat game. They also used video images of the users captured in real-time with a camera instead of a combination of a motion capture system and computer generated human figure. While this is an interesting method, because of its approach the avatar cannot react to impacts from its enemies. Their system also addressed the motion area problem and exaggerated the horizontal movements of the users by simply scaling the horizontal position of the user's image. Although this approach expands the user's reach, the users still cannot move around wide virtual environments.
Generating realistic reactive motion to a given physical impact is one of the most difficult challenges in computer animation. Since the human control mechanism is very complex and has yet to be well modeled, it is very difficult to generate realistic reactions. Some researchers have tackled this problem by using a tracking control approach and/or a motion database in a way similar to our methods. A method proposed by Zordan et al. [18] searched for appropriate reactive motions from a database based on the results of physics-based simulations after impacts were applied to a virtual character, and a method proposed by Komura et al. [7] searched for reactive motions based on the amount of impact that generated resulting reactions using a tracking control system that took into account the searched motion data and momentum variations during the reactive motions. Oshita et al. [12] generated reactive motions that did not use any reaction data and instead used a heuristic dynamic control that altered the output of simple tracking control while taking into account balance and stress controls. These methods were designed for the generation of realistic reactions without any user control. On the other hand, the control method proposed in this paper controls the avatar based on both input motion from the motion capture device and searched reactive motion from a database using an approach similar to those in [7] and [18] . Although we currently use searched motion from the database without any modification as the target motion of the tracking control, more advanced methods such as those described in [7] and [18] can also be used with our system.
There are many control interfaces that use an intuitive input device different from motion capture [16] . However, such interfaces do not consider interactions between the character and the environment, and it is also difficult to use them in our system as additional interfaces for navigation, etc., as our system needs the full body control of the user.
There are many approaches available for motion recognition [2] . However, the existing methods simply recognize what kind of motion is being executed. In our system, therefore, because walking motion should be controlled through the user's movements, we employ a fuzzy based state detection and state tree for computing walking speed.
SYSTEM FRAMEWORK
An overview of the proposed control framework is shown in . The avatar state is updated based on the input motion from the motion capture in each step of the simulation. A tracking controller computes control accelerations based on the current state and the given motion using a PD servo so that the avatar tracks the input motion. When a large impact is applied to the avatar or when the user performs a walking gesture, the coordinator generates a target motion and controls the blending weights of the output of the tracking controllers. The integrator updates the avatar state based on the accelerations and the blending weights. The integrator also changes the avatar state when it collides with another character or an object.
The avatar basically tracks the input motion from the motion capture device. When a large impact is applied to the avatar, it mainly tracks a reactive motion that is searched for from a reaction database. When the user performs a walking gesture, a walking motion is generated by using a motion blending technique, and the avatar accordingly tracks the walking motion. Even during reactive or walking motion, depending on the conditions the avatar is still controllable through the input motion. The details of this process are explained in the following sections. The coordinator determines the blending weights of the output of the two tracking controllers.
In our system, the tracking controllers compute accelerations based on the current state of the avatar and the target motion. Although in standard physics-based simulation systems [5] [8] a tracking controller computes joint torques and a simulator then computes the resulting joint accelerations from the joint torques, we chose to use angular accelerations for controllability. In torque based control, the gain parameters of the tracking controller should be carefully tuned for the individual characters and target motions. They produce unstable motion especially when the system mixes multiple outputs from a number of tracking controllers. Therefore, we decided to control angular accelerations in a way similar to that described in [12] or [15] . Although torque based controls are generally thought to produce more physically valid motions, this is not necessary in our system since the input motion capture data and reactive motions in the database are based on human motion and therefore are considered to be already physically valid. Thus we use tracking control for blending multiple controls but not for producing physically correct motions.
Human Model
Virtual characters, including avatars and autonomous characters, are modeled as articulated figures. The human model of our prototype system has 20 segments and 19 joints ( Figure 5 ), which is a typical model used for computer games.
The posture of a human model is represented as follows.
This consists of the position root p and orientation root q of the 
where n is the number of joints. In our method, pelvis orientation and joint rotation are represented by rotation vectors. The orientation of the vector represents the rotation axis in the local coordinates system of the parent segment, and the length of the vector represents the rotation angle around the rotation axis.
The velocities and accelerations of a human model are also represented in the same way as that described in (1). In our framework, the avatar state consists of posture M and velocity M & . The tracking controller outputs angular accelerations M && . Changes in the posture and velocity of the avatar are computed from the angular accelerations using numerical integration on each simulation step. When the avatar collides with other characters or objects, the changes of velocity M & are computed by solving a linear system [9] .
Optical Motion Capture System
Any kind of motion capture system can be used with our framework. For our prototype system, we have developed a simplified optical motion capture system. Current motion capture systems require some markers or sensors to be attached to the user. Although markerless motion capture [1] is desirable for our target applications, it is still difficult to capture human motion precisely and in real-time without using markers or sensors. Currently the most popular motion capture systems are optical-based systems. However, they are very expensive and require a lot of time to set up the required number of markers. Therefore, we have developed a simplified optical system which uses a relatively small number of markers. We use three OptiTrack FLEX3 infrared cameras [10] from Natural Point. Our system acquires only the position or both the position and orientation of the primary body parts. Inverse kinematics [14] is then used to compute the full body posture. For example, we computed the joint rotations of an arm from the position and orientation of the shoulder and the position of the hand. The orientation of the hand can be estimated from the elbow angle. In addition, the rotations of the elbow around the axis from the shoulder to the hand can be determined from an experimentally determined constant value [17] .
AVATAR CONTROL
As explained in the previous section, we use a PD controller to compute tracking accelerations based on the current state of the avatar and the target state from the target motion.
where i q && is the output joint rotational acceleration of the i-th joint, , In addition to joint rotations, the pelvis and end-effectors that come into contact with the ground are also controlled. The system controls the position and orientation of the body parts and applies inverse kinematics to correct the joint rotations on the limb. For the inverse kinematics, we use the same analytical method [14] used in our optical motion system (Section 3.2). The position of the pelvis (end-effectors) j p is controlled as follows.
The orientation of the pelvis is controlled in the same way used for joint control shown in equation (2).
REACTIVE MOTIONS FOR IMPACTS
To realize realistic reaction to various kinds of impacts, we introduced a few types of control schemes. The controllable factors in the proposed framework include the choice of reactive motion and the weights for the two tracking controls of input motion and reactive motion.
Our method is based on the observation of real human movements, taking into consideration the fact that reactive human motions can be divided into three phases: active control, active control with protective steps, and passive control with falling down (Figure 7 ). When an impact is applied to a human, he first attempts to maintain his balance by moving his arms and upper body (active control phase). If the impact is small, he can recover to a stable state. If the impact is relatively large and he cannot recover during this phase, protective steps must be taken to keep from falling down (active control with protective steps phase). He may then recover after a few steps, or he may fall down. While falling down, he can barely control his body because the falling motion is basically caused by gravity (passive control phase). To sum up, there are three types of reactive motions depending on the number of phases involved (Figure 7 (a)-(c)).
Our control scheme realizes these reactive motions. First, the type of reaction is determined based on the avatar's state after an impact. Then, the weight values for the input motion and reactive motion are controlled during each phase based on the determined reaction type. Figure 7 shows the trajectories of the weight values for each reaction type.
When the changes of the avatar state are small after an impact is applied to the avatar (Figure 7 (a) ), no reactive motion is used and only a small weight is used for the tracking control of the input motion in order to realize the reaction of the active control phase. When a large impact is applied to the avatar, however, an appropriate reactive motion is searched for from within the reaction database. Based on the chosen reactive motion, the system then determines whether the avatar will recover at the end of the motion (Figure 7 (b) ) or fall down (Figure 7 (c) ). At first a smaller weight is given to the tracking control of the input motion in the same way as in the case of a small impact. If the avatar is to recover, then the weight becomes larger during the second phase and the avatar goes back to the input motion. On the other hand, if the avatar is to fall down, then the weight becomes smaller during the next phase while the weight for the reactive motion becomes larger. During passive control, the weight for input motion is set to 0 and the avatar tracks the reactive motion.
After the avatar falls down, the avatar's posture and the user's posture may differ. If the avatar tracks the user's pose, an unnatural standing up motion is generated. In such a case, after a reactive motion has finished, a transition motion is executed to allow the avatar to reach a posture that is close to the user's posture. For this reason the avatar again reverts to the tracking control of the input motion. The execution of such transition motion is explained in Section 5.4.
Reaction Database
A number of reactive motions are stored in a database. When a large impact is applied to an avatar and the avatar loses his balance, the system searches for an appropriate reactive motion from the database and uses it as a target motion for tracking control. To find the best reaction, each reaction motion has an index key which is automatically computed in advance. The index key contains the balance and posture states of the avatar at the time when the reaction began. The direction and speed at which the figure is falling (balance state) have first priority here since these values determine the direction of the reaction. To take both the position and velocity of the center of mass into account, we used the idea of extrapolated center of mass (XcoM) proposed by Hof et al. [6] 
where CoM CoM , p p & are the position and velocity of the center of mass, respectively, l is the leg length, and g is the acceleration of gravity. Though here we could use the position and velocity of the center of mass as separate variables and evaluate them with some arbitrary weights, in this case we would have to tune the most appropriate set of weights. Thus we decided to use an established prediction model instead of going through this process.
In addition to the center of mass (XcoM), the posture and velocities of the avatar are also important factors when choosing a reactive motion. However, the use of the position and velocity of all joints or segments is redundant. Therefore, the positions and velocities of only the end-effectors are considered. Since the velocities of a human figure tend to be large when the figure is losing its balance, we cannot ignore the affect of these velocities. Based on the same concept of XcoM, we use equation (4) for the end-effectors also in order to simultaneously take the positions and velocities into account. We call these values the extrapolated end-effectors (XEE), and they are represented in the local coordinates with their origins in the root of the limbs. Further, the front vector is the figure orientation, and the up vector is the world Y-axis. As a result, 15 dimensional vectors are used for the index keys (Figure 8 ).
The index key of a reactive motion is computed in advance based on the character's state at the time when the magnitude of XcoX becomes largest just after the impact is applied to the character. The system automatically searches the time around the specified first key time within a certain time range (0.2 sec).
Searching for Reactive Motion
When an impact is applied to the avatar, the system first supposes that the impact is small and simply starts to control the weight of the tracking control without any reaction data, as shown in Figure  7 (a). Next, the balance condition (XcoM and XEEs) is computed at each frame. If the XcoM exceeds the support polygon, then the figure is considered to be starting to lose its balance [6] . The reactive motion that has the closest index key to the balance condition is then used. The support polygon is computed from the faces of the figure model that are in contact with the ground using a convex hull computation [11] .
When the figure starts to lose its balance, meaning that the XcoM moves outside the support polygon, a reactive motion is searched for from within the database based on the distance between the index key of each reaction data set and the search key computed from the state of the figure at that particular time. The distance of the i-th data in the database is computed as
where XcoM , the XcoM distance may be small at first even when a large impact is applied to the figure, the system keeps computing the balance condition after the XcoM exceeds the support polygon during a fixed duration. Then the conditions of the largest balance values are used for searching the reaction data.
Control of Weights
The weight values for the input motion and the reactive motion are determined from the reaction type, the current phase, and the current time, as shown in Figure 7 . For each reactive motion, we assign keytimes that indicate the respective segment of each phase in advance. During the first phase, the weights change linearly. During the second phase, the weights change linearly before a fixed duration from the keytime.
In addition to these linear functions, the weights for input motion are changed based on the velocities of the upper body of the input motion. If only the weights in Figure 7 were used and the user did not move his upper body much, the produced motion would become less reactive compared to the original reactive motion. To address this, we multiply the normalized velocities of the hands and head with the weight function when the sum of the velocities is smaller than threshold v . 
After the reaction type and reactive motion are determined, the system simply controls the weights. After the execution of the reactive motion and transition motion (if required) have finished, the system then goes back to normal control.
Transition to Input Motion
As explained in Section 5, after the avatar falls down, the system executes a transition motion in order to prevent an unnatural transition. We assume that the user is always standing, and therefore a standing up motion is executed for transition when the avatar falls down. Further, though we can choose the appropriate motion based on the input state (the user's state) and the current state (the avatar's state), in our current implementation we simply assign a standing up motion to each reactive motion manually. 
WALKING CONTROL
The system generates walking or running motion as a target motion for the tracking controllers when the user performs a walking gesture (Figure 3) . In order to make the avatar start to walk, the user has to move his legs and arms in a synchronized way as we normally do during walking. Once a walking motion starts, the avatar keeps walking while the user keeps moving his legs. The user can move his upper body freely after the walking motion starts. For example, the avatar can wave its hand or hit other character while walking. To realize this kind of interface, the system recognizes both the full body gesture (starting condition) and the lower body gesture (maintaining condition). In addition, the tracking weights for the input motion and walking motion are controlled based on the recognition results.
Generation of Walking Motions
Currently we use a motion blending technique [13] for the generation of walking motion so that the speed and turn angle of walking are controlled based on the user's motion. Of course, any other kind of motion generation technique (e.g., motion graphs, dynamic simulations, etc.) can also be used with our interface.
To use motion blending, we first prepare example walking motions. The keytimes are set to the example motions by hand. This keytime information is essential to the synchronization of the example motions and to making the motion blending work. In addition, the speed and turn angles of each example motion are computed in advance. Using this information, the blending weights for the example motions are computed when a set of walking parameters (speed and turn angle) are given. A resulting walking motion is then computed by blending the example motions with the blending weights. More details regarding the motion blending method can be found in [13] .
Detection of Walking Gestures
To control the parameters of walking motion, in addition to whether or not the user is walking, the speed and turn angle parameters are also required. The walking orientation (turn angle) is easily computed from the orientation of the user's pelvis. To compute the walking speed, we divide walking motion into four phases (right leg up, right leg down, left leg up, left leg down), as shown in Figure 9 , and detect in which state the user is currently. Based on the state transition speed, the walking speed is then estimated.
The walking state is determined based on the velocity of the pelvis, feet, and hands ( Figure 10 ). We use a heuristic method based on fuzzy rules.
To detect the full body walking states, we use the velocity of the pelvis, feet, and hands. For example, during the right-leg-up state, the vertical velocity of the right foot 
Based on evaluations computed in the same way, the probability of the state is then computed by 
For the other three states, we use the same functions. When the probabilities of When the walking state transits from one state to the next, the velocity of the end-effectors crosses zero, and the state is not recognized correctly in the instance. To address this, we wait for a fixed duration until a stop in the walking motion. When the next state is detected, the walking state then transits to the next state. The state transition speed is computed based on the previous transition times. In addition, based on the state transition speed, the generic time (0 to 1) of the walking motion is also computed.
Control of Walking Motions
During walking motion, the weight for the lower body including the pelvis is set to 0. For the upper body, the weight is set to 0 when either the user moves his arms in the walking way or when the user doesn't move his arms. On the other hand, a larger value is set to the upper body when the user moves his arms in the same manner as given in equation (6) . As a result, after a walking motion starts, the user can control his arm movements.
EXPERIMENTS AND DISCUSSION
We developed the proposed framework and controllers as well as a prototype system in which the user can control the avatar through a motion capture system and interact with an autonomous character. Figure 4 shows some pictures of the prototype system. Currently, the motions of the character are either randomly chosen from a motion set or are controlled by another user through a keyboard interface.
Although our optical motion capture system is influenced by camera noises and the captured motion is somewhat unstable since we use a heuristic labeling algorithm similar to that described in [17] , the detection of walking gestures basically works well. We have not experienced any errors, for example, in which the avatar starts walking based on a misjudgment. We did, however, experience walking motions that sometimes stopped contrary to the user's intention. Currently, if one walking step is passed over due to motion capture noise or some other factor, the walking motion stops even if the user maintains his walking motion. To avoid such situations, we need to refine our method to be more stable. Another problem of the current walking interface is that it is difficult to walk backward in our system. This is because if the user turns back he cannot look at the screen. Actually, this difficulty of changing one's orientation is a common problem of the third-person view. Using multiple screens that show an identically rendered image is one possible solution [3] . Other problems related to using the third-person view include the difficultly for users to see small objects or the faces of characters clearly in front of the avatar because of the camera distance. To solve such problems, application-dependent automatic camera positioning and orientation control or dynamic switching views between the first-person view and the thirdperson view may be useful.
In addition, we expect that the walking-gesture-based interface can be applied to other kinds of actions, such as climbing, swimming, or using props. However, since some actions require more complex gestures, a more generic and robust method may be necessary.
Moreover, our algorithm for reactive motions works well. However, some users did not recognize the differences between reactive motions and the effects of the user's movements. Currently, the user's movements during reactive motion only affect the visual appearance of the avatar but not the result of the motion. For example, no matter how the user tries to recover his balance by moving his arms, it does not affect the results of the motion (falling or recovering). If we can change the results of the motions based on the user's control, the reactive motions will be more interesting to the users. Moreover, currently we only handle instant collisions between characters, and therefore the system cannot handle constant contact situations, such as wrestling. To address these problems, we may need to introduce physics-based algorithms into the controllers.
CONCLUSION AND FUTURE WORK
We have proposed a control framework for third-person view virtual environments. We combine multiple tracking controllers for both captured motion and system generated motions. Although the current prototype system is a very simple application, it is very interesting to be able to control an avatar through a motion capture system and to interact with a virtual character. In the near future, it is expected that computer entertainment incorporating this kind of control framework will be available for us to play.
