Abstract. In the early forties, R. P. Dilworth proved his famous result: Every finite distributive lattice D can be represented as the congruence lattice of a finite lattice L. In one of our early papers, we presented the first published proof of this result; in fact we proved: Every finite distributive lattice D can be represented as the congruence lattice of a finite sectionally complemented lattice L.
Introduction
The congruence lattice, Con L, of a finite lattice L is a finite distributive lattice according to a result of N. Funayama and T. Nakayama [14] . The converse is a result of R. P. Dilworth from 1944 (see [6] ): Every finite distributive lattice D can be represented as the congruence lattice, Con L, of a finite lattice L. This result was first published in 1962 in the paper [37] of the present authors.
In the last 60 years, a large number of papers have been published strengthening and generalizing this result of Dilworth. These papers split into two categories:
(i) Finite congruence lattices.
(ii) Infinite congruence lattices. The two fields are quite different. A finite distributive lattice is determined by the poset J D of join-irreducible elements. So a representation of a finite distributive lattice D as the congruence lattice of a lattice L is really a representation of a finite poset P (= J D) as the poset of join-irreducible congruences of a finite lattice L. Now the join-irreducible congruences of a finite lattice L are exactly the congruences of the form con(a, b) (the smallest congruence under which a ≡ b), where a ≺ b in L, that is, [a, b] is a prime interval. So it is enough to concentrate on such congruences, and make sure that they are partially ordered as required by P .
The infinite case is much different. We do not even have a characterization theorem: We do not know whether congruence lattices can be characterized as distributive algebraic lattices-as conjectured by Dilworth. A survey paper on the this field has just been written by J. Tůma and F. Wehrung [86] . In our survey, we stick with finite distributive lattices D and (with a few exceptions) finite lattices L.
A very recent development is the work of M. Ploščica [69] - [72] dealing with the representation problem of distributive lattices as congruence lattices of lattices in a given finitely generated variety of lattices. His results mostly deal with infinite distributive lattices (covered, in part, in J. Tůma and F. Wehrung [86] ), but some also have applications to finite lattices. For instance, in [72] , Ploščica characterizes congruence lattices of finite lattices in the variety generated by N 5 .
There are two types of representation theorems in this survey:
(1) The straight representation theorems.
(2) The congruence-preserving extension results. We start this survey by illustrating these two types of theorems-and the major techniques used to prove them-with sectionally complemented lattices.
Notation.
We use the standard notation, as in [16] , except if we specifically state it otherwise. The n-element chain is denoted by C n . A lattice is bounded, if it has zero, 0, and unit, 1. For bounded lattices K and L, and homomorphism ϕ : K → L, we call ϕ a {0, 1}-preserving homomorphism, if it maps the zero of K into the zero of L and the unit of K into the unit of L. We shall also use
• {0, 1}-preserving meet-homomorphism, • {0, 1}-preserving homomorphism, • 0-preserving meet-homomorphism,
• 0-preserving join-homomorphism, • {0, 1}-preserving extension, • 0-preserving extension with the obvious meanings. For a congruence relation Θ of a lattice L, the notations a ≡ b (Θ) and a, b ∈ Θ will be used interchangeably, for a, b ∈ L. The smallest congruence of L under which a ≡ b, the principal congruence, will be denoted by con (a, b) . (In most of the references, Birkhoff's old notation, Θ(a, b), is used.) We denote by a/Θ the congruence class of Θ containing the element a ∈ L. The zero and unit element of Con L will be denoted by ω and ι, respectively. The principal ideal generated by a is id(a).
Sectionally complemented lattices
2.1. Congruence-preserving extensions. First, we need our most important concept (G. Grätzer and E. T. Schmidt [41] ):
Let K be a finite lattice. A finite lattice L is a congruence-preserving extension of K, if L is an extension (that is, K is a sublattice of L) and every congruence of K has exactly one extension to L; see Figure 1 . Of course, then the congruence lattice of K is isomorphic to the congruence lattice of L. We could say that the congruence lattice of K is naturally isomorphic to the congruence lattice of L or that the algebraic reasons determining the congruence lattice of K are carried over to L. For instance, let a i , b i ∈ K, i = 1, 2, 3, and let
in K. Then K has a finite partial sublattice H forcing this equation. Since L is an extension of K, it follows that H is a partial sublattice of L, hence this equation L K Figure 1 . Illustrating a congruence-preserving extension.
holds also in L; and it holds for the same "algebraic reason"-namely, the existence of H.
And here is a pair of results (G. Grätzer and E. T. Schmidt [37] and [44] , published 37 years apart) illustrating the two types of representation theorems: Theorem 1. Every finite distributive lattice D can be represented as the congruence lattice of a finite sectionally complemented lattice L. Theorem 2. Every finite lattice K has a finite, sectionally complemented, congruence-preserving extension L.
To introduce the main technical tools, we are going to describe in some detail the proof of these results.
Chopped lattices.
We start with the most important lattice construction in this field.
Let M be a poset satisfying the following two conditions:
(1) inf{a, b} exists in M , for any a, b ∈ M ; (2) sup{a, b} exists for any a, b ∈ M having a common upper bound in M . We define in M :
a ∧ b = inf{a, b}, and a ∨ b = sup{a, b}, whenever sup{a, b} exists in M . This makes M into a partial lattice, called a chopped lattice. Now we define congruences and ideals of chopped lattices, as it is done for lattices. An equivalence relation Θ of a chopped lattice M is a congruence relation iff a 0 ≡ b 0 (Θ) and a 1 
, whenever a 0 ∨ a 1 and b 0 ∨ b 1 exist. The set Con M of all congruence relations of M partially ordered by set inclusion is again a lattice.
A nonempty subset I of the chopped lattice M is an ideal iff (1) i ∈ I and a ∈ M imply that a ∧ i ∈ I; (2) i, j ∈ I implies that i ∨ j ∈ I, provided that i ∨ j exists in M . The set Id M of all ideals of a chopped lattice M with zero, partially ordered by set inclusion, is a lattice; in particular, Id M is always a lattice for a finite chopped lattice M .
Chopped lattices are useful because of the following result due to G. Grätzer and H. Lakser [21] (first published in G. Grätzer [15] ): Lemma 1. Let M be a finite chopped lattice. Then, for every congruence relation Θ, there exists exactly one congruence relation
. This result is very significant. It means that to construct a finite lattice L to represent a finite distributive lattice D as a congruence lattice, it is sufficient to construct a finite chopped lattice M , since Take the finite set M 0 = (J D) ∪ {0} and make it a meet-semilattice by defining inf{x, y} = 0, if x = y, see Figure 2 . Note that the congruence relations of M 0 are in one-to-one correspondence with subsets of J K. Thus Con M 0 is a Boolean lattice, whose atoms are associated with elements of J K.
We must force that a ≡ 0 implies that b ≡ 0 implies that c ≡ 0.
To accomplish this, we use the lattice N 6 = N (p, q) of Figure 3 . Note that N (p, q) has three congruence relations, namely, ω, ι, and Θ, where Θ is the congruence relation with congruence classes {0, q 1 , q 2 , q} and {p 1 , p(q)}. Thus con(p 1 , 0) = ι. In other words, p 1 ≡ 0 "implies" that q 1 ≡ 0, but q 1 ≡ 0 "does not imply" that p 1 ≡ 0.
We construct the finite chopped lattice M by "inserting" N (p, q) in M 0 , for a, b and for b, c, by appropriately doubling b and c, see Figure 4 .
We are left with proving that L = Id M is sectionally complemented. Unfortunately, we cannot do better than refer the reader to G. Grätzer and E. T. Schmidt Figure 4 . The chopped lattice M .
[37]. The proof is short but nontrivial. We have tried several times to prove something more general, but we have always failed. So let us raise this as a problem: For a natural number n and a class V of lattices, define mcr(n, V) as the smallest integer such that, for any distributive lattice D with n join-irreducible elements, there exists a finite lattice L ∈ V satisfying Con L ∼ = D and |L| ≤ mcr(n, V).
Let SecComp denote the class of sectionally complemented lattices. Problem 2. Determine mcr(n, SecComp).
The congruence lattice of a finite relatively complemented lattice is Boolean. So we cannot ask whether SecComp can be narrowed to the class of relatively complemented lattices. However, SecComp∩DuallySecComp would be a logical candidate. Note, however, that by Theorem 11 of our paper [37] and Lemma 4.16 of M. F. Janowitz [65] , every finite lattice in SecComp ∩ DuallySecComp has a Boolean congruence lattice (see also [16] , Theorem II.4.9).
Similarly, one can ask whether SecComp can be narrowed to the class of semimodular sectionally complemented lattices. The discussion in Section IV.3 of [16] (in particular, the top paragraph of p. 240) shows that this cannot be done either. 1 April, 2003 . For some time, G. Grätzer, H. Lakser, and M. Roddy have been looking at this problem. They started with the lemma from G. Grätzer and E. T. Schmidt [47] stating that if M is a finite sectionally complemented chopped lattice M with exactly two maximal elements m 1 and m 2 and m 1 ∧m 2 is an atom of M , then Id M is sectionally complemented (Lemma 4 in this survey).
Note added in
Here are some of the results. 1. There is a finite sectionally complemented chopped lattice M with exactly two maximal elements m 1 and m 2 such that [0, m 1 ∧ m 2 ] is the four-element Boolean lattice and Id M is not sectionally complemented; see [26] 2. There is a finite sectionally complemented chopped lattice M with exactly three maximal elements m 1 , m 2 , and m 3 such that m i ∧ m j is an atom, for all 1 ≤ i = j ≤ 3 and Id M is not sectionally complemented; see [26] . 3. Grätzer and H. Lakser extended the proof in G. Grätzer and E. T. Schmidt [37] of the sectional complementedness of the lattice constructed to allow "loops" in the transitive extension of the covering relation. As an application, they answer in the affirmative Problem 15 for the class S of all finite sectionally complemented lattices; see [25] .
Rectangular extensions. Now we introduce the second major technique.
The rectangular extension R(K) of a finite lattice K is defined as the direct product of all subdirect factors of K, that is,
where M(Con K) is the set of all meet-irreducible congruences of K; see G. Grätzer and E. T. Schmidt [44] .
Let Kψ = K R and for a congruence Θ of K, let Θ R denote the corresponding congruence of K R , that is, Θ R = Θψ.
For each meet-irreducible congruence Φ of K, we select S(K/Φ), a finite, simple, sectionally complemented extension of K/Φ. (We prove directly in G. Grätzer and E. T. Schmidt [44] that there is such an extension, but this also follows from much deeper results in the literature: O. Ore [68] and P. Pudlák and J. Tůma [74] .)
Now we form the extension (in more recent papers, called the cubic extension):
The extension R(K) of K ∼ = K R has the following properties (see G. Grätzer and E. T. Schmidt [44] ):
Then there is a one-to-one correspondence between subsets of P and congruences Θ of R(K); the subset of P corresponding to the congruence Θ of
hence, the congruence lattice of R(K) is a finite Boolean lattice. (4) Every congruence Θ of K has an extension Θ to a congruence of R(K) corresponding to the subset Now we can prove Theorem 2 by induction on | J D|. We use chopped lattices repeatedly and the rectangular extension once; no other techniques are needed.
Problem 3. What is the minimum size of a lattice L satisfying Theorem 2?
3. Minimal representations 3.1. The minimal construction. Next, we take up the question of representations of small size for two reasons: This is one of the oldest problems in the field and the technique developed for its solution has other applications. Figure 5 . D, P , and C.
For a natural number n, define mcr(n) (minimal congruence representation) as the smallest integer such that, for any distributive lattice D with n join-irreducible elements, there exists a finite lattice L satisfying Con L ∼ = D and |L| ≤ mcr(n). Note that as defined in Section 2.3, mcr(n) = mcr(n, L), where L is the class of all lattices.
The lattice L constructed by R. P. Dilworth (see [6] ) and the present authors [37] to represent D is very large; it has O(2 2n ) elements. This was improved to O(n 3 ) in G. Grätzer and H. Lakser [22] ; it was conjectured that O(n 3 ) can be improved to O(n 2 ) and that O(n 2 ) is best possible. Indeed, O(n 2 ) is possible, as proved in G. Grätzer, H. Lakser, and E. T. Schmidt [27] .
Theorem 3. Let D be a finite distributive lattice with n join-irreducible elements. Then there exists a planar lattice
We illustrate the proof of this result with the distributive lattice D of Figure 5 . This figure also shows P = J D and the chain C we form from P . The chain C is of length 2|P | = 6, and the prime intervals are "marked" with elements of P as illustrated. This "marking" we call coloring. Figure 6 shows the building blocks we are going to use: M 3 and N 5,5 . Now we proceed as follows: To construct L, we take C 2 . If both lower edges of a covering square in C 2 have the same color, we add an element to make it a covering M 3 . If in C 2 we have a covering C 2 × C 3 , where the C 2 "edge" is colored by p, the C 3 "edge" is colored by q twice, where p < q, then we add an element to make it an N 5,5 . The lattice L we obtain is shown in Figure 7 . (The copies of N 5,5 in the diagram are marked by black-filled elements.)
It is an easy computation to show that, in general, |L| ≤ kn 2 , for some constant k, and that D ∼ = Con L; this isomorphism is established by assigning to p ∈ P the congruence of L generated by collapsing any (all) prime intervals of color p.
A somewhat sharper form of Theorem 3 is the following (G. Grätzer, H. Lakser, and E. T. Schmidt [27] ):
Figure 6. The two building blocks, for p < q.
Theorem 4. For any integer
n ≥ 2, mcr(n) < 3(n + 1) 2 .
Proving minimality.
The real combinatorics is in G. Grätzer, I. Rival, and N. Zaguia [36] , proving that O(n 2 ) is, indeed, best possible.
Theorem 5. Let α be a real number satisfying the following condition: Every distributive lattice D with n join-irreducible elements can be represented as the congruence lattice of a lattice L with
We outline the idea of the proof. Let n be a natural number. Let D n be a distributive lattice whose partially ordered set P n of join-irreducible elements is bipartite (that is, every element is either maximal or minimal) and in which there are O(n 2 ) covering edges. Let L n be a lattice satisfying Con L n ∼ = D n , and contrary to the theorem assume that L n has O(n α ) elements, where α < 2. There are O(n 2 ) covering pairs of join-irreducible congruences of L n . We can associate with each such pair Φ 1 ≺ Φ 2 a three-element chain e 1 < h < e 2 in L n such that Φ 1 = con(e 1 , h) and Φ 2 = con(e 2 , h). Indeed, let Φ 1 = con(a, b) and
there is a sequence of weak perspectivities (see, e.g., Section III.1 of [16] ) from c/d into a/b. Choosing a/b and c/d as close to each other as we can, we obtain the situation depicted in Figure 8 , and we obtain the required three-element chain.
Since there are O(n 2 ) covering pairs of join-irreducible congruences and there are O(n α ) elements in L n , there must be an element h ∈ L n that appears as the middle element of O(n 2 /n α ) = O(n 2−α ) three-element chains. For half of these chains, still O(n 2−α ) in number, the top interval (or dually, the bottom interval) defines the larger congruence. So we obtain in L n an element h and a set A of elements, O(n 2−α ) in number, so that all the con(h, x) are maximal (or all are minimal) join-irreducible congruences of L n , see Figure 9 . Obviously, these congruences are pairwise incomparable. It is easy to verify that A-under join-generates a free join-semilattice F (or in the dual case, a free meet-semilattice). The set F ⊆ L n has O(2 n 2−α ) elements. But this is a contradiction since L n has only O(n 2 ) elements. Theorem 5 gives the lower bound:
for α < 2. A related result of Y. Zhang [88] is the following:
This was improved in G. Grätzer and D. Wang [54] using a result of R. Freese [10] :
Observe that the function 1 16 n 2 log 2 n eventually majorizes all functions of the form kn α , for any k and any α < 2, so the inequality of Theorem 7 is stronger than the inequality kn α < mcr(n), for α < 2. For n ≥ 2, the function
2 , so the inequality of Theorem 7 is stronger than the inequality of Theorem 6. A different kind of lower bound is obtained in R. Freese [10] ; it is shown that if J Con L has e edges (e > 2), then e 2 log 2 e ≤ |L|.
Freese also proves that J Con L can be computed in time O(|L| 2 log 2 |L|).
Problem 4. In Theorem 5, is the construction "best" in some sharper sense?
Consider the optimal length of L. E. T. Schmidt [78] constructs a finite lattice L of length 5m, where m is the number of dual atoms of D (for finite chains, this was done in J. Berman [4] ); S.-K. Teo [82] proves that this result is best possible.
In this combinatorial section, it seems appropriate to mention that congruence lattices of finite lattices can be efficiently computed by using the join-dependency relation discussed in R. Freese, J. Ježek, and J. B. Nation [11] , see Sections 3 and 4 in Chapter II; see also R. Freese [10] . One application of these results is the characterization of congruence lattices of finite lower bounded lattices obtained in G. Grätzer and F. Wehrung [59] . The proof of this result is very similar to the proof of Theorem 3. The basic building block is S 8 ; we show two diagrams of this lattice in Figure 10 : The first diagram shows S 8 with its only nontrivial congruence indicated with a dashed line; the second diagram shows S 8 as it is used in the construction.
To illustrate the construction, take the distributive lattice D of Figure 11 ; the poset J D is also shown. Now we form two chains E and F , of suitable lengths, and their direct product. In E, all the coverings in P are represented by adjacent colors, and every element of P is the color of at least one prime interval. In F , we first list all elements of P as colors, and then double those elements of P that are not minimal. For p 1 ≺ p 2 , we replace the corresponding C 3 × C 3 by S 8 . We make a similar replacement for Recall that the function mcr was defined in Section 2.3.
Congruence-preserving extensions.
We also found a congruence-preserving extension theorem for semimodular lattices in G. Figure 12 . The lattice S.
The proof starts out with the rectangular extension R(K) of K. Then we embed each direct factor of the rectangular extension into a simple semimodular lattice, and their direct product R(K) is a further extension of K. These embeddings of the direct factors we obtain as an application of a result of R. P. Dilworth, see [6] and [7] . The congruences then are represented in a dual ideal F of R(K) that is Boolean. By gluing a modular lattice M to R(K), we can make the join-irreducible congruences to be represented on a dual ideal E of M that is a chain, so the proof is completed by gluing the lattice S (see Figure 12 ) to the construct, see Figure 13 . 
Independence theorems
The following problem was first raised in the first edition of [16] This is a representation theorem; both published proofs rely heavily on the representation theorem of finite distributive lattices as congruence lattices of finite lattices (R. P. Dilworth) and on the representation theorem of finite groups as automorphism groups of finite lattices (G. Birkhoff [5] ).
There is also a congruence-preserving extension variant, which we published in G. Grätzer and E. T. Schmidt [41] : Theorem 11 (The Strong Independence Theorem). Let K be a finite lattice with more than one element and let G be a finite group. Then K has a congruence-preserving extension L whose automorphism group is isomorphic to G.
There is a stronger form of this theorem; to state it, we need the analogue of the congruence-preserving extension concept for automorphisms.
Let K be a lattice. L is an automorphism-preserving extension of K, if L is an extension and every automorphism of K has exactly one extension to L; moreover, every automorphism of L is the extension of an automorphism of K.
Of course, then the automorphism group of K is isomorphic to the automorphism group of L. Now we state the stronger version of Theorem 11: Theorem 12 (The Strong Independence Theorem, Full Version). Let K C and K A be finite lattices with more than one element satisfying K C ∩ K A = {0}. Then there exists a lattice L such that the following conditions hold:
(1) L is a finite, atomistic, 0-preserving extension of both
Of course, then the congruence lattice of L is isomorphic to the congruence lattice of K C , and the automorphism group of L is isomorphic to the automorphism group of K A . We call such a triple balanced.
Then the following statements hold (E. T. Schmidt [75] ):
See Figure 14 .
Representation theorems.
The congruence lattice of a finite modular lattice is Boolean; however, a finite distributive lattice has a representation as the congruence lattice of an infinite modular lattice by E. T. Schmidt [77] :
Theorem 13. Every finite distributive lattice D can be represented as the congruence lattice of a modular lattice M .
For a shorter proof, see [81] . R. Freese [9] proved that M can be constructed as a finitely generated modular lattice.
A much deeper result was proved in E. T. Schmidt [79] Sectionally complemented lattices are regular, so we already have a representation theorem (Theorem 1) and a congruence-preserving extension version (Theorem 2). More generally (G. Grätzer and E. T. Schmidt [47] ): Theorem 16. Every lattice L has a congruence-preserving embedding into a regular latticeL.
Boolean triple construction. For a bounded lattice K, let us call the triple x, y, z ∈ L
3 boolean iff the following equations hold:
Note that in a distributive lattice, a triple is balanced iff it is boolean. We denote by M 3 K ⊆ K 3 the poset of all boolean triples of K. Then M 3 K is a bounded lattice. We identify the lattice K with the interval [ 0, 0, 0 , 1, 0, 0 ] under the isomorphism x → x, 0, 0 .
Theorem 17 (G. Grätzer and F. Wehrung [55]). M 3 K is a congruence-preserving extension of K.
In fact, if M 3 K, a denotes the dual ideal of M 3 K generated by 0, a, 0 (a ∈ K), then the map ϕ a : x → x, a, x ∧ a is a congruence-preserving embedding. Then for a, b, c ∈ K with a < b,
Since a lattice L is regular iff for all a, b, c ∈ L with a < b, there exists a d ∈ L with con(a, b) = con(c, d), Theorem 16 easily follows.
The Boolean triple construction is a special case of the lattice tensor product construction of G. Grätzer and F. Wehrung [56] that provides-among other results-a congruence-preserving extension associated with every finite simple lattice; see also the survey papers G. Grätzer and F. Wehrung [58] and J. Tůma and F. Wehrung [86] . 
Theorem 18. Every finite distributive lattice D can be represented as the congruence lattice of a finite uniform lattice L.
A uniform lattice is always regular, so the lattices of Theorem 18 are also regular. Figure 15 shows the result of the construction for D = C 4 .
According to a recent result of K. Kaarli [66] , all finite uniform lattices are congruence permutable.
Isoform lattices.
Let L be a lattice. We call a congruence relation Θ of L isoform, if any two congruence classes of Θ are isomorphic (as lattices). Let us call the lattice L isoform, if all congruences of L are isoform.
Theorem 19 (G. Grätzer and E. T. Schmidt [52]). Every finite distributive lattice D can be represented as the congruence lattice of a finite isoform lattice L.
Since isomorphic lattices are of the same size, Theorem 19 is a stronger version of Theorem 18. Figure 15 shows that the lattice we obtained in G. Grätzer, E. T. Schmidt, and K. Thomsen [53] for D = C 4 is not isoform.
Let P = P ; ≤ P be a finite poset. Then the partial ordering ≤ P on P is the reflexive-transitive extension of ≺ P , the covering relation in P ; ≤ P , in formula: rt(≺ P ) = ≤ P . Now take a subset H of ≺ P , and take the reflexive-transitive extension rt(H) of H. Then P ; rt(H) is also a poset; we call it a pruning of P . If you think of P in terms of its diagram, then the terminology is easy to picture: We obtain the diagram of P ; rt(H) from the diagram of P by cutting out (pruning) some edges (each representing a covering) but not deleting any elements. For instance, the lattice of Figure 15 is a pruning of the Boolean lattice C By Properties (i) and (ii), for every congruence relation Θ of L and for any two congruence classes U and V of Θ, the congruence classes U and V are required to be isomorphic and projective intervals, but we do not require that there be a projectivity that is also an isomorphism. Figure 3 . This lattice has some crucial properties:
Problem 9. Does every finite lattice have a congruence-preserving extension into a finite uniform (isoform) lattice?
(i) N 6 is sectionally complemented.
(ii) N 6 has exactly one nontrivial congruence Θ.
(iii) Θ has exactly two congruence classes: the prime ideal {0, q 1 , q 2 , q} and the dual prime ideal {p 1 , p(q)}. Figure 16 illustrates the lattice we obtain for 5, 4 . 
Spectrum.
The question answered by Theorem 21 is a very special case of a more general problem: What can we say about the cardinalities of the congruence classes of a nontrivial congruence in a finite sectionally complemented lattice? Let L be a finite lattice, and let Θ be a congruence of L. We denote by Spec Θ the spectrum of Θ, that is, the family of cardinalities of the congruence classes of Θ. So Spec Θ has |L/Θ| elements, and each element is an integer ≥ 1.
It is clear that if S is a family of integers ≥ 1, then it is the spectrum of some congruence (take L as an appropriate chain). We are interested in the following problem: Characterize the spectra of nontrivial congruences of finite sectionally complemented lattices.
This problem is completely solved by the following result (G. Grätzer and E. T. Schmidt [51] ): Theorem 22. Let S = (m j | j < n) be a family of natural numbers, n ≥ 1. Then there is a finite sectionally complemented lattice L with more than one element and a nontrivial congruence Θ of L such that S is the spectrum of Θ iff S satisfies the following conditions: (S 1 ) 2 ≤ n and n = 3. (S 2 ) 2 ≤ m j and m j = 3, for all j < n. Figure 17 illustrates the lattice we obtain for S = (4, 4, 2, 2, 2) . This result is not a direct generalization of Theorem 21, since we do not assume that Θ be the only nontrivial congruence of K. This additional condition is easy to accommodate:
Corollary. Let S = (m j | j < n) be a family of natural numbers, n > 1. Then there is a finite sectionally complemented lattice L with more than one element with a unique nontrivial congruence Θ of L such that S is the spectrum of Θ iff S satisfies (S 1 ) and (S 2 ), and additionally:
Valuation.
There is a more sophisticated way of looking at spectra. Let K be a finite sectionally complemented lattice. Let us represent K in the form L/Θ, where L is a finite sectionally complemented lattice and Θ is a congruence of L. Then there is a natural map v : K → N (where N is the set of natural numbers) defined as follows: Let a ∈ K; then a is represented by a congruence class A of Θ, so we can define
The question is the following: Given a finite sectionally complemented lattice K and a map v : K → N, when is v a valuation? Figure 18 .
iff v satisfies the following conditions:
As a very small example, let us start with K = M 3 with a valuation as illustrated in Figure 18 . The lattice L we construct from this valuation is the one shown on Figure 17 .
Again, we can ask about valuations induced by a finite sectionally complemented lattice L and the unique nontrivial congruence Θ of L.
Corollary. Let K be a finite sectionally complemented lattice with more than one element, and let v : K → N. Then there exists a finite sectionally complemented lattice L and a unique nontrivial congruence Θ of L, such that there is an isomor-
iff v satisfies the conditions (V 1 ) and (V 2 ), and additionally, v satisfies the following two conditions:
Simultaneous representations of two distributive lattices
Let L be a lattice and let K be a sublattice of L. Then the restriction map rs : Con L → Con K is a {0, 1}-preserving meet-homomorphism. So we have two distributive lattices, Con L and Con K, connected by a {0, 1}-preserving meet-homomorphism. For a simultaneous representation of two distributive lattices, we are given two distributive lattices D and E, a {0, 1}-preserving meet-homomorphism ϕ : D → E, and we ask when these can be represented as rs :
There is a growing literature of simultaneous representations of more than two distributive lattices interconnected by homomorphisms, called diagrams, discussed in detail in J. Tůma and F. Wehrung [86] . 
Restrictions to ideals as lattice homomorphisms.
If K is an ideal of L, then rs is a {0, 1}-homomorphism of Con L into Con K. In this case, for finite lattices, the problem of simultaneous representations was solved in G. Grätzer We outline the proof with a small example, as shown in Figure 19 . We associate with the {0, 1}-preserving homomorphism ϕ an "inverse map" : J E → J D, where on an x ∈ J E is defined as the smallest element y of D that is mapped to an element ≥ x by ϕ. Observe that y ∈ J D.
Our plan is the following: We construct a chopped lattice M as in Section 2.3 except that we triple, not double, every join-irreducible element, starting with the poset J D ∪ J E. Every join-irreducible element x has three copies, x L (left), x M (middle), and x R (right). We further double all these elements as in Section 2.3. So the basic building block is the chopped lattice of Figure 20 , which already guarantees that a L ≡ 0 is equivalent to a M ≡ 0 is equivalent to a R ≡ 0.
We take six building blocks: one for each element of J D and J E. We partially order J D and J E as in Section 2.3, using the middle elements. For instance, to achieve that a ≡ 0 implies that b ≡ 0, we insert N (a M , b M ), as illustrated in Figure 21 .
Finally, we want to achieve that for x ∈ J D, x ≡ 0 is equivalent to x ≡ 0. One direction we code with the L-s, the other, with the R-s.
For an alternative proof, see E. T. Schmidt [80] . Let S be a class of finite lattices (such as the class of all finite sectionally complemented lattices) with the following two properties: Figure 20 . The basic building block. Here are some examples of such classes:
• all finite sectionally complemented lattices;
• all finite planar lattices;
• all finite semimodular lattices. 
Extensions as join-homomorphisms.
The "dual" of restriction is extension. Let K be a lattice and let L be an extension of K. Then the extension map:
maps a congruence Θ of K to the congruence of L generated by the subset Θ of L 2 . The map xt is a 0-preserving join-homomorphism of Con K into Con L. Obviously, xt separates 0 (a nontrivial congruence has a nontrivial extension).
More generally, let K and L be lattices, and let ϕ be a homomorphism of K into L. Then ϕ induces a map xt ϕ of Con K into Con L: For a congruence relation Θ of K, let the image Θ under xt ϕ be the congruence relation of L generated by the set Θϕ = { aϕ, bϕ | a ≡ b (Θ) }.
Huhn's result.
One of the most persistent problems of lattice theory is the representation problem of distributive algebraic lattices as congruence lattice of lattices. A. P. Huhn in [62] and [63] attempted to solve this problem by simultaneous representation of finite distributive lattices as congruence lattices of finite lattices; see also P. Pudlák [73] and M. Tischendorf [84] .
The following result was proved by A. P. Huhn in [62] and [63] in the special case when ψ is an embedding and was proved for arbitrary ψ in G. Grätzer, H. Lakser, and E. T. Schmidt [29] : 
Furthermore, ϕ is an embedding iff ψ separates 0.
Theorem 25 concludes that the following diagram is commutative: 
and isomorphisms
that is, such that the diagram
is commutative. Furthermore, ϕ 2 is an embedding iff ψ preserves 0.
We can again fix the base lattices, as verified in G. Grätzer, H. Lakser, and E. T. Schmidt [33] : Theorem 28. Let K 1 and K 2 be arbitrary lattices with finite congruence lattices Con K 1 and Con K 2 , respectively, and let
be an isotone map. Then there is a lattice L with finite congruence lattice, a lattice embedding
and a homomorphism 
There is then a lattice L, there are lattice homomorphisms
and there is an isomorphism α : 
that is, such that the diagram A. P. Huhn [60] introduced the 2-distributive identity:
We call a lattice doubly 2-distributive, if satisfies the 2-distributive identity and its dual. In [43] , we proved that in An affirmative answer would imply that every distributive algebraic lattice with countably many compact elements can be represented as the congruence lattice of a (doubly) 2-distributive lattice, a strengthening of Huhn's result mentioned at the end of Section 10.4.
Beyond congruence-preserving extensions: Magic wands

The two magic wand theorems. A typical way of constructing an algebra
A with a given congruence lattice C is to construct an algebra B with a much larger congruence lattice and then "collapsing" congruences con(a, b) and con(c, d) in B in sufficient numbers so that the congruence lattice "shrinks" to C. To do this, we need a "magic wand" that will make a ≡ b equivalent to c ≡ d. Such a magic wand may be a pair of partial operations f and g such that f (a) = c, f (b) = d, and g(c) = a, g(d) = b. This is the start of the Congruence Lattice Characterization Theorem of Universal Algebras of the authors [38] .
If you want to construct a lattice L with a given congruence lattice C, how do you turn the action of the "magic wand" into lattice operations? To construct a simple modular lattice, E. T. Schmidt [77] In G. Grätzer and E. T. Schmidt [49] , we prove that one can apply the magic wand to arbitrary lattices with zero.
To set up "magic wands" for lattices formally, let K be a bounded lattice, let So the lattice L constructed in this result is the magic wand for ϕ. The realization of the magic wand is based on a construction of G. Grätzer and F. Wehrung [54] and an application of this construction in G. Grätzer and E. T. Schmidt [47] .
In G. Grätzer, M. Greenberg, and E. T. Schmidt [20] , a stronger result is proved. To state it, let K be a bounded lattice, let 11.2. The construction. In Section 7.2, for a bounded lattice K, we introduced the boolean triple construction M 3 K of G. Grätzer and F. Wehrung [54] .
For a congruence Θ of K, let Θ 3 denote the congruence of K 3 defined componentwise. Let M 3 Θ be the restriction of Θ 3 to M 3 K . Then M 3 Θ is a congruence relation of M 3 K and every congruence of M 3 K is of the form M 3 Θ , for a unique congruence Θ of K.
In G. Grätzer and E. T. Schmidt [49] , for a, b ∈ L with a < b, the interval M 3 K, a, b of M 3 K was defined (the special case M 3 K, a = M 3 K, a, 1 was used in Section 7.2): Two gluings.
The final gluing.
The four building blocks. 
