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Many chemical systems cannot be described by quantum chemistry methods based on
a single-reference wave function. Accurate predictions of energetic and spectroscopic
properties require a delicate balance between describing the most important con-
figurations (static correlation) and obtaining dynamical correlation efficiently. The
former is most naturally done through a multiconfigurational wave function, whereas
the latter can be done by e.g. perturbation theory. We have employed a different
strategy, namely a hybrid between multiconfigurational wave functions and density-
functional theory (DFT) based on range separation. The method is denoted multi-
configurational short-range DFT (MC–srDFT) and is more efficient than perturbative
approaches as it capitalizes on the efficient treatment of the (short-range) dynamical
correlation by DFT approximations. In turn, the method also improves DFT with
standard approximations through the ability of multiconfigurational wave functions
to recover large parts of the static correlation. Until now, our implementation was
restricted to closed-shell systems and to lift this restriction, we present here the gen-
eralization of MC–srDFT to open-shell cases. The additional terms required to treat
open-shell systems are derived and implemented in the DALTON program. This
new method for open-shell systems is illustrated on dioxygen and [Fe(H2O)6]
3+.
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I. INTRODUCTION
Quantum chemistry (QC) methods have become paramount to gain insight in experimen-
tal investigations and to support findings from experimental studies. Moreover, QC methods
can be employed to predict novel molecular systems with a given desired property. Naturally,
the above uses of theoretical methods require that these methods are both efficient and accu-
rate, also in cases where reference data might not exist or be inconclusive. Density-functional
theory (DFT) has to a large extent fulfilled these requirements1, and can for many systems
be employed routinely. Still, DFT with standard approximations is known to fail for systems
that cannot be described by a single-reference wave function.2,3 Such systems are often char-
acterized by dense orbital manifolds and several (near)-degenerate states. In wave-function
theory (WFT), such systems are best described with a multiconfigurational wave function.4
These exist in a number of different forms of which many have in common the definition of a
complete active space CAS(m,n) of m electrons in n orbitals. In this active space, all config-
urations (fulfilling additional spin and symmetry constraints) are included. This is usually
combined with optimization of orbital parameters in what is denoted a complete-active-
space self-consistent field (CASSCF) procedure. Unfortunately, the computational demands
increase dramatically with the size of the active space, and many systems require active
spaces beyond the current limitations to give physically meaningful results. In recent years,
several groups have focused on lifting the limitations for the size of active space with meth-
ods such as the density-matrix renormalization group (DMRG)5–8, quantum Monte Carlo
(QMC)9–11, restricted-active-space (RAS)12 or generalized-active-space (GAS) methods.13–15
Yet, even with extended active orbital spaces, essential parts of the remaining dynamical
electron correlation cannot be obtained, except for the smallest systems where the number
of occupied valence orbitals is small. Typically, dynamical correlation for such multirefer-
ence systems is obtained after initially obtaining a correct representation of a zeroth-order
Hamiltonian (including static correlation). The exact nature of the subsequent steps respon-
sible for recovering dynamical correlation depends on the chosen method, but well-known
examples are multireference perturbation theories16–20 such as complete-active-space second-
order perturbation theory (CASPT2)16,17 and n-electron valence state perturbation theory
(NEVPT2)20.
We have in a number of recent papers employed a different strategy, namely a hybrid
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between MCSCF and DFT that capitalizes on the fairly efficient treatment of the (short-
range) dynamical correlation by semi-local DFT approximations and the ability of CASSCF
or more general MCSCF models to recover large parts of the static correlation. A number
of different CAS-DFT hybrid methods have been suggested21–30, many of which are under
active development. There is one important difference between these methods: some add
DFT after initial optimization of the multiconfigurational wave function23,24, whereas others
optimize the DFT and wave function parts simultaneously21,22,25–30. The method reported
here belongs to the latter kind. A challenge for all CAS-DFT hybrids is to avoid double
counting of electron correlation, as the CAS wave functions will invariably include some of
the dynamical correlation. The method that we discuss in this paper, and that we have
been developing since several years27,29–36, stringently avoids this double counting by means
of a range separation of the two-electron repulsion operator25,37. The long-range part is then
described by WFT, whereas the short-range part is described by a tailored short-range DFT
functional.38 When employing an MC(SCF) wave function as the long-range component, we
have dubbed this method MC–srDFT. For the common choice of CAS for the MCSCF part,
this becomes CAS–srDFT. However, it should be emphasized, that the method of range sep-
aration also allows for other wave-function ansa¨tze: CI–srDFT26,39, MP2–srDFT40,41, RPA-
srDFT42,43, CC–srDFT44, RAS–srDFT, NEVPT2–srDFT45, and DMRG–srDFT32 methods
have all been implemented.
Our MC–srDFT implementation in a development version of DALTON46,47 employs
a general implementation for the long-range MCSCF wave function that allows any spin
multiplicity. However, the implementation has until now been restricted to short-range
functionals depending only on the total density and not on the spin density. Calculations
have accordingly been done on closed-shell systems only. It should in this regard be noted
that introducing a dependence on the spin density in the DFT part is not necessary from
a theoretical point of view where the energy is solely defined from the total density. Yet,
approximate semi-local functionals must depend on the spin density to be accurate for open-
shell systems, and a semi-local srDFT implementation based solely on the total density in
practice excludes useful calculations on many open-shell target systems where we expect
MC–srDFT to be able to perform well. For example, many transition metals form open-
shell complexes, and these are notorious for displaying multireference character.
Since the original formulation of MC–srDFT39, several srDFT functionals have been
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generalized to include the spin density.48,49 In this paper, we extend the MC–srDFT method
with these spin-dependent functionals, both for a local-density approximation (LDA) and a
generalized-gradient approximation (GGA). This enables meaningful calculations for open-
shell systems, which in particular will be beneficial for our endeavors to describe transition-
metal complexes with CAS–srDFT or GAS–srDFT as a computationally cheaper alternative
to CASPT2, RASPT2, and NEVPT2.
As a first test of our novel implementation we investigate two prototypical open-shell
molecules: the O2 molecule and the transition metal complex [Fe(H2O)6]
3+. We focus here
on rather simple systems which allow for a thorough investigation, and where literature
data are available. For both the 3Σ−g ground-state of O2 and the spin-state splitting in
[Fe(H2O)6]
3+ we also carry out a small study on the dependence of CAS–srDFT on the
range-separation parameter µ, similarly to what has previously been done for a number of
small, closed-shell p-block molecules and atoms.27 It should be emphasized that although
O2 is a prototypical open-shell system for which a wealth of literature data is available
50,
the spin-state splitting between the 3Σ−g ground-state and the first singlet state,
1∆g, is
surprisingly demanding in terms of the theoretical treatment.51–53 Likewise, the spin-state
splitting between the lowest electronic states, 6Ag and
4T1g (assuming idealized, octahedral
symmetry) in [Fe(H2O)6]
3+ has turned out to be challenging; there is currently no consensus
on which method is the most accurate, as both CASPT2 and CCSD(T) have been shown to
overestimate the spin-state splitting somewhat.54 Accordingly, both O2 and [Fe(H2O)6]
3+
have low-lying excited states with different spin multiplicity than the ground-state, and for
both a high-level method is evidently needed to obtain correct results.
The paper is organized as follows. In Section II we describe the necessary theory for
the extension of MC–srDFT to srDFT functionals that include the spin density as well as
the gradient of the spin density, and in Section III we describe implementation details. The
theory and implementation details for the closed-shell singlet case is obviously a special case,
which previously only has been published in the PhD dissertation by J. K. Pedersen.39 Next,
we provide the computational details that were employed for the test calculations (Section
IV), and in Section V we discuss the results. Finally, we give a brief conclusion and outlook
in Section VI.
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II. RANGE-SEPARATED MULTICONFIGURATIONAL DENSITY
FUNCTIONAL THEORY
The MC–srDFT method employs a range separation of the two-electron operator25,37
gˆ(1, 2) = gˆlr(1, 2) + gˆsr(1, 2), (1)
in which the exact definition of gˆlr(1, 2) and gˆsr(1, 2) can differ55. In this work we exclusively
use the error function for the range separation:
gˆlr(1, 2) =
erf(µr12)
r12
and gˆsr(1, 2) =
1− erf(µr12)
r12
, (2)
where r12 = |r1 − r2| and µ is the range-separation parameter, given in reciprocal bohr.
Eq. (1) is given in atomic units which we will employ throughout this paper. The energy of
a range-separated WFT-DFT hybrid is then given by
E(λ) = Elr(λ) + Esr-H[ρC ] + Esr-xc[ρC , ρS]
= 〈Ψlr(λ)|Hˆ lr|Ψlr(λ)〉+ Esr-H[ρC ] + Esr-xc[ρC , ρS], (3)
where λ are the wave-function parameters, to be defined below. We denote the electron
charge density as ρC and the spin density as ρS, and in order not to overload the notation
we let it be implicit that they depend on the wave-function parameters λ: ρC ≡ ρC(r,λ)
and ρS ≡ ρS(r,λ). We define the short-range Hartree and exchange-correlation functionals,
Esr-H[ρC ] and Esr-xc[ρC , ρS], below after first defining the quantities involved in the long-range
part of the energy in Eq. (3). The long-range Hamiltonian Hˆ lr takes a form similar to the
regular electronic (non- or scalar-relativistic) Hamiltonian in second quantization
Hˆ lr =
∑
pq
hpqEˆpq +
1
2
∑
pqrs
glrpq,rseˆpq,rs + Vnn, (4)
with the standard one-electron integrals hpq and nuclei-nuclei interaction energy Vnn, but
with the two-electron Coulomb integrals replaced by integrals with the modified long-range
5
interaction in Eq. (2),
glrpq,rs = 〈φpφr|gˆlr(1, 2)|φqφs〉, (5)
in an orthonormal basis of spatial orbitals {φp}. The second-quantized operators in Eq. (4)
have their usual meaning: Eˆpq = aˆ
†
pαaˆqα + aˆ
†
pβaˆqβ is the singlet excitation operator and
eˆpq,rs = EˆpqEˆrs−δqrEˆps. The indices p, q, r, s denote general orbitals. For the MC(SCF) wave
function parameters we use the notation λT = (dT ,κT ) where the row vectors dT = {dj}
and κT = {κpq} designate the configuration coefficients and the orbital rotation parameters,
respectively. The real-valued MC wave function is parameterized as
|Ψlr(λ)〉 = e−κˆ
 |0〉+ Pˆ|d 〉√
1 + 〈d |Pˆ|d 〉
 , (6)
where |0〉 denotes a normalized reference state
|0〉 =
∑
j
cj|j〉, (7)
while
|d〉 =
∑
j
dj|j〉, (8)
is a configuration correction and Pˆ = 1− |0〉〈0| is the projection operator onto the comple-
ment to the reference state |0〉. The κˆ operator in Eq. (6) is the usual antisymmetric real
singlet orbital-rotation operator
κˆ =
∑
pq
κpqEˆpq =
∑
p>q
κpq
(
Eˆpq − Eˆqp
)
≡
∑
p>q
κpqEˆ
−
pq. (9)
The charge-density- and spin-density-dependent terms in Eq. (3) can now be expressed in a
second-quantization formulation56,57 in terms of their associated density operators
ρˆX(r) =
∑
pq
Ωpq(r)Oˆ
X
pq, (10)
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with Ωpq(r) = φ
∗
p(r)φq(r). We have in Eq. (10) introduced a nomenclature that will turn
convenient in the next sections for equations which are otherwise identical for charge-density
and spin-density operators. In this nomenclature, X = C is used for the regular charge-
density operator (OˆCpq ≡ Eˆpq), while X = S denotes the spin-density operator
OˆSpq ≡ Tˆpq = aˆ†pαaˆqα − aˆ†pβaˆqβ, (11)
which is required to describe spin-density effects (in a non-relativistic framework). We note
that for spin-restricted models as considered here, the charge-density operator is a singlet
operator and the spin-density operator is a triplet operator of MS = 0 type. The wave
function can be of any spin symmetry S, however, as in Kohn-Sham DFT, in practice
the wave function should correspond to a spin component MS = S or MS = −S to give an
appropriate spin density for the approximate spin-polarized exchange-correlation functional.
The electron charge density ρC(r,λ) and electron spin density ρS(r,λ) are obtained as
expectation values according to
ρX(r,λ) = 〈Ψlr(λ)|ρˆX(r)|Ψlr(λ)〉 =
∑
pq
Ωpq(r)D
X
pq(λ), (12)
where DXpq(λ) is the (p, q) element of the one-electron reduced (spin-)density matrix
DXpq(λ) = 〈Ψlr(λ)|OˆXpq|Ψlr(λ)〉. (13)
The Esr-H[ρC ] and Esr-xc[ρC , ρS] terms in Eq. (3) can now be defined. The former is the
short-range Hartree energy which depends only on the total density matrix
Esr-H[ρC ] =
1
2
∑
pq,rs
DCpq(λ) g
sr
pqrsD
C
rs(λ) ≡
1
2
∑
pq
DCpq(λ) j
sr
pq(λ), (14)
where gsrpqrs are the short-range two-electron integrals (defined with the short-range inter-
action in Eq. (2)). The final term, Esr-xc[ρC , ρS], in Eq. (3) is the short-range exchange-
correlation functional. This term has an explicit dependence on both the charge and spin
densities
Esr-xc[ρC , ρS] =
∫
esr-xc(ρC(r,λ), ρS(r,λ))dr, (15)
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in accordance with Ref. 56, where esr-xc(ρC(r,λ), ρS(r,λ)) is the short-range exchange-
correlation energy density. It should be noted that the expression in Eq. (15) assumes the
local-density approximation of the short-range exchange-correlation functional (srLDA)48.
For brevity we only consider srLDA here, but we have also implemented the code for func-
tionals based on a generalized-gradient approximation (GGA). The spin-dependent GGAs
additionally depend on the electron charge density gradient and the electron spin density
gradient. The additional terms are structurally similar to the srLDA terms and will be given
in Appendix A.
The MC–srDFT wave function is optimized with the restricted-step second-order MCSCF
optimization algorithm58–62 as implemented in DALTON.46,47 This algorithm is based on a
second-order Taylor expansion of the electronic energy in the wave-function parameters, λ,
around λ = 0
E(λ) = E0 + g
Tλ+
1
2
λTHλ+ · · · . (16)
The electronic gradient, g, and electronic Hessian, H , are blocked according to the config-
urational and orbital parameters of the wave function. Thus the gradient reads
g =
 gc
go
 , (17)
and each gradient element (configurational or orbital) has both WFT (lr) and DFT (sr)
contributions
gi = glr,i + gsr-H,i + gsr-xc,i
=
∂Elr
∂λi
+
∂Esr-H[ρC ]
∂λi
+
∂Esr-xc[ρC , ρS]
∂λi
. (18)
The electronic Hessian in Eq. (16) is evaluated as62 H = PKP , where P denotes the
matrix representation of the Pˆ operator in Eq. (6) and K has WFT and DFT contributions
Kij = Klr,ij +Ksr-H,ij +Ksr-xc,ij
=
∂2Elr
∂λi∂λj
+
∂2Esr-H[ρC ]
∂λi∂λj
+
∂2Esr-xc[ρC , ρS]
∂λi∂λj
. (19)
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In the actual implementation the Hessian matrix is never constructed explicitly. Instead,
Hessian contributions to the wave-function optimization process are obtained in a direct
fashion based on trial vectors
σn = PKP bn = PK bn = P
Kcc Kco
Koc Koo
 bcn
bon
 , (20)
where the individual contributions to σn can be written in terms of modified Fock matrices
(see Section III) and the second equal sign stems from that we require each trial vector to
fulfill P bn = bn. The explicit expressions for the new short-range DFT contributions to
the individual gradient and σn element types are derived below. The MCSCF long-range
contributions are equivalent to the terms in the regular MCSCF method which together with
the second-order optimization algorithm are documented in the original works describing the
Dalton implementation.58–62
A. The sr-DFT contributions to the electronic gradient
The short-range exchange-correlation contributions to the gradient in Eq. (18) can be
obtained as
gsr-xc,i =
∂Esr-xc[ρC , ρS]
∂λi
=
∫
∂esr-xc(ρC(r), ρS(r))
∂λi
dr. (21)
The derivative within the kernel in Eq. (21) is obtained through the chain rule
∂esr-xc(ρC(r), ρS(r))
∂λi
=
∂esr-xc(ρC(r), ρS(r))
∂ρC
∂ρC(r)
∂λi
+
∂esr-xc(ρC(r), ρS(r))
∂ρS
∂ρS(r)
∂λi
=
∑
pq
[(
∂esr-xc(ρC(r), ρS(r))
∂ρC
Ωpq(r)
)
∂DCpq(λ)
∂λi
+
(
∂esr-xc(ρC(r), ρS(r))
∂ρS
Ωpq(r)
)
∂DSpq(λ)
∂λi
]
, (22)
where ρC(r) and ρS(r) from Eq. (12) have been inserted. As usual in MCSCF schemes, the
orbital and configurational parts of the gradient leads to different computational expressions.
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The orbital part of the short-range exchange-correlation gradient becomes
∂Esr-xc[ρC , ρS]
∂κrs
= gCsr-xc,rs + g
S
sr-xc,rs, (23)
where the two gradient terms are
gCsr-xc,rs = 〈0| [Eˆ−rs, Vˆ C,gsr-xc] |0〉 = 2〈0| [Eˆrs, Vˆ C,gsr-xc] |0〉, (24a)
gSsr-xc,rs = 〈0| [Eˆ−rs, Vˆ S,gsr-xc] |0〉 = 2〈0| [Eˆrs, Vˆ S,gsr-xc] |0〉, (24b)
both defined in terms of an effective operator (X = C and X = S, respectively)
Vˆ X,gsr-xc =
∑
pq
(∫
∂esr-xc(ρC(r), ρS(r))
∂ρX
Ωpq(r)dr
)
OˆXpq ≡
∑
pq
V X,gsr-xc,pqOˆ
X
pq. (25)
We note that the gCsr-xc,rs term in Eq. (24a) is the term already present in the closed-shell for-
malism, although in that case the functional kernel in the effective operator does not depend
on ρS. The g
S
sr-xc,rs term in Eq. (24b) exclusively occurs in the open-shell formalism. The
two gradient terms are commonly denoted gXsr-xc. The configurational part of the gradient
can be defined similarly
∂Esr-xc[ρC , ρS]
∂dj
= gCsr-xc,j + g
S
sr-xc,j, (26)
where
gXsr-xc,j = 2
(
〈j|Vˆ X,gsr-xc|0〉 − cj〈0|Vˆ X,gsr-xc|0〉
)
, (27)
and we again have employed the effective operators defined in Eq. (25).
Finally, we also briefly describe the gradient contribution from the short-range Hartree
term, Esr-H[ρC ], in Eq. (14)
gsr-H,i =
∂Esr-H[ρC ]
∂λi
=
∑
pq
jsrpq(λ)
∂DCpq(λ)
∂λi
. (28)
The configurational and orbital gradient contributions are identical to Eqs. (24a) and (27),
10
except that the effective operator
Vˆ gsr-H =
∑
pq
jsrpqEˆpq, (29)
replaces Vˆ C,gsr-xc. Combined, we obtain the effective operators for the total short-range Hartree-
exchange-correlation functional as
Vˆ X,gsr-Hxc =
 Vˆ
g
sr-H + Vˆ
C,g
sr-xc, X = C
Vˆ S,gsr-xc, X = S
(30)
The total gradient vector (from the short-range DFT part) can thus be obtained from
gsr-Hxc = g
C
sr-Hxc + g
S
sr-xc. (31)
B. The sr-DFT contributions to the electronic Hessian sigma vectors
As for the gradient in the previous subsection, we focus on the exchange-correlation
term since the second derivative of Elr in Eq. (3) is equivalent to the terms from regular
MCSCF58–61, and the Hartree term can be obtained from the total density matrix and has
no explicit spin-dependent terms. The Hessian contributions from the exchange-correlation
functional are given by
Ksr-xc,ij =
∂2Esr-xc[ρC , ρS]
∂λi∂λj
=
∫
∂2esr-xc(ρC(r), ρS(r))
∂λi∂λj
dr, (32)
and from the chain rule
∂2esr-xc(ρC(r), ρS(r))
∂λi∂λj
=
∂2esr-xc(ρC(r), ρS(r))
∂ρ2C
∂ρC(r)
∂λi
∂ρC(r)
∂λj
+
∂2esr-xc(ρC(r), ρS(r))
∂ρC∂ρS
∂ρS(r)
∂λi
∂ρC(r)
∂λj
+
∂2esr-xc(ρC(r), ρS(r))
∂ρS∂ρC
∂ρC(r)
∂λi
∂ρS(r)
∂λj
+
∂2esr-xc(ρC(r), ρS(r))
∂ρ2S
∂ρS(r)
∂λi
∂ρS(r)
∂λj
+
∂excρC(r), ρS(r))
∂ρC
∂2ρC(r)
∂λi∂λj
+
∂esr-xc(ρC(r), ρS(r))
∂ρS
∂2ρS(r)
∂λi∂λj
. (33)
In practice we utilize a direct Hessian technique [cf. Eq. (20)] where the quantity in Eq. (32)
is contracted with configurational (bcj) or orbital (b
o
pq) trial vectors. The direct Hessian
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contributions from the Esr-xc[ρC , ρS] term thus consist of four different types
∑
j
∂2Esr-xc[ρC , ρS]
∂di∂dj
bcj = σ
C;c
sr-xc,i + σ
S;c
sr-xc,i (34a)
∑
j
∂2Esr-xc[ρC , ρS]
∂κpq∂dj
bcj = σ
C;c
sr-xc,pq + σ
S;c
sr-xc,pq (34b)
∑
r>s
∂2Esr-xc[ρC , ρS]
∂di∂κrs
bors = σ
C;o
sr-xc,i + σ
S;o
sr-xc,i (34c)
∑
r>s
∂2Esr-xc[ρC , ρS]
∂κpq∂κrs
bors = σ
C;o
sr-xc,pq + σ
S;o
sr-xc,pq. (34d)
The expressions in Eqs. (34a)–(34d) are obtained by inserting ρC(r) and ρS(r) from Eq. (12)
into Eq. (33), and inserting the resulting expression into Eq. (32) and contracting with
configurational or orbital trial vectors, respectively. We sketch the two steps below; the
insertion of the densities gives
∂2Esr-xc[ρC , ρS]
∂λi∂λj
=
∑
X,Y=C,S
∑
pq,rs
∂DYrs(λ)
∂λj
(∫
∂2esr-xc(ρC(r), ρS(r))
∂ρY ∂ρX
Ωpq(r)Ωrs(r)dr
)
∂DXpq(λ)
∂λi
+
∑
X=C,S
∑
pq
(∫
∂esr-xc(ρC(r), ρS(r))
∂ρX
Ωpq(r)dr
)
∂2DXpq(λ)
∂λi∂λj
. (35)
By contraction of the above equation with the trial vectors, the configurational part becomes
σX;csr-xc,i =
∑
Y=C,S
∑
pq,rs
{∫
∂2esr-xc(ρC(r), ρS(r))
∂ρY ∂ρX
∑
j
(
∂DYrs(λ)
∂dj
bcj Ωrs(r)
)
Ωpq(r)dr
}
∂DXpq(λ)
∂λi
+
∑
pq
{∫
∂esr-xc(ρC(r), ρS(r))
∂ρX
Ωpq(r)dr
}∑
j
∂2DXpq(λ)
∂λi∂dj
bcj, (36)
while the orbital part becomes
σX;osr-xc,i =
∑
Y=C,S
∑
pq,rs
{∫
∂2esr-xc(ρC(r), ρS(r))
∂ρY ∂ρX
∑
t>u
(
∂DYrs(λ)
∂κtu
botu Ωrs(r)
)
Ωpq(r)dr
}
∂DXpq(λ)
∂λi
+
∑
pq
{∫
∂esr-xc(ρC(r), ρS(r))
∂ρX
Ωpq(r)dr
}∑
t>u
∂2DXpq(λ)
∂λi∂κtu
botu. (37)
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The first term in both Eqs. (36) and (37) occur due to the non-linearity of the srDFT energy
functional. These terms can be formulated as transformed gradient terms with effective
operators as summarized below. The last term in both Eqs. (36) and (37) are similar to the
one-electron Hessian part for a regular MCSCF calculation, the only difference being that
they employ different integrals (over the first-order derivative of the srDFT functional). To
define the effective operators employed in the first term of the two equations, we define the
transition density matrices for configurational trial vectors
DY (1c)rs ≡
∑
j
∂DYrs(λ)
∂dj
bcj =
∑
j
(
bcj〈j|OˆYrs|0〉+ 〈0|OˆYrs|j〉bcj
)
= 〈B|OˆYrs|0〉+ 〈0|OˆYrs|B〉, (38)
where |B〉 is the state vector generated by the current trial vector: |B〉 = ∑j bcj|j〉. For the
orbital trial vectors, we define the one-index transformed density matrix
DY (1o)rs ≡
∑
t>u
∂DYrs(λ)
∂κtu
botu =
∑
t
(
DYtsb
o
rt +D
Y
rtb
o
st
)
. (39)
The transformed configurational and orbital (spin-)density matrices, DY (1c) and DY (1o), are
collectively denoted by DY (1λ). We can now define the integrals that comprise the effective
operators in terms of the linearly transformed densities
V X[1λ]sr-xc,pq[D
Y (1λ)] =
∫
∂2esr-xc(ρC(r), ρS(r))
∂ρY ∂ρX
(∑
rs
DY (1λ)rs Ωrs(r)
)
Ωpq(r)dr, (40)
which is a generic term for the integrals in the curvy brackets of the first term in Eqs. (36) and
(37). With this generic definition of the integrals, we can define the two effective operators
of either singlet or triplet types
Vˆ C[1λ]sr-xc =
∑
pq
(
V C[1λ]sr-xc,pq[D
C(1λ)] + V C[1λ]sr-xc,pq[D
S(1λ)]
)
Eˆpq (41a)
Vˆ S[1λ]sr-xc =
∑
pq
(
V S[1λ]sr-xc,pq[D
C(1λ)] + V S[1λ]sr-xc,pq[D
S(1λ)]
)
Tˆpq. (41b)
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The direct Hessian terms in Eqs. (34a)–(34d) can now be written in the generic form
σX;csr-xc,i = 2
(
〈i|Vˆ X[1c]sr-xc |0〉 − ci〈0|Vˆ X[1c]sr-xc |0〉
)
+ 2
(
〈i|Vˆ X,gsr-xc|B〉 − 〈0|Vˆ X,gsr-xc|0〉bcj
)
(42a)
σX;csr-xc,pq = 2〈0| [Eˆpq, Vˆ X[1c]sr-xc ] |0〉+ 2〈0|[Eˆ−pq, Vˆ X,gsr-xc]|B〉 (42b)
σX;osr-xc,i = 2
(
〈i|Vˆ X[1o]sr-xc |0〉 − ci〈0|Vˆ X[1o]sr-xc |0〉
)
+ 2〈i| ˆ˜V X,gsr-xc|0〉 (42c)
σX;osr-xc,pq = g˜
X
sr-xc,pq + 〈0|[Eˆ−pq, Vˆ X[1o]sr-xc + ˆ˜V X,gsr-xc]|0〉+
1
2
∑
t
(
gXsr-xc,tpb
o
qt − gXsr-xc,tqbopt
)
. (42d)
The orbital gradient elements, gXsr-xc,pq, were defined in Eqs. (24a)-(24b), the Vˆ
X,g
sr-xc operators
were given in Eq. (25), and ˆ˜V X,gsr-xc is the one-index transformed form of the Vˆ
X,g
sr-xc operator in
Eq. (25). The one-index transformed operators employ transformed integrals60,62, e.g., ˆ˜V X,gsr-xc
is equivalent to Eq. (25), but with the V X,gsr-xc,pq integrals replaced by
V˜ X,gsr-xc,pq =
∑
t
(
V X,gsr-xc,tqb
o
pt + V
X,g
sr-xc,ptb
o
qt
)
. (43)
Similarly, the expression for the transformed gradient elements, g˜Xsr-xc,pq, is equivalent to
Eqs. (24a)–(24b), but with Vˆ X,gsr-xc replaced with
ˆ˜V X,gsr-xc. The terms with Vˆ
X,g
sr-xc and
ˆ˜V X,gsr-xc oper-
ators arise from the last terms of Eqs. (36) and (37), cf. the part within curly brackets. For
these terms, the regular Hessian structure can be discerned.
At this point, it is noted that the σS;c and σS;o terms in Eqs. (42a)–(42d) enter exclusively
for open-shell systems, and are thus part of the extension for this work. Accordingly, with
respect to the Hessian this work concerns the implementation of the effective operator of
triplet type, i.e. Eq. (41b), employed to define the σS;c and σS;o terms. In addition, the
term that depends on DS(1λ) in Eq. (41a) also enters exclusively for open-shell systems and
has been implemented here.
In addition to the contributions from the exchange-correlation functional, the direct
Hessian terms also contain contributions from the short-range Hartree term, Esr-H[ρC ], in
Eq. (14)
∂2Esr-H[ρC ]
∂λj∂λi
=
∑
pq,rs
∂DCrs(λ)
∂λj
gsrpqrs
∂DCpq(λ)
∂λi
+
∑
pq,rs
DCrs(λ)g
sr
pqrs
∂2DCpq(λ)
∂λj∂λi
. (44)
As for the short-range exchange-correlation contributions, the direct Hessian short-range
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Hartree contributions can be obtained by contraction of configurational and orbital trial
vectors, respectively. The terms have the same structure as Eqs. (42a)–(42d), but without
any spin-dependence, and can be defined employing the effective operator
Vˆ
C[1λ],c
sr-H =
∑
pq
jC(1λ)sr,pq [D
C(1λ)]Eˆpq with j
C(1λ)
sr,pq [D
C(1λ)] =
∑
rs
DC(1λ)rs g
sr
rspq. (45)
We can combine the operators utilized for the short-range Hartree and short-range exchange-
correlation terms in a common, effective operator
Vˆ
X[1λ]
sr-Hxc =
 Vˆ
C[1λ]
sr-H + Vˆ
C[1λ]
sr-xc , X = C
Vˆ
S[1λ]
sr-xc , X = S
, (46)
which replaces Vˆ
X[1λ]
sr-xc in Eqs. (42a)–(42c).
III. IMPLEMENTATION
The configurational and orbital gradients for MC–srDFT were given in Eqs. (23)–(31) and
depend on Vˆ C,gsr-xc and Vˆ
S,g
sr-xc operators [Eq. (25)]. The implementations of the equations for
the gradient and (direct) Hessian in regular MCSCF within DALTON has been described
previously.58–60 A central part of this implementation builds on the generation of generalized
Fock-type matrices
fpq =
∑
r
DCpr hqr +
∑
rst
Ppr,st gqr,st, (47)
where P is the reduced two-electron density matrix with elements Ppr,st = 〈Ψ|eˆpr,st|Ψ〉. In
the following, we will in addition to the general orbitals (with indices p, q, r, s) need to denote
both inactive and active orbitals, for which we use the indices i, j and u, v, x, y, respectively.
In terms of the generalized Fock matrix, the orbital gradient becomes
gors = 2(frs − fsr). (48)
The direct Hessian is constructed in terms of modified gradient expressions, which in Ref. 60
are denoted transition and one-index transformed gradient expressions. These can again
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be constructed from Eq. (47) by employing a one-index transformed density matrix or a
transition density matrix instead of the reference density matrix.60,63 The only non-zero
long-range contributions to the Fock matrix elements are60
f lriq = 2(f
I,lr
iq + f
A,lr
iq ) (49)
f lrvq =
∑
u
DCuvf
I,lr
uq +Q
lr
vq, (50)
where Qlrvq =
∑
uxy Pvu,xy g
lr
qu,xy. The Fock matrices f
I,lr and fA,lr are called the inactive and
active Fock matrix, respectively. They are defined as in Eqs. (3.11) and (3.12) of Ref. 60,
but with long-range two-electron integrals. For an MC–srDFT description, the generalized
Fock matrix elements must be altered to accommodate the potential contributions from the
short-range DFT functional. Eqs. (49) and (50) become
fiq = f
lr
iq + V
C,g
sr-Hxc,iq + V
S,g
sr-xc,iq (51)
fvq =
∑
u
Dcuv
(
f I,lruq + V
C,g
sr-Hxc,uq + V
S,g
sr-xc,uq
)
+Qlrvq, (52)
where V X,gsr-Hxc,pq are the matrix elements of the operator in Eq. (30). Depending on the
employed (spin-)density matrix, Eqs. (51) and (52) can be either a regular (spin-)Fock-
matrix, a transition-(spin-)Fock matrix or an one-index transformed (spin-)Fock matrix.
The auxiliary routines that construct Fock matrices were modified to accommodate short-
range functionals in connection with previous work39. These auxiliary routines have been
extended with the construction of the spin-density matrix required for the spin-dependent
terms of V X,gsr-Hxc,pq. The direct Hessian [Eqs. (42a)–(42d)] is comprised of terms that include
DX(1λ) (linear transformed terms) and “regular” Hessian terms. The former terms required
slight modification for this work, whereas the latter terms are automatically included after
the above-mentioned modifications of the gradient routines.
Finally, we have added code for the spin-dependent short-range exchange-correlation
functionals from Ref. 48 and the spin-dependent gradient-corrected functional of Ref. 49
(see next section). This includes code for the numerical evaluation of the gradient and
Hessian of the short-range functional kernel with respect to the spin density.
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IV. COMPUTATIONAL DETAILS
The theory presented in the previous sections was implemented in a development version
of the DALTON 2016 program.46,47 All CAS–srDFT calculations were carried out with this
new implementation. We have employed CAS–srDFT for two molecules, namely O2 and
[Fe(H2O)6]
3+, exploiting point group symmetry: the D2h symmetry sub-group of D∞h for
O2, and the Ci symmetry group for [Fe(H2O)6]
3+.
For O2 we focus on the
3Σ−g and
1∆g lowest-energy states. The calculations on O2 were
carried out at the experimental ground-state equilibrium bond distance (Req = 1.207 A˚) and
at a stretched bond distance (Rstretch = 2.0 A˚) with the cc-pVTZ basis set.
64,65 For O2, we
have employed three CAS(n,m) spaces with n electrons in m orbitals; CAS(8,6), CAS(12,8)
and CAS(12,16). These spaces correspond to including the orbitals 3σ2g1pi
4
u1pi
∗2
g 3σ
∗0
u ,
2σ2g2σ
∗2
u 3σ
2
g1pi
4
u1pi
∗2
g 3σ
∗0, and 2σ2g2σ
∗2
u 3σ
2
g1pi
4
u1pi
∗2
g 3σ
∗0
u 4σ
0
g4σ
∗0
u 5σ
0
g2pi
0
u2pi
∗0
g 5σ
∗0
u , respectively,
where the occupations are for the reference configuration.
For [Fe(H2O)6]
3+ we focus on the 6Ag and
4T1g lowest-energy states (using a nomenclature
that assumes octahedral symmetry), and we used the structure from Ref. 66, which was
optimized for the 6Ag ground state within a cluster including the second solvation shell. We
have removed this second solvation shell, and our calculations only concern the [Fe(H2O)6]
3+
core. Note that the CASPT2 value from Ref. 66 to which we compare was obtained exactly
this way (cf. Table 7 of Ref. 66). It was shown that such a calculation includes a large part
of the solvation effect. For this complex, we employed the def2-TZVPP basis set67 for iron
and oxygen, and the def2-SV(P) basis set for hydrogen. Following Ref. 66 we employed an
active space that includes the five d orbitals, two additional σ Fe-O bonding orbitals, and
a second shell of d orbitals yielding a CAS(9,12) active space. The orbitals comprising the
active space are shown in Figure 1
As short-range exchange-correlation functionals we employed the spin-dependent srLDA
functional from Ref. 48 and the spin-dependent gradient-corrected functional of Ref. 49,
denoted by srPBE. The name of the latter reflects that it originates from the Perdew-
Burke-Ernzerhof (PBE) functional68, and have been extended to the short-range interaction
in Ref. 69, and further modified by Goll et al.44,49.
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FIG. 1. Active orbitals for the sextet state of [Fe(H2O)6]
3+. Occupation numbers are shown
below (a similar active space was employed for the quartet state).
V. DEMONSTRATION OF THE OPEN-SHELL CAS–SRDFT METHOD
We here discuss the results from CAS-srLDA and CAS-srPBE calculations on two pro-
totype open-shell systems.
A. The dioxygen molecule
For dioxygen we start with a discussion of the optimal value of the range-separation
parameter µ. This matter has been discussed for CAS–srDFT27,35 and also for other range-
separated methods. Note that with an exact srDFT functional and a full CI long-range
wave function (in a complete basis) the exact result would be obtained independent of the
µ value. The µ value determines the mixture between the wave function and srDFT parts,
and is thus a parameter that shifts correlation effects between the two parts. When we refer
to an “optimal µ value” in the following, we mean the value giving accurate results with
the least possible computational effort. As the computational time for the srDFT part is
basically independent of µ while the time for accurate long-range wave function contributions
grows rapidly with µ, the optimal µ value is the smallest µ value for which the non-local
correlations not treated properly by semi-local srDFT functionals are not in the realm of
the srDFT part. For multireference models, one recipe has been to compare HF–srDFT and
CAS–srDFT. From this, it was found that a value of µ of 0.4 bohr−1 allocates the main part
of the dynamical correlation to the srDFT functional, while the long-range wave function still
incorporates a substantial part of static correlation in multiconfigurational systems.27 The
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µ = 0.4 value was recently confirmed for excitation energies obtained from linear-response
theory.35 Here, we investigate the optimal value of µ for the O2 molecule in its triplet ground
state 3Σ−g . It is expected that this state is dominated by the electronic configuration
|ΨO2Req(3Σ−g )〉 = C0 3|1σ2g1σ∗2u 2σ2g2σ∗2u 3σ2g1pi2u,x1pi2u,y1pi∗1g,x1pi∗1g,y3σ∗0u 〉+ · · ·
≡ C0 3|pi2u,xpi2u,ypi∗1g,xpi∗1g,y〉+ · · · (53)
at the equilibrium bond distance. The 3| . . .〉 notation includes the spin multiplicity of the
configuration state function, and we have in the last equality left out the σ electrons for
brevity. This dominant configuration can be described by a single-determinant high-spin
wave function (MS = 1), which means that HF–srDFT and CAS–srDFT should provide
similar energies. In order to have a system that displays multiconfigurational character, and
is directly comparable to the above system, we also consider a bond distance corresponding
to a stretched bond (Rstretch = 2.0 A˚). In this case, we expect a splitting of HF–srDFT and
CAS–srDFT energies, and the parameter µ should be chosen to reflect this.
The HF–srDFT and CAS–srDFT energies as functions of the value of µ are shown in
Figure 2, both for Req and Rstretch. For the equilibrium bond distance, the HF–srDFT and
MC–srDFT energies are identical (within 10−3 hartree) until we reach a value of µ ≈ 0.4.
This value is obtained for both of the employed srDFT functionals, and the result is thus
very similar to what was found in Ref. 27. We have tested three different active spaces of
increasing size. The smallest CAS(8,6) contains only σ and pi orbitals from the oxygen 2p
orbitals, whereas the CAS(12,8) active space additionally includes the σ orbitals with origin
in the 2s orbitals and thus constitutes the full valence space. Finally, the CAS(12,16) is an
extended active space also including the oxygen 3s and 3p orbitals. For Req the splitting
occurs at around the same value of µ (cf. Figure 2, left), independent of the employed active
space.
For an elongated bond, the system becomes multiconfigurational as can be seen from
the fact that the HF–srDFT and MC–srDFT energies are clearly different, already at small
values of µ (cf. Figure 2, right). Thus, a value of µ = 0.4 also allows the long-range CAS
wave function to include static correlation for the present multiconfigurational open-shell
system.
We further comment on a few more observations from Figure 2. First, we note that for
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FIG. 2. Dependence on the range-separation parameter µ of the HF–srDFT and CAS–srDFT
energies for O2 in its
3Σ−g ground state for the equilibrium bond distance Req (left) and a stretched
bond distance Rstretch (right). All calculations are with the cc-pVTZ basis set.
the srPBE functional, the µ dependence is benign for small µ values in case of O2. For this
small molecule the long-range CASSCF wave function can cover the correlation up to about
µ = 0.6− 0.7, as seen from the almost horizontal energy curves in this range of values of µ.
As expected, this is in contrast with the CAS–srLDA energy, which is too high for µ = 0 and
therefore decreases with increasing µ, since the long-range wave function with increasing µ
can describe an increasing part of the correlation. That this happens before the HF-srLDA
and MC-srLDA curves separate must mean that this effect is mostly in the exchange part.
Further, that the CAS-srLDA energies decrease with increasing µ while CAS-srPBE energies
increase indicates that pure CASSCF is better than any of the CAS-srLDA models, while
CAS-srPBE contains some correlation effects not described by the pure CASSCF.
It is also interesting to study the first singlet excited state 1∆g. In D2h symmetry this
electronic state can either be characterized by a dominant configuration given by a linear
combination of the Slater determinants in which the pi∗g orbitals are doubly occupied, i.e.
|ΨO2Req(1∆x
2−y2
g )〉 = C0
1√
2
(1|pi2u,xpi2u,ypi∗ 2g,xpi∗ 0g,y〉 − 1|pi2u,xpi2u,ypi∗ 0g,xpi∗ 2g,y〉) + · · · (54)
or by a dominant configuration in which the pi∗g,x and pi
∗
g,y orbitals are spin-singlet coupled
|ΨO2Req(1∆xyg )〉 = C0 1|pi2u,xpi2u,ypi∗ 1g,xpi∗ 1g,y〉+ · · · . (55)
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The states in Eqs. (54) and (55) are exactly degenerate in D∞h but belong to different
irreducible representations in the D2h subgroup: A1g and B1g. None of the dominant con-
figurations in these two wave functions can be represented by a spin-restricted single de-
terminant, and thus cannot be obtained in standard spin-restricted Kohn-Sham DFT. By
contrast, the long-range wave function of MC–srDFT can describe the 1∆g state in both the
D2h irreducible representations of Eqs. (54) and (55). The method correctly predicts that
the 1∆x
2−y2
g and
1∆xyg states are degenerate. As expected, the dominant configurations in
the long-range CAS wave functions are indeed given as the ones in Eqs. (54) and (55). In
Figure 3 (left), we have reported the value of |C0|2 for the dominant configuration in the
long-range wave function as a function of µ. The 3Σ−g ,
1∆x
2−y2
g , and
1∆xyg states behave re-
markably similarly, in agreement with textbook qualitative MO theory, and the same trend
is observed: A steadily decreasing value of |C0|2 as we increase µ, reflecting that the long-
range wave function must become more multiconfigurational to treat the electron correlation
effects moved from the short-range to the long-range parts with increasing µ. The value of
|C0|2 for the 1∆ states decreases fastest with increasing mixture of long-range wave function.
Yet, at small values of µ (including µ = 0.4) we can expect that the singlet-triplet splitting
will be determined to a large degree by the leading configuration for each state, and by how
the short-range functionals translate the density obtained from the leading configuration
into an energy. Any possible error is therefore likely due to the srDFT functional (as will be
further discussed below). As a remark, we note that the 1∆x
2−y2
g and
1∆xyg energies as well
as their respective |C0|2 values are indistinguishable at all values of µ. This shows that the
method treats singlet-coupled open shells qualitatively correct.
With these results in mind, we can also investigate the singlet-triplet splitting ∆E(3Σ−g →
1∆g). We note however, that we cannot expect accurate results due to deficiencies in the
employed short-range functionals. In particular, the short-range exchange does not cor-
rectly cancel the short-range Hartree self-repulsion for the singly occupied pi orbitals in
singlet states. In case of O2, this can be seen from the above analysis of the dominant
configurations: the long-range wave function correctly describes a spin-singlet coupled state
in which the total spin density is zero but which locally may become both positive and
negative (perhaps as shown most obviously in the 1∆xyg state, Eq. (55)). Yet, our present
srDFT functionals are not equipped with the ability to employ local spin densities, as re-
quired for a spin-singlet coupled state. We therefore expect too high energy of the 1∆g
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FIG. 3. Left: Weight |C0|2 of the dominant configuration in the long-range CAS(12,8) wave
function for O2 in the
3Σ−g and 1∆g states at the equilibrium bond distance. The srLDA and
srPBE functionals give rise to practically identical long-range wave functions. Right: Singlet-
triplet splitting ∆E(3Σ−g → 1∆g).
state and thus of the splitting (as indeed observed, see below). Our investigation of the
singlet-triplet splitting therefore focus mainly on the µ-dependence whereas the values itself
is only briefly discussed. The dependence on µ of the singlet-triplet splitting is shown in
Figure 3 (right) for different active spaces and short-range functionals and given in Table
I for for selected values of µ with CAS(12,8)–srDFT and CAS(12,16)–srDFT. In general,
the dependence on µ is moderate (at most a few kJ/mol) in the interval µ = 0.1–0.5. The
difference is larger (≈ 25–30 kJ/mol) between the results obtained with the srLDA and
srPBE functionals; thus there is a significant effect of employing a gradient-corrected func-
tional. Although the srLDA results are in fact closer to the experimental value than the
srPBE results, both functionals have the above-mentioned flaws leading to destabilization
of the singlet energy. Therefore, the good performance of srLDA must be considered for-
tuitous. We compare the splitting obtained with srLDA and srPBE to other results from
the literature in Table II. Our best theoretical CAS(12,16)–srPBE result yields a splitting
of 123 kJ/mol, which is in between the CCSD(T) and CCSDT results, but (as expected)
too large compared to the experimental value of 94.6 kJ/mol70. The fact that even CCSDT
and some of the MRCI results51 overestimate the experiment value by 20 and 16 kJ/mol,
respectively, emphasizes that the calculation of this singlet-triplet splitting energy is indeed
delicate. Only the highly accurate CCSDTQ and QMC methods are able to achieve a result
that is within 5 kJ/mol of the experimental value. A peculiar observation is that the small
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TABLE I. Vertical singlet-triplet splitting, ∆E(3Σ−g → 1∆g) (in kJ/mol), for O2 at the equilibrium
bond distance, calculated with CAS–srDFT employing different srDFT functionals and values of
µ (in bohr−1).
Method µ = 0.0 µ = 0.1 µ = 0.3 µ = 0.4 µ = 0.5 µ = 1.0 µ→∞
CAS(12,8)-srLDA 96.96 95.11 95.18 95.82 96.86 102.24 92.35
CAS(12,16)-srLDA 96.96 96.97 97.66 100.13 103.53 107.78 110.44
CAS(12,8)-srPBE 127.62 123.79 121.24 120.36 119.88 118.92 92.75
CAS(12,16)-srPBE 127.62 126.91 123.83 122.99 122.80 125.74 110.44
Exp70 94.6
active space CAS(12,8) is very close to the experimental result, and CAS(12,8)-srLDA is
almost identical to experiment. Both results are due to fortuitous error cancellation, as
extending the active space leads to deterioration. Yet, CAS(12,16) and CAS(12,16)-srLDA
are in fact still closer to experiment than both CCSDT and MRCI, showing that assessment
of the functionals can require some consideration of the active space employed. Finally, we
note that approaches based on perturbation theory (e.g. CASPT2 or NEVPT2) are likely
also to provide a reasonable spin-state splitting. Indeed, we performed a NEVPT2(12,8)
calculation which gives a singlet-triplet splitting of 92.35 kJ/mol. However, an in-depth
discussion of CASPT2/NEVPT2 results is out of the scope for our current paper, where we
focus on MC–srDFT. To improve spin-state energetics, we are planning to make a number
of improvements on the srDFT functionals, e.g., employing local spin densities. One option
could be to employ the on-top pair density23,71 for this purpose.
B. The 6Ag → 4T2g spin-state splitting in [Fe(H2O)6] 3+
We now turn to a system where methods such as CCSDTQ are probably beyond reach.
The prototypical [Fe(H2O)6]
3+ complex has been described in numerous theoretical works
with a variety of methods. We will here focus on the 6Ag → 4T2g transition, where in
our labeling we assume octahedral symmetry. The higher spin state (6Ag) can qualitatively
be described as an open-shell d-complex with five singly occupied d-orbitals, whereas the
lower spin state (4T2g) can be described as a doubly occupied orbital in the lowest-lying t2g
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TABLE II. Singlet-triplet splitting, ∆E(3Σ−g → 1∆g) (in kJ/mol), for O2 at the equilibrium bond
distance. The CAS-srLDA and CAS-srPBE results are for µ = 0.4 bohr−1. Note that Refs. 52,53
report the adiabatic energy difference, but with a difference of 0.008 A˚ between Re for the two
states, this is expected to be of minor importance.
Method ∆E(3Σ−g → 1∆g)
Our work (all with cc-pVTZ):
CAS(12,8) 92.35
CAS(12,8)-srLDA 95.82
CAS(12,8)-srPBE 120.36
CAS(12,16) 110.44
CAS(12,16)-srLDA 100.13
CAS(12,16)-srPBE 122.99
Literature:
CCSD(T)/cc-pVTZ52 124.66
CCSDT/cc-pVTZ52 114.34
CCSDTQ/cc-pVTZ52 99.48
MRCI51 111.61
MRCI/cc-pVTZ52 98.40
QMC53 96.58
Exp.70 94.6
orbital level and a hole in the eg level. The lower spin-state thus does not involve a coupling
between spatially separated orbitals, suggesting that we will not observe errors due to the
lack of local spin dependence in the employed srDFT functionals as described in the previous
section.
The experimental band for the 6Ag → 4T2g transition has a maximum at 12600 cm−1
(1.56 eV) in acidic, aqueous solution72. However, previous results obtained with CASPT2
and CCSD(T) have showed remarkably large deviations (up to 1.5 eV) from this value54,73.
Large deviations were also found with the spectroscopically oriented configuration interac-
tion (SORCI) method74. On the other hand, both DFT75–77 and the semi-empirical INDO/S
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TABLE III. Vertical quartet-sextet splitting (in eV) of [Fe(H2O)6]
3+, calculated with CAS–srPBE
employing different values of µ (in bohr−1).
Method µ = 0.01 µ = 0.1 µ = 0.33 µ = 0.4 µ = 0.5 µ = 0.75 µ = 1.0 µ =∞
CAS(9,12)-srPBE 1.15 1.15 1.35 1.44 1.61 1.74 2.10 2.24
method seem to be reasonably accurate75,78. A recent study by Radon´ et al.66 pointed out
some of the possible failures of accurate ab initio methods. First, it was argued that the
second solvation shell was important, mainly for the molecular structure of the [Fe(H2O)6]
3+
core. If this effect is taken into account, even calculations on [Fe(H2O)6]
3+ are in significant
better agreement with experiment. Further, Radon´ et al.66 argued that in addition to the
d orbitals, the employed CAS space should at least contain two σ Fe-O bonding orbitals.73
This leads to a CAS space of 9 electrons in 12 orbitals, whereas some earlier studies em-
ployed the smaller CAS(5,5) and CAS(5,10) active spaces.73. The effect was estimated to
be around 0.24 eV on the transition energy. However, Radon´ et al.66 also stressed that their
study was not directly comparable to some of the previous studies as they (unlike Ref. 73)
employed an IPEA-shifted zeroth-order Hamiltonian and also larger basis sets of which the
combined effect can be estimated to be around 0.3 eV on the transition energy.
Here, we start by investigating the dependence on µ of the spin-state splitting ∆E(6Ag →
4T1g). Results for selected values of µ are shown in Table III. Compared to the spin-state
splitting in O2 (see previous section), the ∆E(
6Ag → 4T1g) spin-state splitting in the range
µ = 0.4 − 1.0 bohr−1 varies somewhat more with 1.15–2.10 eV for CAS(9,12)-srPBE. For
values in the interval µ = 0.33 to µ = 0.50 bohr−1 expected a priori to be optimal, we do
obtain good agreement with the experimental value of 1.56 eV. The ”end-points” in Table
III corresponds to a pure CAS(9,12) (µ =∞) and pure PBE (µ = 0.01); these respectively
overestimate and underestimate the experimental value significantly. It is gratifying the
range of µ-values expected to provide the best results, indeed all are the best ones obtained
(an in fact, all closer to experiment than CASPT2 with srPBE). Yet, before more general
conclusions concerning the performance can be made, a larger span of systems must be
explored. In Table IV, we compare the CAS(9,12)-srPBE result at µ = 0.4 bohr−1 with
the CAS(9,12)-srLDA one, as well as results obtained with a number of other theoretical
methods. As mentioned above, the literature results show a rather large scatter, and all
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TABLE IV. Vertical quartet-sextet splitting (in eV) for [Fe(H2O)6]
3+. The CASPT2, CAS(9,12)-
srLDA, and CAS(9,12)-srPBE calculations are for the [Fe(H2O)6]
3+ core with a molecular structure
that included the second solvation shell in the optimization, see Ref. 66. The CAS(9,12)-srLDA
and CAS(9,12)-srPBE calculations are for a range-separation parameter of µ = 0.4 bohr−1.
Method ∆E(6Ag → 4T1g)
[Fe(H2O)6]
3+ optimized in vacuum
Literature:
CCSD(T)54 2.47
SORCI74 2.07
CASPT254 2.64
[Fe(H2O)6]
3+ optimized with a second solvation sphere
Literature:
CASPT266 1.96
Our work:
CAS(9,12)-srLDA 1.14
CAS(9,12)-srPBE 1.44
Exp.72 1.56
the values for the quartet-sextet splitting are too large. Our result with CAS(9,12)-srLDA
shows the opposite pattern, it underestimates the experimental value significantly. The
corresponding values for µ = 0.33 and µ = 0.5 are 1.04 eV and 1.29 eV and are thus still
significantly underestimated. However, the gradient-corrected srDFT functional significantly
improves the spin-state splitting energy for the value µ = 0.4. This shows that a GGA srDFT
functional is important, as it also was for O2. We found in previous section that µ = 0.4
was a good compromise between flexibility of the long-range wave function to include static
correlation and ability of the srDFT functional to recover dynamical correlation. This value
also provides a very accurate estimate for the quartet-sextet splitting ∆E(6Ag → 4T1g) with
CAS(12,9)-srPBE. The result is 1.44 eV, only 0.12 eV below the experimental value. In
comparison, a calculation with CAS(9,12)PT2 on the same [Fe(H2O)6]
3+ molecular structure
gives a spin-state splitting of 1.96 eV, which is 0.44 eV too high. We note that µ = 0.33 and
µ = 0.5 also give splittings better than the CAS(9,12)PT2 values.
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VI. CONCLUSIONS
In this paper, we have presented the theory and implementation of a generalization of
the MC–srDFT method to employ spin-dependent short-range density functionals. We have
applied the method to two well-known cases, namely the O2 molecule which has a triplet
ground state, and the transition metal complex [Fe(H2O)6]
3+.
For the O2 molecule, a wealth of literature data exist for the spin-state splitting between
the 3Σ−g ground state and the lowest-lying singlet state
1∆g, and QMC or CCSDTQ methods
provide a value in very good agreement with experiment. The spin-state splitting has here
been investigated with a range of values for the range-separation parameter µ, but the
splitting is not strongly dependent on µ. Compared to the experimental value, CAS–srPBE
lies between CCSD(T) and CCSDT in accuracy. This is already impressive, but there is also
room for improvement, as the 1∆g state is estimated too high in energy by both CCSD(T),
CCSDT and CAS-srDFT. The former two methods can be improved by higher-order cluster
expansions, but this comes at a high computational cost. An improvement (that will be
computationally cheap) for CAS-srDFT is to allow dependence of local spin densities in the
employed srDFT functionals, which is expected to lower the energy of the spin-coupled 1∆g
state.
Next, we investigated the spin-state splitting ∆E(6Ag → 4T1g) in [Fe(H2O)6] 3+. In
this case, CCSD(T) and CASPT2 are both significantly off. A method such as CCSDTQ
is too computationally demanding, while CAS–srPBE shows very good agreement with
experiment.
It should also be emphasized that most other high-level methods require large basis set
expansions with high-order angular momenta to describe the electron-electron Coulomb cusp
accurately. The MC–srDFT method avoids this by replacing an explicit description of the
Coulomb cusp with an effective density functional. Hence, the basis set requirements can be
expected to be similar to regular DFT, which is known for its fast convergence with respect
to basis set expansion.
The first studies shown here are promising, but it should be emphasized that further
developments are required. An obvious extension is to employ srDFT functionals that
include the kinetic energy density, which has been developed for range-separated methods.79
Also, a good measure of local spin density, for example in terms of the on-top pair density71,
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needs to be implemented to satisfactorily describe for example open-shell singlets which
exhibit zero mean spin density. Extension of the open-shell algorithm to molecular properties
via response theory will also be an important extension of the method. Developments in
these directions are ongoing.
In the future it would also be interesting to extend our state-averaged version of MC-
srDFT32, in particular for unbiased location of conical intersections.
Appendix A: Gradient contributions from short-range GGA functionals
For an srGGA functional, the short-range exchange-correlation energy density esr-xc also
depends on the three gradient variables ξCC(r) = ∇ρC(r)·∇ρC(r), ξSS(r) = ∇ρS(r)·∇ρS(r),
and ξCS(r) = ∇ρC(r) · ∇ρS(r) in addition to the electron charge density ρC(r) and the
electron spin density ρS(r):
Esr-xc[ρC , ρS, ξCC , ξSS, ξCS] =
∫
esr-xc(ρC(r), ρS(r), ξCC(r), ξSS(r), ξCS(r)) dr. (A1)
where we for brevity define the integrand as esr-xc. The derivatives required for the electronic
gradient then become
∂esr-xc
∂λi
=
∂esr-xc
∂ρC
∂ρC(r)
∂λi
+
∂esr-xc
∂ρS
∂ρS(r)
∂λi
+
∂esr-xc
∂ξCC
∂ξCC(r)
∂λi
+
∂esr-xc
∂ξSS
∂ξSS(r)
∂λi
+
∂esr-xc
∂ξCS
∂ξCS(r)
∂λi
(A2)
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and the derivatives required for the electronic Hessian become
∂2esr-xc
∂λi∂λj
=
∑
X=C,S
(
∂esr-xc
∂ρX
∂2ρX(r)
∂λi∂λj
+
∂esr-xc
∂ξXX
∂2ξXX(r)
∂λi∂λj
)
+
∂esr-xc
∂ξCS
∂2ξCS(r)
∂λi∂λj
+
∑
X,Y=C,S
(
∂2esr-xc
∂ρY ∂ρX
∂ρX(r)
∂λi
∂ρY (r)
∂λj
+
∂2esr-xc
∂ρY ∂ξXX
∂ξXX(r)
∂λi
∂ρY (r)
∂λj
+
∂2esr-xc
∂ξY Y ∂ρX
∂ρX(r)
∂λi
∂ξY Y (r)
∂λj
+
∂2esr-xc
∂ξY Y ∂ξXX
∂ξXX(r)
∂λi
∂ξY Y (r)
∂λj
)
+
∑
X=C,S
(
∂2esr-xc
∂ξCS∂ρX
∂ρX(r)
∂λi
∂ξCS(r)
∂λj
+
∂2esr-xc
∂ξCS∂ξXX
∂ξXX(r)
∂λi
∂ξCS(r)
∂λj
)
+
∂2esr-xc
∂ξ2CS
∂ξCS(r)
∂λi
∂ξCS(r)
∂λj
. (A3)
The first-order derivatives of the three gradient terms are
∂ξCC(r)
∂λi
= 2
∑
pq
(∇Ωpq(r) · ∇ρC(r))
∂DCpq
∂λi
, (A4)
∂ξSS(r)
∂λi
= 2
∑
pq
(∇Ωpq(r) · ∇ρS(r))
∂DSpq
∂λi
, (A5)
∂ξCS(r)
∂λi
=
∑
pq
∇Ωpq(r) ·
(
∇ρC(r)
∂DSpq
∂λi
+∇ρS(r)
∂DCpq
∂λi
)
, (A6)
and the second-order derivatives are
∂2ξCC(r)
∂λi∂λj
= 2
∑
pq,rs
(∇Ωpq(r) · ∇Ωrs(r))∂D
C
rs
∂λj
∂DCpq
∂λi
+ 2
∑
pq
(∇Ωpq(r) · ∇ρC(r))
∂2DCpq
∂λi∂λj
, (A7)
∂2ξSS(r)
∂λi∂λj
= 2
∑
pq,rs
(∇Ωpq(r) · ∇Ωrs(r))∂D
S
rs
∂λj
∂DSpq
∂λi
+ 2
∑
pq
(∇Ωpq(r) · ∇ρS(r))
∂2DSpq
∂λi∂λj
, (A8)
∂2ξCS(r)
∂λi∂λj
=
∑
pq,rs
(∇Ωpq(r) · ∇Ωrs(r))
(
∂DCrs
∂λj
∂DSpq
∂λi
+
∂DSrs
∂λj
∂DCpq
∂λi
)
+
∑
pq
∇Ωpq(r) ·
(
∇ρC(r)
∂2DSpq
∂λi∂λj
+∇ρS(r)
∂2DCpq
∂λi∂λj
)
. (A9)
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