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ABSTRACT
We consider training a binary classifier under delayed feedback (DF Learning). In DF Learning, we
first receive negative samples; subsequently, some samples turn positive. This problem is conceiv-
able in various real-world applications such as online advertisements, where the user action takes
place long after the first click. Owing to the delayed feedback, simply separating the positive and
negative data causes a sample selection bias. One solution is to assume that a long time window
after first observing a sample reduces the sample selection bias. However, existing studies report
that only using a portion of all samples based on the time window assumption yields suboptimal
performance, and the use of all samples along with the time window assumption improves empirical
performance. Extending these existing studies, we propose a method with an unbiased and convex
empirical risk constructed from the whole samples under the time window assumption. We provide
experimental results to demonstrate the effectiveness of the proposed method using a real traffic log
dataset.
1 Introduction
Let us consider the problem of training a classifier under delayed feedback (DF Learning). In DF Learning, we first
observe a negative sample. If the sample is actually positive, it becomes positive after sometime; if the sample is
negative, it remains unchanged. As a result, some negative samples in a training data will be positive after sometime
but we are not able to recognize it when we train a model. This problem arises in various cases, such as online adver-
tisement, medical treatment assignment, product/news recommendation, and distributed learning (Agarwal & Duchi,
2011; Chapelle, 2014; Zhou et al., 2017; Yoshikawa & Imai, 2018; Pike-Burke et al., 2018; Yasui et al., 2020). For
instance, in online advertisement, platforms decide which ads will be shown to the user based on the bid. Those bids
are calculated based on the probability of click and conversion. Thus estimating these probabilities is critical for an
efficient marketplace(McAfee, 2011; Chapelle, 2014). Therefore, the DF Learning which deteriorate the prediction
performance is an important problem.
We can classify the methods of DF Learning into online and offline prediction settings. Online DF Learning includes
sequential parameter updating (Ktena et al., 2019), online learning (Joulani et al., 2013), and multi-armed bandit prob-
lem (Quanrud & Khashabi, 2015; Cesa-Bianchi et al., 2019; Zhou et al., 2019; Bistritz et al., 2019). We focus on of-
fline DF learning, and do not update the parameter online. As discussed in Appendix E, our proposedmethod is general
and can be extended to an online algorithm. Solutions involving offline DF learning follow two main approaches. The
first is to assume that a sufficiently long time window reduces the bias between the observed label and its ground
truth (He et al., 2014). Based on this assumption, He et al. (2014) proposed a naive logistic regression, and Yasui et al.
(2020) proposed an importance weighting (IW) method for constructing a consistent empirical risk. The second ap-
proach is to specify a probabilistic model of the delayed feedback (Chapelle, 2014; Yoshikawa & Imai, 2018). Owing
to the poor empirical performance of the latter approach and difficulty in model specification, this study adopts the
first approach. The proposed method approximates the same population risk in an end-to-end manner. In addition,
our method is based on convex optimization and provides theoretical guarantees regarding the estimation error. We
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further provide a non-negative correction to the empirical risk, following the approaches by Kiryo et al. (2017) and
Kato & Teshima (2020).
Four main contributions are made: (i) proposing a novel convex empirical minimization for DF learning with a time
window and stationarity assumption; (ii) providing a non-negative correction to the original convex empirical risk
minimization (ERM) for using a flexible model; (iii) demonstrating the effectiveness of the proposed method using
real-world log data (Chapelle, 2014); (iv) the existing studies are summarized in a unifiedmanner from the assumptions
perspective.
2 Problem Setting
We consider the problem setting introduced by Chapelle (2014). For an individual i ∈ N with a feature Xi ∈ X ,
we consider a binary classification problem to classify Xi into one of the two classes {−1,+1}. Let a classifier
g : X → R be a function that assigns a label Cˆi to an individual with a feature Xi such that Cˆi = sign(g(Xi)). We
assume that there exists a joint distribution p(Xi, Ci), where Ci ∈ {−1,+1} is the class label of Xi. In DF learning,
depending on applications, two goals are considered, which are closely dependent, but different metrics.
The first is to train the Bayes optimal classifier, which minimizes the population classification risk J0-1(g) defined as
γEC=+1[ℓ0-1(g(Xi))] + (1 − γ)EC=−1[ℓ0-1(−g(Xi))], where ECi=c denotes the expectation over p(Xi | Ci = c),
γ = p(Ci = +1), and ℓ0-1 is the zero-one loss ℓ0-1(z) =
1
2 sign(z) +
1
2 . In practice, we replace the zero-one loss
with a surrogate loss, such as the logistic loss. The population is denoted with a surrogate loss function ℓ as J(g). For
ease of discussion, the formulation with the surrogate loss ℓ is mainly considered in the following sections. The list
of surrogate loss functions is in Table 1 of du Plessis et al. (2015). For a set of measurable functions F , the optimal
classifier g∗ is defined as
g∗ = argming∈FJ(g).
The second goal is to estimate the conversion probability p(Ci | Xi). When using the zero loss or other specific losses
such as logistic loss, the minimizer g∗ coincides with p(Ci | Xi). In various applications, we have more interest on an
estimate of p(Ci | Xi) rather than the prediction results. For example, in online advertisement, by using p(Ci | Xi),
we decide the bid price as Eq. (1) of Chapelle (2014). Let us note that the first and second goals are closely related.
Remark 1. For some specific loss functions, g∗(Xi) is equal to p(Ci | Xi). For example, when using the logistic
loss, we can obtain p(Ci | Xi) as the minimizer of the population risk. When directly applying logistic regression to
the biased dataset D defined in the next section, the minimizer converges to p(Yi(ETi ) | Xi) in probability.
2.1 Data Generating Process
In DF Learning, during the time series [T ] = {1, 2, . . . , T }, we obtain an individual i ∈ N with feature Xi at an
arriving time Ai sequentially. For the individual i ∈ N, instead of observing the true class Ci directly, a temporal label
Yi(e) reveals at each elapsed time e ∈ {1, . . . , T −Ai} after arriving time Ai. Once we observe Yi(e) = +1, the label
Yi(s) is permanently+1 for all s ≥ e, i.e., Yi(s) = Ci for all s ≥ e. At period T , we train a classifier using obtained
samples.
Then, we describe a more formal data-generating process (DGP). For each individual i ∈ N, at the T -th period, we
obtain a dataset
{
(Xi, {Yi(e)}T−Aie=1 , Ai)
}N
i=1
, where Yi(e) ∈ {−1,+1} is a temporal class label of i ∈ N at elapsed
time e, and Ai is the arrival time. Let E
t
i = t−Ai for Ai ≤ t ≤ T be the elapsed time after observing an individual i
at Ai, the period until the t-th period. We define the DGP of the dataset D =
{(
Xi, Yi(E
T
i ), E
T
i
)}N
i=1
as follows:
(Xi, Yi(E
T
i ), E
T
i )
i.i.d.∼ p (Xi, Yi (ETi ) , ETi )
= p
(
Xi, E
T
i
)
P
(
Yi
(
ETi
) | Xi, ETi )
= p
(
Xi, T −Ai
)
P
(
Yi
(
ETi
) | Xi, ETi )
= p
(
Xi
)
P
(
Yi
(
ETi
) | Xi, ETi ).
Here, we assume that p
(
Xi, t−Ai
)
= p(Xi) for all t > Ai, that is, a sample feature is not dependent on the period.
2.2 Time Window and Stationarity Assumptions
As well as Yasui et al. (2020), we introduce a deadline τ ∈ [T ]. For this deadline, we assume that a sample after
spending τ period from the first observation Ai has the correct label Ci, i.e., Yi(E
t
i ) = Ci for E
t
i ≥ τ . Let us also
2
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define a label Sti ∈ {−1,+1}, which indicates whether a temporal label Yi(Eti ) observed at t-th period is equal to Ci,
i.e., S
Eti
i = +1 if Yi(E
t
i ) = Ci; S
Eti
i = −1 if Yi(Eti ) 6= Ci.
Assumption 1 (Time Window Assumption). Yi(E
t
i ) = Ci for E
t
i ≥ τ ⇔ Ai ≤ t− τ .
Assumption 2 (Stationarity Assumption). For all i, j ∈ [N ], s ∈ [T ], and t′ ∈ [T ], p(Yi(Eti ) | Xi, Eti = s) =
p
(
Yj
(
Et
′
j
) | Xj , Et′j = s).
2.3 Oracle Datasets under the Time Window Assumption
We reconstruct oracle datasets from the original dataset D˜. Assume that τ ≤ ⌊T/2⌋. Under the time window assump-
tion, we construct the oracle dataset E from samples such that τ < ETj ≤ T ⇔ 0 ≤ Aj ≤ T − τ as follows:
E =
{(
Xj, Cj , S
ETj −τ
j
)}M
j=1
,
where S
ETi −τ
j ∈ {−1,+1} is assigned +1 if Yj(ETj − τ) = Yj(ETj ) = Cj . We use S
ETj −τ
j to approximate the
expectation over p
(
S
ETj −τ
j = −1, Cj = +1 | Xj
)
in the following sections. Note that the support of ETj − τ is
0 < ETj − τ ≤ T − τ . ForETj − τ ≥ T − τ , if T − τ ≥ τ , then p
(
S
ETj −τ
j = −1, Cj = +1 | Xj
)
= 1. As discussed
later, the support of ETj − τ should be larger than that of ETi for D.
3 Unbiased Formulation of DF Learning using the Time Window Assumption
An unbiased formulation of DF learning when applying time window and stationarity assumptions is proposed.
3.1 Relationship among Random Variables
To construct a population risk estimator, we investigate the relationship among random variablesXi, Yi(E
T
i ), Ci, E
T
i ,
and S
ETi
i . Yasui et al. (2020) found the following relationship. The samples labeled as Yi(E
T
i ) = +1 in the biased
dataset D are true positive (Ci = +1). Therefore, Yi(ETi ) = +1 ⇔ SE
T
i
i = +1, Ci = +1. Under delayed feedback,
however, some positive samples (Ci = +1) are mislabeled
(
S
ETi
i = −1
)
. Hence, the negative samples in biased
dataset D consist of false and true ones (such biased negative samples can also be regarded as unlabeled samples,
which contain both true positive and negative samples). Formally, Yi(E
T
i ) = −1 ⇔ Ci = −1 or SE
T
i
i = −1. Based
on these observations, the relationships between the conditional distributions of Yi(E
T
i ) and Ci are given as follows:
p(Yi(E
T
i ) = +1 | Xi, ETi )
= p(Ci = +1, S
ETi
i = +1 | Xi, ETi ),
p(Yi(E
T
i ) = −1 | Xi, ETi )
= p(Ci = −1 | Xi, ETi ) + p(Ci = +1, SE
T
i
i = −1 | Xi, ETi ).
Let us denote (Xt, E
T
i ) as Z
T
i . By applying Bayes’ theorem to this relationship,
p(Yi(E
T
i ) = +1)p(Z
T
i | Yi(ETi ) = +1)
p(ZTi )
=
p(Ci = +1, S
ETi
i = +1)p(Z
T
i | Ci = +1, SE
T
i
i = +1)
p(ZTi )
,
3
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and
p(Yi(E
T
i ) = −1)p(ZTi | Yi(ETi ) = −1)
p(ZTi )
=
p(Ci = −1)p(ZTi | Ci = −1)
p(ZTi )
+
p(Ci = +1, S
ETi
i = −1)p(ZTi | Ci = +1, SE
T
i
i = −1)
p(ZTi )
.
Then, we can obtain the following equalities:
γp(ZTi | Ci = +1)
= πp(ZTi | Yi(ETi ) = +1)
+ ζp(ZTi | Ci = +1, SE
T
i
i = −1), (1)
and
(1− γ)p(ZTi | Ci = −1)
= (1 − π)p(ZTi | Yi(ETi ) = −1)
− ζp(ZTi | Ci = +1, SE
T
i
i = −1), (2)
where π = p(Yi(E
T
i ) = +1) and ζ = p(Ci = +1, S
ETi
i = −1). Here, we used
p(ZTi , Ci = +1)
= p(ZTi , Ci = +1, S
ETi
i = +1)
+ p(ZTi , Ci = +1, S
ETi
i = −1)
⇔ p(Ci = +1)p(ZTi | Ci = +1)
= p(Ci = +1, S
ETi
i = +1)p(Z
T
i | Ci = +1, SE
T
i
i = +1)
+ p(Ci = +1, S
ETi
i = −1)p(ZTi | Ci = +1, SE
T
i
i = −1).
3.2 Construction of Unbiased Risk Estimator
Let us consider directly using D for the binary classification loss. The population risk of D is defined as
JBL(g) = E
[
Yi
(
ETi
)
ℓ
(
g(X)
)]
.
We denote the empirical version of JBL(g) as ĴBL(g), where BL represents Biased Logistic regression. Note that
because the true label Ci is independent ofE
T
i , we can construct a classifier using onlyXi. Although this risk J
BL(g)
is not equivalent to J(g), using the relationships shown in (1) and (2), we can correct the bias of JBL(g) as follows:
J(g) = γE
[
ℓ
(
g(Xi)
)]
+ (1− γ)E [ℓ(− g(Xi))]
= JBL(g) + ζES=−1,C=+1[ℓ(g(Xi))]
− ζES=−1,C=+1[ℓ(−g(Xi))],
where ES=−1,C=+1 denotes the expectation over p(Z
T
i | SE
T
i = −1, Ci = +1). Intuitively, the terms
ζES=−1,C=+1[ℓ(g(Xi))] and ζES=−1,C=+1[ℓ(−g(Xi))] correct the bias by adding a positive risk to JBL(g) and
subtracting a negative risk from JBL(g). Here, we used EZ|W [g(Xi)] =
∫ ∫
g(Xi)p(Xi, E
T
i | Wi = W )dxde =∫
g(Xi)
∫
p(Xi, E
T
i | Wi = W )dedx =
∫
g(Xi)p(Xi | Wi = W )dx = EX|W [g(Xi)], where EZ|W and EX|W
denote the expectations over p(ZTi | Wi) and p(Xi | Wi = w) for a random variable Wi, respectively. Under this
equivalent transformation, we can then obtain the empirical risk estimator using both D and E :
Ĵ(g) =
1
N
∑
i∈D
ℓ
(
Yi
(
ETi
)
g(Xi)
)
(3)
+
1
M
∑
j∈E
1
[(
S
ETj −τ
j = −1
)
∧
(
Cj = +1
)]
ℓ˜
(
g(Xj)
)
,
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where ℓ˜(z) = ℓ
(
g(Xj)
) − ℓ( − g(Xj)) is the composite loss. By using T − τ ≥ τ and the stationarity assumption,
the second term on the RHS converges to∫
0<u≤T−τ
ℓ˜
(
g(Xj)
)
p
(
Xj , S
u
j = −1, Cj = +1
)
dxdsdc
=
∫
0<u≤T
ℓ˜
(
g(Xj)
)
p
(
Xj , S
u
j = −1, Cj = +1
)
dxdsdc,
where p
(
Xj , S
u
j = −1, Cj = +1
)
= 0 for u ≥ τ from the time window assumption. This empirical risk is clearly
unbiased for J(g). Note that to approximate the expectation, the support of ETj − τ should be larger than that of ETi
for D.
3.3 Convexity of Surrogate Loss
For the composite loss ℓ˜(z), du Plessis et al. (2015) presents the following proposition.
Proposition 1 (du Plessis et al. (2015), Theorem 1.). If the composite loss ℓ˜(z) is convex and g(x) is a linear model,
then ℓ˜(z) is linear, that is, ℓ˜(z) = −g(x).
In Table 1 of du Plessis et al. (2015), they summarize the surrogate loss functions. Thus, when model g(x) is a linear
model,
Ĵ(g) =
1
N
∑
i∈D
ℓ
(
Yi
(
ETi
)
g(Xi)
)
− 1
M
∑
j∈E
1
[(
S
ETj −τ
j = −1
)
∧
(
Cj = +1
)]
g(Xj).
For example, when using the logistic loss, then
Ĵlogistic(g) =
1
N
∑
i∈D
log
(
1 + exp
(
− Yi
(
ETi
)
g(Xi)
))
− 1
M
∑
j∈E
1
[(
S
ETj −τ
j = −1
)
∧
(
Cj = +1
)]
g(Xj).
In Appendix A, we show the gradient of Ĵlogistic(g), which is useful when training the classifier using a gradient-based
optimization method. In this appendix, we also show the gradient of J˜logistic(g) of nnDF, defined and discussed in the
following section.
Furthermore, we can construct an empirical risk combined with ĴTW(g). For example, by using 0 ≤ ω′ ≤ 1,
J¨(g) = ω′Ĵ(g) + (1− ω′)ĴTW(g).
3.4 Non-Negative Risk Estimator
When the hypothesis class is large, the ERM of Ĵ(g) causes overfitting, as reported by (Kiryo et al., 2017). Overfitting
is caused by the form of the empirical risk. Denote the positive and negative parts of the population risk J(g) as
J (+)(g) and J (−)(g), and their empirical approximations as Ĵ (+)(g) and Ĵ (−)(g), respectively. Then, the above
results yield the following relationship:
Ĵ (+)(g) = Ĵ
(+)
D (g) + Ĵ
(+)
E (g),
Ĵ (−)(g) = Ĵ
(−)
D (g)− Ĵ (−)E (g),
where
Ĵ
(+)
D (g) =
1
N
∑
i∈D
1
[
Yi
(
ETi
)
= +1
]
ℓ
(
g(Xi)
)
,
Ĵ
(−)
D (g) =
1
N
∑
i∈D
1
[
Yi
(
ETi
)
= −1] ℓ(− g(Xi)),
5
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Algorithm 1 convDF and nnDF
Input: The biased an oracle datasets D and E , learning rate ξ, and the regularization coefficient λ.
Output: An estimator of p(Ci | Xi).
while No stopping criterion has been met: do
if convDF then
Set gradient∇
{
Ĵ(g) + λR(g)
}
.
else
if Ĵ
(−)
D (g) ≥ 0: then
Set gradient∇
{
Ĵ(g) + λR(g)
}
else
if Gradient ascent then
Set gradient∇
{
−Ĵ (−)(g) + λR(g)
}
.
else
Set gradient∇
{
Ĵ (+)(g) + λR(g)
}
.
end if
end if
Update g with the gradient and the learning rate ξ.
end if
end while
Ĵ
(+)
E (g)
=
1
M
∑
j∈E
1
[(
S
ETj −τ
j = −1
)
∧
(
Cj = +1
)]
ℓ
(
g(Xj)
)
,
Ĵ
(−)
E (g)
=
1
M
∑
j∈E
1
[(
S
ETj −τ
j = −1
)
∧
(
Cj = +1
)]
ℓ
(
− g(Xj)
)
.
In Ĵ (−)(g), the empirical minimization leads −Ĵ (−)E (g) to −∞ to minimize the overall empirical risk using PU
Learning (Kiryo et al., 2017) and density ratio estimation (Kato & Teshima, 2020). Therefore, we similarly propose
using an alternative empirical risk with non-negative correction to the negative risk part as follows:
J˜(g) = Ĵ
(+)
D (g) + Ĵ
(+)
E (g) + min
{
Ĵ
(−)
D (g)− Ĵ (−)E (g), 0
}
.
The method based on the ERM of Ĵ(g) is known as convex DF Learning (convDF) and that of J˜(g) as non-negative
DF learning (nnDF), respectively. For a function class H, the corresponding classifiers are gˆ = argming∈HĴ(g) and
g˜ = argming∈HJ˜(g).
4 Related Work
We review related work regarding DF learning. The first method naively applies logistic regression to the dataset D,
wherein the empirical risk is written as follows:
ĴBL(g) =
1
N
∑
i∈D
ℓ
(
Yi
(
ETi
)
g(Xi)
)
.
The minimizer of E
[
ĴBL(g)
]
is equal to p(Yi
(
ETi
) | Xi) (see Remark 1), which is biased from p(Ci | Xi). We call
this method biased logistic regression (BL).
4.1 Methods using the Time Window Assumption
To mitigate the bias, He et al. (2014) proposed using a time window that is sufficiently long to reduce the bias between
the label Yi(E
T
i ) and the ground truth Ci in the click-through rate prediction for a displayed advertisement.
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Naive Regression using the Time Window Assumption: Firstly, we show the empirical risk using the Time Win-
dow regression (TW) proposed by He et al. (2014) as
ĴTW(g) =
1
M
∑
j∈E
ℓ
(
Cjg(Xj)
)
.
This empirical risk only uses the dataset E .
PU Learning using the Time Window Assumption: The methods when training a classifier using only positive
and unlabeled data are called PU learning. Under the time window assumption, we can regard the positive data in
the dataset E as the true positive data. Then, by considering all data in D as the unlabeled data, we can construct the
following empirical risk using convex PU learning:
ĴPUTW(g) =
1
M
∑
j∈E
1
[
Cj = +1
]
ℓ
(− g(Xj))
− 1
M
∑
j∈E
1
[
Cj = +1
]
ℓ
(− g(Xj))+ 1
N
∑
i∈D
ℓ
(− g(Xi)).
When using neural networks, the empirical risk using convex PU learning easily causes over-fitting to the training
data, therefore Kiryo et al. (2017) proposed a non-negative correction. In addition, because true negative data also
exist in E , we can consider the following PNU formulation (Sakai et al., 2017) using a weight 0 ≤ w ≤ 1 such that
ĴPNUTW(g) = ωĴPUTW(g) + (1− ω)ĴTW(g)
Ktena et al. (2019) also proposed PU Learning for DF learning, but their formulation is different from ours. As
we explain in Appendix B, their formulation provides an estimator of the biased conditional probability defined as
γ
ζ p
(
Yi(E
T ) | Xi
)
.
Importance Weighting using the Time Window and Stationarity Assumptions: Yasui et al. (2020) proposed an
IW-based method (FSIW) using the stationarity assumption. Using a similar transformation as shown above, we obtain
p(Ci = +1 | Xi, ETi )
p(Yi
(
ETi
)
= +1 | Xi, ETi )
=
1
p(S
ETi
i = +1 | Ci = +1, Xi, ETi )
,
p(Ci = −1 | Xi, ETi )
p(Yi
(
ETi
)
= −1 | Xi, ETi )
= 1− p(S
ETi
i = −1, Ci = +1 | Xi, ETi )
p(Yi
(
ETi
)
= +1 | Xi, ETi )
.
Then, Yasui et al. (2020) define an empirical risk for feedback shift adaptation with IW as follows:
ĴFSIW(g) =
1
N
∑
i∈D
ℓ
(
Yi
(
ETi
)
g(Xi)
)
rˆ
(
Yi
(
ETi
)
, Xi, E
T
i
)
where rˆ(y, x) is an estimator of r(y, x, e) =
p(Ci=y|Xi,E
T
i )
p(Yi(ETi )=y|Xi,ETi )
. Note that the empirical risk of FSIW is not unbiased,
but is consistent with J(g).
4.2 Delayed Feedback Models
Chapelle (2014) specified the models of a probability of conversion p(Ci | Xi) and p(Di | Xi, Ci = +1) as
p(Ci | Xi) = 1
1 + exp(−g(Xi)) ,
p(Di = d | Xi, Ci = +1) = λ(Xi) exp(−λ(Xi)d),
where the function λ(Xi) is called the hazard function in survival analysis. Chapelle (2014) used λ(x) = exp(h(x))
by using a function h : X → R. Regarding the models g(x) and h(x), Chapelle (2014) proposed linear models. Once
these models are trained, the former is used to predict the probabilities of conversion, while the latter is discarded.
7
Learning Classifiers under Delayed Feedback
with a Time Window Assumption A PREPRINT
Table 1: Negative log loss (nnLL), accuracy (ACC), and area under the precision-recall curve (AUC). The best per-
forming methods, except for OracleLogistic, are in bold.
Day 54 Day 55 Day 56 Day 57
nnLL ACC AUC nnLL ACC AUC nnLL ACC AUC nnLL ACC AUC
nnDF 0.265 0.935 0.817 0.269 0.929 0.829 0.283 0.917 0.842 0.326 0.888 0.815
BL 0.290 0.936 0.864 0.314 0.929 0.859 0.355 0.917 0.838 0.440 0.888 0.797
TW 0.260 0.936 0.883 0.284 0.929 0.878 0.324 0.917 0.858 0.416 0.888 0.822
PU 0.320 0.889 0.889 0.368 0.928 0.874 0.335 0.917 0.856 0.441 0.888 0.809
FSIW 0.274 0.936 0.869 0.300 0.929 0.862 0.340 0.917 0.840 0.374 0.908 0.827
DFM 0.280 0.936 0.867 0.320 0.929 0.860 0.356 0.917 0.839 0.444 0.888 0.794
Oracle 0.070 0.998 1.000 0.068 0.999 1.000 0.069 0.999 1.000 0.078 0.999 0.999
Day 58 Day 59 Day 60 Average
nnLL ACC AUC nnLL ACC AUC nnLL ACC AUC nnLL ACC AUC
nnDF 0.653 0.763 0.484 0.421 0.781 0.904 0.233 0.983 0.994 0.347 0.888 0.810
BL 0.589 0.763 0.681 0.340 0.800 0.975 0.281 0.826 0.990 0.371 0.867 0.859
TW 0.603 0.763 0.668 0.518 0.763 0.847 0.472 0.753 0.923 0.408 0.852 0.846
PU 0.570 0.762 0.617 0.662 0.763 0.607 0.735 0.753 0.611 0.487 0.845 0.802
FSIW 0.582 0.763 0.688 0.208 0.958 0.995 0.142 0.995 0.993 0.312 0.916 0.868
DFM 0.589 0.763 0.684 0.315 0.821 0.979 0.256 0.840 0.992 0.365 0.872 0.858
Oracle 0.144 0.998 0.997 0.118 0.996 0.995 0.110 0.995 0.994 0.093 0.998 0.998
5 Main Algorithm and Theoretical Analysis
Herein, we introduce the algorithms for convDF and nnDF with their theoretical analyses. In ERM, we jointly min-
imize the empirical risk and the regularization term denoted by R(g). We then train a model using gradient descent
with learning rate ξ and regularization parameter λ. We choose the regularization parameter based on cross-validation.
When conducting gradient descent, we heuristically introduce the gradient descent/ascent algorithm as in Kiryo et al.
(2017). We show the pseudo-algorithms for convDF and nnDF with and without the gradient descent/ascent algo-
rithm in Algorithm 1. Although the theoretical details of the gradient descent/ascent algorithm are not discussed, the
technique is known to improve performance when using very flexible models such as neural networks. Note that the
proposedmethods are agnostic to the optimization procedure. The case in which the theoretical guarantee is important,
we train a model by nnDF using plain gradient descent, even when using neural networks. Because convDF diverges
in our experiments, we only show results for nnDF using plain gradient descent.
5.1 Bias and Consistency of nnDF
Unlike the unbiased empirical risk Ĵ(g) of convDF, the empirical risk J˜(g) of nnDF is biased because for a fixed
g ∈ F , we can show that J˜(g) ≥ Ĵ(g) for any (D, E), while Ĵ(g) is unbiased. A remaining question is whether J˜(g)
is consistent. Following Kiryo et al. (2017), we prove its consistency. First, partition all possible realizations (D, E)
intoA(g) = {(D, E) | Ĵ (−)(g) ≥ 0} and B(g) = {(D, E) | Ĵ (−)(g) < 0}. Assume that Cg > 0 and Cℓ > 0 such that
supg∈G ‖g‖∞ ≤ Cg and sup|t|≤Cg maxx ℓ(t) ≤ Cℓ.
Lemma 1. The following three conditions are equivalent: (A) the probability measure of B(g) is non-zero; (B) J˜(g)
differs from Ĵ(g) with a non-zero probability over repeated sampling of (D, E); (C) the bias of J˜(g) is positive. In
addition, by assuming that there is α > 0 such that Ĵ (−)(g) ≥ α, the probability measure of B(g) can be bounded by
Pr (B(g)) ≤ exp (−2(α2/Cℓ)2/ (3/N + 1/M)) . (4)
Based on Lemma 1, we can show the exponential decay of both the bias and consistency. For convenience, let
χN,M =
√
3/N +
√
1/M .
Theorem 1 (Bias and Consistency). Assume that and denote by ∆g the RHS of Eq. (4). As N,M → ∞, the bias of
J˜(g) decays exponentially:
0 ≤ E
[
J˜(g)
]
− J(g) ≤ Cℓ∆g.
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Table 2: Comparison of Methods for DF learning.
Method Use of D Use of E Time Window Stationarity Model Specification Unbiasedness Consistency
BL Use
TW Use Assume © ©
PUTW Use Use Assume © ©
FSIW Use Use Assume Assume ©
DFM Use Specify © ©
convDF Use Use Assume Assume © ©
nnDF Use Use Assume Assume ©
Moreover, for any δ > 0, let Cδ = Cℓ
√
2 log
(
2/δ
)
, then we have with probability at least 1− δ,∣∣∣J˜(g)− J(g)∣∣∣ ≤ Cδ · χN,M + Cℓ∆g, (5)
and with probability at least 1− δ −∆g, ∣∣∣J˜(g)− J(g)∣∣∣ ≤ Cδ · χN,M . (6)
Theorem 1 implies that for a fixed g, J˜(g)
p−→ J(g) in Op(
√
3/N +
√
1/M). Further note that M ≤ N . Thus, the
empirical risk has
√
M -consistency, as does the central limit theorem.
5.2 Estimation Error Bounds
Assume that Cg > 0 and Cℓ > 0 such that supg∈H ‖g‖∞ ≤ Cg and sup|x|≤Cg ℓ(x) ≤ Cℓ. For any function class H,
given sets of samples D and E , we define the following empirical Rademacher complexities:
RD(H) := 1
N
Eσ
[
sup
g∈H
N∑
i=1
g(Xi)
]
,
RE(H) := 1
M
Eσ
sup
g∈H
M∑
j=1
g(Xj)
 .
Then, the estimation errors of convDF and nnDF are determined from the following theorem.
Theorem 2 (Estimation Error Bound of convDF). Assume that H is closed under negation, i.e., g ∈ H if and only if
−g ∈ H. Then, for any δ > 0, with probability at least 1−δ, Ĵ(gˆ)−J(g∗) ≤ 8CℓRD(H)+8CℓRE(H)+2Cδ ·χN,M .
Theorem 3 (Estimation Error Bound of nnDF). Assume that (a) infg∈F (g) ≥ α > 0 and denote by ∆ the RHS of
Eq. (4); (b) H is closed under negation, i.e., g ∈ H if and only if −g ∈ H. Then, for any δ > 0, with probability at
least 1− δ, J˜(g˜)− J(g∗) ≤ 16CℓRD(H) + 16CℓRE (H) + 2Cδ · χN,M + 2Cℓ∆.
6 Experiments
To compare methods, we present experimental results using a dataset provided by Chapelle (2014) 1. The data de-
scription is given in Appendix D. The experimental setting and feature engineering are identical to those of Chapelle
(2014) to provide a fair comparison. We separate the original dataset into seven datasets as follows. There are 7 days
of test data, and for each test day, a model is trained using the previous 3 weeks of data. Each training set contains
slightly less than 6M examples. All features are mapped into a 224 sparse binary feature vector via the hashing trick
(Weinberger et al., 2009). For each model, we use a linear model of the 224 dimensional feature and L2 regularization
defined as R(g) := 1224
∑224
d=1 ‖θd‖22, where θd is the d-th parameter of the linear model and ‖ · ‖2 is the L2 norm.
Regarding metrics, we used the negative log loss (nnLL), accuracy (ACC), and the area under the precision-recall
curve (AUC). As mentioned previously, in online advertising, the estimated probability of p(Ci | Xi) is essential for
computing the value of an impression, which is equal to a bid in an ad auction. Therefore, the NLL is more important
than the other metrics in such an application.
1https://labs.criteo.com/2013/12/conversion-logs-dataset .
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We compare the proposed method with the BL, TW, PUTW, FSIW, and DFMmethods. We also train a model by using
D with true labelsCi (OPT). For all methods except the DFMmethods, we use logistic loss. Note that the OPT method
is ideal and unrealizable because we do not have access to the true labels Ci for all i = 1, . . . , T . To train nnDF, we
use a plain gradient descent algorithm, not the descent/ascent algorithm. For each method, we choose a regularization
parameter λ from the set {0.1, 0.05, 0.01, 0.005} using two-fold cross-validation. We present the experimental results
in Table 1. The results of each day and an average of 7 days using the test data over 7 days are presented. For the
display advertising of this dataset, nnLL is the most important metric. Thus, we compare nnDF to other methods based
on nnLL. While nnDF performs the best for the first 4 days, FSIW performs the best on the average of nnLL for 7
days. We consider that the performance of FSIW is owing to the non-stationary of the Criteo dataset (Chapelle, 2014).
7 Discussion
Finally, the remaining points are discussed. Addition discussion are shown in Appendix E
7.1 Validity of Stationarity Assumption
Some real-world applications may disobey the stationarity assumption. In fact, Chapelle (2014) reported that when
training a model with true labels Ci, the performance using data near the test day is better than using all past data,
implying that the dataset provided by Criteo Labs is non-stationary (Chapelle, 2014). Though the stationarity assump-
tion may not hold in Criteo Dataset, the proposed method based on the assumption performs well. This implies the
stationarity assumption is still empirically useful even if the dataset is nonstationary. Besides, this nonstationarity is a
cause of the performance of the proposed estimators, which use the whole dataset unlike TW.
7.2 convDF and FSIW
Comparedwith FSIW, convDF approximates the same risk under the same assumptions but has two preferable features:
the variance of FSIW tends to be larger owing to the density ratio; convDF allows us to minimize the loss directly while
FSIW requires a multi-step procedure for intermediately estimating the density ratio. On the other hand, We interpret
that this results the experimental preferable performance of FSIW caused by the nonstationarity of the dataset.
7.3 convDF and PUTW
Compared with convDF, which uses the time window and stationarity assumptions, PUTW only uses the time window
assumption. However, although PUTW has fewer assumptions, PUTW is not better than convDF. In fact, PUTW
outperforms nnDF in some experimental results. However, if the stationarity assumption is correct, convDF can
utilize more information than PUTW to improve performance. Thus, there are trade-offs among the assumptions, as
summarized in Table 2.
8 Conclusion
In this paper, we propose novel methods for DF learning under time window and stationarity assumptions. The basic
formulation of the proposed methods employs a convex unbiased empirical risk estimator. We further summarize
existing studies based on assumptions applied to DF learning. We also determine the estimation error bounds of
the proposed methods. Finally, we demonstrate that nnDF performs better than other existing methods, based on
experiments, using a real-world dataset.
Ethics Statement
We can find various situations in which the DF Learning framework is useful. Besides, in experimental results using
Criteo dataset, the proposedmethod shows preferable performance, which implies the robustness of the method against
complicated time series data. However, as mentioned in this paper, DF learning is closely related to time-series
analysis, and the nonstationarity has the potential to cause an unexpected result when we apply convDF and other DF
learning methods. In a real-world application, we need to pay more attention to the target data before choosing a DF
learning method.
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A Gradients of convDF and nnDF with Logistic Loss
Here, we show the gradients of Ĵlogistic(g) and J˜logistic(g). For simplicity, we assume a linear model for the model
g(Xi); that is, for a D-dimensional Xi = (Xi,1, Xi,2 . . . , Xi,D)
⊤, the model is given as g(Xi) =
∑D
d=1 θdXi,d
2,
where θ = (θ1, θ2, . . . , θD)
⊤ is a parameter of the linear model and θd ∈ R. Let us redefine the convDF and nnDF
risks as Ĵlogistic(g, θ) and J˜logistic(g, θ), respectively.
Then, the gradients of Ĵlogistic(g, θ) is given as follows:
∂Ĵlogistic(g, θ)
∂θ
=
1
N
∑
i∈D
(
1[Yi = +1]− ψ(Xi)
)
Xi − 1
M
∑
j∈E
1
[(
S
ETj −τ
j = −1
)
∧
(
Cj = +1
)]
Xj ,
where
ψ(Xi) =
1
1 + exp (g(Xi))
.
The gradients of J˜logistic(g, θ) with a plain gradient/descent method is also given as follows:
∂J˜logistic(g, θ)
∂θ
=

∂Ĵlogistic(g,θ)
∂θ if Ĵ
(−)
D (g)− Ĵ (−)E (g) > 0
1[Yi=+1]
N
∑
i∈D
(
1− ψ(Xi)
)
Xi +
1
[(
S
ET
j
−τ
j
=−1
)
∧
(
Cj=+1
)]
M
∑
j∈E
(
1− ψ(Xj)
)
Xj otherwise.
B Biased PU Learning
This problem arises in various practical situations, such as information retrieval and outlier detection (Elkan & Noto,
2008; Ward et al., 2009; Scott & Blanchard, 2009; Blanchard et al., 2010; Li et al., 2009; Nguyen et al., 2011). In
PU learning, there are censoring and case-control scenarios (Elkan & Noto, 2008). The convex PU learning
du Plessis & Sugiyama (2014); du Plessis et al. (2015) is a method for case-control scenario, which constructs un-
biased and convex estimator of the true classification risk. By using the methods proposed by du Plessis et al. (2015)
and Kiryo et al. (2017), Ktena et al. (2019) proposed minimizing the following empirical PU risk:
ĴPU(g) =
1
N
∑
i∈D
ℓ
(− g(Xi))+ γˆ∑i∈E 1 [Yi (ETi ) = +1] (ℓ(g(Xj))− ℓ(− g(Xj)))∑N
i=1 1
[
Yi
(
ETi
)
= +1
] , (7)
where γˆ is a parameter estimated by the class-prior estimation (du Plessis et al., 2016; Ramaswamy et al., 2016;
Jain et al., 2016; Kato et al., 2018). However, as Kato et al. (2018) and Kato et al. (2019) showed, the minimizer
of the population version of Eq. (7) matches the biased probability γζ p
(
Yi(E
T ) | Xi
)
, i.e., the empirical minimization
base on Eq. (7) is the same as the naive logistic regression.
C Proofs of Theoretical Analysis
C.1 Preliminary
Before starting the proof, we introduce the McDiarmid’s inequality (McDiarmid, 1989).
Proposition 2 (McDiarmid’s Inequality (McDiarmid, 1989; Sammut & Webb, 2010)). Suppose f : Xn → R satisfies
the bounded differences property. That is, for all i = 1, . . . , n, there is a ci ≥ 0 such that, for all x1, . . . , xn, x′ ∈ X ,∣∣f(x1, . . . , xn)− f(x1, . . . , xi−1, x′, xi+1, . . . , xn)∣∣ ≤ ci.
IfX = (X1, . . . , Xn) ∈ Xn is a random variable drawn according to Pn and µ = EPn [f(X)], then, for all ǫ > 0,
Pn
(
f(X)− µ ≥ ǫ) ≤ exp( 2ǫ2∑n
i=1 c
2
i
)
.
2Suppose that the bias term is included inXi.
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For dealing the non-negative correction, we define the following consistent correction function, which includes the
non-negative correction as a special case.
Definition 1 (Consistent correction function (Lu et al., 2020)). A function ρ : R→ R is called a consistent correction
function if it is Lipschitz continuous, non-negative and ρ(x) = x for all x ≥ 0.
Following Kiryo et al. (2017) and Kato & Teshima (2020), we define the following alternative version of Rademacher
complexity (Bartlett & Mendelson, 2003) for bounding the estimation error.
Definition 2 (Rademacher complexity). Given n ∈ N and a distribution p, define the Rademacher complexityRpn(F)
of a function class F as
Rpn(H) := EpEσ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σif(Xi)
∣∣∣∣∣
]
,
where {σi}ni=1 are Rademacher variables (i.e., independent variables following the uniform distribution over
{−1,+1}) and {Xi}ni=1 i.i.d.∼ p.
Finally, we introduce a useful proposition on symmetrizationwith consistent correction function fromKato & Teshima
(2020).
Proposition 3 (Symmetrization under Lipschitz-continuous modification, (Kato & Teshima, 2020)). Let 0 ≤ a < b,
J ∈ N, and {Kj}Jj=1 ⊂ N. Given i.i.d. samples D(j,k) := {Xi}
n(j,k)
i=1 each from a distribution p(j,k) over X , consider
a stochastic process Sˆ indexed by F ⊂ (a, b)X of the form
Sˆ(f) =
J∑
j=1
ρj
Kj∑
k=1
Eˆ(i,j)[ℓ(j,k)(f(X))]
 ,
where each ρj is a Lρj -Lipschitz function on R, ℓ(j,k) is a Lℓ(j,k)-Lipschitz function on (a, b), and Eˆ(i,j) denotes the
expectation with respect to the empirical measure of D(j,k). Denote S(f) := ESˆ(f) where E is the expectation with
respect to the product measure of {D(j,k)}(j,k). Here, the index j denotes the grouping of terms due to ρj , and k
denotes each sample average term. Then we have
E sup
f∈F
|Sˆ(f)− S(f)| ≤ 4
J∑
j=1
Kj∑
k=1
LρjLℓ(j,k)R
p(j,k)
n(j,k)(F).
C.2 Proof of Lemma 1
The procedure of the proof mainly follows Kiryo et al. (2017).
Proof. Let F (D, E) be the cumulative distribution function of (D, E). Given the above definitions, the measure of
B(g) is defined by
Pr (B(g)) =
∫
(D,E)∈B(g)
dF (D, E),
where Pr denote the probability. Since J˜(g) is identical to Ĵ(g) on A(g) and different from Ĵ(g) on B(g), we have
Pr (B(g)) = Pr
(
J˜(g) 6= Ĵ(g)
)
. This result means that the measure of B(g) is non-zero if and only if J˜(g) differs
from Ĵ(g) with a non-zero probability.
Based on the facts that Ĵ(g) is unbiased and J˜(g)− Ĵ(g) = 0 on A(g), we have
E
[
J˜(g)
]
− J(g)
= E
[
J˜(g)− Ĵ(g)
]
=
∫
(D,E)∈A(g)
J˜(g)− Ĵ(g)dF (D, E) +
∫
(D,E)∈B(g)
J˜(g)− Ĵ(g)dF (D, E)
=
∫
(D,E)∈B(g)
J˜(g)− Ĵ(g)dF (D, E).
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As a result, E
[
J˜(g)
]
− J(g) > 0 if and only if ∫
(D,E)∈B(−)(g)
dF (D, E) > 0 due to the fact J˜(g)− Ĵ(g > 0 on B(g).
That is, the bias of J˜(g) is positive if and only if the measure of B(g) is non-zero.
We prove (4) by the method of bounded difference, for that
E
[
Ĵ
(−)
D (g)− Ĵ (−)E (g)
]
= J (−)(g) ≥ α.
We have assumed that 0 ≤ ℓ(·) ≤ Cℓ, and thus the change of Ĵ (−)(g) will be no more than Cℓ/N if someXi ∈ XD/E
is replaced, or the change of Ĵ (−)(g)will be no more than Cℓ/N+Cℓ/M if someXi ∈ XE is replaced. Subsequently,
McDiarmid’s inequality (McDiarmid, 1989) implies
Pr
(
J (−)(g)−
(
Ĵ
(−)
D (g)− Ĵ (−)E (g)
)
≥ α
)
≤ exp
(
− 2α
2(
N −M) (Cℓ/N)2 +M (Cℓ/N + Cℓ/M)2
)
= exp
(
− 2α
2/C2ℓ
3/N + 1/M
)
.
Taking into account that
Pr (B(g))
= Pr
(
Ĵ
(−)
D (g)− Ĵ (−)E (g) < 0
)
≤ Pr
(
Ĵ
(−)
D (g)− Ĵ (−)E (g) ≤ J (−)(g)− α
)
= Pr
(
J (−)(g)−
(
Ĵ
(−)
D (g)− Ĵ (−)E (g)
)
≥ α
)
,
we complete the proof.
C.3 Proof of Theorem 1
It has been proven in Lemma 1 that
E
[
J˜(g)
]
− J(g) =
∫
X∈B(−)(g)
J˜(g)− Ĵ(g)dF (X ),
and thus the exponential decay of the bias is obtained via
E
[
J˜(g)
]
− J(g)
≤ sup
(D,E)∈B(−)(g)
(
J˜(g)− J(g)
)
·
∫
X∈B(−)(g)
dF (X )
≤ sup
(D,E)∈B(−)(g)
(
Ĵ
(−)
E (g)− Ĵ (−)D (g)
)
· Pr
(
B(−)(g)
)
≤ Cℓ∆g.
The deviation bound (5) is due to ∣∣∣J˜(g)− J(g)∣∣∣
≤
∣∣∣J˜(g)− E [J˜(g)]∣∣∣+ ∣∣∣E [J˜(g)]− J(g)∣∣∣
≤
∣∣∣J˜(g)− E [J˜(g)]∣∣∣+ Cℓ∆g.
The change of J˜(g) will be no more than 2Cℓ/N if someXi ∈ XD/E is replaced, or it will be no more than 2Cℓ/N +
2Cℓ/M if someXi ∈ XD/E is replaced. Therefore, McDiarmid’s inequality gives us
Pr
{∣∣∣J˜(g)− E [J˜(g)]∣∣∣ ≥ ǫ} ≤ 2 exp(− 2ǫ2(
N −M) (2Cℓ/N)2 +M (2Cℓ/N + 2Cℓ/M)2
)
= 2 exp
(
− ǫ
2/C2ℓ
6/N + 2/M
)
.
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or equivalently, with probability at least 1− δ,∣∣∣J˜(g)− E [J˜(g)]∣∣∣ ≤ Cℓ√(6/N + 2/M) log (2/δ)
= Cℓ
√
2 log
(
2/δ
)√(
3/N + 1/M
)
≤ Cℓ
√
2 log
(
2/δ
)(√
3/N +
√
1/M
)
.
On the other hand, the deviation bound (6) is obtained from∣∣∣J˜(g)− J(g)∣∣∣ ≤ ∣∣∣J˜(g)− Ĵ(g)∣∣∣+ ∣∣∣Ĵ(g)− J(g)∣∣∣ ,
where
∣∣∣J˜(g)− Ĵ(g)∣∣∣ with probability at most∆g , and ∣∣∣Ĵ(g)− J(g)∣∣∣ has the same bound with ∣∣∣J˜(g)− E [J˜(g)]∣∣∣.
C.4 Proof of Theorem 2
Proof. Since gˆ minimizes Ĵω(g), we have
J(gˆ)− J(g∗) = J(gˆ)− Ĵ(gˆ) + Ĵ(gˆ)− J(g∗)
≤ J(gˆ)− Ĵ(gˆ) + Ĵ(g∗)− J(g∗)
≤ 2 sup
g∈H
∣∣∣Ĵ(g)− J(g)∣∣∣ .
By applying McDiarmid’s inequality to supg∈H
∣∣∣Ĵ(g)− J(g)∣∣∣, we have
Pr
(
sup
g∈H
∣∣∣Ĵ(g)− J(g)∣∣∣− E [sup
g∈H
∣∣∣Ĵ(g)− J(g)∣∣∣] ≥ ǫ)
≤ exp
(
− 2ε
2(
N −M) (2Cℓ/N)2 +M (2Cℓ/N + 2Cℓ/M)2
)
= exp
(
− ε
2/C2ℓ
6/N + 2/M
)
or equivalently, the following bound holds with probability at least 1− δ:
sup
g∈H
∣∣∣Ĵ(g)− J(g)∣∣∣ ≤ E [sup
g∈H
∣∣∣Ĵ(g)− J(g)∣∣∣]︸ ︷︷ ︸
Expected maximal deviation
+Cℓ
√(
6/N + 2/M
)
log
(
1/δ
)
.
By using Proposition 3 for ρ(x) = x,
E
[
sup
g∈H
∣∣∣Ĵ(g)− J(g)∣∣∣] ≤ 4CℓRD(H) + 4CℓRE(H).
C.5 Proof of Theorem 3
Proof. Since gˆ minimizes Ĵω(g), we have
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J(gˆ)− J(g∗) = J(gˆ)− J˜(gˆ) + J˜(gˆ)− J(g∗)
≤ J(gˆ)− J˜(gˆ) + J˜(g∗)− J(g∗)
≤ 2 sup
g∈H
∣∣∣J˜(g)− J(g)∣∣∣
= 2 sup
g∈H
∣∣∣J˜(g)− E [J˜(g)]∣∣∣︸ ︷︷ ︸
Maximal deviation
+2 sup
g∈H
∣∣∣E [J˜(g)]− J(g)∣∣∣︸ ︷︷ ︸
Bias
.
For applying McDiarmid’s inequality to supg∈H
∣∣∣Ĵ(g)− J(g)∣∣∣, we have
Pr
(
sup
g∈H
∣∣∣J˜(g)− E [J˜(g)]∣∣∣− E [sup
g∈H
∣∣∣Ĵ(g)− J(g)∣∣∣] ≥ ǫ)
≤ exp
(
− 2ε
2(
N −M) (2Cℓ/N)2 +M (2Cℓ/N + 2Cℓ/M)2
)
= exp
(
− ε
2/C2ℓ
6/N + 2/M
)
or equivalently, the following bound holds with probability at least 1− δ:
sup
g∈H
∣∣∣J˜(g)− E [J˜(g)]∣∣∣ ≤ E [sup
g∈H
∣∣∣J˜(g)− E [J˜(g)]∣∣∣]︸ ︷︷ ︸
Expected maximal deviation
+Cℓ
√(
6/N + 2/M
)
log
(
1/δ
)
.
By using Proposition 3 for ρ(x) = x,
E
[
sup
g∈H
∣∣∣Ĵ(g)− J(g)∣∣∣] ≤ 8CℓRD(H) + 8CℓRE(H).
The bias term can be bounded as follows ∣∣∣J˜(g)− J(g)∣∣∣ ≤ Cℓ∆.
D Data Description
In this section, we explain the Criteo dataset. The numbers of samples and positive samples per day are shown in
Table 3. Most of the features are categorical and the continuous features. All the features are mapped into a sparse
binary feature vector of dimension 224 via the hashing trick. The experimental setting is as follows: there are 7 days
of test data and for each test day, a model is trained with the previous 3 weeks.
E Additional Discussions
Here, we show discussions of DF learning.
E.1 Validity of Stationarity Assumption
Some real-world applications may disobey the stationarity assumption. Chapelle (2014) reported that when training a
model with true labels Ci, the performance using data near the test day is better than using all past data, implying that
the dataset provided by Criteo Labs is non-stationary (Chapelle, 2014). However, it is difficult to determine whether
the stationarity assumption holds, and the proposed method based on this assumption performs well, at least regarding
the Criteo dataset. Therefore, though we cannot usually determine whether the stationarity assumption holds, the
assumption is useful if it improves the performance of the classifier.
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Table 3: Specification of datasets
Day # of samples # of true positive samples # of true positive samples / # of samples
Day 54 289,729 63,608 0.220
Day 55 290,352 67,375 0.232
Day 56 279,211 64,929 0.233
Day 57 276,883 65,172 0.235
Day 58 274,261 65,044 0.237
Day 59 252,368 59,688 0.237
Day 60 283,043 69,991 0.247
E.2 Comparison of Convergence Rates
The convergence rates of the convDF and nnDF depend the sample size M as shown in Theorems 1–3; that is, the
convergence rates are Op(1/
√
M). Besides, both PUTW and TW estimators also have the Op(1/
√
M) convergence
rates (Kiryo et al., 2017). Thus, there is no gain in convDF and nnDF from the convergence rate perspective. Because
both PUTW and TW also construct an unbiased risk, the advantages of convDF and nnDF are in their empirical
performance rather than the theoretical properties compared with PUTW and TW.
E.3 convDF and FSIW
Comparedwith FSIW, convDF approximates the same risk under the same assumptions but has two preferable features:
the variance of FSIW tends to be larger owing to the density ratio; convDF allows us to minimize the loss directly
while FSIW requires a multi-step procedure for intermediately estimating the density ratio.
E.4 convDF and PUTW
Compared with convDF, which uses the time window and stationarity assumptions, PUTW only uses the time window
assumption. However, although PUTW has fewer assumptions than convDF, PUTW is not better than convDF. In fact,
PUTW outperforms nnDF in some experimental results. However, if the stationarity assumption is correct, convDF
can utilize more information than PUTW to improve performance. Thus, there are trade-offs among the assumptions,
as summarized in Table 2.
E.5 Extension to Online Learning
A promising extension of the proposed methods involves online and continuous learning in cases where data arrives
sequentially. Herein, we only discuss a general formulation for DF learning and do not develop a method involving
online learning. However, because our formulation is simple, convex, and easy to optimize, we consider that it should
not be difficult to develop an online learning method with theoretical guarantees.
E.6 Hyper-parameter Tuning in convDF with the TW risk
In Section 3, we proposed combining convDF and TW risks. This method can be considered as a special case of the
generalized method moments (GMM), which simultaneously minimizes multiple objective functions with weighting
them. In general, we use the covariance matrix of the objective functions for the weight. However, unlike the standard
GMM, it is not easy to decide an optimal weight in our setting. Therefore, we consider other ways, such as cross-
validation, for deciding the value of ω′. The decision method depends on applications.
E.7 Semi-supervised Learning Perspective for convDF
The proposed convDF and nnDF can be considered as a semi-supervised learning method for classifying the dataset
D using the oracle dataset E ; that is, we consider the dataset D as test data and train a classifier using the datasets D
and E simultaneously.
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