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Dissociations and cognitive priority 1
Abstract 
Previous research on causal learning has usually made strong claims about the 
relative complexity and temporal priority of some processes over others based on evidence 
about dissociations between several types of judgments. Specifically, it has been argued 
that the dissociation between causal judgments and trial-type frequency information is 
incompatible with the general cognitive architecture proposed by associative models. In 
contrast with this view, we conduct an associative analysis of this process showing that this 
need not be the case. We conclude that any attempt to gain a better insight on the cognitive 
architecture involved in contingency learning cannot rely solely on data about these 
dissociations. 
Keywords: Contingency learning; probability learning; statistical models; 
associative models. 
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Inferring the causal structure of the environment is an invaluable skill for survival in 
an ever changing environment. As first noted by Hume (1739/1964), we are unable to 
directly perceive the link connecting causes and effects, which means that causal relations 
can only be inferred on the basis of indirect evidence. Unfortunately, it is not easy to 
determine when a given event is a real cause of an effect, because some events can co-
occur regularly without any causal link between them. Psychological models of causal 
learning try to explain when and how humans can learn new causal links.  
Following the advice of Marr (1982), some authors have focused on developing 
computational models of causal learning (e.g., Allan, 1980; Cheng, 1997; Cheng & 
Novick, 1992; Holyoak & Cheng, 2011; Pearl, 2000). According to the popular levels-of-
processing framework, computational models do not aim at specifying every step that the 
cognitive system has to give in order to solve a problem. Instead, these models should 
clarify, for a given task, what is the function that maps the input of the cognitive system 
with its output, while being agnostic about the algorithm involved in that computation. 
Following this general perspective, several statistical models of causal learning have been 
proposed to describe what input allows us to determine that two events are causally related. 
These models usually consist of simple mathematical equations that provide a numerical 
index of the strength of the relationship between a candidate cause and an effect: Values 
different from zero usually indicate that a causal relation exists. Note that, in principle, 
computational models are not concerned about how humans actually acquire this causal 
knowledge: Computational models only establish when a causal link must be inferred (if 
the system works well). 
Interestingly, some authors have proposed that the statistical calculations proposed 
by these computational models could also be appropriate theories about how humans 
actually learn new causal associations. According to these authors, the mathematical 
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formulas of statistical models of causal learning can also be considered algorithm-level 
theories of causal learning that specify the real steps that people give when they solve a 
causal induction problem. From this algorithm-level viewpoint, people act as intuitive 
statisticians who first gather information about the joint occurrence of two events and then 
combine this information following certain rules in order to decide whether or not there is 
an statistical connection between those two events. For instance, when faced with a 
sequence of trials in which a cause, C, and an effect, E, appear together or in isolation, 
people are assumed to first encode this information in a mental representation to some 
extent isomorphic to the 2 x 2 contingency table depicted in Table 1 (Beyth-Marom, 1982; 
Busemeyer, 1991; Shaklee & Mims, 1982). This contingency table would summarize the 
evidence experienced by the participant regarding the joint occurrence or absence of the 
target cause and effect, including the number of occasions in which both the cause and the 
effect have appeared together (a), the number of occasions in which only the effect or only 
the cause has appeared (b or c, respectively), and the number of occasions in which both 
the cause and the effect have been simultaneously absent (d). Once the participant has 
stored this information, he or she can use these frequency data to compute a contingency 
index that describes the strength of the causal link between the cause and the effect. For 
example, it has been argued that one of the contingency indexes that participants might try 
to compute from frequency information is the so-called Δp index, which is defined as the 
extent to which the occurrence of the cause increases the probability of the effect (Allan, 
1980; Jenkins & Ward, 1965). As can be seen in the following equation, this index can be 
easily computed from the data contained in the 2 x 2 contingency table described in Table 
1: 
Δp = p(E|C) – p(E|~C) = a / (a + b) – c / (c + d)  (Equation 1) 
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Many experiments have shown that people judge causal strengths in a way consistent with 
the predictions of the Δp rule (e.g., Shanks, 1987; Shanks & Dickinson, 1987, 1991; 
Wasserman, 1990; Wasserman, Elek, Chatlosh, & Baker, 1993). Moreover, although it has 
sometimes been found that peoples’ judgments deviate from the Δp rule in certain 
conditions (e.g., Allan & Jenkins, 1980; Alloy & Abramson, 1979; Jenkins & Ward, 1965; 
Smedslund, 1963), it is usually easy to propose alternative statistical rules that participants 
could be applying on frequency data that could potentially account for these deviations 
(Allan & Jenkins, 1980, 1983; Busemeyer, 1991; White, 2003). 
In contrast with this general framework, some researchers have proposed an 
alternative algorithm-level account of contingency detection. From this alternative 
approach, contingency detection, and causal learning in general, is just another instance of 
associative learning, comparable to simpler processes such as classical or instrumental 
conditioning (Alloy & Abramson, 1979; Dickinson, Shanks, & Evenden, 1984). In other 
words, people would associate causes and effects just the same way they associate, in 
general, any type of cues and outcomes that are regularly paired in the environment. The 
key assumption of these models is that while participants are exposed to a sequence of 
cause-effect pairings (or cue-outcome pairings, in the more neutral, associative 
terminology), an association between the mental representations of the cause and the effect 
is formed. The strength of the cause-effect association is assumed to change on a trial-by-
trial basis according to a simple error-correction algorithm similar to the ones used in 
connectionist simulations of cognitive processes. One of the most widely used algorithms 
used to model contingency learning is the rule initially proposed by Rescorla and Wagner 
(1972) in the domain of classical conditioning (RW rule, henceforth). According to this 
model, in any given trial, the strength of a cause-effect association, ΔVC-E, changes 
according to the following equation: 
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ΔVC-E = α · β · (λ – VTOTAL)    (Equation 2) 
where λ denotes the presence or absence of the effect in that trial (usually coded as 1 or 0, 
respectively), VTOTAL is the sum of the associative strengths of all the cues presented on 
that trial (usually including not only the strength of the target cause, VC-E, but also that of a 
constant context, VCTX-E) and α and β are learning-rate parameters dependent on the 
salience of the cause and the effect, respectively, with values ranging from 0 to 1. The 
associative strength of the context would also change trial-by-trial according to the same 
equation, although with a different α that would represent the salience of the context. The 
associative strength of the context would be updated even in trials in which the target cause 
is nevertheless absent. 
Many of the experiments conducted during the last two decades aimed at 
discriminating between rule-based and associative accounts of causal learning (Allan, 
1993, 2003). However, this task is more difficult than it could be expected prima facie, as 
the predictions made by both accounts are virtually indistinguishable under many 
conditions. For example, it is well known that in situations in which a single cue-outcome 
association is being learned, the asymptotic strength of a cue-outcome association as 
computed with the RW rule converges to the value of the contingency as computed with 
the Δp rule (Chapman & Robbins, 1990; Wasserman, Elek, Chatlosh, & Baker, 1993; see 
also Danks, 2003).1 Therefore, any evidence showing that participants’ judgments of a 
causal relation fit with the predictions of the Δp rule is usually also explainable in terms of 
the RW learning algorithm. More generally, both kinds of theories share important 
assumptions: They assume a similar representation format (a single scalar parameter 
describing the strength of the cause-effect relationship) and also a similar normative 
analysis of what causal induction is. The main difference between these models lays in the 
algorithmic details specifying how these computations are carried out. In the case of rule-
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based models, people are assumed to store the frequency information and use that 
information to compute an index of contingency when asked to do so, whereas in 
associative models they are assumed to constantly update the strength of the cause-effect 
association on a trial-by-trial basis by means of an error-correction mechanism. Although 
the algorithmic details and the cognitive architecture assumed by both theories are very 
different, the final output the process can be remarkably similar. 
Given the similarities between the predictions made by rule-based and associative 
accounts of causal learning, some studies have attempted to test them not by contrasting 
their differential predictions, but by checking the plausibility of the different mechanisms 
invoked by both types of models. Specifically, researchers have relied on at least three 
types of evidence to draw conclusions about the relative success of rule-based modes over 
associative models. 
First, in contrast to associative models, rule-based accounts assume that people store 
a mental representation of frequency data and can use this information flexibly to compute 
conditional probabilities or contingency indexes. Therefore, any evidence that participants 
exposed to a series of cause-effect pairings can later recall the frequencies of each of the 
trial types considered in Table 1 (a, b, c, and d) has usually been interpreted as supporting 
rule-based models over associative ones. Just as an example, although a classical study 
conducted by Price and Yates’ (1995) concluded that associative elements were necessary 
to account for some types of contingency judgments, the authors nevertheless considered 
that frequency estimates begged for a completely different kind of explanation. In their 
own words, “[t]o answer the question ‘How often have B and A co-occurred?’ however, 
seems to suggest, if not require, a much different strategy for generating a judgment. 
Specifically, it suggests that one directly accesses co-occurrences of B and A, perhaps by 
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processes similar to those described in current exemplar models of memory” (Price & 
Yates, 1995, p. 1646). 
Second, participants are able to assess not only causal judgments but also flexibly 
compute other indexes of the relationship between the cause and the effect such as, for 
example, the conditional probability of the effect given the cause (Gredebäck, Winman, & 
Juslin, 2000; Vadillo & Matute, 2007; Vadillo, Miller, & Matute, 2005). This implies that 
participants have encoded the information in a format upon which several statistical rules 
can be applied. At first glance, this flexibility fits better with the cognitive architecture 
proposed by rule-based models than with the more automatic and simple encoding and 
retrieval processes assumed to be at work in associative mechanisms. 
Third, some studies have shown that manipulations that are known to have a strong 
impact on causal judgments sometimes have little or no effect on other types of judgments, 
such as conditional probability estimates, effect predictions in the presence of the cause, 
and, most importantly, participants’ estimations of the frequency of each type of trial 
across the sequence of trials. For instance, it has been found that cue competition (i.e., the 
fact that increasing the contingency between a cause and an effect has a detrimental effect 
in the assessment of the causal role of other potential causes of the same effect), which can 
be readily observed in causal judgments, has no impact on conditional probability 
estimates (Gredebäck et al., 2000; Matute, Arcediano, & Miller, 1996; but see Cobos, 
Caño, López, Luque, & Almaraz, 2000) and trial-type frequency estimates (Ramos-
Álvarez & Catena, 2005). Similarly, the overall probabilities of the cause, p(C), and the 
effect, p(E), which are known to bias causal judgments, seem to have no impact on trial-
by-trial effect predictions made by participants across the learning phase (Allan, Siegel, & 
Tangen, 2005; Perales, Catena, Shanks, & González, 2005; but see Vadillo, Musca, 
Blanco, & Matute, 2011). The trial-type frequency estimates also seem to be immune to 
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effect-density biases (Crump, Hannah, Allan, & Hord, 2007). In a similar vein, Cándido et 
al. (2006) showed that exposing participants to aversive stimuli that induce a negative 
mood, intermixed with the cue-outcome pairings, can have a biasing effect on causal 
judgments, without a parallel impact on frequency estimates. 
The fact that some manipulations influence certain dependent variables but not others 
has been taken as a clue for discovering the cognitive priority of some processes over 
others. For example, in light of the fact that cue competition and emotion induction have 
an influence on causal judgments but not on frequency estimates, researchers have 
assumed that causal judgments are based on frequency estimates (and not the opposite) and 
whatever mechanisms are responsible for these effects, they must be acting at a relatively 
late stage of processing, before the causal judgment is produced but after the frequency 
data have been properly encoded and stored (Cándido et al., 2006, Ramos-Álvarez & 
Catena, 2005). Following the same logic, other researchers have concluded that estimations 
of the probability of the effect given the cause and effect predictions based on the presence 
of the cause must be based on earlier (and more automatic) cognitive processes than causal 
judgments (Allan et al., 2005; Gredebäck et al., 2000; Perales et al., 2005). 
This interpretation fits nicely with the cognitive architecture underlying rule-based 
models of causal judgment: Participants would first store a representation of the raw 
frequency data and then they would use this information to compute conditional 
probabilities and contingency indexes. Manipulations such as cue interaction or emotion 
induction would influence causal judgments at this latter point. In contrast, it is difficult for 
associative models to explain why there are manipulations that only affect some judgments 
but not others. If participants’ judgments are based on associations, shouldn’t all types of 
judgments be biased in a similar manner? Moreover, why should participants have 
memories of frequency data at all? 
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Inferring frequency data from probabilities and associations 
The preceding evidence has been generally taken in support for the idea that people 
must store some kind of mental representation of the raw data contained in a contingency 
matrix and that this information is later used to make inferences about probabilities or 
contingencies. However, as we will try to show in the present section, the opposite view is 
also plausible and cannot be disregarded in light of just this evidence. The fact that 
participants remember the frequencies of each trial type and that they are able to judge 
probabilities and contingencies does not, per se, prove that the former are the basis for the 
latter. In fact, it could happen that during training participants encode some information 
about the different conditional probabilities that relate cause and effect and that, if asked to 
do so, they use this information to infer the frequencies that must have been experienced. 
In other words, maybe it is frequency estimates, and not causal judgments or conditional 
probability ratings what requires an inference; and, accordingly, maybe it is conditional 
probabilities or even causal relationships, and not frequency information, what are directly 
encoded in memory. 
Consider the following situation. As most participants in a causal learning 
experiment, imagine that you are exposed to a series of trials in which a potential cause 
might be present or absent (e.g., a patient taking or not taking a medicine) and an effect is 
also present or absent (e.g., the patient suffers an allergic reaction or not). Based on the 
instructions given to you and on the general structure of the task, you suspect that your 
goal is to learn to use the information about the cause in order to better predict the effect. 
However, at the end of training, you are suddenly and unexpectedly asked to estimate the 
number of times you saw the cause and the effect together, the number of times you saw 
the cause but not the effect, the number of times you saw the effect without the cause, and 
the number of times both elements were absent. 
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Even if you did not pay attention to this information, it might nevertheless be 
relatively easy to make a good guess based on just a little information you do remember. 
For instance, you might remember that you were exposed to approximately 50 trials2 and 
that about half of them were trials in which the patient took the medicine. Thus, you 
already know that you experienced about 25 medicine-present trials and 25 medicine-
absent trials. Additionally, you might remember that the chances of suffering an allergic 
reaction were noticeably higher for patients taking the medicine, compared to those not 
taking it, although the probability of suffering the allergy was positive even for the patients 
that didn’t take the medicine. Let’s say that your guess is that 80% of the patients who took 
the medicine suffered the allergic reaction, but only 20% of those who didn’t suffered it. 
Based on all this information, you could easily infer that about 20 of the 25 medicine-
present trials must have been medicine-allergy pairings, while only 5 of the 25 medicine-
absent trials must have been no medicine-allergy pairings. 
Therefore, a good estimate of the relative frequencies of each type of trial can be 
made on the basis of some knowledge of a) the probability of the cause, p(C), b) the 
probability of the effect given the cause, p(E|C), and c) the probability of the effect given 
the absence of the cause, p(E|~C). As shown by the previous example, the estimated 
relative frequency of type a trials can be computed as: 
erfa = p(C) · p(E|C)    (Equation 3) 
The relative frequencies of other trial types can be computed in a similar fashion: 
erfb = p(C) · [1 – p(E|C)]   (Equation 4) 
erfc = [1 – p(C)] · p(E|~C)   (Equation 5) 
erfd = [1 – p(C)] · [1 - p(E|~C)]  (Equation 6) 
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If you also have a general feeling of the total amount of trials you may have seen, it is very 
easy to infer even the absolute frequencies of each of these trial types, simply by 
multiplying this total amount of trials by each relative frequency. 
As we have already discussed, the asymptotic value of the cause-effect association 
converges to the value of the objective cause-effect contingency. In a similar vein, other 
probabilistic parameters that relate the cause and the effect, apart from contingency, can be 
estimated on the basis of associations computed by means of the RW rule. For instance the 
probability of the effect given the cause, p(E|C), can be computed adding the associative 
strength of the cause and the strength of the association between the context and the effect: 
p(E|C) ≈ VC-E + VCTX-E   (Equation 7) 
This is a natural consequence of the fact that in cause-present trials the RW rule tries to 
minimize the error made when predicting the effect based on the associative strengths of 
the cause and the context. This can only be accomplished by gradually developing cause-
effect and context-effect associative strengths whose sum is p(E|C).3 
Similarly, in cause absent trials, the RW rule minimizes the error made in predicting 
the effect on the basis of the context-effect association, which can only be accomplished by 
developing a context-effect association whose associative strength approaches p(E|~C). 
Therefore, the probability of the effect in the absence of the cause is asymptotically 
equivalent to the associative strength of the context, 
p(E|~C) ≈ VCTX-E    (Equation 8) 
For the same reason, if there is a single, constant context, the overall probability of the 
cause, p(C), is equal to the probability of the cause given the context, p(C|CTX), which is 
equivalent to the asymptotic value of the association between the context and the cause, 
p(C) ≈ VCTX-C     (Equation 9) 
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As in Equations 7 and 8, Equation 9 follows from the fact that the context-cause 
association computed with the RW rule would minimize the error made when trying to 
predict the cause on the basis of the context. This error is minimal when the associative 
strength of the context-cause association equals the probability of the cause given the 
context, p(C|CTX), which, in situations in which the context is constant also equals the 
overall probability of the cause, p(C). The strength of this association, VCTX-C, can also be 
computed with the general RW rule using λ to code for the presence or absence of the 
cause (instead of the effect), β to represent the salience of the cause (also instead of that of 
the effect) and VTOTAL to represent the strength of the context-cause association in the 
previous trial. 
Equations 7-9 can be combined with Equations 3-6, so that the estimated relative 
frequencies of each trial type can be inferred from the value of these three associations, 
erfa ≈ VCTX-C · (VC-E + VCTX-E)  (Equation 10) 
erfb ≈ VCTX-C · [1 - (VC-E + VCTX-E)]  (Equation 11) 
erfc ≈ (1 - VCTX-C) · (VCTX-E)   (Equation 12) 
erfd ≈ (1 - VCTX-C) · (1 - VCTX-E)  (Equation 13) 
which means that, contrary to the logic followed by the authors of the studies previously 
considered, the fact that people are able to “recall” the frequency of each trial type need 
not be taken as evidence that these data are directly encoded in their memory and that, 
therefore, all other estimates have to be inferences made on the basis of this information. 
At least from a formal point of view, the possibility that causal judgments are based on 
encoded frequency estimates is just as likely as the opposite: That frequency estimates are 
the result of an inference made on the basis of probability information, which could be 
encoded as associations formed by means of the RW rule. Equations 10-13 are just as an 
example of how this can be done. The following simulations were conducted in order to 
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better assess the ability of Equations 10-13 to correctly infer frequency estimates under a 
number of conditions. 
Simulation 1: Frequency assessment under different contingencies 
First, we were interested in knowing how these frequency-retrieval rules behaved 
under different cause-effect contingencies. Therefore, we conducted a simulation 
comprising four conditions in which the probability of the effect given the cause and the 
probability of the effect given the absence of the cause were manipulated, yielding four 
different contingency values. 
Method 
The design summary of the conditions included in Simulation 1 is shown in Table 2. 
As can be seen, the simulation included four conditions. Each condition consisted of a 
different combination of frequencies of each type of trial (a, b, c, and d) that resulted in 
different values for p(E|C) and p(E|~C) and, consequently, in a different cause-effect 
contingency, as defined by Δp. The two numbers used to denote the experimental 
conditions refer to the probability of the effect given the cause, p(E|C) and the probability 
of the effect in the absence of the cause, p(E|~C), respectively. In two conditions (.20-.50 
and .20-.80), the cause-effect contingency was negative (-.30 and -.60, respectively) and in 
the other two (.50-.20 and .80-.20) the contingency was positive (.30 and .60, respectively). 
Each condition comprised a sequence of 100 trials. 
In most simulations of the RW rule, the learning rate parameter α is larger for the 
cause than for the constant context, whose salience is assumed to be relatively low (e.g., 
Mercier, 1996). Therefore, the learning-rate parameter α was set to 0.5 for the cause and 
0.2 for the context. The learning-rate parameter β was set to 0.5 for the computation of all 
the associations (cause-effect, context-effect, and context-cause associations). 
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In order to properly measure the models ability to infer the relative frequencies of 
each trial type, in each trial we computed the root mean squared error made by the model 
when estimating the relative frequency of trials a-d on the basis of Equations 10-13. This 
error was computed according to the following equation: 
Error =  
( )
4
,,,
2∑
=
−
dcbai
ii rferf
    (Equation 14) 
That is, the error was computed as the squared root of the mean squared difference 
between the estimation of relative frequencies, erfi, and actual relative frequencies, rfi. 
On each simulated trial, the program first chose a trial type (a, b, c, or d) from the list 
of trials in that condition (see Table 2). Then, the strengths of the cause-effect association, 
the context-effect association, and the context-cause associations were updated following 
Equation 2 and using the learning-rate parameters mentioned above. After updating the 
associative strengths, the frequency-retrieval rules instantiated in Equations 10-13 were 
used to reconstruct the relative frequencies of each trial type that could be inferred on the 
basis of those associations. Finally, the error in these inferences was computed following 
Equation 14, and the simulation proceeded to the next simulated trial. In order to obtain 
smooth learning curves, we conducted five hundred simulations for each condition, each 
one with a randomly ordered sequence of trials. 
Results and Discussion 
The results of the simulation are depicted in Figure 1. The top panel shows the 
strengthening of the cue-outcome association in each condition over trials. As could be 
expected, this associative strength gradually approaches the value of the objective cue-
outcome contingency, as predicted by the computational analysis of the Rescorla-Wagner 
model mentioned in the Introduction (Chapman & Robbins, 1990; Danks, 2003; 
Wasserman et al., 1993). 
Dissociations and cognitive priority 15
The lower panel shows the average error made by the model when estimating the 
frequency of each trial type. As can be seen, this error is large in the beginning of each 
simulation, before the associative strengths used in the estimations have reached their 
asymptotic value. However, as soon as the three associative strengths, VC-E, VCTX-E, and 
VCTX-C, reach the learning asymptote, the global error made in the frequency assessment 
decreases noticeably in all conditions. Interestingly, the global errors tend to be rather 
similar in both conditions with positive contingency, but they are systematically larger in 
negative contingencies. In fact, the more negative the contingency, the larger this overall 
error seems to be. Figure 2 depicts the estimated relative frequencies of each trial type in 
Simulation 2. 
Simulation 2: Frequency assessment and outcome-density effects 
Most of the evidence arguing that people store a memory trace of trial frequencies is 
based on manipulations that affected causal judgment but leave frequency assessments 
unaltered (Cándido et al., 2006; Price & Yates, 1995; Crump et al., 2007; Ramos-Álvarez 
& Catena, 2005). In our next simulation we wanted to show that this type of evidence is 
not at odds with the Rescorla-Wagner learning algorithm per se. Specifically, we wanted to 
assess to what extent a well-studied manipulation that is known to have a strong impact in 
causal judgment, namely the outcome-density effect (e.g., Alloy & Abramson, 1979; Allan 
& Jenkins, 1983; Matute, Yarritu, & Vadillo, 2011; Musca, Vadillo, Blanco, & Matute, 
2010; Wasserman, Kao, van Hamme, Katagiri, & Young, 1996), does also have an 
influence on frequency estimates. Therefore, we contrasted three conditions, all of them 
with the same cause-effect contingency, Δp = 0.50, but each one with a different overall 
probability of the effect. It is widely-known that the Rescorla-Wagner learning algorithm 
predicts that this manipulation should have at least a preasymptotic biasing effect on the 
development of cue-outcome associations. However, as we will try to show in this 
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simulation, this need not imply that the same biasing effect should appear in frequency 
estimations made on the basis of these associations. 
Method 
The specific probabilities of the effect, in the presence and in the absence of the 
cause, in each of the three conditions included in Simulation 2 are shown in Table 2, along 
with the frequencies of each trial type, a-d. In this case, each condition comprised a 
sequence of 80 trials, instead of 100. All the other procedural details (the learning-rate 
parameters and the number of simulations per condition) were kept the same as in 
Simulation 1. 
Results and Discussion 
As can be seen in the top panel of Figure 3, the strength of the cue-outcome 
association is noticeably biased by this manipulation, though only preasymptotically. This 
is a well-known property of the RW model (Shanks, 1995). However, as shown in the 
lower panel, this outcome-density manipulation has little impact on frequency estimations. 
Furthermore, the condition that should give rise to larger outcome-density biases, 1.00-
0.50, is actually the one with the best overall performance; and there are few, if any, 
differences between the other two conditions. This happens because, even though cue-
outcome associations develop at a different rate in each condition, the frequency estimates 
do not only depend on that single association, but in a complex equilibrium of associations 
that can remain globally accurate in spite of minor individual preasymptotic biases in each 
association. 
This last simulation is particularly relevant because it shows that a manipulation can 
have a biasing effect on a cue-outcome association without a parallel effect on other 
inferences that can be made on the basis of that association (in combination with other 
associations). Thus, all the evidence presented above showing that there are manipulations 
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that have an effect on contingency or causal judgments without a similar impact on 
frequency estimates (Cándido et al., 2006; Crump et al., 2007; Price & Yates, 1995; 
Ramos-Álvarez & Catena, 2005) or other dependent variables (Allan et al., 2005; 
Gredebäck et al., 2000; Perales et al., 2005; Vadillo & Matute, 2007; Vadillo et al., 2005), 
need not imply that these latter judgments are cognitively simpler than the former. Nor do 
they imply that causal judgments are based on a memory trace of the frequency data, 
instead of the opposite. 
Simulation 3: Manipulating the learning rates of cues and contexts 
One of the experiments that we have discussed above (Cándido et al., 2006) found 
that the presentation of aversive stimuli intermixed with the cue-outcome pairings delayed 
the perception of contingency, but did not have a parallel effect on frequency estimations. 
As the authors argue, associative models could potentially account for the former effect by 
means of a change in the learning rates. For example, in the RW model the learning rate 
depends on the salience of the cause (αcue), the salience of the outcome (β), and the salience 
of a constant context (αcontext). However, according to Cándido et al. (2006), as the 
participants also remembered the frequency information and, moreover, this memory was 
not affected by the aversive stimulation, these data beg for a nonassociative explanation. 
Contrary to this claim, in Simulation 3 we show that even from our associative view, 
manipulating the learning rates can have complex effects on the cause-effect association 
and on the frequency estimations. While some manipulations do have a similar effect in 
both variables, some other manipulations have a stronger impact on the cause-effect 
association than in the frequency estimations, consistent with the results of Cándido et al. 
(2006). 
Method 
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In all the conditions, the contingency was kept constant at 0.60, with the following 
trial frequencies: 40 a trials, 10 b trials, 10 c trials, and 40 d trials. As in Simulations 1 and 
2, the learning-rate parameter β was set to 0.5 and 500 randomly-ordered trial sequences 
were simulated for each condition. The saliences of the cause and of the context were 
manipulated orthogonally. αcause was 0.2 for half of the conditions and 0.8 for the other 
half. Similarly, αcontext was 0.2 for half of the conditions and 0.8 for the other half.  
Results and Discussion 
Figure 4 shows the results of Simulation 3. The first number in the name of the data 
series refers to the salience of the cause (αcause = 0.2 or 0.8) and the second number to the 
salience of the context (αcontext = 0.2 or 0.8). As can be seen in the top panel, the 
manipulation of the learning rates had a clear impact on the cause-effect association. The 
conditions with the higher αcause were the first ones to reach the learning asymptote. The 
salience of the context, also had an impact (though seemingly smaller) in the acquisition of 
the cause-effect association. 
The lower panel shows that the manipulation of the learning rates also had a 
remarkable effect on the relative frequency estimations, although the effects on this 
variable are somewhat more complex.  The condition in which both learning rates were 
highest (.8/.8) yields the worse frequency estimations. The reason for this is that the high 
learning rates result in very large oscillations around the learning asymptote after every 
trial (recall the smooth learning curves that can be seen in the top panel of Figure 4 show 
the average results of 500 simulations with different trial orders), which in turn gives rise 
to less than perfect frequency estimations on each trial. By contrast, in the condition with 
the lowest learning rates, .2/.2, these oscillations are minimal and have a less disturbing 
effect on the relative frequency estimations. 
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The most interesting conditions for our present purposes are those in which the cause 
and the context have different saliences. As can be seen in the top panel, conditions .8/.2 
and .2/.8 have the most different cause-effect associations; however, they show a relatively 
similar accuracy in their relative frequency estimations. This shows that manipulations of 
the learning rates can have very different effects on the development of the cause-effect 
association and on the frequency estimates: Manipulations that have the stronger impact on 
the former might have a rather small impact on the latter, and viceversa. Thus, contrary to 
the theoretical interpretation of Cándido et al. (2006), their dissociation between 
contingency judgments and frequency estimations, can be accounted for in purely 
associative terms. 
Simulation 4: Frequency estimations based on other associative-learning rules 
The previous simulations rely in the RW learning rule, which is perhaps the most 
popular associative learning theory in the area of animal conditioning and also in human 
contingency learning research (Allan, 1993; Shanks, López, Darby, & Dickinson, 1996). 
However, the same idea can be implemented in alternative learning algorithms. For 
example, the comparator hypothesis (Miller & Matzel, 1988; Stout & Miller, 2007) 
assumes that cause-effect associations are developed by means of a much simpler learning 
algorithm which is only sensitive to the conditional probability of the outcome given the 
cue, instead of the cause-effect contingency (Bush & Mosteller, 1951). It is easy to develop 
an associative learning model that reconstructs the frequency data on the basis of cause-
effect associations computed with that algorithm. 
Similarly, some researchers (Cheng, 1997; Holyoak & Cheng, 2011; Novick & 
Cheng, 2004) have argued that human causal learning is not sensitive to the cause-effect 
contingency, but to a related concept called causal power. Under some conditions, the 
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generative causal power (i.e., the ability of a cause to produce an effect) can be computed 
from the observable contingency information by means of the following rule: 
)C~|(1 Ep
Pq −
Δ=       (Equation 15) 
In principle, this equation is not proposed as a specific rule that people apply consciously 
to infer causal relations, but as a normative standard for the rational analysis of causal 
learning. However, some authors have proposed an associative learning rule, similar to the 
RW model, that computes causal power asymptotically and that could provide an 
algorithmic explanation of peoples’ ability to estimate causal power (Danks, Griffiths, & 
Tenenbaum, 2003). As we try to show below, it is equally plausible to make inferences 
about the relative frequencies of each trial type on the basis of the output of this associative 
learning rule. 
The associative rule proposed by Danks et al. (2003) only differs from the RW rule 
in the assumptions about how the associative strengths of several stimuli (e.g., the cause 
and the context) are combined to produce VTOTAL. While in the standard RW model VTOTAL 
is linear sum of the associative strengths of the stimuli that are present on any single trial, 
in the model proposed by Danks et al. (2003) these associative strengths are combined by 
means of a noisy-OR integration rule.4 In situations in which only one potential cause and 
a constant context are involved, this rule equals to computing VTOTAL as: 
VTOTAL = VC-E + VCXT-E – (VC-E · VCXT-E)    (Equation 16) 
When this associative learning rule is used instead of the standard RW rule, the probability 
of the effect given the cue, p(E|C), can no longer be estimated following Equation 7, but it 
can be computed as follows: 
p(E|C) ≈ VC-E + VCTX-E – (VC-E · VCXT-E)   (Equation 17) 
Consequently, Equations 10 and 11 also need to be rewritten as: 
erfa ≈ VCTX-C · [VC-E + VCTX-E – (VC-E · VCXT-E)]  (Equation 18) 
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erfb ≈ VCTX-C · {1 – [VC-E + VCTX-E – (VC-E · VCXT-E)]} (Equation 19) 
In this simulation we show that, as expected, when using these equations to compute 
the strength of the cause-effect association, its asymptotic value depends on causal power 
(as computed by Equation 15) and not on contingency. Furthermore, regardless of the 
precise value of causal power or contingency, the frequency estimations that can be made 
on the basis of this associative learning algorithm (based on Equations 12, 13, 18, and 19) 
are similarly accurate across conditions and do not differ remarkably from those observed 
in Simulations 1-3, when the standard RW rule was used. 
Method 
Four conditions were included in Simulation 4. In half of the conditions, the 
generative power of the cause, as computed by Equation 15, was 0.25 and in the other half 
it was 0.50. Ortogonally, in half of the conditions the cause-effect contingency as measured 
by Δp was 0.25 and in the other half it was 0.10. The trial frequencies of each condition are 
shown in Table 1. All the parameter values were kept as in Simulations 1 and 2. As in 
previous simulations, 500 replications, each one with a randomized trial sequence, were 
simulated for each condition. 
Results and Discussion 
The results of Simulation 4 are depicted in Figure 5. The first number in the name of 
each data series refers to the causal power and the second one to the Δp value of that 
condition. As can be seen in the top panel of Figure 5, the asymptotic associative strength 
converges to the causal power, with contingency playing a relatively minor role in the 
preasympotic strength of the associations. The lower panel shows that the accuracy of the 
relative frequency estimations made on the basis of the associations was relatively similar 
in all conditions and rather similar to those found in previous associations when the 
standard RW rule was used for the computation of the associative strengths. Interestingly, 
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conditions with remarkably different learning curves, such as, for example, conditions 
.50/.25 and .25/.10 reach similar levels of accuracy in the relative frequency estimations. 
This provides additional support for our claim that manipulations that influence the value 
of the cause-effect association need not have a similar impact on the accuracy of frequency 
estimates. 
General Discussion 
In the Introduction, we argued that researchers have often made use of three 
arguments to favor rule-based accounts of causal learning over associative explanations. 
First, the fact that participants can estimate the number of trials of each type they have 
been exposed to is assumed to fit better with rule based accounts. Admittedly, the 
associative models most widely cited in the area of causal learning do not include any 
mechanism by which frequency data can be encoded and stored. However, as we have 
shown, the associations computed by means of the Rescorla-Wagner rule and related 
associative algorithms contain all the information necessary to the reconstruct the 
frequency data. Therefore, any evidence that people “remember” this information cannot 
be taken as a strong argument in favor of rule-based models. 
Second, the abundant literature showing that people can flexibly compute several 
statistical indexes to describe the relationship between the cause and the effect (Gredebäck 
et al., 2000; Matute et al., 1996; Vadillo et al., 2005; Vadillo & Matute, 2007) has 
sometimes been interpreted as uniquely supporting rule-based accounts over associative 
ones (see, e.g., Cobos et al., 2000; Gredebäck et al., 2000). However, just the same way 
associations contain all the information necessary to reconstruct the contingency table that 
gave rise to those associations, that information can also be used to infer other statistical 
indexes relating cause and effect. For example, as noted by Vadillo and Matute (2007), the 
probability of the effect given the cause can be computed by combining the associative 
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strengths of the cause and the context. Moreover, this associative perspective makes new 
predictions that cannot be easily accommodated by rule-based models without making ad 
hoc assumptions. The associative framework described in the present paper is nothing but 
an extension of these ideas. 
Perhaps the strongest arguments in favor of rule-based accounts are the ones related 
to the third point mentioned in the introduction: That is, results showing that there are 
experimental manipulations that have an effect on some dependent variables but not others 
(Gredebäck et al., 2000; Matute et al., 1996; Pineño, Denniston, Beckers, Matute, & 
Miller, 2005). Dissociations between causal judgments and frequency estimations are 
particularly compelling for the present work (Cándido et al., 2006; Crump et al., 2007; 
Price & Yates, 1995; Ramos-Álvarez & Catena, 2005). However, our Simulation 2, aimed 
at addressing this particular issue, illustrates how, at least sometimes, inferences made on 
the basis of biased associations need not exhibit the same biases. Specifically, we showed 
that, although an outcome-density manipulation does have an effect on the cause-effect 
associations computed by the Rescorla-Wagner algorithm, that manipulation has no 
observable impact on the frequency estimations based on those associations. Similarly, in 
Simulation 3 we showed that manipulations of the learning rates need not have the same 
impact on cause-effect associations and on the relative frequency estimations. The results 
of Simulation 4 also support this view. 
Some of the published reports that have used dissociations in judgments to test 
associative models have relied on cue competition manipulations. In a typical cue 
competition design, several cues (or potential causes) are trained as predictors of the 
outcome (or effect), with the usual result that the contingency between one of those cues 
with the outcome has an effect not only on judgments about that outcome, but also on 
judgments about the second outcome, whose contingency is not manipulated. As 
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mentioned above, extant evidence shows that although cue competition affects causal and 
contingency learning, again it has little or no impact on predictive judgments (Gredebäck 
et al., 2000; Matute et al., 1996; Pineño, Denniston, Beckers, Matute, & Miller, 2005) or 
on frequency estimates (Ramos-Álvarez & Catena, 2005). The frequency-retrieval rules 
that we have developed here deal only with situations involving just one cue and one 
context and, therefore, they are not well suited to account for these dissociations. However, 
as the astute reader may have noticed, the logic behind this set of rules can be easily 
extended to multiple-cue settings, so that unbiased estimations of frequency data can be 
observed in multiple cause settings that usually give rise to cue competition effects. In this 
case, frequency estimates would rely not only in three associations but more, including 
associations of the context with each cue, associations between both cues, and so on. Such 
a model would certainly look more complex from a purely formal point of view, but would 
be based on a similarly simple logic: Instead of recalling frequency data, they would just 
infer these data from their intuitions about conditional probabilities. 
Regardless of the potential merits and shortcomings of the specific formalization that 
we have advanced here, our simulations show that researchers should be more cautious 
when making strong claims about incompatibility of associative models with any evidence 
of flexibility of judgments. If we want to have a more detailed picture of the cognitive 
priority of some processes over others, then we cannot simply rely on information about 
these dissociations. This strategy should be complemented with alternative methods that 
allow us to more directly assess the relative complexity or automaticity of several 
processes and their precise sequence over time. For example, an important (although not 
necessary) assumption behind associative models is that learning mechanisms operate in a 
relatively automatic fashion and posse few demands in terms of cognitive resources. Based 
on this idea many researchers have tested the plausibility of these mechanisms by trying to 
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measure learning effects using more implicit measures, instead of the traditional verbal 
causal ratings. Some of these studies (e.g., Morís, Cobos, & Luque, 2010; Sternberg & 
McClelland, 2012) have obtained data consistent with associative models, while others 
have failed to find some learning effects with these implicit measures (e.g., De Houwer & 
Vandorpe, 2010; Ratliff & Nosek, 2010). Although the evidence is not conclusive yet, we 
think that these alternative measures of learning are a promising tool for any attempt to 
discriminate between associative and rule-based accounts of contingency learning. 
Manipulations of time-pressure (Vadillo & Matute, 2010) or secondary task (De Houwer & 
Beckers, 2003; Wills, Graham, Koh, McLaren, & Rolland, 2011) are complementary tools 
to address the automaticity of the processes involved in contingency learning. Similarly, 
physiological data can also be used to test the plausibility of different theories by looking 
for physiological correlates of the processes assumed by each theory. For example, recent 
research has found correlates of error-correction processes or attention modulation that are 
consistent with associative learning theory (e.g., Fletcher et al., 2001; Luque, López, 
Marco-Pallares, Càmara, & Rodríguez-Fornells, in press; Walsh & Anderson, 2011; Wills, 
Lavric, Croft, & Hodgson, 2007). We think that any serious attempt to contrast the 
predictions of rule-based and associative accounts of contingency learning should benefit 
from the fruitful combination of these and other methods, instead of relying solely in 
relatively simplistic interpretations of judgment dissociations which, as we have tried to 
show in the present paper, are usually open to alternative and equally plausible 
interpretations. 
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Footnotes 
1 This prediction only holds if the β learning-rate parameter is assumed to have the same 
value in effect-present and effect-absent trials. 
2 In fact, this information is usually given to participants in many causal learning studies. 
For example, when participants are presented with information about a fictitious patient 
taking a medicine and suffering or not an allergic reaction, it is not uncommon that each 
trial begins with the sentence “On day X, the patient took the medicine”. Therefore, 
participants can easily remember how many trials they have been exposed to by simply 
paying attention to the number of days. 
3 The simulation of the RW rule conducted by Vadillo and Matute (2007, p. 441) shows 
that conditions differing in their cause-effect contingencies but nevertheless similar 
regarding p(E|C) give rise to different cause-effect associations, but similar values of the 
sum VC-E + VCTX-E. 
4 The formulation proposed by Danks et al. (2003) includes both a noisy-OR rule for the 
combination of generative causes and an AND-NOT integration rule for the combination 
of preventative causes. For the sake of simplicity, we have only simulated positive cause-
effect relationships and, consequently, our formalization neglects the AND-NOT 
integration rule necessary to take into account preventive causal powers.
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Table 1 
Contingency table 
 
 Effect present (E) Effect absent (~E) 
Cause present (C) a b 
Cause absent (~C) c d 
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Table 2 
Summary of the conditions included in Simulations 1, 2, and 4 
 
Simulation 1 
Condition Frequencies p(E|C) p(E|~C) Δp 
.20 - .50 10a, 40b, 25c, 25d .20 .50 -.30 
.20 - .80 10a, 40b, 40c, 10d .20 .80 -.60 
.50 - .20 25a, 25b, 10c, 40d .50 .20 .30 
.80 - .20 40a, 10b, 10c, 40d .80 .20 .60 
 
Simulation 2 
Condition Frequencies p(E|C) p(E|~C) Δp 
.50 - .00 20a, 20b, 0c, 40d .50 .00 0.50 
.75 - .25 30a, 10b, 10c, 30d .75 .25 0.50 
1.00 - .50 40a, 0b, 20c, 20d 1.00 .50 0.50 
 
Simulation 4 
Condition Frequencies p(E|C) p(E|~C) Q Δp 
.25/.25 25a, 75b, 0c, 100d .25 .00 0.25 0.25 
.25/.10 70a, 30b, 60c, 40d .70 .60 0.25 0.10 
.50/.25 75a, 25b, 50c, 50d .75 .50 0.50 0.25 
.50/.10 90a, 10b, 80c, 20d .90 .80 0.50 0.10 
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Figure Captions 
 
Figure 1. Results of Simulation 1. The top panel shows the strength of the cue-outcome 
association in each condition. The lower panel shows the global error made by the 
model when attempting to infer the relative frequency of each type of trial. 
Figure 2. Results of Simulation 1. Estimated relative frequencies of each trial type (a, b, c, 
and d). 
Figure 3. Results of Simulation 2. The top panel shows the strength of the cue-outcome 
association in each condition. The lower panel shows the global error made by the 
model when attempting to infer the relative frequency of each type of trial. 
Figure 4. Results of Simulation 3. The top panel shows the strength of the cue-outcome 
association in each condition. The lower panel shows the global error made by the 
model when attempting to infer the relative frequency of each type of trial. 
Figure 5. Results of Simulation 4. The top panel shows the strength of the cue-outcome 
association in each condition. The lower panel shows the global error made by the 
model when attempting to infer the relative frequency of each type of trial. 
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