Abstract. Let Y be a pointed space and let E (Y r ) be the group of based self-equivalences of Y r , r ≥ 2. For Y a homotopy commutative H-group we construct a subgroup EMat(Y r ) of E (Y r ) which has a group structure isomorphic to either GLr(Z), or GLr(Z d ), d ≥ 2. We classify principal bundles over connected sums of q-sphere bundles over n-spheres, and use the group EMat(Y r ) to obtain homotopy decompositions of their gauge groups. Using these decompositions we give an integral classification, up to homotopy, of the gauge groups of principal SU (2)-bundles over certain 2-connected 7-manifolds with torsion-free homology.
Introduction
Let X be a connected CW -complex and G be a Lie group. The isomorphism classes of principal G-bundles over X are in one-to-one correspondence with the set [X, BG] of unpointed homotopy classes of maps from X to the classifying space of G. Given a principal G-bundle P over X, the gauge group of P , denoted G P (X), is the group of its bundle automorphisms covering the identity on X. The pointed gauge group G P * (X) consists of all bundle automorphisms that pointwise fix the fibre at the base point. Endowed with the compact-open topology, G P (X) (resp. G P * (X)) is homotopy equivalent to the loop space of the connected component of the mapping space Map(X, BG) (resp. Map * (X, BG)) which contains the map that classifies the bundle [2] . Although the set of isomorphism classes of principal G-bundles over a finite CWcomplex X might be infinite, there exist only finitely many distinct homotopy types among the gauge groups [4] .
The topology of gauge groups and their associated classifying spaces has received considerable attention due to their connections to mathematical physics and other areas in mathematics. Particular attention has been paid in counting the number of homotopy types of gauge groups over surfaces and 4-manifolds. Although new ideas coming from differential geometry and mathematical physics suggest the possibility of extending gauge theories to high dimensions [5] , the homotopy theory of gauge groups over high dimensional manifolds has been barely explored. Research done in this direction includes the study of gauge groups over high dimensional spheres [7, 12, 3] , S 3 -bundles over S 4 [16] and (n − 1)-connected 2n-manifolds [8] .
The study of the group of self-homotopy equivalences E(Y ) of a topological space Y has a long tradition in homotopy theory (see for instance [1] , [19] ). Very little is known, however, about this group when Y is a product or a wedge sum of spaces. Moreover, the applications of the group of self-equivalences require further investigations. In this work we present an application of the group E(Y ) to the homotopy classification of mapping spaces.
It is well known that there are homeomorphisms Map(
Map(X i , Z) and
Map * (X i , Z). Similar decompositions do not hold in general for Map( r i=1 X i , Z). It has been shown that the loops on these kinds of mapping spaces appear in homotopy decompositions of gauge groups of principal G-bundles over 7-dimensional manifolds [15] . For suitable spaces X i and Z, Y = Map * (X i , Z) is a homotopy commutative H-group and so is r i=1 Map * (X i , Z). We construct a subgroup of the group of self-equivalences of the r-fold cartesian product of certain homotopy commutative H-groups Y . We show that this construction can be used to decompose the loop spaces of the connected components of Map( r i=1 X i , Z). As a result, we provide full decompositions of the gauge groups associated to q-sphere bundles over n-spheres. Finally, we use these decompositions to give a complete classification, up to homotopy, of SU (2)-gauge groups over connected sums of certain S 3 -bundles over S 4 with cross sections.
Let Mat r (Z) be the set of r-by-r matrices with integer coefficients, and let GL r (Z) be the subset of invertible matrices. Given an H-group Y , and a matrix A = (a ij ) ∈ Mat r (Z), we define a self-map, called a matrix map, on the r-fold cartesian product of Y as the composite
where ∆ r is the r-fold diagonal map, µ r is the r-fold multiplication and ij is the a ij -th power map. We use the notation E A for the matrix map associated to A ∈ GL r (Z). The greatest common divisor of x 1 , . . . , x r ∈ Z m is defined as gcd m (x 1 , . . . , x r ) := gcd(x 1 , . . . ,x r , m), wherẽ x i is any representative of the class of x i . Let Z 0 := Z and ½ Y : Y → Y be the identity map. Given a group G and an element g ∈ G, let o(g) be the order of g. Our first result is a characterisation of E Mat (Y r ), the set of homotopy classes of matrix maps E A of Y r . Given a space X such that π 0 (X) = Z r m , let X K be the connected component of X indexed by K = (k 1 , . . . , k r ) ∈ Z r m . Theorem 1.1. Let Y be an H-group and let r ≥ 2. If Y is homotopy commutative then the following hold:
(1) The homotopy set E Mat (Y r ) has a group structure isomorphic to GL r (Z) . Theorem 1.1 shows that if the order of the identity map of a homotopy commutative H-group Y is infinite, then there are infinitely many classes of self-H-equivalences of the r-fold cartesian product of Y . Examples of homotopy commutative H-groups include Eilenberg-MacLane spaces K(Γ, n), n ≥ 1, where Γ is an abelian group and, more generally, the loop spaces of H-groups. In [20] Sawashita describes the group of self-H-equivalences of products X 1 × · · · × X r of H-groups X i . We construct an explicit subgroup of this group for the case when the H-groups X i coincide and are homotopy commutative.
We also explore the action of the group of self equivalences E Mat (Y r ) on homotopy sets. Given a map f : X → Y , for 1 ≤ i ≤ n let f i : X → r i=1 Y be the map such that
where p j is the projection onto the the j-th factor. For Y an H-group and k ∈ Z, let F f be the homotopy fibre of the composite f : X f − → Y − → Y , where is the k-th power map. Let also F g be the homotopy fibre of a map g : X → r i=1 Y . The following result shows that for certain maps we can obtain equivalences among their homotopy fibres. 
ΩY.
In particular, if the order of f is finite and the maps g, g ′ ∈ f 1 , . . . , f n have the same order then
Sphere bundles over spheres and their connected sums appear frequently in classification problems of manifolds. In the context of the homotopy theory of gauge groups, a natural direction to investigate is, therefore, the one related to gauge groups over manifolds that arise as connected sums of sphere bundles. Our work is mainly concerned with odd dimensional manifolds given as connected sums of S q -bundles over S n of dimension at least 7 that admit cross sections. Let j * : π k (SO(q)) → π k (SO(q + 1)) be the map induced by the the inclusion SO(q) ֒→ SO(q + 1). Given a group G, let |G| min be the cardinality of a minimal generating set of G.
be a family of manifolds that arise as total spaces of S q -bundles over S n with characteristic elements χ(
Suppose that one of the following conditions holds:
( 
where
. . , k r ) and δ 1 is the connecting map in the fibration
Moreover, in the case n = 4, q = 3, the homotopy splitting (1.3) holds for any simply connected simple compact Lie group G whenever gcd(|π 6 (G)|, ξ 1 , . . . , ξ r ) = 1, ξ i ∈ π 3 (SO(3)) ∼ = Z. In this caset = 1 and
Theorem 1.3 gives a general decomposition of the gauge groups provided that the rank of the Lie group and the dimensions of the spheres satisfy certain conditions. This decomposition shows that the homotopy types of the gauge groups G K (M ) depend only on the homotopy types of the gauge groups over S n . Finally, the last part of Theorem 1.3 can be regarded as an extension of [16, Theorem 1.1] to connected sums of S 3 -bundles over S 4 .
The paper is organised as follows. In section 2 we study the ring of power maps defined on H-spaces and the group structure of matrix maps. We prove Theorem 1.1 and Theorem 1.2. In section 3 we collect some facts on sphere bundles over spheres and give some results on their suspensions. In section 4 we give some results on the classification of isomorphism classes of principal G-bundles over connected sums of S q bundles over S n . In section 5 we study the homotopy theory of pointed and unpointed gauge groups. We prove Theorem 1.3 and give a classification result for SU (2)-gauge groups over certain connected sums of S 3 -bundles over S 4 .
Self-equivalences of H-spaces
In this work we assume that all spaces have the homotopy type of CW -complexes with nondegenerate basepoints. A pointed topological space Y is an H-space if there exists a map µ : Y × Y → Y , called a homotopy multiplication, such that if * : Y → Y is the constant map to the basepoint, then the diagrams
commute up to homotopy. We write µ(x, y) := xy. An H-space is homotopy associative with
and (x, w, z) → x(wz) are homotopic. Let ∆ : X → X × X be the diagonal map. A homotopy
We write ι(x) = x −1 . A homotopy associative Hspace with a homotopy inverse is called an
Given an H-group Y with homotopy multiplication µ, the r-fold product Y r has an H-group structure with a canonical coordinate-wise multiplication. For an H-group Y , we define the k-fold diagonal map ∆ k and the k-fold multiplication µ k inductively: Lemma 2.1. Let Y be an H-group. The set P(Y ) has a ring structure isomorphic to
Proof. Clearly the map θ : Z → P(Y ) sending k to the class of the k-th power map is a surjection. Given two elements , ∈ P(Y ), we define their sum + ∈ P(Y ) as the composite
Composition of power maps, • , defines a second binary operation in P(Y ).
We claim that if Y is an H-group then θ is a ring homomorphism. First suppose that a, b > 0. We have
Using the homotopy associaivity of µ we can reorder brackets to show that the map θ(a + b), defined by
is homotopic to the map + defined by
In particular, it follows that + = θ(a + b) = θ(b + a) = + . Observe that θ(0) = 0 represents the class of the constant map * : Y → Y and + 0 = . It is easy to verify that θ(a + b) = θ(a) + θ(b) for any a, b ∈ Z and + (− ) = 0. Now consider the composition of power maps
Using the homotopy associativity of µ we reorder brackets to show that θ(ab) ≃ • . In particular, it follows that • ≃ • . Thus θ is a ring homomorphism, as claimed. Finally, note that any ring on which Z surjects to via a ring homomorphism is isomorphic to either Z or Z m for some m ∈ N. This shows that P(Y ) is has a ring structure isomorphic to Z or Z m .
Let (Y, µ) be a homotopy associative H-space. Given a matrix
we define the matrix map
where , , , ∈ P(Y ). Observe that the power maps associated to the coefficients of A can be recovered from P A :
More generally, let r ≥ 2. Given a matrix A ∈ Mat r (Z) we define the map P A as the composite
Thus for any matrix A ∈ Mat r (Z) there is a self-map P A : Y r → Y r associated to it. We want to construct self-equivalences out of matrix maps. In order to do so, we restrict this construction to GL r (Z), the subgroup of Mat r (Z) whose elements are invertible matrices. In this case, we write E A := P A whenever A ∈ GL r (Z). For any r ≥ 2, let E Mat (Y r ) be the set of homotopy classes of matrix maps E A .
In order to give a prove Theorem 1.1 we will require a lemma regarding the action of GL r (Z m ) on Z r m . Let X be a topological space and f : X → Y be a map. Let
where p j is the projection onto the the j-th factor. Given g ∈ G, let o(g) be the order of g. The greatest common divisor of a set S = {a 1 , . . . , a r } of integer numbers is denoted gcd(a 1 , . . . , a r ).
The greatest common divisor of x 1 , . . . , x r ∈ Z m is defined by gcd m (x 1 , . . . , x r ) := gcd(x 1 , . . . ,x r , m), wherex i is a representative of the class of x i . Here Z 0 = Z and gcd 0 (a 1 , . . . , a r ) = gcd(a 1 , . . . , a r ) for a 1 , . . . , a r ∈ Z.
Lemma 2.2. Let G = Z r m , r ≥ 2 and m, t ≥ 0. If m divides t then under the canonical action of GL r (Z t ) on G, for any g = (g 1 , . . . , g r ) ∈ G, the orbit of g is the set
Proof. Given x ∈ Z r m we can write x = (x 1 , . . . , x r ) with x i ∈ Z m . If m divides t then for every x ∈ Z m and w ∈ Z t the product w · x ∈ Z m is well defined. Writing x = (x 1 , . . . , x r ) ∈ Z r m as a column vector, we define the action θ : GL r (Z t ) × G → G by the usual matrix multiplication. We need to show that given two elements x, y ∈ G, there exists an element A ∈ GL r (Z t ) such that Ax = y, if and only if gcd m (x 1 , . . . , x r ) = gcd m (y 1 , . . . , y r ), where (x 1 , . . . , x r ) = x and (y 1 , . . . , y r ) = y.
The 'only if' part is clear. Indeed, if Ax = y then it is clear that gcd m (x 1 , . . . , x r ) divides y i for all i, and since it also must divide m we know that gcd m (x 1 , . . . , x r ) divides gcd m (y 1 , . . . , y r ). But since A ∈ GL r (Z t ) we also get A −1 y = x for a matrix A −1 ∈ GL r (Z t ), and so similarly gcd m (y 1 , . . . , y r ) divides gcd m (x 1 , . . . , x r ). Thus gcd m (x 1 , . . . , x r ) = gcd m (y 1 , . . . , y r ), as required.
Conversely, suppose gcd m (x 1 , . . . , x r ) = gcd m (y 1 , . . . , y r ) = d ∈ N. We first note that it is enough to consider the case where y is equal to z = (d, 0, . . . , 0) ∈ Z r m . Indeed, if A, B ∈ GL r (Z t ) are matrices such that Ax = z and By = z then we have Cx = y for C = B −1 A ∈ GL r (Z t ). Thus, we may assume without loss of generality that y = (d, 0, . . . , 0). We will show that there exists a sequence of elementary row operations that takes the (column) vector x ∈ Z r m to y ∈ Z r m ; this implies the result.
Suppose first that at most one x i is non-zero: that is,
for some i. After swapping rows 2 and i in the column vector x if necessary, we may assume without loss of generality that i = 2. Letx 2 ∈ Z be a representative of x 2 ∈ Z m . We then have gcd(x 2 , m) = gcd m (x 1 , . . . , x r ) = d, and so by Bézout's identity there exist a, b ∈ Z such that ax 2 + bm = d. We may thus add a × (the second row) to the first row of x, transforming x into (d, x 2 , 0, . . . , 0) ∈ Z r m . Asx 2 is a multiple of d, after adding a multiple of the first row to the second one we may transform the latter vector into y = (d, 0, . . . , 0), as required.
Finally, suppose that at least two x i are non-zero. For 1 ≤ i ≤ r, letx i ∈ Z be any representative of x i ∈ Z m , and let i = j be such that 0 < |x i | ≤ |x j |. The result then follows by induction on N = r i=1 |x i |. Indeed, there exists ε ∈ {−1, 1} such that |x j + εx i | < |x j |. We may then add (if ε = 1) or subtract (if ε = −1) the i-th row from the j-th row of x; but then |x j + εx i | + k =j |x k | < r k=1 |x k | = N , and so we are done by induction.
We now give a proof of Theorem 1.1.
Proof of Theorem 1.1. Let Y be homotopy commutative H-group. By Lemma 2.1 the map θ : Z → P(Y ) given by θ(a) = is a surjective ring homomorphism. A generating set of the group GL r (Z m ) is given by the matrices Q and T
Let us look at the case r = 2. We prove for the case r = 2 that if A, A ′ ∈ GL r (Z) with associated maps
Since Q and T are generators of GL r (Z) it suffices to show that for any A ∈ GL 2 (Z),
First we show that
It suffices to show that the maps
are homotopic. Observe that map the map defined in (2.9) is the composition
whereas the map (2.8) is the composition
We have to show that the maps µ
assumption, Y is a homotopy commutative H-group and therefore the following diagram
are homotopic; here (a 1 , . . . , a r ) and (b 1 , . . . , b r ) are the first two row vectors of the matrix A ∈ GL r (Z). We can construct a diagram similar to (2.12) and use homotopy commutativity and homotopy associativity of the H-group Y to show that this diagram commutes.
. The result follows from the fact that the map θ : Z → P(Y ), defined by sending k to k-th power map, is a ring homomorphism. The general case follows similarly. This proves the first part of the theorem.
To show the second part of the theorem, note that by the first part, every map in E Mat (Y r ) is a composite of maps E Q , E T and their inverses. Since composites and inverses of H-maps are also H-maps, it is therefore enough to show that E Q and E T are H-maps. This follows easily for
where µ is the induced multiplication in Y r , are given by
respectively. It is therefore enough to show that the map (
. But this follows from (2.12).
For part three of the theorem suppose that π 0 (Y ) = Z m and let
Then, by Lemma 2.2, there exists a matrix A ∈ GL r (Z t ), where t is as in the first part of the theorem, such that
But by the first part of the theorem we have
where p j is the projection onto the the j-th factor. Given a group G and elements
. . , g r be the group generated by those elements. Given a map f : X → Y , we denote its homotopy class by the same letter f . 
Proof. We prove the proposition in the case r = 2; the general case follows similarly. Let
That is, the group E A acts on f 1 , f 2 in a similar manner as the canonical action of
Observe that composite in the direction along the upper row and right column in the diagram is the map E A • γ, whereas the composite in the direction left vertical arrow is the map
The upper squares commute pointwise. The middle triangle homotopy commutes by composition of power maps. The lower quadrilateral homotopy commutes by looking at the projection at each factor. This shows that the expression (2.13) holds. Now by Lemma 2.2, given K,
Let F f denote the homotopy fibre of the composite f :
is the k-th power map. In [21] it is proved the following result regarding the homotopy types of the fibres F f . Proof of Theorem 1.2. Letg = f 1 . The group E Mat (Y r ) acts on f 1 , . . . , f r by composition. By Proposition 2.3 this action is linear and therefore there is an element E A ∈ E Mat (Y r ) such that g ′ ≃ E A • g making the bottom right square in diagram (2.16) commute up to homotopy.
Taking homotopy fibres along each map in the bottom square generates the whole diagram (2.16), where each row and column is a homotopy fibration sequence. Homotopy commutativity of the diagram implies that ϕ is a homotopy equivalence. Identifying X with X × * × · · · × * is easy to see that there is a homotopy equivalence (2.17)
as required.
We recall some general properties of H-spaces. If Y is a homotopy associative H-space with a homotopy inverse then there are homotopy equivalences between all path-components of Y . In particular, if Y 0 is the path-component containing the basepoint of Y , there are homotopy
all path-components Y α . To see this, for each Y α , define maps (2.18)
whereα is a fixed element of Y α . Observe that the maps Θ α and
We aim to show that Θ α and Ψ α are homotopy inverses, thus inducing a 
Proof. For the H-group Y r , let m : Y r × Y r → Y r and i : Y r → Y r be the homotopy multiplication and a homotopy inverse, respectively. Consider the following diagram.
/ / Y r The left square homotopy commutes by definition of the diagonal map ∆. To check homotopy commutativity of the middle square it suffices to check homotopy commutativity of the composites on each factor of the product. The projection onto the second factor homotopy commutes since E A • ½ ≃ ½ • E A . Now we check homotopy commutativity after projecting onto the first factor. SinceK is a constant, i(K) ∈ (Y r ) K is also a constant. By assumption K ′ = AK, therefore, by the third part of Theorem 1.1 the composite
Similarly, sinceK ′ is fixed, the lower composite i(K ′ ) • E A is constant and, in particular with image in
. Thus the upper and lower composites in the first factor of the middle square are constant maps with images in the same path-component of Y r . Therefore, the middle square homotopy commutes. The right square homotopy commutes because by Theorem 1.1 the map E A is an H-map.
Let G be a connected simple compact Lie group. Isomorphism classes of principal G-bundles over a wedge sum r i=1 S n i are classified by the homotopy set [
Observe that π 0 (Map(
The connected components of the mapping space Map(
, to the K-th component induces the following homotopy fibration (2.24)
where we have identified
S n i , BG) and∂ K is the connecting map. According to a result of Lang [14] , the adjoint of the connecting map in the evaluation fibration (2.24) is a Whitehead product. In the following lemma we state this result in terms of Samelson products. Let δ ij = 1 i = j 0 i = j , and Θ K be the map defined in (2.18).
generator of π n−1 (G), and j k is the inclusion of S n−1 k into the wedge.
Linearity on Samelson products implies
, and therefore we have the following corollary. Let ∂ K be the composite defined in Lemma 2.6.
The following result states that under mild conditions on G and X, there are only finitely many homotopy types associated to the set P rin G (X).
Theorem 2.8 (Crabb-Sutherland [4] ). Let X be a connected finite complex and let G be a compact connected Lie group. As P ranges over all principal G-bundles over X, the number of homotopy types of G P (X) is finite.
We can use these results to obtain homotopy decompositions of gauge groups
associated to the set of principal G bundles given in (2.23) .
If G is a connected Lie group, then r i=1 Ω n G is a homotopy commutative H-group. As the group r i=1 π n (G) ∼ = Z r is torsion-free, the identity map ½ :
Ω n G has infinite order. By Theorem 1.1 the subgroup of self-equivalences E Mat ((Ω n G) r ) is isomorphic to GL r (Z). Proposition 2.9. Let K = (k 1 , . . . , k r ) ∈ Z r . There are homotopy equivalences
. . , k r ) and ∂ 1 is the connecting map of the fibration sequence
Proof. By Corollary 2.7 we have
S n is a finite connected CW -complex and G is connected, by Theorem 2.8, o(∂ 1 ) = m, for some m ∈ N. Let ∂ ℓ(K) := (ℓ, 0, . . . , 0), where ℓ = gcd (m, k 1 , . . . , k r ) .
The upper and lower rows in the diagram are the maps ∂ K and ∂ ℓ(K) , respectively. By Theorem 1.2 there is a self-equivalence E A ∈ E Mat ( r i=1 Ω n (G)) making the big rectangle in (2.26) homotopy commute. By Lemma 2.5 the right square homotopy commutes. Since the the outer rectangle and the right square homotopy comute and Θ K and Θ ℓ(K) are homotopy equivalences, the left square homotopy commutes. Since the conditions of Theorem 1.2 are satisfied, the result follows.
Connected sums of sphere bundles over spheres
In this section we study the homotopy theory of connected sums of sphere bundles over spheres and their suspension. In order to do so, we will state two useful lemmas. These results will let us find homotopy splittings of suspensions of connected sum.
Let R be a principal ideal domain and H be a finitely generated R-module. Then
for some 0 ≤ t ′ ≤ t, 2 ≤ s i and s j |s j+1 for all j = 1, . . . , t − t ′ − 1. Let Π = H r and x ∈ Π. If x = (a 11 α 1 + · · · + a 1t α t , . . . , a r1 α 1 + · · · + a rt α t ), then we can represent x by an r × t matrix A = (a ij ) with entries in R j = R within the columns j = 1, . . . t ′ and entries in R j = R/s j R within the column j = t + i, i = 1, . . . , t − t ′ . Observe that this representation of elements in Π makes Π into a GL r (R)-module. A matrix A ∈ Mat r×t (R) is in a row echelon form if it has the following properties:
(1) If a row is non-zero, then the first non-zero entry (from the left) of the row is strictly to the right with respect to the first non-zero entries of the rows above it. (2) zero rows are at the bottom of the matrix. 
S q which induce isomorphisms in homology. Moreover, the maps (θ D 1 ,D 2 ) form a group isomorphic to a subgroup of GL r 1 +r 1 (Z) with elements of the form
S q is a homotopy associative homotopy commutative co-H-space with comultiplication σ : Y → Y ∨ Y given by pinching the equator in Σ(
where the entries d ij in D define the degree maps d ij :
and the set of induced maps (θ D ) * is isomorphic to GL 2 (Z). Therefore, if k ≥ 2, the maps θ D are self-equivalences.
More generally, given any matrix D ∈ GL r (Z) (r ≥ 2), we define θ D :
S n i as in (3.1) such that the set of induced maps (θ D ) * is isomorphic to GL r (Z). Observe that we can extend this construction to the wedge sum of spheres in different dimensions
, and the set of induced maps
Now we will analyse the homotopy type of sphere bundles over spheres and their suspensions. Let X be the total space of a q-sphere bundle over an n-sphere S q → X π − → S n (n, q ≥ 2) which admit a cross sections. There is a fibration sequence
and a diagram of homotopy groups
where E is the suspension homomorphism, w(α) = [α, ι q ] and J is the J-homomorphism, which commutes up to sign [11] . That is, w = −J •∂ and E •J = −J •j * . Let χ(X) ∈ π n−1 (SO(q + 1)) be the characteristic element of the sphere bundle X. Since X has cross sections then χ(X) = j * ξ for some ξ ∈ π n−1 (SO(q)). The attaching map ϕ of X is given by
where η = J(ξ) and ι q , ι n are generators of π q (S q ) and π n (S n ), respectively. Lemma 3.3. Let S q → X π − → S n be a q-sphere bundle over an n-sphere (n, q > 1) which admits a cross section and let χ(X) = i * ξ, ξ ∈ π n−1 (SO(q)), be its characteristic map. There is a homotopy equivalence
where Y is the homotopy cofibre of the map ι q • η ∈ π n+q (S q ).
Proof. The attaching map of the top cell induces the following homotopy commutative diagram of cofibrations
/ / S n / / Y which defines the map c and the space Y . Observe that s has a section. Thus after suspending we obtain the result.
Let D k be a k-disc and IntD k be its interior. Given two oreintable k-manifolds M 1 and M 2 we can construct its connected sum M 1 ♯M 2 by taking M 1 −IntD k and M 1 −IntD k and identifying its boundaries. There are homotopy equivalences M k−1 1
where f is the attaching map of the top cell. Let A i , 0 ≤ i ≤ r, be total spaces of n-sphere bundles over q-spheres which admit cross sections. Let M = ♯ r i=1 A i be the connected sum A 1 ♯ · · · ♯A r of the manifolds A i . In [9] Ishimoto classified connected sums of sphere bunlndles over spheres up to homotopy by studying the attaching maps of the top cell. . . , r be the total spaces of S q -bundles over S n (n, q ≥ 2) with characteristic elements χ(A i ) = i * ξ i for some given ξ i ∈ π n−1 (SO(q)),
and the homotopy class of the attaching map ϕ is given by
where ι i q , ι n q are orientation generators of π n (S q i ), π n (S n i ) respectively,η i is given by the composite
π n+q (S q+1 ) with minimal generating sets S 1 and S 2 , respectively. Let t 1 = |S 1 | and Let t 2 = |S 2 | Lemma 3.5. Let X be a simply connected CW -complex such that X = ( represented by a matrix
There is a homotopy equivalence ΣX
Here B l , l = 1, 2, are r × t l matrices with row entries b ij given by the elements
j=1 b 2 ij ∈ R 2 j , and each B l is in a row echelon form.
) be the attaching map of the top dimensional cell of X. After suspension we have that
) and Σf ∈ π n+q (ΣX n+q−1 ). By the Hilton-Milnor theorem it follows that π n+q (
is a finitely generated abelian group. In particular we have that
where W P is a subgroup generated by Whitehead products. Since Whitehead products vanish after suspension we have that p W P •Σf ≃ * and p•Σf = Σf 1 +Σf 2 ∈ R 1 ⊕R 2 ≤ π n+q (ΣX n+q−1 ),
Here p W P and p are the projections onto W P and R 1 ⊕ R 2 , respectively, and the groups R l , l = 1, 2, are generated by the maps
, where i = 1, . . . , r, j = 1, . . . , t l and t 1 = |S n+1 | min , t 2 = |S q+1 | min , and |S k | min is the minimal cardinality of a generating set of π n+q (S k ), k = n + 1, q + 1.
Since G 1 and G 2 can be regarded as Z-modules, we can represent the maps p • Σf l , l = 1, 2, as r × t l matrices A l = (a l ij ) with entries in R l j = Z within the columns j = 1, . . . t ′ l and entries in the ring R l j = Z/s l j Z within the column j = t l + i, i = 1, . . . , t l − t ′ l , t ′ l ∈ N. Thus we can regard p • Σf as a matrix 
) which induces isomorphisms in homology. We obtain a homotopy commutative diagram
C which defines the map h. By the 5-lemma, h induces isomorphisms in homology. Since all spaces are simply connected CW -complexes h is a homotopy equivalence.
Let M = ♯ r i=1 M i , where each summand M i is an S q -bundle over S n with cross sections. Then by Lemma 3.4 the manifold M has a cellular structure given by (
where the maps π i : M i → S n i , 1 ≤ i ≤ r, are bundle projections. For all 1 ≤ i ≤ r, let s i : S n i → M be a cross section of the bundle M i → S n i and let g : Given a family of q-sphere bundles over n-spheres F = {A i } r i=1 with characteristic maps χ(A i ) = i * ξ i , ξ i ∈ π q (SO(q)), let N F be the matrix formed with vector rows given by the elements EJ(ξ i ) ∈ π n+q (S q+1 ) and letN F be its row echelon form. Let rk(N F ) be the number of non-zero rows ofN F .
(r ≥ 2) be a family of q-sphere bundles over n-spheres (n, q ≥ 2) with characteristic maps χ(M i ) = i * ξ i , for some ξ i ∈ π q (SO(q)) and let M = ♯ r i=1 M i be a connected sum. Then there is a homotopy equivalence
Proof. The suspension of the attaching map of the top cell in M induces a diagram of cofibrations
/ / C which homotopy commutes. The map Σs has a left homotopy inverse, namely, the composite
∨ C. By Lemma 3.5 there is a cofibration sequence
and a homotopy equivalence C ≃
Principal G-bundles over M
Let X and Y be CW -complexes and let Map(X, Y ) and Map * (X, Y ) be the mapping spaces of unpointed and pointed maps from X to Y, respectively, endowed with the compact-open topology. We denote the connected components containing a map f by Map f (X, Y ) and Map
and [X, Y ] * be the sets of homotopy classes of unpointed and pointed maps from X to Y , respectively. It is a standard result that the isomorphism classes of principal G-bundles over a CW-complex X are in one-to-one correspondence with [X, BG]. Therefore we compute the sets [M, BG] for manifolds M that are connected sums of n-sphere bundles over a q-spheres.
From the evaluation fibration
we obtain an exact sequence of homotopy sets
The map ev * is trivial since BG is connected. Since all the groups G considered in this work are simply connected, ∂ = 0 and the action of π 1 (BG) on [M, BG] * is trivial, which implies that there is a bijection between [M, BG] and [M, BG] * .
be a family of S q -bundles over S n with classifying maps χ(M i ) = j * ξ i , ξ i ∈ π n−1 (SO(q)) and let M = ♯ r i=1 M i be a connected sum. Suppose that G is one of the following groups:
(1) SU (m), 2m ≥ n + q;
where Y F is the homotopy cofibre of a map
Since BSU (∞) and BSU (∞) are infinite loop spaces, we can suspend M and use Proposition 3.6 to obtain the result. Proposition 4.1 is a general result that allows to classify principal G-bundles over connected sums M . We will restrict from now on to the case of odd-dimensional connected sums of S qbundles over S n for which n = 2k and q = 2k ′ − 1 for some 2 ≤ k ′ ≤ k. The following technical result will be required in the computation of
be the cofibration sequence associated to the inclusion of the q-skeleton of M .
where each summand M i is an S q -bundle over S n and 2 ≤ q < n. There is a homotopy equivalence
and the homotopy equivalence can be chosen so that the composite
is homotopic to the map p.
Proof. Since q < n, π q (S n ) ∼ = 0, theres is a homotopy extension of p :
The cofibre W can be constructed as a CW -complex with one (n + q)-cell attached to a wedge sum of n-spheres. The attaching map of the top cell in W induces a cofibration sequence
where h is the inclusion and b is the connecting map. The map p : M → r i=1 S n i has a right homotopy inverse, namely the composite
and by the homotopy commutativity of (4.2), and so does the mapp. Hence the composite
is a homotopy equivalence. There exists a coaction σ : W → W ∨ S q+n so that the composition −−−→ W is a homotopy equivalence. Therefore, sincep has a right homotopy inverse, the map
is a homotopy equivalence. Observe that θ is homotopic top. Therefore, by the homotopy commutativity of (4.2), the composite
and there is a one-to-one correspondence
Proof. By Lemma 4.2 there is a homotopy cofibration sequence
where i is the inclusion, a is the composite
) which is a co-H-space. From the exact sequence induced by the attaching map of the n-cells,
, we obtain an exact sequence of groups
where 0 * is the trivial map. Suppose that one of the conditions of the proposition holds. Then there are isomorphisms [10] 
Exactness of (4.7) implies that [M n , BG] = Z r . The coaction ψ :
The inclusion of the wedge r i=1 S q i − → M factors through the n-skeleton M n , which induces a homotopy commutative diagram of cofibrations (4.10)
where i 1 :
S n i ) ∨ S n+q is the inclusion into the wedge. From (4.10) we obtain a homotopy commutative diagram as follows
, where ψ ′ is the coaction associated to the bottom row in (4.10). Applying the functor [−, BG] we obtain a commutative diagram of homotopy groups
where the map q 1 is the inclusion of the first factor. Since a * is an isomorphism, by the commutativity of (4.13) it follows that the induced map
is also an isomorphism.
We want extend the classification result in [16] for the principal G bundles over S 3 -bundles over S 4 with torsion-free homology to the case when the manifold is given as a connected sum and G is any simply connected simple compact Lie group.
Let M ξ be the S 3 -bundle over S 4 classified by (ξ, 0) ∈ π 3 (SO(4)) ∼ = π 3 (SO(3)) ⊕ π 3 (S 3 ) = Z ⊕ Z. Then the projection map π : M ξ → S 4 admits cross sections and we have the following homotopy equivalences
• M ξ ≃ M ξ ′ if and only if ξ ≡ ±ξ ′ (mod 12);
• M ξ ≃ S 3 × S 4 if and only if ξ ≡ 0 (mod 12). Let |π 6 (G)| be the order of π 6 (G). In the homotopy theory of gauge groups of principal G-bundles over connected sums of S 3 -bundle over S 4 , the values of ξ play a key role if |π 6 (G)| > 1.
Let M = ♯ r i=1 M ξ i , where each factor M ξ i is the total space of an S 3 -bundle over S 4 classified by ξ i ∈ π 3 (SO (3)). The manifold M is 2-connected and has torsion-free homology. The attaching map of the top cell in the CW -structure of M induces a homotopy cofibration sequence (4.14)
, where ϕ is the attaching map of the top cell, i is the inclusion of the 4-skeleton and q is the pinch map to the top cell. Recall that the attaching can be expressed as ϕ =
given by the composite
. We obtain an exact sequence (4.15)
A generator of π 6 (S 3 ) ∼ = Z 12 is given by the Samelson product ι, ι . The J-homomorphism J : π 3 (SO(3)) → π 6 (S 3 ) sending ξ i to ξ i mod 12, is an epimorphism and Im(E • J) = Z 12 is generated by Σ ι, ι . It follows from Lemma 3.5 that there is a homotopy p 1 • Σϕ ≃ ℓΣ ι, ι , where ℓ = gcd(12, ξ 1 , . . . , ξ r ) and p 1 is the pinch onto S 3 1 . Lemma 4.4. Let G be a simply connected simple compact Lie group. Suppose that we have gcd(|π 6 (G)|, ξ 1 , . . . , ξ r ) = 1. Then (Σϕ) * is surjective; in particular, the image of (Σϕ) * is isomorphic to Z |π 6 (G)| .
Proof. First notice that if |π
From the exact sequence (4.15) we have Im(Σϕ) * = ker q * . A map f : S 7 → BG is in the kernel of q * if and only if there is an extensionf :
homotopy commutes. We claim that the generatorγ of π 6 (G) factors asγ : S 6 ι,ι −−→ S 3 ֒→ G. In this case, the adjoint ofγ,γ
Ad :
is a generator of π 7 (BG). For G = SU (2), our claim is trivial. For G = SU (3), consider the exact sequence of homotopy groups induced by the fibre bundle Table 1 . Homotopy groups π 6 (G) and their generators From [22] we have π 6 (S 5 ) ∼ = π 5 (S 3 ) ∼ = Z 2 and π 5 (SU (3)) ∼ = Z. This implies that the last map in (4.17) is the zero map. Therefore δ * is surjective, and as δ * is a map between two copies of Z 2 , it must be an isomorphism. In turn, p * 1 is the zero map. Thus any map S 6 → SU (3) factors as a composite
proving our claim for G = SU (3). For G = G 2 , localising at p = 3 there is an exact sequence [17] 
Since π 6 (S 11 ) ∼ = 0, the map i * 2 is surjective when localised at 3. Since π 6 (G 2 ) ∼ = Z 3 is invariant under localisation at 3, the map i * 2 is surjective integrally. Thus any map S 6 → G 2 factors as a composite
proving our claim in the case G = G 2 .
In the Table 1 we collect this information on the generators of the non-trivial groups π 6 (G), that is, when G = SU (2), SU (3) or G 2 . We have that p 1 • Σϕ ≃ ℓΣ ι, ι , where the map
1 is the pinch onto S 4 1 and ℓ = gcd(12, ξ 1 , . . . , ξ r ). Therefore the diagram
where k is the degree k map, homotopy commutes. The maps i • ℓkΣ ι, ι are therefore in the kernel of q * . The result follows from the exact sequence (4.15), the diagram (4.18), Table 1 and the fact that, by assumption, ℓ = 1.
Lemma 4.5. Let M be a connected sum of sphere bundles
is trivial.
Proof. Let G be any of the groups stated. By connectivity we have
. Therefore any map f : M 4 → BG, factors as the composite
Thus there is a commutative diagram
is nullhomotopic for all i, since all manifolds M ξ i have cross sections. Thereforeφ is nullhomotopic, implying that ϕ * is trivial.
We present a classification of principal G-bundles which generalises Proposition 2.3 in [16] fore the case of S 3 -bundles over S 4 with torsion-free homology. That is, we include connected sums and the Lie groups G such that |π 6 (G)| > 1, namely SU (2), SU (3) and G 2 . These result also extends the computations of [M, BG] given in Proposition 4.3 for the case n = 4 and q = 3.
If G is a simply connected simple compact Lie group and gcd(|π 6 (G)|, ξ i , . . . , ξ r ) = 1, then
Moreover, the map
First suppose |π 6 (G)| = 1. An argument along the lines of the proof of Proposition 4.3 shows that the map i * is injective. By Lemma 4.5 the map i * is surjective. Therefore we obtain in this case
Now suppose |π 6 (G)| = 1. Notice that even if q * = 0 in (4.19) this does not imply immediately that i * is injective, since in general the set [M, BG] is not a group. For j ∈ Z r , let α j ∈ ⊕ r i=1 π 4 (BG) be the map corresponding to j under the isomorphism ⊕ r i=1 π 4 (BG) ∼ = Z r . According to Theorem 3.2.1 in [18] , we can define maps
Moreover, from Theorem 3.3.3 in [18] we have that if ϕ * is a homomorphism then
Since the map ϕ * is trivial, equality in (4.20) holds and we have
where coker(Σϕ) * = π 6 (G)/Im(Σϕ) * . Using Lemma 4.4 we have coker(Σϕ) * = 0. Finally, the map p : M → r i=1 S 4 i has a right homotopy inverse so that the composite
is a homotopy equivalence. Therefore the composite
is a homotopy equivalence. Thus applying the functor [−, BG] to (4.22) shows that the map
Remark 4.7. Proposition 4.6 allows to recover the conclusion of Proposition 2.3 in [16] for the case r = 1.
be a family of manifolds that arise as total spaces of S q -bundles over S n with characteristic elements χ(M i ) = j * ξ i , ξ i ∈ π n−1 (SO(q)). Let M = ♯M r i be a connected sum. Suppose that one of the following holds:
(
. . , ξ r ) = 1 and G is a simply connected simple compact Lie group.
Then there is a one-to-one correspondence P rin G (M )
Homotopy decompositions of gauge groups over connected sums
In this section we explore the homotopy theory of both pointed and unpointed gauge groups of principal G-bundles over connected sums. Let P f → X be a principal G-bundle classified by a map f : X → BG. The unpointed gauge group of the bundle, denoted G f (X), is the group of its bundle automorphisms. Thus an element φ ∈ G f (X) is G-equivariant automorphism of P f and covers the identity on X. The pointed gauge group G which defines the space C. Furthermore there is a homotopy equivalence
Proof. By Lemma 4.2, the inclusion of the q-skeleton into M induces the following homotopy commutative diagram
We can extend (5.6) to generate a homotopy commutative diagram as the one stated in the lemma, where each column and row is a cofibration sequence, and defining in this way the space C. Let s :
S n i → M be a right homotopy inverse of the map p. Then Σp • Σs ≃ Id and therefore the map ψ :
where b is the connecting map of the cofibration induced by the projection π, is a homotopy equivalence. By Proposition 3.6 there is a homotopy equivalence
wheret = min{r, rk(N F )} and ΣY F is the cofibre of the map
The suspension of the attaching map generates a homotopy commutative diagram of cofibrations
which defines the map c. The homotopy commutative diagram of cofibrations
shows that there is a homotopy equivalence C
Lie group satisfying one of the conditions of Corollary 4.8. By Propositions 4.3 and 4.6 the map p : M → n i=1 S n i induces a map in path components
which is a bijection. Also by Lemma 5.1, the map p induces a homotopy fibration sequence
Restricting (5.10) to the connected component indexed by K = (k 1 , . . . , k r ) ∈ Z r we obtain the following fibration sequence
Lemma 5.2. Let F K be the homotopy fibre of
There are homotopy equivalences
Proof. The homotopy commutative diagram of cofibrations of Lemma 5.1 induces the following diagram where rows and columns are fibrations (5.12)
We have done the following identifications
The map p * 2 is the projection and the map i * i is the inclusion. Observe that q * induces a bijection in path components since π n+q−1 (G) = 0. Recall that there exist homotopy equivalences between the path components Ψ K :
. . , k r ) ∈ Z r . These equivalences are defined by (2.19) Thus the following diagram (5.13)
homotopy commutates. The homotopy commutativity of (5.13) implies that restricting q * in (5.12) to the K-th component induces a homotopy commutative diagram (5.14)
Hence, for all K ∈ Z r , there are homotopy equivalences
The existence of homotopy equivalences among the connected components of Map * (M, BG) under our assumptions on G and M is an open problem. Yet we can give a result on the homotopy types of their loop spaces and, therefore, on the pointed gauge groups over manifolds M . (1) G = SU (m), n = 2k, q = 2k ′ − 1, 2 ≤ k ′ ≤ k; (2) G = Sp(m), n = 4k, q = 4k ′ − 1, 1 ≤ k ′ ≤ k.
Then for all K ∈ Z r there is a homotopy equivalence
Moreover, if k = k ′ = 2 and G is a simply connected simple compact Lie group then the equivalence holds whenever gcd(|π 6 (G))|, ξ 1 , . . . , ξ r ) = 1, where ξ i ∈ π 3 (SO(3)), 1 ≤ i ≤ r, is the map that classifies the manifold M i .
Proof. Let G K * (M) be the pointed gauge group of the principal G-bundle over M classified by K ∈ Z r . By Lemma 5. 
If n = 4, G is a simply connected simple compact Lie group and gcd(|π 6 (G))|, ξ 1 , . . . , ξ r ) = 1, where ξ i ∈ π 3 (SO (3)) is the map that classifies the manifold M i , then the gauge groups over M are also classified by K ∈ Z r . Arguing in a similar manner as for the previous case, we obtain a homotopy equivalence as in (5.19).
The result of Theorem 5.3 simplifies the computations of the homotopy groups of the pointed gauge groups. 
K * (M, BG) which defines the map ζ. Since the map δ * has a right homotopy inverse, so does the map ζ. We use the group structure on G k (M ) to obtain a homotopy equivalence
The homotopy splitting (1.3) follows from the homotopy equivalence (5.23) and Proposition 2.9.
For the second part of the theorem, if n = 4, q = 3, using Proposition 4.3 and Therorem 5.3 we obtain a homotopy commutative diagram as in (5.22) whenever (|π 6 (G)|, ξ 1 , . . . , ξ r ) = 1, ξ i ∈ π 3 (SO(3)) ∼ = Z for any simply connected simple compact Lie group G. In this caset = 1 and S 6 α − → S 3 is a unit in π 6 (S 3 ) ∼ = Z 12 . Similar arguments show there is also a homotopy equivalence as in 5.23. Proposition 2.9 completes the proof.
Remark 5.5. Given K ∈ Z r , the evaluation map induces the following exact sequences
For any simply connected simple compact Lie group we have π n (G) = 0 for n ≤ 2. This implies that if n ≤ 2 then i * is an isomorphism. We can use these isomorphisms and Corollary 5.4 to compute the path components of unpointed gauge groups G K (M ). For example, let n = 4, q = 3 and M = ♯ r i=1 M ξ i with characteristic elements ξ i ∈ π 3 (SO(3)) ∼ = Z. If ξ 1 ≡ 1 (mod 12) and ξ i ≡ 0 (mod 12), for all 2 ≤ i ≤ r, then a similar argument to the one given in the proof of Lemma 4.4 shows that π 0 (Map * (Y F , BG)) = [Y F , BG] = 0. We use information of the homotopy groups of Lie groups as given in [10] to obtain:
The connecting map 
