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Abstract
This dissertation tackles several questions in extremal graph theory and the theory of random graphs.
It consists of three more or less independent parts that all fit into one bigger picture – the meta-
problem of describing the structure and properties of large random and pseudo-random graphs.
Given a positive constant c, we call an n-vertex graph G c-Ramsey if G does not contain a
clique or an independent set of size greater than c log n. Since all of the known examples of Ramsey
graphs come from various constructions employing randomness, several researchers have conjectured
that all Ramsey graphs possess certain pseudo-random properties. We study one such question – a
conjecture of Erdős, Faudree and Sós regarding the orders and sizes of induced subgraphs of Ramsey
graphs. Although we do not fully resolve this conjecture, the main theorem in the first part of
this dissertation, joint work with Noga Alon, József Balogh, and Alexandr Kostochka, significantly
improves the previous state-of-the-art result of Alon and Kostochka.
For a positive integer n and a real number p ∈ [0, 1], one defines the Erdős-Rényi random graph
G(n, p) to be the probability distribution on the set of all graphs on the vertex set {1, . . . , n} such
that the probability that a particular pair {i, j} of vertices is an edge in G(n, p) is p, independently
of all other pairs. In the second part of this dissertation, we study the behavior of the random graph
G(n, p) with respect to the property of containing large trees with bounded maximum degree. Our
first main theorem, joint work with József Balogh, Béla Csaba, and Martin Pei, gives a sufficient
condition on p to imply that with probability tending to 1 as n tends to infinity, G(n, p) contains
all almost spanning trees with bounded maximum degree, improving a previous result of Alon,
Krivelevich, and Sudakov. In the second main theorem of this part, joint work with József Balogh
and Béla Csaba, we show that G(n, p) almost surely contains all almost spanning trees with bounded
maximum degree even after an adversary removes asymptotically half of the edges in G(n, p).
Given an arbitrary graph H, we say that a graph G is H-free if G does not contain H as a
subgraph. Edrős, Frankl, and Rödl generalized a famous theorem of Erdős and Stone by proving
that for every non-bipartite H, the number of labeled H-free graphs on a fixed n-vertex set, fn(H),
satisfies log2 fn(H) ≤ (1 + o(1)) ex(n,H). The case when H is bipartite has proved to be much
harder. For all such H, apart from the cycles of length 4 and 6, it is not even known whether
log2 fn(H) ≤ C ex(n,H). The main result of the last part of this thesis, joint work with József
Balogh, proves such a bound for ‘almost all’ complete bipartite graphs. This result and the methods
used to prove it have many interesting applications, some of which we study in the last chapter.
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Chapter 1
Introduction, preliminaries and tools
Extremal graph theory, in its strictest sense, is a branch
of graph theory developed and loved by Hungarians.
Extremal graph theory
Béla Bollobás
1.1 Introduction
Extremal graph theory is a well-established branch of graph theory that studies graphs that are
extremal, i.e., maximal or minimal with respect to a particular graph parameter, among all graphs
which satisfy a certain property. A typical result in extremal graph theory, which many mathemati-
cians consider as one of its cornerstones, is the celebrated theorem of Turán [73], which determines
the maximum number of edges in an n-vertex graph that does not contain a subgraph isomorphic
to the complete graph on a vertex set of prescribed size. Another typical example is the theorem
of Dirac [24], which states that a graph on n ≥ 3 vertices is Hamiltonian if each of its vertices has
degree greater than or equal to n/2.
A random graph, in the broadest sense, is a probability distribution on a certain family of graphs.
The theory of random graphs, an area lying at the intersection of graph theory and probability theory
founded half a century ago by Erdős and Rényi [31, 32], studies the properties of a ‘typical’ random
graph, i.e., a graph drawn from that probability distribution. Perhaps the simplest and at the same
time the most natural model of generating a random graph G is the random process that for a fixed
integer n, considers each pair of numbers {i, j}, where 1 ≤ i < j ≤ n, and independently of all other
pairs defines {i, j} to be an edge of G with probability 1/2.
It often happens that with probability tending to 1 as n → ∞ a random graph on n vertices
possesses some graph property P; in other words, we might say that a ‘typical’ graph from a certain
family has P. Given such a property and a fixed graph G, if it happens that G has P, we oftentimes
say that G is random-like, quasi-random, or pseudo-random. Even though the notion of quasi-
randomness, which first appeared in the work of Chung, Graham, and Wilson [21], Rödl [66], and
Thomason [72], is quite vague and informal, nevertheless it has proved very useful in many areas of
graph theory.
Ever since Erdős [25] used a probabilistic argument to prove that for all natural numbers g and
k with g ≥ 3 and k ≥ 3, there exist graphs with girth g and chromatic number k, the two areas
of extremal graph theory and the theory of random graphs have walked hand in hand and greatly
influenced each other. This dissertation tackles several questions that sprouted from the interplay
between them.
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1.2 Basic definitions
A graph is an abstract representation of a set of objects together with a binary relation on that set.
Formally, a graph G (more precisely, undirected simple finite graph) is an ordered pair composed of
an arbitrary finite set V (G) of vertices and a set E(G) of unordered pairs of elements of V (G) called
its edges. An isomorphism from a graph G to a graph H is a bijection f : V (G)→ V (H) that for all
distinct pairs v, w ∈ V (G) satisfies {v, w} ∈ E(G) if and only if {f(v), f(w)} ∈ E(H). Sometimes
we will identify graphs that are isomorphic; if we want to differentiate between a graph G and its
isomorphism class, we will explicitly say that G is a labeled graph.
The number of vertices of a graph G, also referred to as the order of G, will be denoted by v(G);
the number of edges in a graph G, sometimes called the size of G, is usually denoted by e(G). The
edge density (or simply, density) of a graph G is the quantity a(G) defined by a(G) = e(G)/
(
v(G)
2
)
;
clearly, the edge density of any graph is a real number in the interval [0, 1].
Fix a graph G. We say that vertices v, w ∈ V (G) are adjacent (or that v and w are neighbors)
if the pair {v, w} (abbreviated vw) belongs to the set E(G). A vertex v ∈ V (G) and an edge
e ∈ E(G) are said to be incident if v is an endpoint of e, which means v ∈ e. For v ∈ V (G),
the neighborhood of v, denoted by NG(v), is the set of all neighbors of v; the degree of v in G,
written degG(v), is the number of neighbors v has in G, i.e., degG(v) = |NG(v)|. The minimum
degree of G is δ(G), i.e., δ(G) = min{degG(v) : v ∈ V (G)}; the maximum degree of G is ∆(G), i.e.,
∆(G) = max{degG(v) : v ∈ V (G)}. Finally, for a set A ⊆ V (G), we denote the set of common
neighbors of all vertices in A by N∗G(A), i.e., N
∗
G(A) =
⋂{NG(v) : v ∈ A}.
A graph H is said to be a subgraph of G, written as H ⊆ G, if V (H) ⊆ V (G) and E(H) ⊆ E(G);
whenever H is a subgraph of G, we also say that G is a supergraph of H. We say that H is an induced
subgraph of G, denoted H ≤ G, if H is the maximal subgraph of G with the vertex set V (H), i.e.,
E(H) consists of all the edges of G whose both endpoints lie in the set V (H). Since every induced
subgraph of G is uniquely determined by its vertex set, given a set A ⊆ V (G), we denote the induced
subgraph of G with vertex set A by G[A]; the notation G−A abbreviates G[V (G)−A]. A subgraph
H ⊆ G is spanning if V (H) = V (G).
Given a set A ⊆ V (G), the number of edges within A, i.e., the number of edges in the graph
G[A], is denoted by eG(A). If eG(A) = 0, then A is an independent set; if eG(A) =
(|A|
2
)
, then A is
a clique. We use degG(v,A) to denote the number of neighbors that a particular vertex v ∈ V (G)
has in A. Given two disjoint sets A,B ⊆ V (G), the number of edges with one endpoint in A and
one endpoint in B is eG(A,B).
A graph G is k-colorable (or k-partite) if its vertex set can be partitioned into at most k inde-
pendent sets, called partite sets. The chromatic number of G, denoted χ(G), is the smallest integer
k such that G is k-colorable. We say that a graph G is bipartite if χ(G) = 2.
The n-vertex complete graph, denoted Kn, is the unique n-vertex graph with
(
n
2
)
edges. The
complete bipartite graph with partite sets of size s and t, denoted Ks,t, is the unique graph with s+ t
vertices whose vertex set can be partitioned into two partite sets of sizes s and t that has st edges.
More generally, the complete k-partite graph with partite sets of sizes s1, . . . , sk, denoted Ks1,...,sk ,
is the unique k-partite graph with partite sets of sizes s1, . . . , sk and
∑
i<j sisj edges.
A path P in G is a list v0, . . . , vk of pairwise distinct vertices of G such that for each i ∈
{0, . . . , k− 1}, the pair {vi, vi+1} is an edge in G; the vertices v0 and vk are the endpoints of P . We
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usually identify P with the subgraph of G consisting of the vertex set {v0, . . . , vk} and the edge set{
vivi+1 : 0 ≤ i < k
}
. A cycle C in G is a list v1, . . . , vk of pairwise distinct vertices of G such that
v1, . . . , vk is a path in G and vkv1 ∈ E(G); we usually identify C with the subgraph of G consisting
of the vertex set {v1, . . . , vk} and the edge set
{
vivi+1 : 1 ≤ i < k
}∪{v1vk}. The length of a path P
is the number of edges in P . The length of a cycle C is the number of edges (or vertices) in C; the
cycle of length k is denoted by Ck. A Hamilton cycle in G is a cycle which is a spanning subgraph
of G; a graph that contains a Hamilton cycle is called Hamiltonian.
Two vertices v, w ∈ V (G) are connected if G contains a path with endpoints v and w. A graph
G is connected if every two vertices of G are connected. A component of G is a maximal subgraph of
G that is connected. Note that the vertex and edge sets of the components of a graph partition its
vertex and edge sets, respectively. A tree is a connected graph that contains no cycles. A spanning
tree of a graph G is a spanning subgraph of G that is a tree; it is easy to see that a graph is connected
if and only if it contains a spanning tree.
For graphs H and G, an embedding of H into G is an injective function f : V (H)→ V (G) such
that if e ∈ E(H), then f(e) ∈ E(G). Clearly, H is a subgraph of G if and only if there exists an
embedding of H into G.
A hypergraph is a generalization of a graph in which every edge can contain an arbitrary number
of vertices. Formally, a (finite) hypergraph H is an ordered pair composed of an arbitrary finite set
V (H) called its vertices and a set E(H) of nonempty subsets of V (H) called its hyperedges (edges).
A hypergraph H is called k-uniform if each of its edges has size exactly k; in particular, graphs
are simply 2-uniform hypergraphs. Similarly as for graphs, we denote the number of edges of a
hypergraph H by e(H). Also, given a set A ⊆ H, the subhypergraph induced by A, denoted H[A], is
the hypergraph with vertex set A consisting only of those edges of H which are fully contained in
A. The notation H−A abbreviates H[V (H)−A].
For a subset W ⊆ V (H), the degree of W in H is the number degH(W ) of edges of H that the
set W is contained in; thus degH(W ) =
∣∣{D ∈ E(H) : W ⊆ D}∣∣. Given a vertex w ∈ V (H), we
write degH(w) for degH({w}). For ` ≥ 1, the maximum `-degree of H, written ∆`(H), is defined by
∆`(H) = max{degH(W ) : W ⊆ V (H) and |W | = `};
the maximum degree of H, written ∆(H), is ∆1(H). Note that if ` ≥ 1, then
∆(H) ≤ |V (H)|`−1 ·∆`(H). (1.1)
Finally, σ(H) will denote the minimum size of a set of vertices of H that intersects more than half
of the edges of H, i.e.,
σ(H) = min{|S| : S ⊆ V (H) and e(H− S) < e(H)/2}.
Since no vertex belongs to more than ∆(H) edges of H, clearly
σ(H) ≥ e(H)
2∆(H) . (1.2)
The power set of a set X, denoted P(X), is the set of all subsets of X. For a positive integer
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k, the set of all functions from A to the set {0, . . . , k − 1} will be denoted by kA. For a positive
integer k, the term k-set (or k-subset) stands for k-element set (or k-element subset). Finally, “ log”
will always denote the natural logarithm.
Sometimes, for the sake of brevity, we will omit certain subscripts. For example, when a graph
G is clear from the context, we may abbreviate eG(A) by e(A), degG(v) by deg(v), etc.
Last but not least, we will extensively use the standard asymptotic notation. Let f and g be two
non-negative real-valued functions defined on the set N of integers. Moreover, assume that g(n) > 0
for all n ∈ N. We write
• f = O(g) if there exists a C > 0 and an n0 ∈ N such that f(n) ≤ C · g(n) for all n ≥ n0,
• f = Ω(g) if there exists a C > 0 and an n0 ∈ N such that f(n) ≥ C · g(n) for all n ≥ n0,
• f = o(g) if the ratio f(n)g(n) tends to 0 as n tends to infinity,
• f = ω(g) if the ratio f(n)g(n) tends to infinity as n tends to infinity.
1.3 Szemerédi’s Regularity Lemma
Szemerédi’s proof [71] of the conjecture of Erdős and Turán [37] on the existence of arbitrarily long
arithmetic progressions in dense subsets of integers is arguably one of the greatest achievements of
modern combinatorics. An auxilliary lemma used in that proof, which has become known as Sze-
merédi’s Regularity Lemma, has turned out to be an extremely powerful and widely applicable tool
in graph theory. In very rough terms, the lemma says that every graph can be partitioned into a
bounded number of pseudo-random bipartite subgraphs and a relatively small leftover. The notion
of pseudo-randomness that appears in Szemerédi’s Regularity Lemma is defined in terms of the uni-
formity of the distribution of edges and has, perhaps somewhat unexpectedly, striking implications.
Due to its central role in modern extremal graph theory, there have been numerous modifications
and generalizations of the Regularity Lemma. Our presentation follows the one from [54], which is
especially well suited for sparse graphs.
Fix positive constants η and p, with p ≤ 1. We say that an n-vertex graph G is η-uniform with
density p, or simply (η, p)-uniform, if, for all A,B ⊆ V (G) with A ∩ B = ∅ and |A|, |B| ≥ ηn, we
have
(1− η)p|A||B| ≤ eG(A,B) ≤ (1 + η)p|A||B| (1.3)
and
(1− η)p
(|A|
2
)
≤ eG(A) ≤ (1 + η)p
(|A|
2
)
. (1.4)
Furthermore, we say that G is η-upper-uniform with density p, or simply (η, p)-upper-uniform, if
only the second inequalities in (1.3) and (1.4) hold for all A and B as above.
Let G be a graph, and let p be a positive constant. For any two disjoint subsets A,B ⊆ V (G),
let us define the p-density of the pair (A,B) in G to be the quantity
dG,p(A,B) =
eG(A,B)
p|A||B| .
Now suppose that ε > 0 and A,B are as above. We say that the pair (A,B) is (ε, p)-regular, or
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simply ε-regular when p = 1, if for all A′ ⊆ A and B′ ⊆ B with |A′| ≥ ε|A| and |B′| ≥ ε|B|, we have
|dG,p(A′, B′)− dG,p(A,B)| ≤ ε.
Finally, we say that a partition (V0, . . . , Vk) of V (G) is (ε, p)-regular if |V0| ≤ ε|V (G)|, and |Vi| = |Vj |
for all i, j ∈ {1, . . . , k}, and at least (1 − ε)(k2) pairs (Vi, Vj) with 1 ≤ i < j ≤ k are (ε, p)-regular.
We may now state a version of Szemerédi’s Regularity Lemma for (η, p)-upper-uniform graphs.
Lemma 1.1. For any ε > 0 and k0 ≥ 1, there are constants η = η(ε, k0) > 0 and K0 = K0(ε, k0) ≥
k0 such that any η-upper-uniform graph G with density 0 < p ≤ 1 and at least k0 vertices admits an
(ε, p)-regular partition (V0, . . . , Vk) with k0 ≤ k ≤ K0.
1.4 Bounding of Large Deviations
Many arguments in probabilistic combinatorics rely on our ability to simultaneously bound the tail
probabilities of a large number of random variables. Often, the ‘polynomial’ bounds that we can
obtain using Markov’s and Chebyshev’s inequalities are far too weak for our purposes. Fortunately,
whenever we are dealing with large families of independent random variables, which are intrinsic
to many objects studied by probabilistic combinatorics, the use of moment-generating functions
yields much stronger, ‘exponential’ estimates. The so-called Chernoff bounds, named after their
inventor [19], give exponentially decreasing bounds on tail probabilities of sums of independent
two-valued random variables. Our presentation follows that in [8, Appendix A].
Theorem 1.2. Let p ∈ [0, 1], and suppose that X1, . . . , Xn are mutually independent random vari-
ables with P (Xi = 1) = p and P (Xi = 0) = 1− p for all i. Let Sn = X1 + . . .+Xn, and note that
E[Sn] = pn. Then for every a > 0,
P
(
Sn − pn > a
) ≤ exp(− a2
2pn
+
a3
2(pn)2
)
and
P
(
Sn − pn < −a
) ≤ exp(− a2
2pn
)
.
Furthermore, regardless of p,
P
(|Sn − pn| > a) ≤ 2 exp(−2a2
n
)
.
A discrete-time martingale is a sequence X1, X2, . . . of absolutely integrable random variables
that satisfies for all n,
E
[
Xn+1|X1, . . . , Xn
]
= Xn.
A discrete-time martingale can be thought of as a generalization of a sequence of growing sums of
independent random variables. It is a very useful tool in situations where we do not have inde-
pendence. In such settings, when the Chernoff bounds are inapplicable, very strong tail probability
bounds can be still obtained from Azuma-Hoeffding inequality. The following result is proved in [8,
Chapter 7].
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Theorem 1.3. Let X0, X1, . . . be a martingale such that for all n, we have |Xn+1 −Xn| ≤ 1. Let
µ = E[X0]. For all n ∈ N and positive λ,
P
(|Xn − µ| > λ√n) ≤ 2e−λ2/2.
1.5 Resilience
A graph property is a class of graphs closed under isomorphism. A graph property P is monotone
increasing (decreasing) if, whenever a graph G is in P, every graphH that is a supergraph (subgraph)
of G with the same vertex set also belongs to P. Let P be a graph property, and let G be an arbitrary
graph from P. The resilience of G with respect to the property P measures how much one has to
change G in order to destroy P. Although the notion of resilience, also called fault tolerance, has
been present in the literature for several years (see, e.g., [3]), only recently it was given a more
systematic treatment by Sudakov and Vu [69], who define it as follows.
Definition 1.4. Let P be a monotone increasing (decreasing) graph property and let G be an
arbitrary graph.
1. The global resilience of G with respect to P is the minimum number r such that by deleting
(adding) at most r · e(G) edges from (to) G, one can obtain a graph not in P.
2. The local resilience of G with respect to P is the minimum number r such that by deleting
(adding) at most r · degG(v) edges at each vertex v of G, one can obtain a graph not in P.
Using the resilience terminology, one can restate many classic results in graph theory. For ex-
ample, the famous theorem of Turán [73] determines the global resilience of the complete graph on
n vertices with respect to the property of containing a k-vertex clique. The theorem of Dirac [24]
states that the local resilience of the n-vertex complete graph with respect to the property of con-
taining a Hamilton cycle is 1/2. In this respect, the notion of resilience has proved very useful and
initiated a series of generalizations of classic theorems to the more general setting of random and
pseudo-random graphs, see [17, 23, 40, 59, 69].
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Chapter 2
Properties of Ramsey graphs
2.1 Introduction
Given a graphG, we call a subsetW of its vertices homogeneous ifW is a clique or an independent set.
A classic result in Ramsey theory [35, 65] states that every n-vertex graph contains a homogeneous
set of size at least logarithmic in n. On the other hand, a simple application of the probabilistic
method proves that in almost every n-vertex graph, the size of the largest homogeneous set is
at most logarithmic in n. Moreover, the only known examples of graphs containing no super-
logarithmic homogeneous sets come from various constructions based on random graphs with edge
density bounded away from 0 and 1. Despite numerous efforts and a promised prize of $100 for
the discoverer [20], no one has yet found any explicit constructions of such graphs. Therefore it is
natural to ask whether all graphs with this property look ‘random’ in some sense.
For a graph G, let hom(G) denote the size of a largest homogeneous set of vertices in G. Given
a positive constant c, we say that an n-vertex graph G is c-Ramsey if hom(G) ≤ c log n. The first
definite result in the study of c-Ramsey graphs is due to Erdős and Szemerédi [36], who showed
that the edge density of a c-Ramsey graph is bounded away from 0 and 1. Soon thereafter, Erdős
and Hajnal [30] proved that for a fixed integer k, almost all c-Ramsey graphs are k-universal, i.e.,
they contain every graph on k vertices as an induced subgraph. This was improved by Prömel
and Rödl [64], who proved that in fact c-Ramsey graphs are d log n-universal, where the constant
d depends only on c. Since by definition a c-Ramsey graph does not contain a clique of super-
logarithmic size, this clearly is asymptotically best possible. A similar result was obtained by
Shelah [68], who proved that every c-Ramsey graph contains 2dn non-isomorphic induced subgraphs,
where again d is some constant depending only on c. This settled a conjecture of Erdős and Rényi.
We tackle a similar problem, first posed by Erdős, Faudree, and Sós (see [26, 27]), who stated
the following conjecture.
Conjecture 2.1. For every positive constant c, there is a positive constant b (depending on c) such
that if G is a c-Ramsey graph on n vertices, then the number of distinct pairs (v(H), e(H)) realized
by induced subgraphs H of G is at least bn5/2.
At the time the conjecture was stated, its authors knew how to prove an Ω(n3/2) lower bound.
The material presented in this chapter is joint work with Noga Alon, József Balogh and Alexandr Kostochka. It
was originally published under the title Sizes of induced subgraphs of Ramsey graphs in Combinatorics, Probability
and Computing (see [2]).
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Recently, it was improved to Ω(n2) by Alon and Kostochka [5]. We further improve this bound to
Ω(n1+
√
30/4−ε); note that 1 +
√
30/4 ≈ 2.3693.
Theorem 2.2 ([2]). For all positive constants c and ε, there is a positive constant b (depending
on c and ε) such that if G is a c-Ramsey graph on n vertices, then the number of distinct pairs
(v(H), e(H)) realized by induced subgraphs H of G is at least bn1+
√
30
4 −ε
In fact, as will become clear in the proof of Theorem 2.2, we prove a slightly stronger statement.
Namely, we show that for Θ(n) different values of k, there are k-vertex induced subgraphs with
Ω(n
√
30
4 −ε) different sizes.
The remainder of this chapter is organized as follows. In Section 2.2, we introduce some notation
and cite several results that will be used repeatedly throughout the chapter; at the end of the section,
we formulate Theorem 2.12 (a rather technical statement), from which we will quite easily derive
(in Section 2.3) the main result, Theorem 2.2. In Section 2.4, we prove three technical lemmas that
will later be used in the proof of Theorem 2.12 in Section 2.5.
2.2 Counting induced subgraphs
We start this section with two important definitions. For every integer k with 0 ≤ k ≤ v(G), we let
ψ(k,G) = max{e(H)− e(H ′) : H,H ′ ≤ G with v(H) = v(H ′) = k}, and
φ(k,G) = |{e(H) : H ≤ G with v(H) = k}|.
Note that the number of distinct pairs (v(H), e(H)) as H ranges over all induced subgraphs of G,
as in Conjecture 2.1, can now be computed by
∣∣{(v(H), e(H)) : H ≤ G}∣∣ = v(G)∑
k=0
φ(k,G).
Erdős, Goldberg, Pach, and Spencer [29] derived the following lower bound on ψ(k,G) for graphs
with edge density bounded away from 0 and 1; see also [5, 16].
Theorem 2.3. For any positive ε with ε < 1/2 and k and n satisfying 5/ε < k < n/2, and for any
graph G on n vertices with density satisfying ε < a(G) < 1− ε, we have ψ(k,G) ≥ 10−4k3/2ε1/2.
Suppose that each vertex v ∈ V (G) is given a nonnegative weight ω(v). For a subgraph G′ of G,
let its weight be defined as ω(G′) = e(G′) +
∑
v∈V (G′) ω(v). Generalizing the above definitions to
weighted graphs, we introduce a new parameter
φω(k,G) = |{ω(G′) : G′ ≤ G with v(G′) = k}|.
Also, for a vertex v, let degω(v,W ) = deg(v,W ) + ω(v) and similarly, degωH(u) = degH(u) + ω(u).
We will refer to these values as weighted degrees.
In the sequel we will repeatedly use the following results of Alon and Kostochka [5]. Although
Theorem 2.4 does not appear there in the form in which it is stated below, it can be inferred from
the proof of the main result of [5] (see the concluding remarks in [5]).
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Theorem 2.4. For every positive ε with ε < 1/2, there is an integer n0 (depending on ε) such that
the following holds. Let G be a graph with ε < a(G) < 1 − ε. If n = v(G) ≥ n0, and k ≤ εn3 and
every vertex v ∈ V (G) is given a weight ω(v) in the interval [0, x · ψ(k,G)/k], where x ≥ 1, then
φω(k,G) ≥ 10−8 k
x
.
Moreover, one can find 10−8k/x distinct sizes of induced k-vertex subgraphs of G such that the
difference between consecutive weights is at least mx, where m = 500ψ(k,G)/k.
Definition 2.5. Let G be a graph on n vertices. For 0 ≤ k ≤ n, define
m(k,G) = 500
ψ(k,G)
k
.
For a k-element subset W of V (G), say that a vertex v in G is W -typical if
∣∣deg(v,W )− a(G)(k − 1)∣∣ ≤ m(k,G) + 1.
Theorem 2.6 ([5]). Let G be a graph on n vertices, and let W be a k-element subset of V (G),
where 20 < k ≤ n/3. All but at most |W |/5 vertices inside W are W -typical, and all but at most
|W |/5 vertices outside W are W -typical.
It is also good to keep in mind the following simple observation.
Observation 2.7. Let G be a graph, and let W be a k-element subset of V (G). If ω is a nonnegative
weight function on V (G), then every W -typical vertex v satisfies
∣∣degω(v,W )− a(G)(k − 1)∣∣ ≤ m+ ω(v) + 1.
In particular, if the weights are in the interval [0, x · ψ(k,G)/k] for some x ≥ 1, then all typical
vertices satisfy ∣∣degω(v,W )− a(G)(k − 1)|∣∣ ≤ 2mx.
The two main definitions we are about to state are motivated by the following result of Erdős
and Szemerédi [36].
Theorem 2.8. For every positive constant c, there is some positive ε (depending on c) such that if
G is an n-vertex c-Ramsey graph, then ε < a(G) < 1− ε.
Assume that G is a graph on n vertices and H is an induced subgraph of G with nδ vertices. It is
clear that hom(H) ≤ hom(G). Therefore, if G is c-Ramsey, then H is c/δ-Ramsey, so in particular
a(H) is bounded away from 0 and 1. Below we define a similar property for an arbitrary graph.
Definition 2.9. For 0 < ε < 1/2 and 0 < δ ≤ 1, let D(, δ) denote the family of graphs G such that
all induced subgraphs H ≤ G with v(H) ≥ v(G)δ have density a(H) in the interval (ε, 1− ε).
We immediately derive the following corollary of Theorem 2.8.
Corollary 2.10. Let c and δ be positive constants. There are constants ε ∈ (0, 1/2) and n0 (de-
pending on c and δ) such that every n-vertex c-Ramsey graph with n ≥ n0 belongs to D(, δ).
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Keeping in mind the statement of Corollary 2.10, from now on we can focus our attention on
graphs in the classes D(, δ). Our aim will be to show that large enough graphs in D(, δ) have many
induced subgraphs that differ either by number of vertices or weight, for a reasonably chosen weight
function. The following definition should make this a little more precise.
Definition 2.11. For 0 < ε < 1/2 and 0 < δ ≤ 1, let P(, δ) be the set of pairs (α, β) such that for
some positive constants C, D, F , and n0 the following holds:
If n ≥ n0 and G is an n-vertex graph in D(, δ), then
φω(k,G) ≥ C k
xF logD n
min
{
kα,
(
ψ(k,G)
k
)β}
(2.1)
for all k ∈ [ n100 , n3 ] and nonnegative weight functions ω bounded by x · ψ(k,G)/k, where x ≥ 1.
We will be working only with graphs whose edge density is bounded away from 0 and 1. For
all such G, Theorem 2.3 guarantees that (ψ(k,G)/k)β = Ω(kβ/2) when k ∈ [ n100 , n3 ]. Therefore, if
β > 2α, the minimum in (2.1) is kα, and it can change only by a constant multiplicative factor when
we decrease β to 2α. Since we do not care about the constants, but only the order of magnitude of
φω(k,G), we can always assume that β ≤ 2α whenever (α, β) ∈ P(, δ).
Also, since ψ(k,G) ≤ k(k − 1)/2, trivially (ψ(k,G)/k)β ≤ kβ . Therefore, when α > β, the
minimum in (2.1) is (ψ(k,G)/k)β , and it will not change when we decrease α to β. Therefore we
can also assume that α ≤ β when (α, β) ∈ P(, δ).
Finally, we state the main theorem, from which the main result, Theorem 2.2, will be derived as
a simple corollary.
Theorem 2.12 ([2]). If (α, β) ∈ P(, δ), then
(
β+2
β+5 ,
α+1
2
)
∈ P(, δ/10).
We postpone the proof of Theorem 2.12 to Section 2.5. Instead we now show how it implies the
main result, Theorem 2.2.
2.3 Proof of Theorem 2.2
First note that, by Theorem 2.4, when 0 < ε′ < 1/2, the pair (0, 0) is in P(ε′, 1). Define
i(α, β) =
(
β + 2
β + 5
,
α+ 1
2
)
,
and note that
i2(α, β) =
(
α+ 5
α+ 11
,
2β + 7
2β + 10
)
.
Now it is easy to see that both coordinates of the sequence i2n(0, 0) are increasing and bounded,
and hence the sequence converges to a pair (α, β) satisfying
α =
α+ 5
α+ 11
and β =
2β + 7
2β + 10
,
namely,
(α, β) = (
√
30− 5,
√
30
2
− 2) ≈ (0.4772, 0.7386).
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By iteratively applying Theorem 2.12, we infer that for every positive constant ε, there is some δ
such that (α−ε, β−ε) ∈ P(′, δ) for every ε′ > 0. Let G be a c-Ramsey graph with v(G) sufficiently
large, and let n = v(G). By Corollary 2.10, G ∈ D(′, δ) for some positive ε′. Set x = 1 and let
ω(v) = 0 for all v ∈ V (G). By the definition of P(′, δ), for all k ∈ [ ′n100 , 
′n
3 ],
φ(k,G) ≥ C k
logD n
min
{
kα−ε,
(
ψ(k,G)
k
)β−ε}
≥ Ω
(
k ·min{kα−ε, k(β−ε)/2}
logD n
)
≥ Ω
(
min
{
k1+α−2ε, k1+β/2−ε
})
≥ Ω
(
k
√
30
4 −ε
)
,
where the first inequality follows from Theorem 2.3, the second inequality holds because k = Θ(n)
and hence logD n = o(kε), and the last one is due to β/2 < α. Hence the number of distinct pairs
(v(H), e(H)) can be bounded below as follows:
n∑
k=0
φ(k,G) ≥
∑
k∈[ ′n100 , 
′n
3 ]
φ(k,G) ≥ Ω(n1+
√
30
4 −ε).
2.4 Technical lemmas
Theorem 2.13 ([2]). LetMj denote the family of all
∏j−1
i=0 (n−i) ordered subsets of [n] of cardinality
j. Let f : Mj → R be a real function. Suppose that |F (A)− f(B)| ≤ 1 for every A = {a1, . . . , aj} ∈
Mj and B = {b1, . . . , bj} ∈Mj such that the number of indices i for which ai 6= bi is at most 2. Let
µ denote the expected value of f(T ), where T is chosen randomly and uniformly in Mj. Then, for
every λ > 0,
P
(|f(T )− µ| ≥ λ√j) ≤ 2e−λ2/2.
Proof. We apply the method from [4, Lemma 2.2]. Define a martingale X0, X1, . . . , Xj on the
members T of Mj , where Xi(T ) is the expected value of f(T ′) as T ′ ranges over all ordered subsets
T of size j whose first i entries agree with the first i entries of T . Thus X0 = µ is a constant and
Xj(T ) = f(T ). We claim that if two ordered sets A and B agree on their first i elements and differ
in position i + 1, then |Xi+1(A) −Xi+1(B)| ≤ 1. For every T ∈ Mj , let pi(T ) be the set obtained
from T by swapping ai+1 and bi+1. Clearly, pi is a bijection between the ordered sets T ∈ Mj that
agree with A on their first i+ 1 elements and those that agree with B on their first i+ 1 elements,
such that the symmetric difference between T and pi(T ) is at most 2 for all T . Thus the two averages
Xi+1(A) and Xi+1(B) differ by at most 1. This easily implies that |Xi+1(T )−Xi(T )| ≤ 1 for all i,
as Xi(T ) is the average of numbers of the form Xi+1(T ′) any pair of which, by the hypothesis, differ
by at most 1. The result now follows from Theorem 1.3.
From the above it is easy to get the following.
Lemma 2.14 ([2]). Let s be a fixed integer. Let G be a graph on n vertices, and take N1, . . . , Nns ⊆
V (G) with ni = |Ni|. There is an ordering (v1, . . . , vn) of the vertices in V (G) such that, if Sj =
{v1, . . . , vj} for 1 ≤ j ≤ n, then
1. for each i and j, the size of Sj∩Ni differs from its expectation jn ·ni by at most 2j1/2
√
2(s+ 1) log(2n),
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2. for each j, the number of edges in G[Sj ] differs from its expectation a(G) ·
(
j
2
)
by at most
2j3/2
√
2 log(2n).
Proof. Take a random ordering of the vertices of V (G). For every fixed j, the set Sj is a uniform
random j-subset of V (G). Fix i ∈ [ns]. By applying Theorem 2.13 to the function f defined by
f(T ) = |T ∩Ni|/2, we obtain
P
(∣∣|Sj ∩Ni| − j
n
· ni
∣∣ > 2j1/2√2(s+ 1) log(2n)) ≤ 1
(2n)s+1
.
It follows that the probability that our ordering does not satisfy 1 is at most ns ·n ·1/(2n)s+1, which
is at most 1/2s+1.
Similarly, applying Theorem 2.13 when f(T ) if defined to be e(G[T ])/(2|T |) yields
P
(∣∣e(G[Sj ])− a(G) · (j
2
)∣∣ > 2j3/2√log(2n)) ≤ 1
2n
.
Therefore, the probability that our ordering does not satisfy 2 is at most 1/2. Hence the probability
that a random ordering of V (G) satisfies both 1 and 2 is greater than zero.
Finally, we need a folklore lemma, whose proof we present for the sake of completeness. For a
set X ⊆ R that is a union of finitely many disjoint intervals, let l(X) denote the sum of the lengths
of these intervals.
Lemma 2.15 ([2]). Given n bounded open intervals I1, . . . , In, there exists a set J ⊆ [n] such that
the intervals indexed by J are pairwise disjoint and
∑
j∈J
l(Ij) = l
⋃
j∈J
Ij
 ≥ 1
2
l
 n⋃
j=1
Ij
 .
Proof. First, we delete all ‘redundant’ intervals, i.e. every time some Ii ⊆
⋃
j 6=i Ij , we remove Ii.
Since the union of all intervals does not change after any such deletion, without loss of generality
we can assume that the family I1, . . . , In contains no redundant intervals. We may also assume that
the left ends of our intervals form a nondecreasing sequence. It easily follows that also the right
ends form a non-decreasing sequence, or otherwise Ii+1 ⊆ Ii for some i.
Now observe that whenever j > i + 1, the interval Ij lies to the right of Ii (so in particular
they are disjoint), or otherwise Ii+1 ⊆ Ii ∪ Ij . Hence all the intervals with even indices are pairwise
disjoint, and similarly, all the intervals with odd indices are pairwise disjoint. Clearly, one of those
families has to cover at least half of the total length.
2.5 Proof of Theorem 2.12
Fix some δ, ε > 0 and any pair (α, β) ∈ P(, δ). Let γ = (β + 2)/(β + 5) and C,D, F be as in
Definition 2.11. Recall that by the remark following Definition 2.11, we may assume that β/2 ≤
α ≤ β. Furthermore, choose G ∈ D(, δ/10) with n vertices, fix k ∈ [ n100 , n3 ], and fix x ≥ 1. For
each v ∈ V (G), let ω(v) be its weight, satisfying 0 ≤ ω(v) ≤ x · ψ(k,G)/k. To simplify the notation
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we let m = m(k,G). Throughout the proof we will assume that n is sufficiently large. We will also
omit all ceiling and floor signs, as they are not crucial. Finally, in order to avoid tedious constant
computations, C ′, D′, F ′, C ′′, D′′, F ′′ . . . will denote some constants that depend only on δ, ε, α, and
β, and not on k, n, ω, or G. In order to limit the number of different symbols in the proof, these
constants will often be ‘recycled’. We hope that this does not cause too much confusion. Similarly,
C1, C2, . . . will denote some constants depending only on δ, ε, α, and β, but their values will remain
fixed throughout the entire proof.
Theorem 2.4 guarantees the existence of a sequence H1, . . . ,H10−8k/x of k-vertex induced sub-
graphs of G such that ω(Hi+1)− ω(Hi) ≥ mx for every 1 ≤ i < 10−8k/x.
Before we start, let us outline our general strategy. First, for each i in the above range, we will
find an interval Ii centered at ω(Hi) that contains some Ni different weights of k-vertex induced
subgraphs of G. Then, using Lemma 2.15, we will find a large subfamily of pairwise disjoint intervals
(thus making sure that they all contain different weights) and add up the corresponding values of
Ni. The sum we obtain will surely be a lower bound on the number of distinct weights of k-vertex
induced subgraphs of G. In order to prove the promised lower bound, we will make sure that for all
i, the ratio of Ni and the length l(Ii) of the interval Ii will satisfy
Ni
l(Ii)
≥ C
′
mxF ′ logD
′
n
min
{
kγ ,m
1+α
2
}
. (2.2)
We also ensure that the total length of this family of disjoint intervals will be of order Ω(k ·m).
Fix i. By Theorem 2.6, at least 0.8k vertices in V (Hi) are V (Hi)-typical. Hence, we can find
either a list u1, . . . , u0.5kγ of typical vertices with different values under degωHi or a set Bi ⊆ V (Hi)
of typical vertices with the same value under degωHi , say d
′
i, of size at least k1−γ . Similarly, there are
either typical vertices v1, . . . , v0.5kγ ∈ V (G)−V (Hi) with different weighted degrees degω(vj , V (Hi))
or a set Ai ⊆ V (G) − V (Hi) of typical vertices with the same value of degω(−, V (Hi)), say di, of
size at least k1−γ .
Assume first that we have found a list u1, . . . , u0.5kγ ∈ V (Hi) of typical vertices with different
weighted degrees degωHi . Let v be an arbitrary V (Hi)-typical vertex from V (G) − V (Hi). Either
at least 0.25kγ vertices in the list (uj) are adjacent to v, or at least 0.25kγ vertices in that list
are non-neighbors of v. Without loss of generality we may assume that the former holds and
u1, . . . , u0.25kγ ∈ NG(v). Consider graphs Hi,j = G[V (Hi)∪{v}−{uj}]. For all j in {1, . . . , 0.25kγ},
the weights ω(Hi,j), which satisfy
ω(Hi,j) = ω(Hi) + deg
ω(v,Hi)− 1− degωHi(uj),
are all distinct. Moreover, since both uj and v are V (Hi)-typical, by our assumption on ω and
Observation 2.7,
|ω(Hi,j)− ω(Hi)| ≤ |degω(v,Hi)− degωHi(uj)|+ 1 < 5mx.
Hence if we set Ii = ω(Hi) + (−5mx, 5mx), then all the weights ω(Hi,j) will belong to Ii. Therefore
Ni ≥ C ′kγ , and so (2.2) is satisfied.
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We deal with the case when we can find a list v1, . . . , v0.5kγ in a similar fashion. Fix a typical
vertex u ∈ V (Hi). Similarly as above, without loss of generality we may assume that v1, . . . , v0.25kγ
are adjacent to u. The 0.25kγ graphs obtained from V (Hi) by exchanging u with a vertex from the
list v1, . . . , v0.25kγ have distinct weights from the interval Ii = ω(Hi) + (−5mx, 5mx). Hence for the
remainder of the proof we assume that there are sets Ai, Bi and numbers di, d′i, as described above.
Let t = k2(1−γ)/3. Fix an arbitrary subset B′i of Bi of size t. We can find a t-element subset
A′i ⊆ Ai such that the numbers of neighbors in B′i of every pair of vertices of A′i differ by at most√
t. It is possible since
|Ai| ≥ t3/2 = t · |B
′
i|√
t
.
Let d∗i be the edge density between A′i and B′i, that is
d∗i =
∑
v∈A′i
deg(v,B′i)
t2
.
By the choice of A′i, we have |deg(v,B′i) − td∗i | ≤
√
t for all v ∈ A′i. Applying Lemma 2.14 to
the graph G[B′i] and the neighborhoods in the set B′i of vertices from A′i, one gets the following
statement.
Claim 2.16. It is possible to order B′i as b1, . . . , bt} so that, for all 1 ≤ z ≤ t,
1. |e(Sz)− a′i
(
z
2
)| ≤ 2z3/2√2 log k, and
2. |deg(v, Sz)− zd∗i | ≤ 2z1/2
√
5 log k for all v ∈ A′i,
where Sz = {b1, . . . , bz} and a′i = a(G[B′i]).
Proof. Let A′i = {v1, . . . , vt}. Define Nj to be the set of neighbors of vj in the set B′i. By the remark
preceding the statement of this Claim, we have
nj = |Nj | = deg(vj , B′i) ∈
[
td∗i −
√
t, td∗i +
√
t
]
. (2.3)
Lemma 2.14 applied to the graph G[B′i] and the sets N1, . . . , Nt yields the desired ordering b1, . . . , bt.
To see that 1 holds, it suffices to note that t k, so log(2t) ≤ log k. For 1, Lemma 2.14 guarantees
that ∣∣∣d(vj , Sz)− z
t
nj
∣∣∣ ≤ 2z1/2√4 log(2t); (2.4)
combining (2.3) with (2.4) gives the desired bound.
What we would like to do now is to obtain many k-vertex induced subgraphs of G with different
weights by exchanging the set of vertices Sz ⊆ B′i with many subsets of A′i, possibly for many values
of z.
To get started and see how this idea works in practice, let Tz be some set of z vertices from A′i,
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and let H ′i(z) = G[V (Hi) ∪ Tz − Sz]. We compute the weight of this graph.
ω(H ′i(z)) = ω(Hi)−
z∑
j=1
(ω(bj) + degHi(bj)) + e(Sz) +
∑
v∈Tz
(ω(v) + deg(v,Hi − Sz)) + e(Tz)
= ω(Hi)− d′iz + e(Sz) +
∑
v∈Tz
(di − deg(v, Sz)) + e(Tz)
= ω(Hi) + ∆iz + e(Sz) + e(Tz)−
∑
v∈Tz
deg(v, Sz), (2.5)
where ∆i = di − d′i ∈ [−4mx, 4mx]. If all the degrees deg(v, Sz), where v ranges over A′i ⊇ Tz, were
equal, then for fixed i and z the weight of H ′i(z) would depend only on e(Tz). Even though it does
not have to be the case (our last claim only guarantees that deg(v, Sz) are all ‘close’ to d∗i z), this
will not be a big issue for us, since, as we will later see, by assigning carefully chosen weights to
vertices in A′i, we can compensate for the possibly uneven distribution of the degrees.
Fix z with z ≥ n1/10. Let dmaxi (z) = maxv∈A′i deg(v, Sz) and for each v ∈ A′i set ω′(v) =
dmaxi (z)− deg(v, Sz). If we again let Tz be some z-subset of A′i, then
ω′(Tz) = e(Tz) +
∑
v∈Tz
ω′(v) = e(Tz)−
∑
v∈Tz
d(v, Sz) + d
max
i (z) · z. (2.6)
Hence if we combine (2.5) with (2.6), we can express the weight ω(H ′i(z)) of H ′i(z) as
ω(H ′i(z)) = ω(Hi) + ∆iz + e(Sz)− dmaxi (z) · z + ω′(Tz),
where only the last term depends on the choice of Tz as a particular z-subset of A′i.
Claim 2.17. There are positive constants C1 and D1 such that if n1/10 ≤ z ≤ t′ = εt/3, then
φω′(z,G[A
′
i]) ≥
C1z
logD1 n
min
{
zα,
(
ψ(z,A′i)
z
)β}
. (2.7)
Proof. Let A′′i be any (3z/ε)-element subset of A′i that contains some z vertices spanning the most
edges among all z-vertex subsets of A′i and some z vertices spanning the least edges among all z-
vertex subsets of A′i. By construction, ψ(z,A′′i ) = ψ(z,A′i). Since we assumed that z is large enough,
G ∈ D(, δ/10) implies that G[A′′i ] ∈ D(, δ). By our assumption that (α, β) ∈ P(, δ), we have
φω′(z,G[A
′′
i ]) ≥
C ′z
logD z · logF n min
{
zα,
(
ψ(z,A′′i )
z
)β}
,
since from Claim 2.16 (ii) and Theorem 2.3 it follows that (provided n is large enough) 0 ≤ ω′ ≤ log n·
ψ(z,A′′i )/z. Finally, (2.7) follows because A′′i ⊆ A′i, and therefore φω′(z,G[A′i]) ≥ φω′(z,G[A′′i ]).
We rewrite formula (2.5) as
ω(H ′i(z)) = ω(Hi) + ∆iz + a
′
i
(
z
2
)
+ (e(Sz)− a′i
(
z
2
)
) + e(Tz)−
∑
v∈Tz
(deg(v, Sz)− d∗i z)− d∗i z2.
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Now let ai = a(G[A′i]), and recall that z ≥ n1/10. Since:
• |e(Sz)− a′i
(
z
2
)| ≤ 2z3/2√2 log k by Claim 2.16 (i),
• |deg(v, Sz)− d∗i z| ≤ 2z1/2
√
5 log k by Claim 2.16 (ii),
• |e(Tz)− ai ·
(
z
2
)| ≤ ψ(z,A′i) by the definition of ψ, and
• ψ(z,A′i) ≥ 10−4ε1/2z3/2 by Theorem 2.3 and the assumptions on G and z,
we conclude that ω(H ′i(z)) − ω(Hi) lands in the interval Ii(z) obtained by scaling and shifting the
interval (−ψ(z,A′i), ψ(z,A′i)). That is,
Ii(z) = ∆iz + (a
′
i + ai)
(
z
2
)
− d∗i z2 + C2 log k ·
(− ψ(z,A′i), ψ(z,A′i)), (2.8)
where C2 is some constant depending only on ε. In particular, the following is true.
Claim 2.18. We can find k-vertex induced subgraphs of G with at least φω′(z,G[A′i]) different weights
in the interval ω(Hi) + Ii(z).
In the remainder of the proof we will carefully bound the number of different weights in all these
intervals. Recall that the number z of vertices we want to exchange satisfies n1/10 ≤ z ≤ t′ = εt3 .
For the sake of brevity, let |Ii(z)| denote max{| inf Ii(z)|, | sup Ii(z)|}, and
c(Ii(z)) = ∆iz + (a
′
i + ai)
(
z
2
)
− d∗i z2 (2.9)
will denote the center of the interval Ii(z).
Before we proceed with the counting, first we prove a technical lemma.
Claim 2.19. For z ≥ n1/10, the centers c(Ii(z + 1)) and c(Ii(z)) satisfy
|c(Ii(z + 1))− c(Ii(z))−∆i| < 5z.
In particular,
|∆i| − 5z < |c(Ii(z + 1))− c(Ii(z))| < |∆i|+ 5z.
Proof. Let δ = c(Ii(z + 1))− c(Ii(z)). Looking at the definition of c(Ii(z)) in (2.9), it is easy to see
that δ can be computed as follows:
δ = ∆i + (a
′
i + ai) ·
[(
z + 1
2
)
−
(
z
2
)]
+ d∗i (z
2 − (z + 1)2) = ∆i + (a′i + ai)z − d∗i (2z + 1).
Hence, ∣∣δ −∆i∣∣ ≤ (a′i + ai)z + d∗i (2z + 1) ≤ 4z + 1,
where the last inequality holds because ai, a′i, d∗i ∈ [0, 1].
We will now analyze the function z 7→ |Ii(z)| and split the proof into several cases. First, recall
that m = 500ψ(k,G)/k and z is in the range n1/10 ≤ z ≤ t′ = εt/3.
Case 1. maxz |Ii(z)| < 3mx.
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In particular, Ii(t′) ⊆ (−3mx, 3mx). We set Ii = ω(Hi) + (−3mx, 3mx) and note that by
Claims 2.17 and 2.18,
Ni ≥ φω′(t′, G[A′i]) ≥
C1t
′
logD1 n
min
{
(t′)α,
(
ψ(t′, A′i)
t′
)β}
≥ C
′
logD
′
n
min
{
k
2
3 (1−γ)(1+α), k
2
3 (1−γ)(1+ β2 )
}
=
C ′
logD
′
n
kγ , (2.10)
since α ≥ β/2 and 23 (1 − γ)(1 + β2 ) = γ. Finally, note that l(Ii) = 6mx, and therefore inequality
(2.2) is satisfied. This completes the proof in Case 1.
Case 2. maxz |Ii(z)| ≥ 3mx.
Let z0 be the minimal z such that |Ii(z)| ≥ 3mx. First we show that |Ii(z0)| is in fact not much
larger than 3mx. To make this precise, we prove the following claim.
Claim 2.20. If z0 > n1/10, then there is a constant C3 depending only on ε such that
|Ii(z0)| < C3mx.
Proof. Minimality of z0 implies that |c(Ii(z0 − 1))| and C2 log k ·ψ(z0 − 1, A′i) are at most 3mx. By
Claim 2.19,
|c(Ii(z0))| ≤ 3mx+ |∆i|+ 5z0 < C ′mx,
where the second inequality holds since, by Theorem 2.3, we have 3mx ≥ ψ(z0 − 1, A′i) = Ω
(
z
3/2
0
)
and, by Observation 2.7, we have |∆i| ≤ 4mx (recall that we work only with typical vertices).
Finally, note that ψ(z0, A′i) differs from ψ(z0 − 1, A′i) by at most z0. Therefore,
|Ii(z0)| = |c(Ii(z0))|+ C2 log k · ψ(z0, A′i) < C ′mx+ C ′′ log k · ψ(z0 − 1, A′i) < C3mx.
From (2.8) it easily follows that
|Ii(z)| ≤ |∆i|z + |(a′i + ai)
(
z
2
)
− d∗i z2|+ C2 log k · ψ(z,A′i), (2.11)
and therefore we can split the proof into further subcases, depending on which of the three terms
on the right-hand side of (2.11) is the ‘dominant’ term.
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Case 2a. C2 log k · ψ(z0, A′i) ≥ mx.
First note that z0 = Ω
(√
mx
log k
)
, simply because ψ(z,−) ≤ (z2). Claim 2.20 allows us to set Ii =
ω(Hi) + (−C3mx,C3mx) ⊇ ω(Hi) + Ii(z0). Finally by Claims 2.17 and 2.18,
Ni ≥ φω′(z0, G[A′i]) ≥
C1z0
logD1 n
min
{
(z0)
α,
(
ψ(z0, A
′
i)
z0
)β}
=
C1
logD1 n
min
{
z
(1+α)
0 , ψ(z0, A
′
i)
βz1−β0
}
≥ C
′
logD
′
n
min
{
(mx)
1+α
2 , (mx)β(mx)
1−β
2
}
=
C ′
logD
′
n
(mx)
1+α
2 , (2.12)
since α ≤ β. The length of Ii is l(Ii) = 2C3mx, hence the inequality (2.2) is satisfied. This completes
the proof in Case 2a.
Case 2b. z0 ≥
√
mx/3 (takes care of
∣∣(a′i + ai)(z02 )− d∗i z20∣∣ ≥ mx).
Note that |∆i| <
√
mx log k or else the center of Ii(z1), where z1 =
√
mx/log1/4 k < z0 would be at
distance at least
|∆i|z1 − |(a′i − ai(z1))
(
z1
2
)
− d∗i z21 | ≥ mx log1/4 k −O
(
mx√
log k
)
> 3mx
from 0, contradicting the minimality of z0. From (2.11) and the above bound on |∆i| it follows that
|Ii(
√
mx/log k)| ≤ C ′ mx√
log k
≤ 0.1mx. In the sequel we will combine this simple observation with
the following claim.
Claim. For
√
mx/log k ≤ z < z0, the intervals Ii(z) and Ii(z + 1) intersect.
By Claim 2.19, the distance δ between the centers of these two intervals is at most |∆i|+5z, and
ψ(z,A′i) ≥ C ′z3/2  (mx)1/2+1/6  |∆i|. Now we are done, since l(Ii(z)) = 2C2 log k · ψ(z,A′i).
The upper bound on |Ii(
√
mx/ log k)|, together with this Claim show that the family {Ii(z) :√
mx/log k ≤ z ≤ z0} covers an interval of length at least 2.9mx (either [0.1mx, 3m] or [−3m,−0.1mx]).
Also, Claim 2.20 shows that Ii(z0) (and by the choice of z0 also all the other intervals Ii(z) with√
mx/log k ≤ z ≤ z0) is entirely contained in −ω(Hi) + Ii = (−C3mx,C3mx).
Again, by Claims 2.17 and 2.18, in each of the intervals ω(Hi)+Ii(z), where
√
mx/ log k ≤ z ≤ z0,
we can find at least
φω′(z,G[A
′
i]) ≥
C1
logD1 n
min
{
z1+α, ψ(z,A′i)
βz1−β
} ≥ C ′
logD
′
n
min
{
m
1+α
2 , l(Ii(z))
βm
1−β
2
}
weights. Lemma 2.15 ensures we can find a collection of disjoint Ii(z)’s, indexed by z ∈ Z, of total
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length at least 1.45m. Hence
Ni ≥
∑
z∈Z
C ′
logD
′
n
min
{
m
1+α
2 , l(Ii(z))
βm
1−β
2
}
≥ C
′
logD
′
n
min
{
m
1+α
2 ,
∑
z∈Z
l(Ii(z))
βm
1−β
2
}
≥ C
′
logD
′
n
min
m 1+α2 ,
(∑
z∈Z
l(Ii(z))
)β
m
1−β
2
 ≥ C ′′logD′′ n min
{
m
1+α
2 ,mβm
1−β
2
}
=
C ′′
logD
′′
n
m
1+α
2 , (2.13)
where the third inequality holds because 0 ≤ β ≤ 1 and therefore y 7→ yβ is concave. Once again,
l(Ii) = 2C3mx and therefore inequality (2.2) is satisfied. This completes the proof in Case 2b.
Case 2c. |∆i|z0 ≥ mx and ψ(z0, A′i) ≥ |∆i|.
We may assume that neither of the previous subcases holds, so C2 log k · ψ(z0, A′i) < mx and
z0 <
√
mx/3, which implies |∆i| >
√
3mx. If |∆i|z0 > 8mx, then by Claim 2.19,
|c(Ii(z0 − 1))| > 8mx− |∆i| − 5z ≥ 8mx− 4mx−mx = 3mx,
contradicting the minimality of z0. Hence |∆i|z0 ≤ 8mx. Moreover, z0 is not too small either, since
z20 > ψ(z0, A
′
i) ≥ |∆i| >
√
3mx =
√
1500x · ψ(k,G)/k ≥ C ′k1/4. (2.14)
Before we proceed, we need the following claim.
Claim. For all z such that z0/30 ≤ z ≤ z0,
10−3ψ(z0, A′i) ≤ ψ(z,A′i) ≤ 48ψ(z0, A′i). (2.15)
The first inequality follows from a simple averaging argument (see [5, Observation 4]), which
implies that
ψ(z,A′i) ≥ ψ(z0, A′i) ·
(
z
2
)
/
(
z0
2
)
.
Finally, Lemma 6 in [5] yields that for every n-vertex graph G and all 0 < s < k < n/3, we have
ψ(s,G) ≤ 48ψ(k,G). This implies the second inequality.
This Claim implies that 0 ≤ ω′ ≤ C ′z1/2√log k ≤ log n · ψ(z,A′i)/z for all z in the range
[z0/30, z0]. Moreover, since (2.14) implies that z0/30 ≥ n1/10, Claims 2.17 and 2.18 imply that in
each interval ω(Hi) + Ii(z) we find at least
φω′(z,G[A
′
i]) ≥
C1z
logD1 n
min
{
zα,
(
ψ(z,A′i)
z
)β}
=
C1
logD1 n
min
{
z1+α, ψ(z,A′i)
βz1−β
}
≥ C
′
logD
′
n
min
{
l(Ii(z))
1+α
2 , l(Ii(z))
βl(Ii(z))
1−β
2
}
=
C ′
logD
′′ l(Ii(z))
1+α
2
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k-vertex induced subgraphs with different weights. Now, since |∆i|z0 ≤ 8mx,
|c(Ii(z0/30))| ≤ |∆i| z0
30
+ 3
( z0
30
)2
≤ 4mx
15
+
mx
900
≤ mx
2
.
Moreover, by Claim 2.19 and (2.15),
|c(Ii(z + 1))− c(Ii(z))| < |∆i|+ 5z ≤ 2ψ(z0, A′i) ≤ C2 log k · ψ(z,A′i) = l(Ii(z))/2,
so the intervals Ii(z) and Ii(z+ 1) intersect and hence the family {I ′i(z) : z0/30 ≤ z ≤ z0} will cover
an interval of length at least 2.5mx. Lemma 2.15 ensures we can find a collection of disjoint Ii(z)’s,
indexed by z ∈ Z, of total length not smaller than 1.25m. By (2.11),
|Ii(z0)| ≤ |∆i|z0 + z2 + C2 log k · ψ(z0, A′i) < 8mx+mx+mx,
and therefore all intervals Ii(z) in question are entirely contained in the interval (−10mx, 10mx).
Hence, if we set Ii = ω(Hi) + (−10mx, 10mx), we will have
Ni ≥ C
′
logD
′
n
∑
z∈Z
l(Ii(z))
1+α
2 ≥ C
′
logD
′
n
(∑
z∈Z
l(Ii(z))
) 1+α
2
≥ C
′
logD
′
n
m
1+α
2 , (2.16)
where the second inequality follows by concavity of the function y 7→ y 1+α2 (recall that 0 ≤ α ≤ 1).
Finally, note that inequality (2.2) is satisfied. This completes the proof in Case 2c.
Case 2d. |∆i|z0 ≥ mx and ψ(z0, A′i) < |∆i|.
Recall that t′ = εt/3. This time we have to let z be a little larger. Define
z1 = min
{
t′,min{z : ψ(z,A′i) ≥ |∆i|}
}
.
There are two distinct cases to consider, depending on which value in the above minimum is smaller.
Case 2d-A. z1 = t′ and ψ(z,A′i) < |∆i| for all z ≤ z1.
First note that z1  ψ(z1, A′i) < |∆i|, so
c(Ii(z1)) ≥ |∆i|z1 − z21 ≥ 0.5|∆i|z1,
and
c(Ii(z1/30)) ≤ |∆i| z1
30
+
( z1
30
)2
≤ 0.1|∆i|z1.
Claim. There are at least C ′z1/ log k pairwise disjoint intervals among {Ii(z) : z1/30 ≤ z ≤ z1}.
Since |∆i| is larger than both z and l(Ii(z)), intuitively it is clear that whenever z2 − z1 is big
enough, Ii(z1) and Ii(z2) are disjoint. Formally, by Claim 2.19,
|c(Ii(z2))− c(Ii(z1))| ≥ (z2 − z1) · |∆i| − 5z2(z2 − z1) = (z2 − z1) · (|∆i| − 5z2) ≥ (z2 − z1)|∆i|
2
,
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and therefore whenever
z2 − z1 ≥ 4C2 log k ≥ l(Ii(z1)) + l(Ii(z2))|∆i| ,
the intervals Ii(z1) and Ii(z2) are disjoint.
For each z,
|Ii(z)| ≤ |∆i|z + z2 + C2 log k · ψ(z,A′i) < 2|∆i|z,
so (−2|∆i|t′, 2|∆i|t′) contains all the intervals Ii(z) for z1/30 ≤ z ≤ z1. Finally, set Ii = ω(Hi) +
(−2|∆i|t′, 2|∆i|t′). Since z1/30 ≥ n1/10,
Ni ≥ C
′
log k
t′ · C1t
′
logD1 n
min
{
(t′)α,
(
ψ(t′, A′i)
t′
)β}
≥ t′ · C
′′
logD
′
n
min
{
k
2
3 (1−γ)(1+α), k
2
3 (1−γ)(1+ β2 )
}
= t′ · C
′′
logD
′
n
kγ . (2.17)
Recall that we are exchanging only V (Hi)-typical vertices and therefore |∆i| ≤ 4mx. Hence l(Ii) ≤
16mx · t′ and therefore inequality (2.2) is satisfied. That completes the proof in Case 2d-A.
Case 2d-B. ψ(z1, A′i) ≥ |∆i|.
We can simply rewrite the proof of Case 2c here, replacing z0 with z1. The only change is that
Ii = ω(Hi) + (−C ′Mx,C ′Mx), where M = |∆i|z1 and |c(I ′i( z130 ))| ≤ 0.5Mx, and in (2.16), m
1+α
2
will be replaced by M
1+α
2 . Hence we consider Case 2d-B resolved.
To finish the proof, note that each time (see (2.10), (2.12), (2.13), (2.16), (2.17)) we were able to
construct at least Ni graphs with different weights in the interval Ii such that the aforementioned
inequality (2.2) holds:
Ni
l(Ii)
≥ C
′
mxF ′ logD
′
n
min
{
kγ ,m
1+α
2
}
. (2.2)
Moreover, for each i, the interval Ii, which is centered at ω(Hi), has length at leastmx. Therefore
these intervals cover the (disjoint!) family {ω(Hi) + [−0.5mx, 0.5mx] : 1 ≤ i ≤ 10−8k/x}. Hence
l
10−8k/x⋃
i=1
Ii
 ≥ 0.5 · 10−8k ·m.
By Lemma 2.15, we can find a set J such that the intervals indexed by J are pairwise disjoint and
the sum of their lengths is C ′km. Hence the total number of different weights satisfies
φω(k,G) ≥ C ′km ·min Ni
l(Ii)
≥ C
′k
xF ′ logD
′
n
min
{
kγ ,m
1+α
2
}
=
C ′′k
xF ′ logD
′
n
min
{
k
β+2
β+5 ,
(
ψ(k,G)
k
) 1+α
2
}
for some absolute constants C ′′, D′, F ′. This completes the proof.
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Chapter 3
Large trees in random graphs
3.1 Introduction
3.1.1 The Erdős-Rényi random graph
Ever since its introduction in a paper of Gilbert [48] from 1959, the Erdős-Rényi random graph
model has been one of the main objects of study of probabilistic combinatorics. It got this name
in honor of the authors of one of the most important and influential papers on random graphs [32].
Given a positive integer n and a real number p ∈ [0, 1], the Erdős-Rényi random graph G(n, p) is a
random variable taking values in the set of all labeled graphs on the vertex set [n]. Most commonly,
one describes the probability distribution of G(n, p) by saying that each pair of elements of [n]
forms an edge in G(n, p) independently with probability p. Usually, the questions considered in this
model have the following generic form. Let P be some graph property, by which we mean a family
of graphs that is closed under graph isomorphisms. Given a function p : N → [0, 1], determine if
G(n, p) satisfies P asymptotically almost surely (a.a.s. for short), i.e., if the probability that G(n, p)
satisfies P tends to 1 as n tends to infinity. The core meta-problem in the area of random graphs
is the study of the evolution of G(n, p), i.e., analyzing how G(n, p) behaves with respect to certain
graph properties as p traverses the interval [0, 1]. This task is inherently connected with the problem
of determining so-called threshold functions, i.e., optimal conditions on the edge probability function
p that guarantee almost sure appearance (or almost sure non-appearance) of certain subgraphs in
G(n, p). Apart from substructures of fixed (independent of n) size, large trees seem to be one of the
most natural classes of graphs, for which we can hope to find such thresholds.
3.1.2 Tree embeddings
A very well known folklore result on tree embedding states that every graph with minimum degree at
least k contains all trees with at most k edges. The threshold for minimum degree is best possible, as
illustrated by an arbitrarily large disjoint union of (k+1)-vertex complete graphs. A natural question
arises – what additional assumptions on a graph can force it to contain certain trees? Extending a
The material presented in this chapter is joint work with József Balogh, Béla Csaba and Martin Pei. Part of it
was originally published under the title Large bounded degree trees in expanding graphs in The Electronic Journal of
Combinatorics, see [11]; part of it was accepted to Random Structures & Algorithms under the title Local resilience
of almost spanning trees in random graphs, see [12].
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path-embedding result of Pósa [63], Friedman and Pippenger [38] proved that all graphs satisfying
certain expansion properties contain all small trees with bounded maximum degree.
Theorem 3.1 ([38]). Let m and D be positive integers and let H be a non-empty graph. If every
X ⊆ V (H) with |X| ≤ 2m satisfies |NH(X)| ≥ (D + 1)|X|, then H contains every tree with m
vertices and maximum degree at most D.
An apparent limitation of Theorem 3.1 is that it can be helpful in finding only relatively small
trees. Namely, in a graph of order n, the size of the largest tree whose existence is guaranteed by
Theorem 3.1 is only about n/(2D+ 2), where D is the maximum degree of the tree. Building on the
ideas developed by Friedman and Pippenger [38], Haxell [49] managed to overcome this problem by
requiring different types of expansion for sets of different sizes. Haxell’s very general result allows
one to conclude that certain graphs contain trees that are almost spanning. Due to its somewhat
technical nature, we defer its statement to Section 3.2.1,
It turns out that the following simple corollary of Haxell’s result has a few very interesting and
yet quite straightforward consequences.
Theorem 3.2 ([11]). Let D, m, L, and M be positive integers such that 0 ≤ L ≤ 2Dm. If H is a
non-empty graph satisfying the following two conditions:
1. For every X ⊆ V (H) with 0 < |X| ≤ m, |NH(X)| ≥ D|X|+ 1,
2. For every X ⊆ V (H) with m < |X| ≤ 2m, |NH(X)| ≥ D|X|+M ,
then H contains every tree T with M +L vertices and maximum degree at most D, provided that T
has at least L leaves.
3.1.3 Almost spanning trees in random graphs
Even though the problem of existence of large trees in random graphs has been long studied, until
a few years ago most of the results had focused on finding a very specific tree – a long path.
Erdős conjectured that the random graph G(n, c/n) almost surely contains a path of length at least
(1 − ε(c))n, where ε(c) ∈ (0, 1) if c > 1, and limc→∞ ε(c) = 0. This was first confirmed by Ajtai,
Komlós, and Szemerédi [1]; then Frieze [39] proved that ε(c) = (1+o(1))ce−c. Alon, Krivelevich, and
Sudakov [6] extended this result from paths to all almost spanning trees with bounded maximum
degree. They showed that edge probability p of order at least (D3 logD log2(1/ε))/ε · 1/n is enough
to guarantee, a.a.s., the appearance of all trees with at most (1− ε)n vertices and maximum degree
D in the random graph G(n, p). Combining Theorem 3.2 with a few easy estimates on the expansion
properties of the random graph G(n, p), we obtain the following improvement of the above mentioned
result of Alon et al.
Theorem 3.3 ([11]). Let D be an integer with D ≥ 2 and let ε ∈ (0, 1/2). If
c > max
{
1000D log(20D),
30D
ε
log
4e
ε
}
,
then the random graph G(n, c/n) a.a.s. contains every tree with maximum degree D and at most
(1− ε)n vertices.
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Recently, using Theorem 3.5 and a refinement of the piece-by-piece embedding method of Alon
et al. [6], Pei [62] obtained an improvement of their result that is slightly weaker than Theorem 3.3.
We would also like to remark that in [6] it is suggested that the statement of Theorem 3.3 is still not
optimal – and the condition on the constant c could be weakened to ‘c > c0’, for some c0 of order
D log(1/ε).
3.1.4 Local resilience of tree-universality
For a family of graphs H, we say that a graph G is H-universal if G contains every member of H as a
subgaph. The main result of Section 3.1.3, Theorem 3.3, states that for every D and ε, the random
graph G(n, p) is asymptotically almost surely Tn,D,ε-universal, where Tn,D,ε denotes the family of
all trees with maximum degree at most D and order at most (1 − ε)n. A natural question arises –
how resilient is G(n, p) with respect to tree-universality? The following theorem gives an answer to
that question. For the definition of local resilience, we refer the reader to Section 1.5.
Theorem 3.4 ([12]). Let α and γ be positive constants, and assume that D ≥ 2. There exists
a constant C0 (depending on α, γ, and D) such that for all p satisfying p(n) ≥ C0/n, the local
resilience of G(n, p) with respect to the property of containing all trees of order at most (1−α)n and
maximum degree at most D is a.a.s. greater than (1/2− γ).
Note that the constant (1/2− γ) in the statement of Theorem 3.4 is best possible, provided that
α < 1/2. Dellamonica, Kohayakawa, Marciniszyn, and Steger [23] proved that for every positive
constant γ, if pn is a large enough constant, one can almost surely find an approximately even
bipartition of the vertex set of the random graph G(n, p) such that each vertex v has at most
(1/2 + γ) deg(v) neighbors in the other partite set. It follows that a.a.s. by deleting at most a
(1/2 + γ)-fraction of the edges incident to each vertex, one can turn the random graph G(n, p) into
a graph whose largest connected component has about n/2 vertices, and hence does not contain any
tree with (1− α)n vertices.
A simple argument proves that the constant (1/2−γ) is sharp if D ≥ 3 and α < (D−2)/(2D−2).
Recall that one can make an arbitrary graph bipartite by removing at most half the edges at each
vertex. It is easy to check that in the random graph G(n, p), where pn is a large enough constant,
a.a.s. every bipartite graph obtained in such way has partite sets of approximately even size. Since
for all sufficiently large n, there are trees with n vertices and maximum degree D, whose color classes
have sizes differing by a factor arbitrarily close to D− 1, it follows that a.a.s. after deleting at most
half the edges at each vertex of G(n, p), the remaining graph cannot contain all trees with maximum
degree D of size greater than D/(2D − 2) · n.
Recall that if p(n) ≤ C/n, then there is a positive constant α (depending on C) such that almost
surely the size of the largest connected component of G(n, p) does not exceed (1 − α)n. Moreover,
if D(n) → ∞ as n → ∞, then a.a.s. G(n, p) contains o(n/D) vertices with degree at least D, and
hence it cannot contain all trees with maximum degree D. Therefore, Theorem 3.4 is in a sense
sharp.
24
3.2 Tools
3.2.1 Embedding trees in expanding graphs
As we briefly mentioned in Section 3.1.2, every graph having certain expansion properties must also
contain all large trees with bounded degree. The following quantitative version of this statement,
which we also already mentioned in Section 3.1.2, was proved by Haxell [49].
Theorem 3.5 ([49]). Let T be a tree with t edges and maximum degree d. Let ∅ = T0 ⊆ T1 ⊆ · · · ⊆
T` ⊆ T be a sequence of subtrees of T such that T can be obtained by attaching new leaves to T`. Let
d = d1 ≥ · · · ≥ d` be a sequence of integers such that for each i with 1 ≤ i ≤ ` and each v ∈ V (T )
we have
δT (v)− δTi−1(v) ≤ di,
where δS(v) denotes the degree of v in the subtree S (if v 6∈ V (S), then we let δS(v) = 0). Let
ti = |E(Ti)|. Suppose that m ≥ 1 is an integer and H is a graph satisfying the following conditions
1. For every subset X ⊆ V (H) with 0 < |X| ≤ m, |NH(X)| ≥ d|X|+ 1.
2. For every subset X ⊆ V (H) with m < |X| ≤ 2m, and for each i ∈ {1, . . . , `}, |NH(X)| ≥
di|X|+ ti + 1.
3. For every subset X ⊆ V (H) with |X| = 2m+ 1, |NH(X)| ≥ t+ 1.
Then H contains T as a subgraph. Moreover, for any vertex x0 of T1 and any y ∈ V (H), there
exists an embedding f of T into H such that f(x0) = y.
In the remainder of this chapter, we will not be requiring Theorem 3.5 in its full generality, but
rather we will use its simplified version, Theorem 3.2. First, let us define the following class of
expanding graphs.
Definition 3.6. Let α, ε, and b satisfy b ≥ 2, 0 < α < 1, and 0 < ε < 1/b. We say that an n-vertex
graph G is an (ε, b, α)-expander if it possesses the following two properties.
1. Every subset X ⊆ V (G) of size at most εn satisfies |NG(X)| ≥ b|X|.
2. Every subset X ⊆ V (G) of size at least εn satisfies |NG(X)| ≥ (1− α)n.
As an immediate consequence of Theorem 3.2, we derive the following sufficient conditions on
the expansion parameters ε, b, and α that guarantee that all (ε, b, α)-expanders contain every almost
spanning tree with bounded maximum degree.
Corollary 3.7 ([11]). Let D be an integer with D ≥ 2 and let ε ∈ (0, 1). Suppose that α and ε0 are
positive reals satisfying 2Dε0 +α ≤ ε. Then every n-vertex (ε0, D+ 1, α)-expander contains all trees
of order (1− ε)n and maximum degree D.
Proof. Let G be an n-vertex (ε0, D + 1, α)-expander. It is straightforward to check that G satisfies
assumptions of Theorem 3.2 with m = ε0n, M = (1 − 2Dε0 − α)n, and L = 0. Hence, G contains
every tree with maximum degree D and order M .
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It is not hard to see that even the general Theorem 3.5 is not suitable when the target graph
is bipartite, as it does not allow to embed trees of order greater than the number of vertices in the
smaller partite set. Luckily, a natural and straightforward modification of the argument of Friedman
and Pippenger [38] allows one to prove the following theorem. We defer its proof to the end of this
section.
Theorem 3.8 ([12]). Let D,m1,M1,m2 andM2 be positive integers. Assume that H is a non-empty
bipartite graph with color classes V1 and V2, satisfying the following conditions.
1. For every X ⊆ Vi with 0 < |X| ≤ mi, |NH(X)| ≥ D|X|+ 1 for i ∈ {1, 2}.
2. For every X ⊆ Vi with mi < |X| ≤ 2mi, |NH(X)| ≥ D|X|+M3−i for i ∈ {1, 2}.
Furthermore, let T be a tree with maximum degree at most D and color classes of sizes M1 and
M2, respectively, and let v be an arbitrary vertex of T belonging to the first color class. Then every
mapping of v to a vertex in V1 extends to an embedding of T in H.
With the aim of deriving a short statement along the lines of Corollary 3.7, let us define the
following class of expanding biparite graphs.
Definition 3.9. Let b ≥ 2 and let H be a bipartite graph with color classes V1 and V2, where
|V1| ≤ |V2|. Let q be a positive integer with q < |V1|. We will say that H is a bipartite (q, b)-
expander if it possesses the following properties.
1. Every subset X ⊆ Vi of size at most q satisfies |NH(X)| ≥ b|X| for i ∈ {1, 2}.
2. Every subset X ⊆ Vi of size at least q satisfies |NH(X)| ≥ |V3−i| − q for i ∈ {1, 2}.
Corollary 3.10 ([12]). Let D ≥ 2 and let H be a bipartite graph with color classes V1 and V2, where
|V1| ≤ |V2|. Suppose that H is a bipartite (q,D+ 1)-expander for some 0 < q < |V1|/(2D+ 1). Then
H contains all trees with maximum degree at most D and color classes of sizes at most |V1|−(2D+1)q
and |V2| − (2D + 1)q, respectively. Furthermore, any such tree can be embedded even if we require
that a particular vertex of the tree is mapped to a particular vertex of H, as long as this mapping
respects the color classes.
Proof. It is straightforward to check thatH satisfies the assumptions of Theorem 3.8 withmi = q ≥ 1
and Mi = |Vi| − (2D + 1)q for i ∈ {1, 2}.
We close this section with the proof of Theorem 3.8.
Proof of Theorem 3.8. A tree T will be called (M1,M2, D)-small, or simply small, if ∆(T ) ≤ D and
the two color classes of T , the sets U1, U2 ⊆ V (T ), satisfy |U1| ≤M1 and |U2| ≤M2. Using induction
on the size of T , we will prove that H contains all small trees. First, we need a few definitions. Let f
be an embedding of some small tree T into our expanding graph H. The liability Bf (x) of a vertex
x ∈ V (H) with respect to f is defined by
Bf (x) =
{
D − degT (v), x = f(v) for some v ∈ V (T ),
D, x 6∈ f(V (T )).
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We define the assets Af (X) of a set X ⊆ V (H) to be the set of neighbors of X that are not used in
the embedding, i.e., Af (X) = NH(X)−f(V (T )). For every set X ⊆ V (H), define Af (X) = |Af (X)|
and Bf (X) =
∑
x∈X Bf (x). The quantity Af (X) − Bf (X) will be called the balance of the set X,
denoted Cf (X) .Finally, an embedding f of a small tree T into our graph H will be called good if it
maps U1 into V1 and U2 into V2, and moreover, every set X ⊆ V1 of size at most 2m1 and every set
X ⊆ V2 of size at most 2m2 have non-negative balance with respect to f .
In order to prove the existence of a good embedding of an arbitrary small tree into our graph H,
it clearly suffices to show that the class of good embeddings satisfies the following two properties.
Property 1. Every embedding of a single-vertex tree into V1 is good.
Property 2. If T is a small tree and S is its subtree obtained by deleting a leaf and the edge
incident to it, then any good embedding of S in H can be extended to a good embedding of T in H.
To prove Property 1, suppose that T is a tree consisting of a single vertex. Let f be an arbitrary
embedding of T in V1. We show that f is good. Fix an arbitrary i ∈ {1, 2} and suppose that X ⊆ Vi
and |X| ≤ 2mi. We can easily assume that X 6= ∅, since Cf (∅) = 0. We have
Af (X) = |NH(X)− f(V (T ))| ≥ |NH(X)| − 1 ≥ D|X|+ 1− 1 = Bf (X).
Thus every set X ⊆ Vi of size at most 2mi has non-negative balance, and so Property 1 is satisfied.
To prove Property 2, assume that f is a good embedding of a tree S, obtained from a small tree
T by removing a leaf v. Without loss of generality we may assume that v ∈ U2, as the proof for the
case v ∈ U1 is identical. For the sake of brevity, let U ′2 = U2 − {v}.
Claim 3.11. If for some X ⊆ V1 with |X| ≤ 2m1, Cf (X) = 0, then |X| ≤ m1.
Proof of Claim 3.11. Assume that some X ⊆ V1 satisfies Cf (X) = 0, but m1 < |X| ≤ 2m1. Since
T is a small tree, |U ′2| = |U2| − 1 ≤M2 − 1, and thus
Af (X) = |NH(X)− f(V (S))| = |NH(X)− f(U ′2)| ≥ |NH(X)| − |f(U ′2)|
≥ D|X|+M2 − (M2 − 1) = D|X|+ 1 ≥ Bf (X) + 1,
where the second equality follows from the fact that NH(X) ⊆ V2 and f maps U1 to V1. This
contradicts the assumption that Af (X) = Bf (X).
Claim 3.12. If some X,Y ⊆ V1, with |X| ≤ |Y | ≤ 2m1, satisfy Cf (X) = Cf (Y ) = 0, then also
Cf (X ∪ Y ) = 0 and |X ∪ Y | ≤ m1.
Proof of Claim 3.12. Since Bf is a measure on V (H), clearly
Bf (X ∪ Y ) +Bf (X ∩ Y ) = Bf (X) +Bf (Y ).
Moreover, since Af (X ∪ Y ) = Af (X) ∪ Af (Y ) and Af (X ∩ Y ) ⊆ Af (X) ∩ Af (Y ), we have
Af (X ∪ Y ) +Af (X ∩ Y ) ≤ |Af (X) ∪ Af (Y )|+ |Af (X) ∩ Af (Y )| = Af (X) +Af (Y ).
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It follows that Cf (X∪Y ) ≤ Cf (X)+Cf (Y )−Cf (X∩Y ) = −Cf (X∩Y ). Since |X∩Y | ≤ |Y | ≤ 2m1
and f is good, Cf (X ∩ Y ) ≥ 0, and hence Cf (X ∪ Y ) ≤ 0. By Claim 3.11, |X|, |Y | ≤ m1, and so
|X ∪ Y | ≤ 2m1. Hence, also Cf (X ∪ Y ) ≥ 0, and by Claim 3.11, |X ∪ Y | ≤ m1.
Corollary 3.13. Suppose X1, . . . , Xk ⊆ V1 are sets of size at most 2m1 having zero balance. Then
Cf (X1 ∪ · · · ∪Xk) = 0 and |X1 ∪ · · · ∪Xk| ≤ m1.
Let w be the only neighbor of v in T . Since v ∈ U2, clearly w ∈ U1. Recall that f was a good
embedding of S in H and hence f(w) ∈ V1. Let Y = Af (f(w)) and note that Y ⊆ V2. We can
extend f to an embedding of T by mapping v to any vertex in Y . Suppose that for no y ∈ Y , the
extension fy, defined by
fy(x) =
y if x = v,f(x) if x 6= v,
is good. Since clearly fy maps U1 to V1 and U2 to V2, this means that for every y ∈ Y , there is
an i(y) ∈ {1, 2} and a set Xy ⊆ Vi(y) of size at most 2mi(y) with Cfy (Xy) < 0. Clearly, for all
y ∈ Y , i(y) = 1, since for every X ⊆ V2, Af (X) = Afy (X) and Bfy (X) ≤ Bf (X). Moreover, for
each y ∈ Y , we must have y ∈ Af (Xy), f(w) 6∈ Xy and Cf (Xy) = 0, or otherwise Cfy (Xy) ≥ 0.
Let X∗ =
⋃
y∈Y Xy. By Corollary 3.13, Cf (X
∗) = 0 and |X∗| ≤ m1. Moreover, if we let X ′ =
X∗ ∪ {f(w)} ⊆ V1, then
Af (X ′) = Af (X∗) ∪ Af (f(w)) = Af (X∗) ∪ Y = Af (X∗),
since Af (X∗) = ∪y∈YAf (Xy) and for all y ∈ Y , y ∈ Af (Xy). Also, since f(w) 6∈ X∗ and degS(w) =
degT (w)− 1 ≤ D − 1,
Bf (X
′) = Bf (X∗) +Bf (f(w)) ≥ Bf (X∗) + 1.
This implies that Cf (X ′) < 0, which is a clear contradiction, since |X ′| ≤ m1 + 1 ≤ 2m1 and f was
good. Hence, f can be extended to a good embedding of T , and so Property 2 holds.
3.2.2 Uniformity and expansion in random graphs
In this section, we collect a few straightforward facts about uniformity and expansion properties of
the random graph G(n, p).
Lemma 3.14. Let η be a positive constant. If pn > 8η4(1−η) , then a.a.s. the random graph G(n, p)
is (η, p)-uniform.
Proof. Let G = G(n, p). The probability that a fixed pair of sets A and B violates the η-uniformity
condition (1.3) is
P
(
eG(A,B)− p|A||B| > ηp|A||B|
)
+ P
(
eG(A,B)− p|A||B| < −ηp|A||B|
)
.
By Theorem 1.2, this is at most
exp
(
− (ηp|A||B|)
2
2p|A||B|
)
+ exp
(
− (ηp|A||B|)
2
2p|A||B| +
(ηp|A||B|)3
2(p|A||B|)2
)
≤ 2 exp
(
−η
4(1− η)pn2
2
)
,
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where the inequality holds since we assumed that |A|, |B| ≥ ηn. Similarly, the probability that a
fixed set A of size at least ηn violates the η-uniformity condition (1.4) is at most
exp
(
− (ηp
(|A|
2
)
)2
2p
(|A|
2
) )+ exp(− (ηp(|A|2 ))2
2p
(|A|
2
) + (ηp(|A|2 ))3
2(p
(|A|
2
)
)2
)
≤ 2 exp
(
−η
4(1− η)pn2
8
)
.
By our assumption on p and the union bound, the probability that G is not η-uniform is at most
2n · 2n · (2e−4n) + 2n · (2e−n) = o(1).
Lemma 3.15. Let β and γ be positive constants satisfying β ≤ γ ≤ 1/2. If c ≥ 3β log eγ , then
a.a.s. the random graph G(n, c/n) does not contain two disjoint sets B,C of sizes at least βn and
γn, respectively, such that e(B,C) = 0.
Proof. If G(n, c/n) contains two sets B and C as in the statement of this lemma, clearly we can also
find two disjoint sets B′ and C ′ of sizes exactly βn and γn, with e(B′, C ′) = 0. The probability that
such a pair exists is at most(
n
βn
)(
n
γn
)
·
(
1− c
n
)βγn2
≤
(
n
γn
)2
· e−cβγn ≤
(
en
γn
)2γn
·
(
e
γ
)−3γn
= o(1).
Lemma 3.16. Let β and γ be positive constants satisfying β ≤ γ ≤ 1/2. If c ≥ 6γβ log eγ , then
a.a.s. G(n, c/n) does not contain a pair of disjoint sets B and C of sizes at least βn and at least
(1− γ)n, with e(B,C) = 0.
Proof. As in the proof of Lemma 3.15, we only need to show that a.a.s. there is no such pair with
sizes exactly βn and (1− γ)n. The probability that such a pair exists is at most(
n
βn
)(
n
(1− γ)n
)(
1− c
n
)β(1−γ)n2
≤
(
n
γn
)2
· e−cβn/2 ≤
(
en
γn
)2γn
·
(
e
γ
)−3γn
= o(1).
Lemma 3.17. If k ≥ 2 and c ≥ 10k log2 k, then almost surely every subset A of at most n/(ek)
vertices in the random graph G(n, c/n) spans less than c|A|/k edges.
Proof. Certainly, if a subset A of size a violates the assertion, then a ≥ c/k. The probability that
there is a bad subset A of size a, with c/k ≤ a ≤ n/ek, is at most
(
n
a
)(
a2/2
ac/k
)
·
( c
n
)ca/k
≤
(en
a
)a
·
(
ea2
2
· k
ac
)ca/k
·
( c
n
)ca/k
(3.1)
=
(
en
a
·
(
eka
2n
)c/k)a
≤
(
(ek/2)c/k+1
(n/a)c/k−1
)a
.
If
√
n ≤ a ≤ n/ek, then
(ek/2)c/k+1
(n/a)c/k−1
≤
(
1
2
)c/k
· (ek)2 ≤ k−10 · (ek)2 ≤ 1
2
,
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and consequently (3.1) is bounded by 2−
√
n. In the case c/k ≤ a ≤ √n, the right-hand side of (3.1)
can be further estimated as follows(
(ek/2)c/k+1
(n/a)c/k−1
)a
≤
(
(ek/2)11
(
√
n)9
)10
= o(n−1).
Summing these estimates over all values of a yields the desired result.
Lemma 3.18. Let ρ ∈ (0, 1/2). If c > 64 log eρ , then a.a.s. the random graph G(n, c/n) contains an
induced subgraph G′ with at least (1− ρ)n vertices and minimum degree at least c/4.
Proof. Let G = G(n, c/n). While G contains a vertex with degree less than c/4, delete this vertex.
Denote the remaining induced subgraph of G by G′. If G′ has at least (1 − ρ)n vertices, we have
found the subgraph we were looking for. It suffices to show that the probability of G′ having less
than (1− ρ)n vertices is small. First observe that if we were forced to delete more than ρn vertices,
then the original graph G contained a set A of size ρn such that eA = e(A, V (G) − A) < ρcn/4.
Note that E[eA] = ρ(1−ρ)cn ≥ ρcn/2. By Theorem 1.2, the probability of this event in our random
graph satisfies
P
(
eA < cρn/4
) ≤ P (eA − E[eA] < −ρcn/4) ≤ e− (ρcn/4)22ρcn = e−ρcn/32.
Hence the probability that such a set A exists in our graph G is bounded by(
n
ρn
)
· e−ρcn/32 ≤
(
en
ρn
)ρn
·
(
e
ρ
)−2ρn
= o(1).
Theorem 3.19 ([11]). Let α, ε, ρ, and b satisfy b ≥ 2, 0 < ρ ≤ ε ≤ α < 1/2, and ε < 1/(2b+ 4). If
c > max
{
500b log(12b),
6
ε
log
2e
α
, 64 log
e
ρ
}
,
then a.a.s. the random graph G(n, c/n) contains an induced subgraph G′ of order at least (1 − ρ)n
that is an (ε, b, α)-expander.
Proof. By Lemma 3.18, almost surely G(n, c/n) contains an induced subgraph G′ of order n′, with
n′ ≥ (1 − ρ)n and δ(G′) ≥ c/4. Conditioning on that event, we will show that G′ is almost surely
an (ε, b, α)-expander.
Suppose that G′ fails to possess property 1 from Definition 3.6. Then there is a set X ⊆ V (G′)
of size t, with t ≤ εn′ and |NG′(X)| ≤ bt. Let A = X ∪NG′(X). Clearly, |A| ≤ (b+ 1)t. We consider
three cases, depending on the order of t.
Case 1. t ≤ n8e(b+1)2 .
Let k = 8(b + 1). Since edges incident to vertices in X are contained in A, e(A) ≥ δ(G′)|X|/2 ≥
ct/8 ≥ c|A|/k. By our assumptions, |A| ≤ n/(ek) and c > 10k log2 k. By Lemma 3.17, such a
non-expanding set X a.a.s. does not exist.
Case 2. n8e(b+1)2 ≤ t ≤ n20e(b+1) .
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Since G′ is an induced subgraph, in G there are no edges between X and Y = V (G′) − A. By our
assumptions on t and ε, the latter set has at least
n′ − |A| ≥ (1− ρ)n− (b+ 1)t ≥ n− n/(b+ 1)− (b+ 1)t ≥ n− (8e+ 1)(b+ 1)t
vertices. Let β = t/n and γ = (8e+ 1)(b+ 1)β. By our assumption on t, we have that β ≥ 18e(b+1)2
and consequently e/γ < 12b. Moreover, note that 6γ/β < 500b. It follows that c > 6 γβ log
e
γ and, by
Lemma 3.16, such non-expanding set X a.a.s. does not exist.
Case 3. n20e(b+1) ≤ t ≤ εn′.
Again, in G there are no edges between X and V (G′)−A. By our assumptions on t and ε, the latter
set has at least
n′ − |A| ≥ (1− (b+ 1)ε)n′ ≥ (1− (b+ 1)ε)(1− ε)n ≥ (1− (b+ 2)ε)n ≥ n
2
vertices. Let β = 120e(b+1) and γ = 1/2. Clearly c > (3/β) log(e/γ). By Lemma 3.15, such non-
expanding set X a.a.s. does not exist.
Hence, a.a.s. the graph G′ satisfies property 1 from definition 3.6. Finally, suppose that G′ fails
to possess the other property. Then there is a set X of size exactly εn′ with |NG′(X)| ≤ (1− α)n′.
It follows that in G there are no edges between X and V (G′)−X −NG(X). Clearly, the latter set
contains at least αn/2 vertices. Let β = ε/2 and γ = α/2. Since c > (3/β) log eγ , by Lemma 3.15,
this a.a.s. does not happen.
3.3 Proof of Theorem 3.3
Since most of the work was done in Section 3.2, the proof of Theorem 3.3 now fits into a single
paragraph.
Proof of Theorem 3.3. Let ε0 = ε4d+2 . By Theorem 3.19, with α = ε/2, b = D+1, ρ = ε0 and ε = ε0,
G(n, c/n) almost surely contains a subgraph G′ of order at least (1− ε0)n that is an (ε0, D+ 1, ε/2)-
expander. By Corollary 3.7, G′ contains every tree with maximum degree D and order at most M ,
where
M = (1− 2Dε0 − ε/2)|V (G′)| ≥ (1− (4D + 1)ε0) · (1− ε0)n ≥ (1− ε)n.
3.4 Proof of Theorem 3.4
Theorem 3.4 is a direct consequence of Lemma 3.14 and the following more general Theorem 3.20.
Theorem 3.20 ([12]). Let α and γ be positive constants, and assume that D ≥ 2. There exist
η0 and n0 (both depending on α, γ, and D) such that the following holds. Let G be an n-vertex
(η, p)-uniform graph, with p > 0, η < η0 and n ≥ n0. Let G′ be a subgraph of G such that
degG′(v) ≥ (1/2 + γ) degG(v) for each vertex v. Then G′ contains all trees with at most (1 − α)n
vertices and maximum degree at most D.
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3.4.1 Setup
We start by defining some constants. Let
δ =
α
16D2
, ε = min
{
α
64D3
,
αγδ
96
,
γ2
36
}
, and η0 = min
{
ε
2
,
1
2K0
}
,
where K0 is given by Lemma 1.1 with k0 = d1/εe. Let G be an (η, p)-uniform n-vertex graph,
with p > 0, η < η0 and n larger than some constant n0 depending on α, γ, and D.1 We let our
adversary remove edges from G, so that no more than (1/2 − γ) degG(v) edges incident to every
vertex v ∈ V (G) are deleted. Denote the leftover graph by G′. Clearly, G′ is η-upper-uniform with
density p. Finally, let T be a tree with at most (1− α)n vertices and maximum degree at most D;
without loss of generality we may also assume that T has at least n/2 vertices. We will show that
T ⊆ G′.
3.4.2 Proof outline
In Section 3.4.3, we apply Szemerédi’s Regularity Lemma to G′, and show that the cluster graph,
whose edges are regular pairs with density bounded away from zero, contains an almost spanning
subgraph H ′′ with minimum degree slightly larger than |V (H ′′)|/2. Such large minimum degree
guarantees the existence in H ′′ of an almost perfect matching M . The tree T will be embedded into
G′′ – the subgraph of G′ induced by the union of the clusters in H ′′; moreover, most edges of T will
be mapped to edges inside the dense, regular pairs in G′′ that appear in M .
In Section 3.4.4, we partition the tree T into a bounded number of small subtrees in such a way
that none of these subtrees is adjacent to more than D3 others and every subtree contains all the
children of its root.
In Section 3.4.5, the vertex set of G′′ is partitioned into linear-sized subsets, which are then
assigned to subtrees from our partition of T and the edges of T joining those subtrees. Each subtree
S is assinged two subsets of the opposite ends of some edge in M , one for each color class of S;
both subsets are slightly larger than the color class of S they are assigned to. An edge e joining two
subtrees S and S′ is assigned a small subset (a ‘connecting’ set) of a cluster that is adjacent (in H ′′)
to the two clusters that were assigned to the color classes of S and S′ that contain the endpoints of
e. In Section 3.4.6, we trim all these subsets so that the pair assigned to every subtree is a bipartite
expander, and every ‘connecting’ set has many neighbors in both sets it ‘connects’.
Finally, in Section 3.4.7, we embed T in G′′ in a top-down fashion. The subtree containing the
root of T is embedded into the pair of sets assigned to it. For every other subtree, its root is mapped
to an appropriate ‘connecting’ set and the remainder of that subtree is embedded into its pair of
sets that, as we arranged before, induces a bipartite expander in G′′.
3.4.3 Preparing G′
SinceG′ is (η, p)-upper-uniform and n is large, we may apply Szemerédi’s regularity lemma (Lemma 1.1)
with ε as above and k0 = d1/εe. Let (V0, . . . , Vk) be the resulting (ε, p)-regular partition of V (G′),
1Although we do not give a particular value of n0, the existence of such a constant will become clear from the
proof. The lower bound on n0 comes mainly from the fact that we apply Szemerédi’s regularity lemma to G; additional
requirements on the largeness of n0 are discussed in a footnote at the end of Section 3.4.5.
32
and recall that k ≤ K0 by the definition of K0. Define an auxiliary graph H ′ on the vertex set
{V1, . . . , Vk} as follows. For all i and j with 1 ≤ i < j ≤ k, the pair {Vi, Vj} will be an edge in H ′ if
and only if the p-density of the pair (Vj , Vj) in G′ is at least γ/6.
Claim 3.21. The minimum degree in H ′ is at least (1/2 + 2γ/3)k.
Proof. Fix some i ∈ {1, . . . , k} and let V = V (G′). Since G was η-uniform with density p, |Vi| ≥
n/2k > ηn and 1/k ≤ ε, then
eG(Vi, V − V0 − Vi) ≥ (1− η)p|Vi|(n− |V0| − |Vi|) ≥ (1− η)p|Vi|(n− εn− n/k)
≥ (1− η − ε− 1/k)pn|Vi| ≥ (1− 3ε)pn|Vi|,
and ∑
v∈Vi
degG(v) = eG(Vi, V − Vi) + 2eG(Vi) ≤ (1 + η)p
[
|Vi|(n− |Vi|) + 2
(|Vi|
2
)]
≤ (1 + η)p|Vi|(n− |Vi|+ |Vi| − 1) ≤ (1 + ε)pn|Vi|.
Since our adversary deleted at most (1/2− γ) degG(v) edges at every vertex v, the number of edges
of G′ that leave the set Vi can be bounded as follows:
eG′(Vi, V − V0 − Vi) ≥ eG(Vi, V − V0 − Vi)− (1/2− γ) ·
∑
v∈Vi
degG(v)
≥ (1/2 + γ − 7ε/2)pn|Vi|.
Recall that i ∈ {1, . . . , k} is fixed. The total number of edges in all pairs (Vi, Vj) with j ∈ {1, . . . , k}−
{i} whose density is smaller than γ/6 is at most γ/6 · pn|Vi|. Moreover, the η-upper-uniformity of
G′ implies that eG′(Vi, Vj) ≤ (1 + η)p|Vi||Vj | ≤ (1 + ε)p(n/k)|Vi| for all j 6= i. Therefore,
δ(H ′) ≥ (1/2 + 5γ/6− 7ε/2)(1 + ε)−1k ≥ (1/2 + 5γ/6− 5ε)k ≥ (1/2 + 2γ/3)k.
Now, delete from H ′ all edges that correspond to pairs (Vi, Vj) that are not (ε, p)-regular in G′
and let H ′′ be the subgraph of H ′ induced by the set of vertices whose degree in H ′ after that
deletion exceeds (1/2 + γ/2)k.
Claim 3.22. The graph H ′′ has at least (1− α/8)k vertices and δ(H ′′) ≥ (1/2 + γ/3)k.
Proof. Since H ′ contains at most ε
(
k
2
)
edges corresponding to non-(ε, p)-regular pairs, their deletion
lowers the degree sum of H ′ by no more than εk2. Since δ(H ′) ≥ (1/2 + 2γ/3)k, the degree of
at most (6ε/γ)k vertices will fall below the (1/2 + γ/2)k threshold after the deletion. Recall that
ε ≤ min{γ2/36, αγ/96}, and thus H ′′ will have at least (1−α/8)k vertices, and its minimum degree
will satisfy δ(H ′′) ≥ (1/2 + γ/2)k − (6ε/γ)k ≥ (1/2 + γ/3)k.
Let k′ = |V (H ′′)| and let m′ = bk′/2c. Since δ(H ′′) > k′/2, H ′′ contains a matching of size
m′. Fix any such matching M and denote its edges by {A1, B1}, . . . {Am′ , Bm′}. Finally, let G′′
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denote the subgraph of G′ induced by the union of all vertices of H ′′ (which are clusters in G′). Let
n′ = |V (G′′)| and note that n′ ≥ (1− α/8)(1− ε)n ≥ (1− α/4)n.
3.4.4 Partitioning the tree
Every partition of the vertex set of a tree into connected subsets gives rise to a natural tree structure
on the set of parts. Namely, we make two parts adjacent if and only if the subtrees they induce in
the original tree are joined by an edge. Let us call this tree the cluster tree of our partition. The
following general lemma will be crucial in the remainder of the proof.
Lemma 3.23. Let t and D be positive integers with D ≥ 2. Let T be a rooted tree with t vertices
and maximum degree at most D. If β ≥ 1/t, then there exists a partition of V (T ) into at most 4/β
rooted subtrees of size at most D2βt each such that the maximum degree of the corresponding cluster
tree does not exceed D3 and all children of the root of each subtree belong to the same subtree (the
subtree containing that root).
The proof of Lemma 3.23 will make use of the following simple statement, whose proof is a
straightforward modification of the proof of Proposition 4.2 from [6].
Proposition 3.24. Let s and D be positive integers with D ≥ 2. Let T be a tree with maximum
degree at most D and S be a subset of V (T ) containing at least s+ 1 vertices. Then there exists an
edge e ∈ E(T ) such that at least one of the two trees obtained from T by deleting e contains at least
s and at most (D − 1)(s− 1) + 1 vertices from S.
Proof of Lemma 3.23. We will construct the required partition in three stages. The first stage will
guarantee that the subtrees in our partition are not too large, i.e., they contain no more than Dβt
vertices each. In the second stage we will refine the partition to reduce the maximum degree in the
cluster tree to at most D2. In the third stage we will merge some subtrees to guarantee that each
root has children only in its own subtree, and we will do it in such a way that neither the upper
bound on the sizes of the subtrees nor the maximum degree of the cluster tree grow more than by
a factor of D, and hence in the end they are bounded by D2βt and D3, respectively.
Stage 1. Start with the trivial partition of V (T ) into a single set. We will keep refining it until
all parts are small enough, making sure that at all times at most one of the parts is larger than
Dβt and at most one of the parts is smaller than βt. Clearly, our initial partition has that property.
Suppose that our partition contains a subtree T ′ with more than Dβt vertices. Proposition 3.24
guarantees that T ′ contains an edge that splits it into two trees, one of which has at least βt and
at most (D − 1)(dβte − 1) + 1 ≤ Dβt vertices. We refine our partition by replacing T ′ with these
two trees. Finally, we iterate this procedure until all parts have at most Dβt vertices and all but at
most one has at least βt vertices. Denote that partition by Π. Clearly, the number of parts is at
most 1/β + 1.
Stage 2. Let TΠ be the cluster tree corresponding to the partition Π and let
E(Π) =
∑
V ∈Π
max{0,degTΠ(V )−D2}.
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Clearly,
0 ≤ E(Π) ≤
∑
V ∈Π
degTΠ(V ) = 2(r − 1) ≤ 2/β.
Suppose that the partition Π does not satisfy our maximum degree requirement, i.e., ∆(TΠ) > D2.
Then there must be some V ∈ Π whose degree in TΠ is larger than D2. Let S be the set of all
neighbors of V in T outside of V . Clearly, |S| = degTΠ(V ). Finally, let T ′ be the subtree of T
induced by V ∪ S. By Proposition 3.24, T ′ contains an edge e whose deletion splits T ′ into two
trees, one of which contains at least D and at most (D − 1)2 + 1 ≤ D2 − 1 vertices from S, see
Figure 3.1. Note that none of the endpoints of e lies in S, or otherwise the two trees would contain
1 and |S| − 1 vertices from S respectively, and this is impossible since 1 < D and |S| − 1 > D2 − 1.
Hence, e partitions V into two connected subsets V ′ and V ′′. Let Π′ be the partition obtained from
Π by replacing V with V ′ and V ′′. Note that
degTΠ′ (V
′) + degTΠ′ (V
′′) = degTΠ(V ) + 2,
and by the choice of e, either degTΠ′ (V
′) or degTΠ′ (V
′′) is at least D + 1 and at most D2. Hence,
E(Π′) < E(Π). It follows that by refining our initial partition Π at most 2/β times, each time
increasing the number of parts by one, we will arrive at a partition Π∗ with E(Π∗) = 0. Clearly, the
maximum degree of the cluster tree TΠ∗ is at most D2, and the number of parts is not greater than
1/β + 1 + 2/β, which is at most 4/β.
Stage 3. Root the cluster tree TΠ∗ at the subset containing the root of the original tree. Order the
subsets in Π∗ in such a way that all descendants (in the cluster tree) of every subset come later in the
ordering (e.g., by performing a breadth-first search on TΠ∗). Now, iterate the following procedure
until the ‘children of the root only in its own tree’ condition is satisfied. If there is a subtree whose
root has children in other subtrees, merge the first (with respect to our order) such tree with the
subtrees containing children of its root and remove all the merged pieces from the ordered list.
Clearly, after the procedure terminates, the new partition satisfies the required condition. As a
consequence of our ’parent-first’ ordering, each tree can be merged only once and hence both the
upper bound on the sizes of the parts and the maximum degree of the cluster tree can increase at
most D times. Finally, the number of parts in the partition can only become smaller.
Recall that the number n′ of vertices in the graph G′′, which is an induced subgraph of G′,
satisfies n′ ≥ (1 − α/4)n. Root our tree T at an arbitrary vertex. Since T has fewer than n′ and
more than n/2 vertices, by Lemma 3.23, where we let β = δ/k′, there is a partition Π of V (T ) into
connected subsets S1, . . . , Sτ such that
τ ≤ 4k′/δ, and max
1≤j≤τ
|Sj | ≤ D2δ · n′/k′, (3.2)
and the maximum degree of the cluster tree TΠ does not exceed D3. Moreover, assume that the
subtrees Sj are ordered in such a way that all descendants (in the cluster tree) of every subtree come
later in the ordering. Since each Sj induces a connected bipartite subgraph of T (a subtree of T ), it
can be uniquely decomposed into two independent sets Sj,1 and Sj,2 – the color classes in the unique
proper 2-coloring of the tree T restricted to Sj . Let S be the collection of all these color classes, i.e.,
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S
Sj
Sj′ Sj′′
Figure 3.1: On the left, the edge e splits T [V ∪ S] into two trees, partitioning the set S. On the
right, a typical subtree Sj ; vertices in color classes 1 and 2 are drawn as white and black circles,
respectively. Note that all children of the root of Sj belong to Sj . Since Sj′ and Sj′′ are below Sj
in TΠ, we have j′, j′′ > j. Finally, observe that {Sj,1, Sj′,2}, {Sj,2, Sj′′,1} ∈ E .
S = {Sj,l : 1 ≤ j ≤ τ, l ∈ {1, 2}}. Also, let E be the set of all pairs {Sj,l, Sj′,l′} such that j 6= j′ and
in T there is an edge joining Sj,l and Sj′,l′ . Finally, note that the graph obtained from the graph
(S, E) by identifying all pairs {Sj,1, Sj,2} is the cluster tree TΠ. It follows that |E| = τ − 1. For
better visualization, the reader is encouraged to consult Figure 3.1.
3.4.5 Planning out the embedding
Recall thatM is a maximummatching in the cluster graphH ′′, and V (M) = {A1, B1, . . . , Am′ , Bm′}.
Our plan is to embed (most of) the tree T into regular pairs formingM . We will do it piece-by-piece,
according to the partition Π. Before we start the actual embedding, we need to lay out a plan in
order to make sure that we will never run out of vacant vertices or edges. We start by assigning to
each edge in the matching a collection of subtrees of T that we plan to embed in the (ε, p)-regular
pair in G′′ that is represented by this edge.
Lemma 3.25. There is an assignment ϕ : S → V (M) with the following two properties.
1. For each j, there is an i such that the sets Sj,1 and Sj,2 are assigned to two different clusters
in the pair {Ai, Bi}.
2. Let X ∈ V (M) and let S(X) be the family of sets that ϕ assigns to X. Define the usage U(X)
of the cluster X by
U(X) =
∑
S∈S(X)
(
|S|+ 4D3ε · n
′
k′
)
.
Then U(X) ≤ (1− α/4) · n′k′ for all X ∈ V (M).
Proof. We can easily construct such a map ϕ using the following greedy procedure. Start with an
empty map ϕ0. Assume that 1 ≤ j ≤ τ and we have already defined ϕj−1. For a cluster X ∈ V (M),
define the usage of X at step j − 1 as
Uj−1(X) =
∑
S∈Sj−1(X)
(
|S|+ 4D3ε · n
′
k′
)
,
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where Sj−1(X) is the family of sets from S that ϕj−1 assigns to X. We claim that there exists an
i ∈ {1, . . . ,m′} such that
max{Uj−1(Ai), Uj−1(Bi)} ≤ (1− α/4− 4D3ε−D2δ) · n
′
k′
. (3.3)
We postpone the verification of this claim till the end of the proof of Lemma 3.25. Let i(j) to be
the smallest i satisfying (3.3). Let ϕj be an extension of ϕj−1 that maps the pair {Sj,1, Sj,2} to
{Ai(j), Bi(j)} in such a way that the smaller of the sets Sj,1, Sj,2 is mapped to the cluster with larger
usage Uj−1 (we break ties arbitrarily). Finally, put ϕ = ϕτ .
Note that the way we construct ϕ guarantees that condition 1 is satisfied. Moreover, since
by (3.2), for all j and l, we have |Sj,l| ≤ |Sj | ≤ D2δ · n′/k′, it follows that Uj(X) − Uj−1(X) ≤
(D2δ+4D3ε)·n′/k′ for every X ∈ {Ai(j), Bi(j)} (and clearly Uj(X) = Uj−1(X) if X 6∈ {Ai(j), Bi(j)}),
and hence the choice of i(j) at each step guarantees that ϕ will satisfy condition 2 as well. The only
thing we still have to check is that for all j, the index i(j) is well-defined, i.e., inequality (3.3) is
satisfied for some i.
Observe that our strategy of balancing the usage of each pair {Ai, Bi} guarantees that for all i
and j, ∣∣Uj(Ai)− Uj(Bi)∣∣ ≤ max
j′≤j
∣∣|Sj′,1| − |Sj′,2|∣∣ ≤ max
j′≤j
|Sj′ | ≤ D2δ · n
′
k′
.
Hence, if for some j, inequality (3.3) is not satisfied for all i, then
Uj(X) ≥ (1− α/4− 4D3ε− 2D2δ) · n
′
k′
for all X ∈ V (M). Recall that m′ = bk′/2c. It follows that
∑
j′≤j
|Sj′ | =
∑
X∈V (M)
(
Uj(X)− 4D3ε · n
′
k′
)
≥ (1− α/4− 8D3ε− 2D2δ) · 2m
′
k′
· n′
≥ (1− α/4− 8D3ε− 2D2δ − 1/k′) · n′ ≥ (1− α/2) · n′ ≥ (1− 3α/4) · n.
This would be a clear contradiction, since (1− α) · n ≥ |V (T )| = ∑j |Sj |.
Let ϕ be a map satisfying both conditions in Lemma 3.25. Our next step will be planning out
connections between all the subtrees in our partition Π, whose locations in the graph G′ have already
been determined by ϕ.
Lemma 3.26. There is an assignment ψ : E → V (H ′′) with the following two properties.
1. For all e ∈ E, the following holds. Suppose that e = {Sj,l, Sj′,l′}, where j < j′. Then ψ(e) is a
common neighbor in H ′′ of the clusters ϕ(Sj,l) and ϕ(Sj′,3−l′).
2. Every cluster is assigned to at most 6/(γδ) edges in E, i.e., |ψ−1(X)| ≤ 6/(γδ) for all X ∈
V (H ′′).
Proof. We construct such a map greedily, starting from the empty map and extending it one-by-
one to the whole set E . Let e = {Sj,l, Sj′,l′} ∈ E , where j < j′. Since δ(H ′′) ≥ (1/2 + γ/3)k ≥
(1/2 + γ/3)k′, the clusters ϕ(Sj,l) and ϕ(Sj′,3−l′) have at least 2γk′/3 common neighbors. One
37
of them has been used fewer than |E|/(2γk′/3) ≤ τ/(2γk′/3) ≤ 6/(γδ) times, where the second
inequality follows from (3.2). We let ψ(e) be an arbitrary cluster with that property.
Now that we have laid out a general plan for the embedding, it is time to assign to each Sj,l a
particular subset of V (G′′), where we will map Sj,l. We start by choosing in each cluster X ∈ V (H ′′)
an arbitrary subset C(X) of size α/8 · n′/k′. Let eX be the number of edges in E that are assigned
to X. We partition C(X) into eX subsets of equal sizes and label those subsets with elements of
ψ−1(X) such that each e ∈ ψ−1(X) gets its own set ψ′(e) of size at least α/(4eX) · n′/k′, which is
at least αγδ/48 · n′/k′.
Next, fix a cluster X ∈ V (M). For each S ∈ S(X), we choose a subset ϕ′(S) of X − C(X)
with size |S| + 4D3ε · n′/k′ such that all these sets are disjoint. By the choice of ϕ, which satisfies
condition 2 in Lemma 3.25, this is possible. We do this for all clusters in V (M)2.
Finally, note that for all j, ϕ′(Sj,1) and ϕ′(Sj,2) are subsets of opposite clusters in an (ε, p)-
regular pair in G′′ with p-density at least γ/6 and for each e = {Sj,l, Sj′,l′}, where j < j′, also
{ϕ′(Sj,l), ψ′(e)} and {ϕ′(Sj′,3−l′), ψ′(e)} are pairs of subsets of opposite classes in an (ε, p)-regular
pair in G′′, whose p-density is at least γ/6.
3.4.6 Cleaning up G′′
Recall that we have ordered the subtrees in our partition in such a way that all descendants of a
tree S in the cluster tree come later in the ordering, i.e., if Sj′ is a descendant of Sj , then j′ > j.
Our goal in the cleaning-up stage is the following.
Goal. Construct functions ϕ′′ : S → P(V (G′′)) and ψ′′ : E → P(V (G′′)) with the following
properties.
1. For all S ∈ S, ϕ′′(S) ⊆ ϕ′(S) and |ϕ′′(S)| ≥ |S|+ (2D + 1)ε · n′/k′.
2. For all j, the graph (ϕ′′(Sj,1), ϕ′′(Sj,2)) is a bipartite (ε · n′/k′, 2D + 2)-expander.
3. For all e ∈ E , the following holds. Suppose that e = {Sj1,l1 , Sj2,l2}, where j1 < j2. Then:
(a) ψ′′(e) ⊆ ψ′(e) and |ψ′′(e)| ≥ ε · n′/k′,
(b) each vertex in ϕ′′(Sj1,l1) has a neighbor in ψ′′(e),
(c) each vertex in ψ′′(e) has at least D + 1 neighbors in ϕ′′(Sj2,3−l2).
In the process of achieving our goal, we will extensively use the following two technical lemmas.
Lemma 3.27. Let (A,B) be an (ε, p)-regular pair, whose p-density is larger than ε. Suppose that
|A| = |B| = n′/k′, and A′ ⊆ A and B′ ⊆ B are sets of size at least (4D+ 6)ε ·n′/k′. Then there are
subsets A′′ ⊆ A′ and B′′ ⊆ B′ satisfying the following two conditions.
1. |A′ −A′′| ≤ ε · n′/k′ and |B′ −B′′| ≤ ε · n′/k′.
2. The subgraph (A′′, B′′) is a bipartite (ε · n′/k′, 2D + 2)-expander.
2For the sake of clarity of the presentation we tacitly assumed that the numbers α/(4eX) · n′/k′ and 4D3ε · n′/k′
were integers. This is clearly not true in general, but since we assume that n′ is large, we can utilize the remaining
α/8 · n′/k′ unused vertices in each cluster to account for all rounding errors, as the number of sets ϕ′(S) and ψ′(e) is
independent of n.
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Proof. We will greedily construct such subsets A′′ and B′′. Before we start, we would like to remark
that all neighborhoods are computed in the subgraph (A′, B′), and not the graph (A,B) itself. First,
let X = ∅ and Y = ∅. We will iterate the following procedure. If there is a set X ′ ⊆ A′ −X, with
|X ′| ≤ ε ·n′/k′, such that |N(X ′)− Y | < (2D+ 2)|X ′|, then set X = X ∪X ′. Similarly, if there is a
set Y ′ ⊆ B′ − Y , with |Y ′| ≤ ε · n′/k′ such that |N(Y ′)−X| < (2D + 2)|Y ′|, then set Y = Y ∪ Y ′.
First we show that at all times |X| ≤ ε · n′/k′ and |N(X) − Y | ≤ (2D + 2)|X|, and similarly,
|Y | ≤ ε · n′/k′ and |N(Y ) − X| ≤ (2D + 2)|Y |. Certainly, this is true at the beginning of the
procedure, since then |X| = |Y | = |N(X)−Y | = |N(Y )−X| = 0. Suppose that all four inequalities
hold at the beginning of some iteration. Assume that the procedure finds an X ′ ⊆ A′ − X with
|X ′| ≤ ε · n′/k′ and |N(X ′)− Y | < (2D + 2)|X ′|. Then
|N(X ∪X ′)− Y | = |(N(X)− Y ) ∪ (N(X ′)− Y )| ≤ |N(X)− Y |+ |N(X ′)− Y |
≤ (2D + 2)|X|+ (2D + 2)|X ′| = (2D + 2)|X ∪X ′|.
Note that in (A,B) there are no edges between X ∪X ′ and B′−N(X ∪X ′). Also, since |X ∪X ′| =
|X|+ |X ′| ≤ 2ε · n′/k′, then
|B′ −N(X ∪X ′)| ≥ |B′| − |N(X ∪X ′)− Y | − |Y | ≥ |B′| − (4D + 5)ε · n′/k′ ≥ ε · n′/k′.
Since (A,B) was (ε, p)-regular with p-density larger than ε, and |A| = |B| = n′/k′, it must be that
|X ∪X ′| < ε · n′/k′. A symmetric argument proves the other two inequalities.
Now, put A′′ = A′ − X and B′′ = B′ − Y . We have already proved that condition 1 holds
for this choice of A′′ and B′′. As for the other condition, the definition of X and Y guarantees
that all small subsets of A′′ and B′′ expand at least 2D + 2 times. It suffices to prove that also
large sets expand well enough. Suppose that there is an X ′ ⊆ A′′ with |X ′| ≥ ε · n′/k′ such that
|N(X ′)∩B′′| < |B′′| − ε ·n′/k′. There are no edges in (A,B) between the sets X ′ and B′′−N(X ′),
but this is impossible, since (A,B) is (ε, p)-regular with p density larger than ε, and both sets are
larger than ε · n′/k′.
Lemma 3.28. Let b ≥ 1 and let (A,B) be an (ε, p)-regular pair, whose p-density is larger than ε.
Suppose that |A| = |B| = n′/k′, and A′ ⊆ A and B′ ⊆ B are sets of size at least 2ε · n′/k′ and
bε ·n′/k′ respectively. Then there is a subset A′′ ⊆ A′ such that |A′−A′′| ≤ ε ·n′/k′ and every vertex
in A′′ has at least b neighbors in B′.
Proof. Let X ⊆ A′ be the set of all vertices in A that have fewer than b neighbors in B and put
A′′ = A′−X. If |X| ≤ ε ·n′/k′, then there is nothing left to prove. Otherwise, let X ′ be an arbitrary
subset of X of size ε ·n′/k′. Clearly, there are no edges in (A,B) between X ′ and B′−N(X ′). This
is impossible, since (A,B) is (ε, p)-regular with p-density larger than ε, |X ′| ≥ ε · n′/k′ and by the
definition of X, we have |B′ −N(X ′)| ≥ |B′| − (b− 1)|X ′| ≥ ε · n′/k′.
An immediate consequence of Lemma 3.28 is the following Corollary.
Corollary 3.29. Let d ≥ 1 and let (A,B1), . . . , (A,Bd) be (not necessarily distinct) (ε, p)-regular
pairs in G′′. Suppose that |A| = |B1| = . . . = |Bd| = n′/k′, A′ ⊆ A is a set of size at least
(d+ 1)ε · n′/k′ and B′i ⊆ Bi are sets of size at least ε · n′/k′ for each i ∈ {1, . . . , d} . Then there is
a subset A′′ ⊆ A′ such that |A′ −A′′| ≤ dε · n′/k′ and every vertex in A′′ has a neighbor in each B′i.
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We start cleaning up by setting ϕ′′ = ϕ′ and ψ′′ = ψ′. Next, we will iteratively, starting with
j = t and each time reducing j by one, keep fixing the two functions by making sure that after we
have finished step j, the requirements 1, 2 and 3b are met as long as they involve only sets Sj′,l′
with j′ ≥ j and l′ ∈ {1, 2} (i.e., j1 ≥ j in 3), and the requirements 3a and 3c are met as long as they
involve sets {Sj1,l1 , Sj2,l2} with max{j1, j2} ≥ j. If we manage to do that, after completing the final
step (j = 1) our goal will be reached.
Assume that we are at a step j and our functions ϕ′′ and ψ′′ satisfy all requirements involving
only sets Sj′,l′ with j′ > j and requirements 3a and 3c, where j2 > j. Let D(Sj,1) and D(Sj,2) be the
families of the color classes of all the children (in the cluster tree TΠ) of Sj that are adjacent to the
color classes Sj,1 and Sj,2, respectively. In other words, Sj′,l′ ∈ D(Sj,l) if and only if Sj′ is a child of
Sj in the cluster tree TΠ, and the edge connecting Sj and Sj′ in T has endpoints in the sets Sj,l and
Sj′,l′ . For each l ∈ {1, 2}, the following is true. Fix a set Sj′,l′ ∈ D(Sj,l) and let e = {Sj,l, Sj′,l′}.
Since Sj′,l′ is a descendant of Sj,l in the cluster tree, we have j′ > j, and therefore |ψ′′(e)| ≥ ε ·n′/k′.
Since |D(Sj,l)| ≤ ∆(TΠ) ≤ D3, and |ϕ′(Sj,l)| ≥ |Sj,l| + 4D3ε · n′/k′, by Corollary 3.29, there is a
subset A′l ⊆ ϕ′(Sj,l) of size at least |Sj,l|+ 3D3ε · n′/k′ such that every vertex in A′l has a neighbor
in every ψ′′({Sj,l, S}), for each S ∈ D(Sj,l).
By Lemma 3.27, there are subsets A′′1 ⊆ A′1 and A′′2 ⊆ A′2 of sizes at least |Sj,1|+ 2D3ε · n′/k′ ≥
|Sj,1|+ (2D+ 1)ε · n′/k′ and |Sj,2|+ 2D3ε · n′/k′ ≥ |Sj,2|+ (2D+ 1)ε · n′/k′, respectively, such that
the induced graph (A′′1 , A′′2) is a bipartite (ε · n′/k′, 2D + 2)-expander. We put ϕ′′(Sj,l) = A′′l for
both l.
Finally, let l be such that the set Sj,l contains the root of the tree T [Sj ]. If j 6= 1, then Sj,l has
a unique parent S ∈ S. Let e = {S, Sj,l}. Clearly, e belongs to E . Since |ψ′(e)| ≥ αγδ/48 · n′/k′ ≥
2ε ·n′/k′, by Lemma 3.28 there is a subset A′′ ⊆ ψ′(e) of size at least ε ·n′/k′ such that every vertex
in A′′ has at least D + 1 neighbors in ϕ′′(Sj,l). We put ψ′′(e) = A′′. If j = 1, then Sj is the root of
TΠ, and there is nothing to do.
3.4.7 Embedding T into G′′
Finally, we are ready to embed our tree T into G′′. We will do the actual embedding in a top-
down fashion, starting with S1 and extending our embedding to all other Sj one-by-one. For each
j, the subtree T [Sj ] will be embedded into the bipartite expanding graph (ϕ′′(Sj,1), ϕ′′(Sj,2)) with
the small exception that, unless j = 1, the root of the tree will be embedded into the appropriate
‘connecting’ set ψ′′(e), where e ∈ E represents the edge between T [Sj ] and its parent in the cluster
tree TΠ.
We start by embedding the first subtree, S1, into the bipartite graph H1 induced on the pair
(ϕ′′(S1,1), ϕ′′(S1,2)). Since |ϕ′′(S1,l)| ≥ |S1,l|+ 2D3ε · n′/k′ for each l ∈ {1, 2}, and H1 is a bipartite
(ε ·n′/k′, D+ 1)-expander, Corollary 3.10 guarantees that this is possible. Suppose we have already
embedded S1, . . . , Sj−1 into T in such a way that for every j′ < j and l′ ∈ {1, 2}, all vertices in Sj′,l′ ,
except the root of T [Sj′ ], are mapped into the set ϕ′′(Sj′,l′). Let l ∈ {1, 2} be such that the root
of T [Sj ], call it rj , is in Sj,l. Let pj be the parent of rj in the tree T and let j′ and l′ be such that
pj ∈ Sj′,l′ . Finally, let e := {Sj′,l′ , Sj,l}. The way we defined ϕ′′ and ψ′′ guarantees that the image
of pj , which by the definition of Π cannot be the root of its tree and hence has not been mapped to
a vertex in one of the ’connecting’ sets ψ′′(e), is in ϕ′′(Sj′,l′) and has a neighbor x in the set ψ′′(e),
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ϕ′′(Sj′,l′)
pj
ψ′′(e)
rj
ϕ′′(Sj,l)
ϕ′′(Sj,3−l)
Figure 3.2: Embedding the subtree Sj into G′′
and x has at least D + 1 neighbors in ϕ′′(Sj,3−l).
Claim 3.30. The graph Hj induced on the pair (ϕ′′(Sj,l)∪{x}, ϕ′′(Sj,3−l)) is a bipartite (ε ·n′/k′+
1, D + 1)-expander.
Proof. For the sake of brevity, let A := ϕ′′(Sj,l) ∪ {x}, B := ϕ′′(Sj,3−l) and q := ε · n′/k′. Recall
that the graph (A− {x}, B) is a bipartite (q, 2D+ 2)-expander. It is easy to check that Hj satisfies
all conditions from Definition 3.9.
For example, let X ⊆ A be a set of size at most q + 1. If x 6∈ X, then |NHj (X)| ≥ (2D +
2) min{|X|, q} ≥ (D + 1)|X|. If x ∈ X but X 6= {x}, then |NHj (X)| ≥ |NHj (X − {x})| ≥ (2D +
2)(|X| − 1) ≥ (D + 1)|X|. Finally, if X = {x}, then |NHj (X)| ≥ (D + 1)|X| by the choice of x.
A similar straightforward case analysis shows that the other conditions from Definition 3.9 are
also satisfied. We omit the details.
Since |ϕ′′(Sj,l)∪{x}| ≥ |Sj,l|+2D3ε·n′/k′ and |ϕ′′(Sj,3−l)| ≥ |Sj,3−l|+2D3ε·n′/k′, Corollary 3.10
says that we can embed T [Sj ] in Hj in such a way that rj is mapped to x. Note that necessarily
Sj,l−{rj} is mapped to ϕ′′(Sj,l) and Sj,3−l is mapped to ϕ′′(Sj,3−l), see Figure 3.4.7. This completes
the proof.
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Chapter 4
Asymptotic counting of Ks,t-free
graphs
4.1 Introduction
Let H be an arbitrary graph. We say that a graph G is H-free if G does not contain H as a (not
necessarily induced) subgraph. Denote by fn(H) the number of labeled H-free graphs on a fixed
vertex set of size n. Let ex(n,H) denote the Turán number for H, i.e., the maximum number of
edges in an H-free graph on n vertices. Extending the classical theorem of Turán [73], Erdős and
Stone [34] proved that the order of magnitude of ex(n,H) depends only on the chromatic number
of H, i.e.,
ex(n,H) =
(
1− 1
χ(H)− 1
)
n2
2
+ o(n2). (4.1)
Since every subgraph of an H-free graph is also H-free, it follows that fn(H) ≥ 2ex(n,H). Erdős,
Frankl and Rödl [28] proved that this crude lower bound is in fact tight whenever χ(H) ≥ 3, namely,
fn(H) = 2
(1+o(1))·ex(n,H). (4.2)
The picture changes dramatically when one drops the χ(H) ≥ 3 assumption. This is not at all
surprising, since when χ(H) = 2, the right hand side of (4.1) collapses to the o(n2) error term.
Nevertheless, Erdős [20] asked if (4.2) is still true if H is a bipartite graph containing a cycle.
His question remains unanswered, and for most such H not even the correct order of magnitude
of log2 fn(H) is known. The only results in this direction are due to Kleitman and Winston [53],
who proved that log2 fn(C4) ≤ 2.17 · ex(n,C4), and Kleitman and Wilson [52], who proved that
log2 fn(C6) ≤ O(ex(n,C6)). It is worth mentioning that the 2O(n
5/4) bound on the number of C8-
free graphs obtained by Kleitman and Wilson [52] may turn out to be asymptotically tight once the
order of magnitude of the Turán number for C8 is determined.
Below we prove the best possible result that one can expect for all complete bipartite graphs.
Definition 4.1. The binary entropy function H : [0, 1]→ R is defined by
H(x) = −x log2 x− (1− x) log2(1− x).
The material presented in this chapter is joint work with József Balogh. Part of it was accepted for publication in
The SIAM Journal on Discrete Mathematics under the title Almost all C4-free graphs have less than (1− ε) ex(n,C4)
edges, see [13]; part of it was submitted to Combinatorica under the title The number of Km,m-free graphs, see [14];
part of it was submitted to the Journal of the London Mathematical society under the title The number of Ks,t-free
graphs, see [15].
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For every positive integer s, let
Cs = sup
x∈(0,1)
(
x−1+1/sH(x)
) ∈ [1, 0.55s+ 1.5).
Theorem 4.2 ([15]). For all s and t with 2 ≤ s ≤ t, the number of labeled Ks,t-free graphs on n
vertices satisfies
log2 fn(Ks,t) ≤ (1 + o(1))
s(t− 1)1/s
2s− 1 Cs · n
2−1/s.
Erdős conjectured [25] that ex(n,Ks,t) = Θ(n2−1/s) for all s and t with 2 ≤ s ≤ t. If this
conjecture is true, Theorem 4.2 would be asymptotically sharp for all pairs (s, t). So far, Erdős’
conjecture has been resolved in the affirmative in the case s ≤ 3 (see [18, 42, 43]) or t > (s − 1)!
(see [57, 7]); therefore, Theorem 4.2 is sharp for ‘most’ pairs of s and t.
Füredi [42] proved that for all t ≥ 2, ex(n,K2,t) = 12
√
t− 1 · n3/2 + O(n4/3); together with
Theorem 4.2, it implies the following.
Corollary 4.3 ([15]). If t ≥ 2, then the number of K2,t-free graphs of order n is satisfies
ex(n,K2,t) ≤ log2 fn(K2,t) ≤ 2.16384 · ex(n,K2,t).
Let fn,m(H) denote the number of H-free graphs on a fixed n-element vertex set, having exactly
m edges. The methods used in the proof of Theorem 4.2 also give an upper bound on fn,m(Ks,t).
Theorem 4.4 ([15]). For every s and t with 2 ≤ s ≤ t, let
µs,t =
1
s
+
s− 1
s2(t− 1)(t− s+ 1) + s .
There is an n0 (depending on s and t) such that for all n andm with n ≥ n0 andm ≥ n2−µs,t(log n)3t/s+2,
the number fn,m(Ks,t) of labeled Ks,t-free graphs of order n and size m satisfies
fn,m(Ks,t) ≤
(
3tn2s−1
ms
)m
.
The remainder of this chapter is organized as follows. In Section 4.2, we study several implications
of Theorems 4.2 and 4.4. In Section 4.3, we state and prove a few technical lemmas. We defer the
proofs of Theorems 4.2, 4.4 and 4.7 to Sections 4.4, 4.5 and 4.6, respectively.
4.2 Implications of the main results
The main results of this chapter, Theorems 4.2 and 4.4 have various interesting consequences, some
of which we list below. Most of the statements in this section are straightforward applications of
the main results, and hence their proofs are omitted.
4.2.1 Balogh-Bollobás-Simonovits conjecture
Let H be a fixed non-bipartite graph. For every positive constant ε, almost all H-free graphs on
n vertices have between ( 12 − ε) ex(n,H) and ( 12 + ε) ex(n,H) edges. It is not known if a similar
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concentration around one half still occurs when H is bipartite. Nevertheless, one would expect that
the number of edges in a ‘typical’ H-free graph is at least bounded away from the extremal values, 0
and ex(n,H). Balogh, Bollobás, and Simonovits [9] formalized this intuition by stating the following
conjecture.
Conjecture 4.5. For every bipartite graph H that contains a cycle, there is a positive constant cH
such that almost all H-free graphs on n vertices have at least cH · ex(n,H) and at most (1 − cH) ·
ex(n,H) edges.
So far, Conjecture 4.5 has been partially (only the lower bound) proved in the case H = C4 [41]
and H = C6 [41, 52]. In [9], the precise structure of almost all octahedron-free (K2,2,2-free) graphs
was described. The main obstacle to extending this result to other complete multipartite graphs
was the lack of results showing that the lower bound in Conjecture 4.5 holds for complete bipartite
graphs other than C4. An immediate corollary of Theorem 4.4 provides such a lower bound.
Corollary 4.6 ([15]). Let s and t be integers satisfying s ∈ {2, 3} and t ≥ s, or s > 3 and t > (s−1)!.
There exists a positive constant cs,t such that almost all Ks,t-free graphs of order n have at least
cs,t · ex(n,Ks,t) edges. Moreover, if t ≥ 2, then we may choose c2,t = 1/12.
Building on the methods developed in the proof of Theorem 4.2 to obtain an upper bound on
the number of one-vertex extensions of a K2,t-free graph, one gets the following.
Theorem 4.7 ([13]). There exists a positive constant ε such that for every t with t ≥ 2, almost all
K2,t-free graphs of order n have at most (1− ε) · ex(n,K2,t) edges.
We defer the proof of Theorem 4.7 to Section 4.6.
4.2.2 Haxell-Kohayakawa-Łuczak conjecture
Given two graphs G and H, one defines the generalized Turán number for H in G, denoted ex(G,H),
by
ex(G,H) = max{e(K) : H * K ⊆ G}.
A simple averaging argument implies that for every positive integer k, an arbitrary graph G has a
k-partite subgraph with at least (1− 1/k) · e(G) edges. It follows that for every G and H,
ex(G,H) ≥
(
1− 1
χ(H)− 1
)
· e(G).
It is natural to ask for which graphs G the above inequality becomes an equality. Haxell, Kohayakawa
and Łuczak [50] conjectured that whenever p is large enough, so that the random graph G(n, p)
has many uniformly distributed copies of H, then asymptotically almost surely ex(G(n, p), H) =
(1− 1χ(H)−1 + o(1)) · e(G(n, p)).
Definition 4.8. Let H be a fixed graph. We define the 2-density of H, denoted d2(H), by
d2(H) = max
{ |E(K)| − 1
|V (K)| − 2 : K ⊆ H, |V (K)| ≥ 3
}
.
44
Conjecture 4.9 ([50]). Let H be a fixed balanced graph and suppose that p : N → [0, 1] satisfies
p(n) = ω
(
n−1/d2(H)
)
. Then with probability tending to 1 as n→∞,
ex(G(n, p), H) =
(
1− 1
χ(H)− 1 + o(1)
)
· e(G(n, p)).
So far, Conjecture 4.9 has been proved for all cycles [50, 51], K4 [55], and K5 [47]. Some partial
results are also known for larger complete graphs, see [56, 70]. Recently, Conlon and Gowers [22] and,
independently, Schacht [67], have announced that they have proved a meta-theorem that implies
Conjecture 4.9 in its full generality. A straightforward application of Theorem 4.4 and the first
moment method gives the following relaxed version of Conjecture 4.9 when H is a complete bipartite
graph.
Corollary 4.10 ([15]). Let s and t be integers satisfying 2 ≤ s ≤ t and let µs,t be as in the statement
of Theorem 4.4. If pnµs,t = ω
(
(log n)3t/s+2
)
, then asymptotically almost surely
ex(G(n, p),Ks,t) = o
(
e(G(n, p))
)
. (4.3)
Note that in order to prove Conjecture 4.9, one has to show that (4.3) is still true if we only
assume that pn−
s+t−2
st−1 → ∞. Still, unless pn1/s → ∞, and hence ex(n,Ks,t) = o
(
E
[
e(G(n, p))
])
,
the result proved by Corollary 4.10 is non-trivial.
4.2.3 Kohayakawa-Łuczak-Rödl conjecture
Recall from Section 1.3 that a bipartite graph B = (V1∪V2, E) is ε-regular if for all sufficiently large
sets V ′1 ⊆ V1 and V ′2 ⊆ V2, the density d(V ′1 , V ′2) differs from the density of B by at most ε ·d(V1, V2).
Definition 4.11. For a graphH, let G(H,n,m) be the family of graphs on the vertex set⋃x∈V (H) Vx,
where the sets Vx are pairwise disjoint sets of size n, whose edge set is
⋃
{x,y}∈E(H)Ex,y, where
Ex,y ⊆ Vx × Vy and |Ex,y| = m. Let G(H,n,m, ε) ⊆ G(H,n,m) denote the set of graphs in
G(H,n,m) satisfying that each (Vx ∪ Vy, Ex,y) is an ε-regular graph.
A graph G ∈ G(H,n,m, ε) looks like H, in which every vertex has been replaced by an indepen-
dent set of size n, and every edge – by a set of m edges which form an ε-regular bipartite graph.
Kohayakawa, Łuczak, and Rödl [55] conjectured that, whenever these bipartite graphs are dense
enough, only a small fraction of graphs in G(H,n,m, ε) does not contain a copy of H.
Conjecture 4.12. Let H be a fixed graph. For any positive β, there exist positive constants ε, C,
and n0 such that for all m and n satisfying m ≥ Cn2−1/d2(H) and n ≥ n0, we have
|{G ∈ G(H,n,m, ε) : H 6⊆ G}| ≤ βm
(
n2
m
)|E(H)|
.
Sor far, Conjecture 4.12 has been resolved in the affirmative when H is a tree, a cycle [44] or a
complete graph on three [44, 60], four [46], or five vertices [47]. Some partial results are also known
for larger complete graphs [45]. A straightforward application of Theorem 4.4 gives the following
relaxed version of Conjecture 4.12 when H is a complete bipartite graph.
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Corollary 4.13 ([15]). Let s and t be integers satisfying 2 ≤ s ≤ t, and let µs,t be as in the statement
of Theorem 4.4. For any positive β and ε, there exist positive constants C and n00 such that for all
n and m satisfying m ≥ Cn2−µs,t(log n)3t/s+2 and n ≥ n0, we have
|{G ∈ G(Ks,t, n,m, ε) : Ks,t 6⊆ G}| ≤ βm
(
n2
m
)|E(Ks,t)|
. (4.4)
Note that in order to prove Conjecture 4.12, one would have to show that (4.4) is still true if we
only assume that m ≥ Cn2− s+t−2st−1 .
4.2.4 Random Ramsey graphs
A graph G is Ramsey with respect to H, G→ H, if every two-coloring of the edges of G results in a
monochromatic subgraph isomorphic to H. Unsurprisingly, the smallest graphs which are Ramsey
with respect to the four-cycle, are ‘saturated’ by C4’s. Erdős and Faudree asked (see [41]) whether
this is always the case, i.e., if there exists a graph G such that G → C4, but G does not contain
a K2,3. Answering this question, Füredi [41] proved a much stronger result – whenever m is large
enough, there are K2,3-free graphs with m edges, whose largest C4-free subgraph has only m1−c
edges, where c ≥ 1/51 + o(1). Clearly, all such graphs are Ramsey with respect to C4. He also
asked if similar results can be proved for other pairs of graphs. Using the random graph argument
from [41], combined with Theorem 4.4, we can provide an answer to this question.
Corollary 4.14 ([15]). For all integers s and t with 2 ≤ s ≤ t, there exist an integer u with u > t
and positive constant c such that for all large enough m, there exists a Ks,u-free graphs G with m
edges, whose largest Ks,t-free subgraph has only m1−c edges. In particular, if s = t = 3, then one
can take u = 4.
4.3 Technical lemmas
One of the key ingredients in the proof of Theorem 4.2 is the following lemma, whose proof is a
double counting argument in the spirit of Kövári, Sós, and Turán [58].
Lemma 4.15 ([14]). Fix two integers s and t with 1 ≤ s ≤ t and a positive real ε. Let G be
an n-vertex graph with minimum degree at least d, and A be any set of a vertices of G, where
a ≥ (1 + ε)(t − 1)(ns)/(ds). Then the number of copies of Ks,t in G with the larger partite set
completely contained in A, denoted Ns,t(A), satisfies
Ns,t(A) ≥ β · at,
where
β = β(s, t, d, ε) =
εt
t!
(
d
s
)t
/
(
n
s
)t−1
.
Proof. Let U be an s-set of vertices of G and assume that U = {u1, . . . , us}. Let c(U) be the number
of common neighbors of u1, . . . , us in the set A, i.e.
c(U) =
∣∣N∗G(U) ∩A∣∣.
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Clearly, ∑
U
c(U) =
∑
w∈A
(
dG(w)
s
)
≥ a
(
δ(G)
s
)
≥ a
(
d
s
)
.
The number of copies of Ks,t in G with the larger partite set contained in A satisfies
Ns,t(A) =
∑
U
(
c(U)
t
)
≥
(
n
s
)(
a
(
d
s
)
/
(
n
s
)
t
)
,
where the above inequality follows from convexity of the function Bt defined by
Bt(x) =
0 if x ≤ t− 1,(x
t
)
if x > t− 1,
and the assumption that a
(
d
s
)
/
(
n
s
)
> t− 1. It follows that
Ns,t(A) ≥
(
n
s
)
· 1
t!
t−1∏
i=0
(
a
(
d
s
)(
n
s
) − i) = (n
s
)
·
(
a
(
d
s
)(
n
s
) )t · 1
t!
t−1∏
i=0
(
1− i
(
n
s
)
a
(
d
s
))
≥ a
t
t!
(
d
s
)t
/
(
n
s
)t−1
·
t−1∏
i=0
(
1− i
(1 + ε)(t− 1)
)
≥ a
t
t!
(
d
s
)t
/
(
n
s
)t−1
·
(
1− 1
1 + ε
)t
≥ ε
t
t!
(
d
s
)t
/
(
n
s
)t−1
· at.
The next Lemma formalizes the following intuition. A random partition of the vertex set of a
graph into two sets of sizes a and b splits the neighborhood of each vertex roughly in proportion
a : b.
Lemma 4.16 ([13]). For all β, ρ ∈ (0, 1), there exists an n0 such that the following holds. If
n ≥ n0 and G is an n-vertex graph with δ(G) ≥ log2 n, then there exists an A ⊆ V (G) with
|A| ∈ ((1− ρ)βn, (1 + ρ)βn) such that for all v ∈ V (G),
(1− ρ)β · deg(v) ≤ deg(v,A) ≤ (1 + ρ)β · deg(v).
Proof. Let us pick, randomly and independently, each vertex of G with probability β. Let A be the
set of selected vertices. By Theorem 1.2,
P
(∣∣|A| − βn∣∣ ≥ ρβn) ≤ 2e−2ρ2β2n,
Similarly, for every vertex v,
P (|deg(v,A)− β deg(v)| ≥ ρβ deg(v)) ≤ 2e−2ρ2β2 deg(v) ≤ 2e−ρ2β2δ(G) ≤ 2e−ρ2β2 log2 n.
By the union bound, the set A has all the required properties with probability tending to 1 as n
tends to infinity. Hence, provided that n is large enough, there exists a set A satisfying all the
required conditions.
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Finally, we need the following well-known estimate relating binomial coefficients with the binary
entropy function (see, e.g., [61, Lemma 9]).
Lemma 4.17. If 0 ≤ k ≤ n, then
1
n+ 1
· 2n·H(k/n) ≤
(
n
k
)
≤ 2n·H(k/n).
4.4 Proof of Theorem 4.2
Let G be aKs,t-free graph of order n, let v be a vertex of minimum degree in G, and let G′ = G−{v}.
Clearly, the graph G′ is Ks,t-free and δ(G′) ≥ δ(G)− 1 = dG(v)− 1. It easily follows that one can
find an ordering v1, . . . , vn of V (G) such that if we let Gi = G[{v1, . . . , vi}], then
δ(Gi) ≥ dGi+1(vi+1)− 1 for all i ∈ {1, . . . , n− 1}.
In other words, every n-vertex Ks,t-free graph can be obtained from a single vertex by successively
adjoining a vertex of degree d + 1 to a graph with minimum degree at least d, for some d. The
general idea of the proof is showing that the number of ways in which one can obtain a Ks,t-free
graph of order i+ 1 from some i-vertex Ks,t-free graph in the above process of adjoining vertices of
minimum degree is 2O(i
1−1/s), and therefore the number of labeled Ks,t-free graphs of order n is at
most
fn(Ks,t) ≤ n! ·
n−1∏
i=1
2O(i
1−1/s) = 2O(n
2−1/s).
We start by introducing some notation. For a fixed n-vertex Ks,t-free graph G, let f(G;Ks,t)
denote the number of ways we can extend G to a Ks,t-free graph of order n+ 1 by adjoining to G a
new vertex of degree at most δ(G) + 1. Then, we let
f(n;Ks,t) = sup
G
f(G;Ks,t),
where the supremum is taken over all Ks,t-free graphs with n vertices.
The core of the proof is description and analysis of an algorithm that encodes the aforementioned
one-vertex extensions in an economical way, i.e., using only few bits. Precisely, we will achieve the
following goal.
Goal. Construct an algorithm A meeting the following specification:
• INPUT: An n-vertex Ks,t-free graph G and a set N ⊆ V (G) of size at most δ(G) + 1 such that
the addition of a new vertex v with N(v) = N yields a Ks,t-free graph of order n+ 1.
• OUTPUT: A bitstring of length at most (1 + o(1))(t− 1)1/sCs · n1−1/s that uniquely encodes
N .
By saying that A uniquely encodes N , we mean that there is another algorithm B, which given
G and A(G,N) – the code of N in G produced by A – outputs N . Although we will not explicitly
construct such B, it will become clear that one can obtain such an algorithm by slightly modifying A.
In particular, the existence of such coding and decoding procedures implies that for a fixed Ks,t-free
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graph G, the map N 7→ A(G,N) is an injection of the set of all possible Ks,t-free extensions of G
by a single vertex of degree at most δ(G) + 1 into a set of size 2(1+o(1))(t−1)
1/sn1−1/s . It then follows
that for every n-vertex Ks,t-free graph G,
f(G;Ks,t) ≤ 2(1+o(1))(t−1)1/sCs·n1−1/s ,
and hence
log2 fn(Ks,t) ≤ log2
(
n! ·
n−1∏
i=1
f(i;Ks,t)
)
≤ (1 + o(1))(t− 1)1/sCs ·
n−1∑
i=1
i1−1/s
= (1 + o(1))
s(t− 1)1/s
2s− 1 Cs · n
2−1/s.
In the remainder of the proof we will describe and analyze an algorithm that meets our require-
ments. To begin with, let us fix some valid input for A, i.e., an n-vertex Ks,t-free graph G and a
set N ⊆ V (G) with |N | ≤ δ(G) + 1 such that making a new vertex v adjacent to all of N yields a
Ks,t-free graph G′ of order n + 1. Furthermore, let d = |N | − 1 and note that by our assumption
δ(G) ≥ d.
Since |V (G)| = n, we may clearly assume that there is an injective mapping of V (G) into the
set {0, 1}dlog2 ne or, in other words, a distinct dlog2 ne-bit code for each vertex of G. To simplify
notation, from now on we will generally not distinguish vertices of G from their codes.
For the most part, the output of our algorithm will be a sequence of vertex codes interwined
with numbers and short ‘control sequences’ (strings like LOW DEGREE VERTEX, PREPROCESSING, etc.)
coming from a constant sized set. Since all the numbers involved will come from the set {0, . . . , n−1},
to avoid confusion, let us agree that by outputting a number we will mean outputting its unique
code of fixed length dlog2 ne, e.g., the binary representation of the number. Same convention applies
to ‘control sequences’ – each of them will be assigned a unique code of length dlog2 ne.
Recall that d + 1 = |N | and δ(G) ≥ d. If d ≤ n1−1/s/dlog2 ne, then A will simply output LOW
DEGREE VERTEX, followed by the list of all elements of N in an arbitrary order. Clearly, the length
of the output string is precisely
(d+ 2)dlog2 ne ≤ (1 + o(1))n1−1/s.
After having handled the easy case, for the remainder of this section we will restrict our attention
to the more interesting case d > n1−1/s/dlog2 ne. Since G′, which we recall is the graph obtained
from G by adjoining v to the vertices in N , is Ks,t-free, whenever a t-set D ⊆ V (G) is the larger
partite set in a copy of Ks−1,t in G, N does not contain D, i.e., |N ∩ D| ≤ t − 1. Since d ≥
n1−1/s/(2 log n) n1−1/(s−1), Lemma 4.15 implies that G contains many copies of Ks−1,t. In vague
terms, this means that N cannot be an arbitrary subset of V (G), but is very restricted, and hence
its entropy is much lower than log2
(
n
d+1
)
. Below we try to make this intuition precise. For the sake
of brevity, let us first introduce the following definition.
Definition 4.18. A t-set D ⊆ V (G) is dangerous if |N∗(D)| = s− 1, i.e., D is the larger partite set
in a copy of Ks−1,t in G. In other words, a t-set D is dangerous if and only if D ⊆ N∗(U) for some
(s− 1)-set U ⊆ V (G).
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The starting point in designing of the algorithm are the following three simple observations and an
estimate on the number of dangerous sets.
Observation 4.19. No dangerous set is fully contained in N .
Observation 4.20. Let U ⊆ V (G) be an arbitrary (s−1)-set of vertices. Then |N ∩N∗(U)| ≤ t−1.
Observation 4.21. Let W ⊆ V (G) be an arbitrary s-set of vertices. Then |N∗(W )| ≤ t − 1 and
hence N∗(W ) contains at most
(
t−1
s−1
)
different (s− 1)-subsets.
Lemma 4.22. Fix some positive ε and let A be any set of a vertices in G with a ≥ (1 + ε)(t −
1)
(
n
s−1
)
/
(
d
s−1
)
. There is a d0 such that for all d with d ≥ d0, the number D(A) of dangerous t-sets
in A satisfies
D(A) ≥ α · at,
where
α = α(s, t, d, ε) =
εt
s!t!
· d
(s−1)t
n(s−1)(t−1)
.
Proof. Since G is Ks,t-free, every dangerous t-set is the larger partite set of exactly one copy of
Ks−1,t in G, and therefore by Lemma 4.15,
D(A) = Ns−1,t(A) ≥ β(s− 1, t, d, ε) · at,
where β(s − 1, t, d, ε) is defined in the statement of Lemma 4.15. It suffices to prove that β ≥ α.
First let us observe that
lim
d→∞
(1− s/d)(s−1)t = 1,
and hence there is a d0 such that if d ≥ d0, then
s · (d− s)(s−1)t ≥ d(s−1)t.
It follows that if d ≥ d0, then
β =
εt
t!
(
d
s− 1
)t
/
(
n
s− 1
)t−1
≥ ε
t
t!
·
(
(d− s)s−1
(s− 1)!
)t
·
(
(s− 1)!
ns−1
)t−1
≥ ε
t
t!
· d
(s−1)t
s(s− 1)!n(s−1)(t−1) = α.
Next, let us sketch the rough idea of how our algorithm works. Although this description is
not very formal or precise, and misses out a lot of technical details, we hope that it will make the
understanding of the pseudocode of A somewhat clearer.
At all times A will maintain a list of already encoded elements of N (neighbors of v), denoted
by E, and a set A containing the remaining neighbors – the set N −E. We will refer to A as the set
of eligible vertices and E – the set of already encoded vertices. Our goal will be to shrink the eligible
set A as much as we can, without growing E too much at the same time. Since, as we will later see,
encoding one element of E requires approximately log2 n bits, at all times we can encode the entire
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set N using roughly |E| log2 n+ log2
( |A|
|N−E|
)
bits. Once we are done shrinking A, this number will
be small enough for our purposes.
Before we proceed with the explanation, let us define a few parameters. Let
ε = ε(n) = 1/ log n, ω = ω(n) = (logn)3 and b = d
t−s
t−s+1 .
The target size of the eligible set A, i.e., the maximum number of elemets we would like A to have
at the very end, is a0, which we define by
a0 = (1 + ε)(t− 1)
(
n
s− 1
)
/
(
d
s− 1
)
. (4.5)
Note that a0 is the lower bound on the cardinality of a set A that surely contains a lof of dangerous
t-subsets (see Lemma 4.22).
The algorithm works in steps. Each step starts with preprocessing of the eligible set A, i.e., a
procedure which makes sure that A is ‘well-behaved’ in terms of the sizes of its intersections with
common neighborhoods of (s− 1)-element sets of vertices. In step 3a we simply remove from A all
such common neighborhoods that are larger than ω|A|/d, and encode all neighbors of v (elements
of N) which those large neighborhoods contain (Observation 4.20 says that there are at most t− 1
neighbors of v in each such neighborhood). This will be of extremely high importance later.
Next, in step 3c, we pick out a carefully chosen sequence of subsets Et, . . . , Es+1 ⊆ N −E of size
b each that we encode and move to E. At the same time we construct a sequence of hypergraphs
Ht, . . . ,Hs, where each Hr is an r-uniform hypergraph on the vertex set A with
E(Hr) ⊆
{
D ⊆ A : {wt, . . . , wr+1} ∪D is dangerous for some wt ∈ Et, . . . , wr+1 ∈ Er+1
}
.
Our ultimate goal in the second part of each step, the for loop 3c, is to maximize the number of edges
in Hs. Since edges of the r-uniform hypergraph Hr are neighbors in the (r+ 1)-uniform hypergraph
Hr+1 of vertices from Er+1, i.e., D ∈ E(Hr) if D ∪ {w} ∈ E(Hr+1) for some w ∈ Er+1, we try to
achieve this goal by maximizing e(Hr) in turn for all r ∈ {t− 1, . . . , s}. In order to do that, we try
to add to Er+1 vertices with highest degree in Hr+1. Since Er+1 ⊆ N , our choices are quite limited,
as it might happen that very few of the high-degree vertices in Hr+1 are members of N . If this is the
case, we will not be able to make e(Hr) very large, but this gives us some information about N that
we can use to shrink the eligible set – we simply delete from A all the high-degree non-neighbors of
v which we keep listed in the set Y . Finally, notice that having a few vertices outside of N which
cover most of the edges of Hr+1 would get us into trouble – deleting them from A would not shrink
the eligible set enough. We overcome this obstacle by keeping the maximum degree of Hr bounded
– the auxilliary set X serves that purpose.
By definition, the edges of Hs will have the nice property that none of them is fully contained in
N . At the end of each step, in the for loop 3d, we will exploit this fact to shrink the eligible set by
working with Hs. The rough idea is the following. Either many vertices of N have high degree in
Hs, and hence some (s−1) ·b of them almost-cover many edges (meaning that |N ∩D| = s−1) – this
information allows us to remove all the uncovered vertices in these almost-covered edges from A, or
very few of the high-degree vertices in Hs are members of N – we delete from A all the high-degree
51
non-neighbors of v.
After this lengthy introduction, we present the algorithm in the ‘high-degree’ case, i.e., when
d > n1−1/s/(2 log n):
1. Output “HIGH DEGREE VERTEX”.
2. Set A = V (G) and E = ∅.
3. While |A| > a0, do the following:
(a) If there exists an (s− 1)-set U ⊆ V (G) with |N∗(U) ∩A| > ω|A|/d, do the following:
i. Let U = {u1, . . . , us−1} and N∗(U) ∩N = {w1, . . . , wk}.
ii. Set A = A−N∗(U) and E = E ∪ {w1, . . . , wk}.
iii. Output “PREPROCESSING : u1, ..., us−1, k, w1, ..., wk” and go to step 3.
(b) Let Ht = {D ⊆ A : |D| = t and D is dangerous}.
(c) For r = t− 1, . . . , s, do the following:
i. Set Er+1 = ∅, X = ∅ and Y = ∅.
ii. Let Hr be an empty r-uniform hypergraph on A.
iii. For i = 1, . . . , b, do the following:
• List all vertices in A − X − Y as wi1, . . . , wi|A−X−Y |, so that for each j, if we let
W ij = {wi1, . . . , wij}, then the vertex wij+1 is the vertex with the minimum label
among all vertices in A−X − Y −W ij maximizing degHr+1[A−X−Y−W ij ](wij+1).
• Let ji be the smallest j such that wij ∈ N .
• Hr = Hr ∪
{
D : {wiji} ∪D ∈ Hr+1[A−X − Y −W iji−1]
}
.
• Set Er+1 = Er+1 ∪ {wiji} and Y = Y ∪W iji .
• Set X = X ∪ {w ∈ A : degHr (w) > bt−rds−t|A|r−1}.
iv. Set E = E ∪ Er+1.
v. Suppose the vertices added to Er+1 were w1, . . . , wb. Output “w1, ..., wb”.
vi. If |Y | ≥ σ(Hr+1)/2, then set A = A− Y , output “SKIP” and go to step 3.
(d) For i = 1, . . . , b, do the following:
i. For r = s− 1, . . . , 1, do the following:
• List all vertices in A as wr1, . . . , wr|A|, so that for each j, if we letW rj = {wr1, . . . , wrj},
then the vertex wrj+1 is the vertex with the minimum label among all vertices in
A−W rj maximizing degHr+1[A−W rj ](wrj+1).
• Let jr be the smallest j such that wj ∈ N .
• Set A = A−W rjr and E = E ∪ {wrjr}.
• Set Hr =
{
D ⊆ A : {wrjr} ∪D ∈ Hr+1
}
.
ii. Let A = A− {w : {w} ∈ E(H1)}.
iii. Output “ws−1js−1, ..., w
1
j1
”.
4. Let N ′ = N − E. Clearly N ′ ⊆ A. The set N ′ is one of the ( |A||N ′|) different |N ′|-subsets of A.
Output “REMAINDER : |A|, |N ′|”, followed by a dlog2
( |A|
|N ′|
)e-bit code of N ′ in A.
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For the remainder of this discussion, let us fix G and N with d = |N | − 1 ≥ n1−1/s/(2 log n)
and assume that we run A on the pair (G,N). Note that given G and the output A(G,N), one
can reconstruct N . The key observation that reassures us that it is possible, is noting that the final
sets A and E can be recomputed step-by-step in the exact same way as they were computed by A –
all the necessary information about N appears in A(G,N). Once we reconstruct A and E, we can
easily decode N = N ′ ∪ E using the last fragment of A(G,N) starting with REMAINDER.
The non-trivial part of the analysis is proving an O(n1−1/s) bound on the size of the output of
A. Recall that our aim is to prove that
|A(G,N)| ≤ (1 + o(1))(t− 1)1/sCs · n1−1/s.
We start by looking at the preprocessing stage. Let p denote the total number of timesA preprocesses
the eligible set A, i.e., the number of times an appropriate (s− 1)-set U is found in step 3a.
Claim 4.23. The total number of preprocessing steps satisfies p ≤ d lognω + 1.
Proof. Each time A preprocesses the eligible set, A loses more than ω|A|/d elements. Hence, pre-
processing the eligible set q times shrinks it by a factor of at most(
1− ω
d
)q
≤ e−q ωd .
Since A starts with |A| = n and after p − 1 preprocessing steps A is still non-empty, (p − 1)ωd ≤
log n.
Let α be as in the definition in Lemma 4.22. Moreover, for each r ∈ {t, . . . , s− 1}, let
Br =
(
4t
(
t− 1
s− 1
))r−t
and Dr = 3(t− s)(t− r). (4.6)
The core of our analysis is the following lemma.
Lemma 4.24. Suppose that during some iteration of the main while loop, step 3, A does not pre-
process the eligible set. Then during that iteration, the eligible set A loses at least
Bs−1
(log n)Ds−1
· dt−sα · |A|
elements.
Let z be the total number of times A does not preprocess the eligible set A in an iteration of the
main while loop. The following corollary is an immediate consequence of Lemma 4.24.
Corollary 4.25. The total number of times A executes the main while loop without preprocessing
A satisfies
z ≤ (log n)
Ds−1+1
Bs−1
· ds−tα−1 + 1.
Proof. By Lemma 4.24, during each iteration of the main while loop, in which A does not preprocess
the eligible set, A loses at least
Bs−1
(log n)Ds−1
· dt−sα · |A|
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elements. Hence, as a result of q such iterations, the eligible set shrinks by a factor of at most(
1− Bs−1
(log n)Ds−1
· dt−sα
)q
≤ exp
(
−q · Bs−1
(log n)Ds−1
· dt−sα
)
.
Since A starts with |A| = n and after z − 1 such iterations A is still non-empty,
(z − 1) · Bs−1
(log n)Ds−1
· dt−sα ≤ log n.
Before we dive into the proof of Lemma 4.24, let us show how Corollary 4.25 implies that A
outputs short codes.
Lemma 4.26. For every input pair (G,N), the length of the output produced by A does not exceed
(1 + o(1))(t− 1)1/sCs · n1−1/s. (4.7)
Proof. Note that by Observation 4.20, the k in the preprocessing step 3a never exceeds t− 1. Hence
the total length of the output produced by A in step 3a is at most
p · (1 + (s− 1) + 1 + (t− 1)) · dlog2 ne ≤
(
d log n
ω
+ 1
)
· (s+ t)dlog2 ne, (4.8)
where the bound on the number p of preprocessing steps comes from Claim 4.23. Since ω =
(log n)3  log n · dlog2 ne, the quantity in the right-hand side of (4.8) is clearly o(d).
Each of the z executions of the main while loop with no preprocessing outputs either codes of at
most (t − 1)b vertices or codes of at most (t − s)b vertices and the SKIP control sequence. Either
way, this is never more than tbdlog2 ne bits. Therefore the total length of the output produced by
A in steps 3c and 3d is at most
z · tbdlog2 ne ≤
(
(log n)Ds−1+1
Bs−1
· ds−tα−1 + 1
)
· tbdlog2 ne, (4.9)
where the above inequality comes from Corollary 4.25. Recall that ε = 1/ log n, and we are in the
‘high-degree’ case, i.e., d > n1−1/s/(2 log n). Therefore,
ds−tα−1 = s!t! · (log n)t · n
(s−1)(t−1)
ds(t−1)
≤ 2s(t−1)s!t! · (log n)(s+1)t−s, (4.10)
and hence the right-hand side of (4.9) is bounded above by g(n) · b, where g is polylogarithmic in n,
and this clearly is o(d).
When A finally reaches step 4, |A| ≤ a0, and hence the total length of the output produced by
A in step 4 is
3dlog2 ne+
⌈
log2
(
a0
|N ′|
)⌉
≤ 4 log2 n+ log2
(
a0 + |E|
|N ′|+ |E|
)
= 4 log2 n+ log2
(
a0 + |E|
|N |
)
(4.11)
≤ 5 log2 n+ log2
(
a0 + |E|
d
)
.
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Next, note that for n large enough,
a0 = (1 + ε)(t− 1)
(
n
s− 1
)
/
(
d
s− 1
)
≤ (1 + ε)(t− 1) n
s−1
(d− s)s−1 ≤ (1 + 2ε)(t− 1)
(n
d
)s−1
. (4.12)
Since ex(n,Ks,t) = O(n2−1/s),
d ≤ 2e(G
′)
n+ 1
≤ 2 ex(n+ 1,Ks,t)
n+ 1
= O(n1−1/s).
Recall that E gains at most t− 1 elements in each of the p preprocessing steps, and at most (t− 1)b
elements in each of the z non-preprocessing steps. From (4.8), (4.9) and (4.10) it follows that
|E| ≤ p(t− 1) + z(t− 1)b = O
(
d
(log n)2
)
= O
(
1
(log n)2
(n
d
)s−1)
. (4.13)
Recall again that ε = 1/ log n. Inequalities (4.12) and (4.13) imply that
a0 + |E| ≤ (1 + 3ε)(t− 1)
(n
d
)s−1
. (4.14)
Using (4.11), (4.14), and Lemma 4.17, we further estimate
3dlog2 ne+
⌈
log2
(
a0
|N ′|
)⌉
≤ 5 log2 n+ log2
(
(1 + 3ε)(t− 1) (nd )s−1
d
)
(4.15)
≤ 5 log2 n+ (1 + 3ε)(t− 1)(n/d)s−1 ·H
(
ds
(1 + 3ε)(t− 1)ns−1
)
.
Substituting x = ds/
(
(1 + 3ε)(t− 1)ns−1) in (4.15) yields
3dlog2 ne+
⌈
log2
(
a0
|N ′|
)⌉
≤ 5 log2 n+
(
(1 + 3ε)(t− 1))1/s · H(x)
x1−1/s
· n1−1/s. (4.16)
Recall that Cs = supx
(
H(x)/x1−1/s
)
. Since the total size of the output is bounded by the sum of
the quantities in the right hand sides of (4.8), (4.9), and (4.16), we get (4.7).
Before we are able to prove Lemma 4.24, we need to make some preparations. For the sake of
brevity, by ith iteration of any for loop, we will denote the iteration, where the loop variable takes
value i. The following claim explains why A constantly preprocesses the eligible set and maintains
the oddly defined set X.
Claim 4.27. Assume that during some iteration of the main while loop, step 3, at the time we reach
step 3c, the eligible set A has a elements. Then throughout this iteration, for all r ∈ {s, . . . , t},
∆(Hr) ≤
(
t− 1
s− 1
)
bt−r
(ω
d
)t−s
· ar−1.
Proof. First observe that at all times during any iteration of the main while loop, for all r ∈ {s, . . . , t},
the edges of Hr all come from the set{
D ⊆ A : {wt, . . . , wr+1} ∪D is dangerous for some wt ∈ Et, . . . , wr+1 ∈ Er+1
}
.
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Consider first the case r ≥ t−s+1. Fix some wr, . . . , wt−s+1 ∈ A, letW = {wr, . . . , wt−s+1} and note
that by our assumption, |W | = r+s−t ≥ 1. The setW is contained in some D ∈ Hr only if there are
wt ∈ Et, . . . , wr+1 ∈ Er+1 and an (s− 1)-set U ⊆ V (G) such that {wt, . . . , wr+1}∪D ⊆ N∗(U)∩A.
Let W ′ = {wt, . . . , wt−s+1}. Then clearly |W ′| = s and N∗(U) ⊇W ′, or equivalently, N∗(W ′) ⊇ U .
Hence by Observation 4.21, with W ′ fixed, there are at most
(
t−1
s−1
)
such sets U . Moreover, since
|Er′ | ≤ b for all r′, the number of such W ′ that contain our fixed set W is at most b|W ′|−|W | = bt−r.
Also, because A is preprocessed, for every (s − 1)-set U , |N∗(U) ∩ A| ≤ ωa/d. Putting all these
inequalities together,
degHr (W ) ≤ bt−r ·
(
t− 1
s− 1
)
·
(ωa
d
)r−|W |
=
(
t− 1
s− 1
)
bt−r
(ωa
d
)t−s
. (4.17)
Since the term in the right-hand side of (4.17) does not depend on a particular choice of W , it
follows that
∆r+s−t(Hr) ≤
(
t− 1
s− 1
)
bt−r
(ω
d
)t−s
· at−s,
and hence by (1.1),
∆(Hr) ≤
(
t− 1
s− 1
)
bt−r
(ω
d
)t−s
· ar−1.
The case s ≤ r ≤ t − s is much more delicate. First, consider how much the Hr-degree of
a vertex w ∈ A can increase in one particular, say ith, iteration of the for loop 3(c)iii. Since all
edges added in the ith iteration contain wiji , degHr (w) increases by no more than the number of
edges D ∈ Hr+1 containing both w and wiji . In order for such an (r + 1)-set D to be an edge
of Hr+1, there ought to be some wt ∈ Et, . . . , wr+2 ∈ Er+2 and an (s − 1)-set U ⊆ V (G) such
that {wt, . . . , wr+2} ∪ D ⊆ N∗(U) ∩ A. Note that r + 2 ≤ t − s + 3 by our assumption on r,
and let W ′ = {wt, . . . , wt−s+3, wiji , w}. Then clearly, |W ′| = s and N∗(U) ⊇ W ′, or equivalently,
N∗(W ′) ⊇ U . Hence by Observation 4.21, with W ′ fixed, there are at most (t−1s−1) such sets U .
Moreover, since |Er′ | ≤ b for all r′, the number of such W ′ that contain both wiji and w is at most
b|W
′|−2 = bs−2. Also, because A is preprocessed, for every (s − 1)-set U , |N∗(U) ∩ A| ≤ ωa/d.
Putting all these inequalities together, we see that degHr (w) cannot change by more than
bs−2 ·
(
t− 1
s− 1
)
·
(ωa
d
)|D|−|{w,wiji}|
= bs−2 ·
(
t− 1
s− 1
)
·
(ωa
d
)r−1
(4.18)
= ωr−1
(
t− 1
s− 1
)
dt−s−r+1
bt−s−r+2
· bt−rds−t · ar−1.
Recall that b = d
t−s
t−s+1 and note that the right-hand side of (4.18) is o(bt−rds−t · ar−1), as
dt−s−r+1
bt−s−r+2
=
1
d
(
d
b
)t−s−r+2
=
1
d
·
(
d
1
t−s+1
)t−s−r+2
=
(
1
d
) r−1
t−s+1
,
r−1
t−s+1 ≥ s−1t−s+1 > 0, d n1/3, and ωr−1
(
t−1
s−1
)
is only polylogarithmic in n.
Every time a vertex w ∈ A lands in the set X of vertices with high degree in Hr, no more edges
containing w get added to Hr, since A looks only at the edges of Hr+1[A − X − Y ]. Hence the
degree of w cannot exceed bt−rds−tar−1, i.e., the quantity from the definition of X, by more than
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the right-hand side of (4.18). It follows that
∆(Hr) ≤ (1 + o(1))bt−rds−t · ar−1 ≤
(
t− 1
s− 1
)
bt−r
(ω
d
)t−s
· ar−1.
The second key step in proving Lemma 4.24 is the following simple estimate on the number of
edges in Hr.
Claim 4.28. Assume that during some iteration of the main while loop, at the time we reach 3b,
the eligible set A has a elements. Then for every r, with t − 1 ≥ r ≥ s, either A outputs SKIP by
the end of the rth iteration of the for loop 3c or
e(Hr) ≥ Br
(log n)Dr
bt−rα · ar. (4.19)
Proof. By Lemma 4.22, (4.19) clearly holds when r = t. It suffices to prove that if (4.19) holds for
r + 1 and A does not output SKIP in the rth iteration of the for loop 3c, then (4.19) holds for r.
Let x and y be the sizes of X and Y at the end of the rth iteration. There are two cases to
consider.
Case 1. x+ y ≥ σ(Hr+1).
Since A did not output SKIP, y < σ(Hr+1)/2, and hence by (1.2),
x >
σ(Hr+1)
2
≥ e(Hr+1)
4∆(Hr+1) ≥
Br+1
(log n)Dr+1
· d
t−s
4
(
t−1
s−1
)
ωt−s
α · a,
where the last inequality follows from Claim 4.27 and the assumption that (4.19) holds for r + 1.
Recall that for every w ∈ X, degHr (w) > bt−rds−tar−1. Clearly,
e(Hr) ≥ 1
r
∑
w∈X
degHr (w) >
x
r
· bt−rds−tar−1 ≥ Br
(log n)Dr
· bt−rα · ar,
since Br ≤ (4r)−1
(
t−1
s−1
)−1 ·Br+1, Dr = Dr+1 + 3(t− s) and ω = (log n)3.
Case 2. x+ y < σ(Hr+1).
In particular, for all i ∈ {1, . . . , b}, during the rth iteration of the for loop 3c,
e(Hr+1[A−X − Y −W ij ]) ≥ e(Hr+1)/2.
By the maximality of degHr+1[A−X−Y−W iji−1]
(wiji), in each iteration of the for loop 3(c)iii,Hr acquires
at least
r · e(Hr+1)/2
|A−X − Y −W iji−1|
≥ e(Hr+1)
a
≥ Br+1
(log n)Dr+1
· bt−r−1α · ar
edges. Unfortunately, some edges may get added to Hr more than once. How many times can we
add to Hr the same edge D? For each i ∈ {1, . . . , b}, let Di = D ∪ {wiji}. The set D becomes an
edge of Hr precisely when Di ∈ Hr+1 for some i. In particular, every such Di is fully contained in
some dangerous set, and hence there must be an (s− 1)-set U ⊆ V (G) such that D ⊆ Di ⊆ N∗(U).
57
Since |D| = r ≥ s, by Observation 4.21, there are at most (t−1s−1) such U . Also, because for each i,
wiji ∈ N , by Observation 4.20, for no (s− 1)-set U , N∗(U) contains more than t− 1 different wijis.
It follows that the maximum number of times D can be added to Hr is (t− 1)
(
t−1
s−1
)
. Therefore,
e(Hr) ≥ 1
(t− 1)(t−1s−1) · b · Br+1(log n)Dr+1 · bt−r−1α · ar ≥ Br(log n)Dr · bt−rα · ar.
Lemma 4.29 and its immediate consequence, Corollary 4.30, are the last missing ingredients
needed in the proof of Lemma 4.24.
Lemma 4.29. For every fixed i and r satisfying 1 ≤ i ≤ b and 0 ≤ r ≤ s − 1, the following holds.
Suppose that during the ith iteration of the for loop 3d, at the beginning of the rth iteration of the for
loop 3(d)i, e(Hr+1[A]) ≥ γar+1 for some γ and a with 0 < γ ≤ 1 and a ≥ |A|. Then
e(H1) +
r∑
q=1
jq ≥ γa. (4.20)
Proof. For a fixed i, we prove the claim by induction on r. The inequality (4.20) holds with equality
when r = 0. Suppose that r > 0 and (4.20) holds for r − 1. Each of wr1, . . . , wrjr−1 clearly belongs
to no more than |A|r (r + 1)-subsets of A, and hence
e(Hr+1[A−W rjr−1]) ≥ e(Hr+1[A])− (jr − 1)|A|r ≥ γar+1 − (jr − 1)ar. (4.21)
If jr ≥ γa, then (4.20) holds, so we may suppose that the reverse inequality is true, and therefore
the rightmost term in (4.21) is positive. Since we have selected wrjr to maximize its degree in
Hr+1[A−W rjr−1], we have
e(Hr) = degHr+1[A−W rjr−1](w
r
jr ) ≥
r + 1
|A| − jr + 1 · e(Hr+1[A−W
r
jr−1])
≥ r + 1
a− jr + 1 · (γa− jr + 1) · a
r ≥ γa− jr + 1
a− jr + 1 · a
r ≥ γa− jr
a− jr · a
r,
where the last inequality holds since γ ≤ 1, and hence γa−jr ≤ a−jr. By the inductive assumption,
with ‘γ = γa−jra−jr ’,
e(H1) +
r−1∑
q=1
jq ≥ γa− jr
a− jr · a ≥ γa− jr.
Corollary 4.30. Assume that at the beginning of the 1st iteration of the for loop 3d, A has a
elements. If at the beginning of the ith iteration, e(Hs[A]) ≥ βas for some positive β, then in that
iteration A loses at least βa elements.
Proof. During the ith iteration, we delete from A precisely e(H1)+
∑s−1
q=1 jq elements. Since certainly
a ≥ |A|, and we have assumed that e(Hs) ≥ βas, the statement of Corollary 4.30 is just a direct
application of Lemma 4.29.
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Finally, we are ready to give the proof of Lemma 4.24.
Proof of Lemma 4.24. By Claim 4.28, either at the end of the sth iteration of the for loop 3d,
e(Hs) ≥ Bs
(log n)Ds
· bt−sα · |A|s, (4.22)
or for some r with r ≥ s, A outputs SKIP at the end of the rth iteration. In the latter case, at the
end of the rth iteration, |Y | ≥ σ(Hr+1)/2. By Claims 4.27 and 4.28,
|Y | ≥ σ(Hr+1)/2 ≥ e(Hr+1)
2∆(Hr+1) ≥
Br+1
2
(
t−1
s−1
)
ωt−s(log n)Dr+1
· dt−sα · a
≥ Br
(log n)Dr
· dt−sα · a ≥ Bs−1
(log n)Ds−1
· dt−sα · |A|,
and since A outputs SKIP, the eligible set A loses exactly |Y | elements.
Therefore we can assume that (4.22) is true and A executes the for loop 3d. Similarly as in the
proof of Claim 4.28, there are two cases to consider.
Case 1. At the end of the bth iteration of the for loop 3d, e(Hs[A]) ≥ e(Hs)/2.
In particular, this is true in all the previous iterations. Hence, if a is the size of the eligible set A at
the beginning of the step 3d, by Corollary 4.30, as a result of a single iteration, A loses at least e(Hs)2as−1
elements (apply Corollary 4.30 with β = e(Hs)2as ). Since there are b iterations, altogether A loses at
least (recall that dt−s = bt−s+1)
b · e(Hs)
2as−1
≥ Bs
2(log n)Ds
· bt−s+1α · a ≥ Bs−1
(log n)Ds−1
· dt−sα · |A|
elements, where the first inequality follows from (4.22).
Case 2. At the end of the bth iteration of the for loop 3d, e(Hs[A]) < e(Hs)/2.
It means that in the step 3d, A must have lost at least
σ(Hs) ≥ e(Hs)
2∆(Hs) ≥
Bs
(log n)Ds
· d
t−s(
t−1
s−1
)
ωt−s
α · a ≥ Bs−1
(log n)Ds−1
dt−sα · |A|
elements, where the second inequality follows from (4.22) and Claim 4.27.
Since in Lemma 4.26 we have already shown how Lemma 4.24 implies that A outputs short
codes, the proof of Theorem 4.2 is now complete.
4.5 Proof of Theorem 4.4
As it was remarked at the beginning of the proof of Theorem 4.2 (Section 4.4), every n-vertex graph
G can be constructed from an isolated vertex v1 by successively connecting a vertex vi+1 to some di
vertices in G[{v1, . . . , vi}] in such a way that for all i ∈ {1, . . . , n− 1},
di = δ(G[{v1, . . . , vi+1}]) ≤ δ(G[{v1, . . . , vi}]) + 1.
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Moreover, if G is Ks,t-free, so are all the intermediate graphs G[{v1, . . . , vi}]. Call the sequence
(di)
n−1
i=1 a degeneracy sequence of G and note that e(G) =
∑n−1
i=1 di.
Let f(G; d,Ks,t) be the number of ways one can adjoin to a Ks,t-free graph G, with δ(G) ≥ d, a
new vertex of degree d+ 1, so that the graph remains Ks,t-free. If we let
f(n; d,Ks,t) = sup
G
f(G; d,Ks,t),
where the supremum is taken over all n-vertex Ks,t-free graphs whose minimum degree is at least
d, then
fn,m(Ks,t) ≤ n! ·
∑
(di)
n−1∏
i=1
f(i; di − 1,Ks,t), (4.23)
where the above sum is taken over all degeneracy sequences with sum m.
If d ≤ n1−µs,t(log n)3t/s and n ≥ n0, then we give a rather crude bound
f(i; d,Ks,t) ≤
(
i
d+ 1
)
≤ n
(
n
d
)
≤ n
(en
d
)d
≤ exp
(
n1−µs,t(log n)3t/s+1
)
. (4.24)
Suppose now that d > n1−µs,t(log n)3t/s and let α(s, t, d, 1/(3t− 3)) be as in Lemma 4.22. Suppose
we run the ‘high-degree’ case in the algorithm A from the proof of Theorem 4.2 on some i-vertex
Ks,t-free graph G and a set N of size d+1, where G and N satisfy our usual assumptions. Note that
Claim 4.23 and Corollary 4.25 are still true, since in their proofs we have not used any assumptions
on d. Reasoning along the lines of Lemma 4.26, we can see that the total length of the output
produced by A in the preprocessing step 3a is still o(d). Moreover, recall that b = d s−ts−t+1 and hence
ds−tα−1b = s!t!(3t− 3)t · i
(s−1)(t−1)
ds(t−1)
· d t−st−s+1 ≤ s!t!(3t− 3)t · n
(s−1)(t−1)
ds(t−1)+
1
t−s+1
· d (4.25)
≤ s!t!(3t− 3)t · (log n)− 3ts ·[s(t−1)+ 1t−s+1 ] · d,
where the last inequality follows because µs,t satisfies
(s− 1)(t− 1) = (1− µs,t)
(
s(t− 1) + 1
t− s+ 1
)
.
By (4.9), the total length of the output produced by A in steps 3c and 3d is at most
tbdlog2 ie+ t
(
4t
(
t− 1
s− 1
))t−s+1
(log i)3(t−s)(t−s+1)+1dlog2 ie · ds−tα−1b.
By (4.25), this is clearly o(d), since bdlog2 ie = o(d) and
(log i)3(t−s)(t−s+1)+1dlog2 ie  (log n)
3t
s ·[s(t−1)+ 1t−s+1 ].
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By inequality (4.15), the total length of the output produced by A in step 4 is at most
5 log2 i+ log2
(
t
(
i
d
)s−1
d
)
≤ 5 log2 n+ log2
(
t
(
n
d
)s−1
d
)
≤ 5 log2 n+ d log2
(
etns−1
ds
)
.
Hence the total length of the output of A in the case d > n1−µs,t(log n)3t/s is
d log2
(
etns−1
ds
)
+ o(d). (4.26)
Since with G fixed, A outputs a unique code for every N , by (4.24) and (4.26), this means that
regardless of the order of d, the total number of valid (d+ 1)-sets N ,
f(G; d,Ks,t) ≤ exp
(
n1−µs,t(log n)3t/s+1 + d log
(
etns−1
ds
)
+ o(d)
)
. (4.27)
Since the term in the right-hand side of (4.27) does not depend on G, it is also an upper bound on
f(i; d,Ks,t) and hence for every degeneracy sequence (di)n−1i=1 with sum m,
n−1∏
i=1
f(i; di − 1,Ks,t) ≤ exp
(
n2−µs,t(log n)3t/s+1 +
n−1∑
i=1
(di − 1) log
(
etns−1
(di − 1)s
)
+ o(m)
)
. (4.28)
The function [0,∞) 3 x 7→ x log x ∈ R is convex, and so for every degeneracy sequence with sum m
(putting d0 = 0 and m′ = m− n+ 1),
n−1∑
i=1
(di − 1) log(di − 1) =
n−1∑
i=0
(di − 1) log(di − 1) ≥ n · (m′/n) log(m′/n).
This yields
n−1∑
i=1
(di − 1) log
(
etns−1
(di − 1)s
)
≤ m′ log(etns−1)−m′s log(m′/n) = m′ log
(
etn2s−1
(m′)s
)
. (4.29)
Since ddx (x log(y/x)) = log(y/x)− 1, we can estimate∣∣∣∣m′ log(etn2s−1(m′)s
)
−m log
(
etn2s−1
ms
)∣∣∣∣ = O((m−m′) log n) = o(m),
which combined with (4.28) and (4.29) gives
n−1∏
i=1
f(i; di,Ks,t) ≤ exp
(
n2−µs,t(log n)3t/s+1 +m log
(
etn2s−1
ms
)
+ o(m)
)
. (4.30)
Since
m n2−µs,t(log n)3t/s+1, e < 3, m ≤ ex(n,Ks,t) ≤ 1
2
(t− 1)1/sn2−1/s +O(n),
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and there are at most n! degeneracy sequences, combining (4.23) with (4.30) yields
fn,m(Ks,t) ≤
(
3tn2s−1
ms
)m
,
whenever n is large enough.
4.6 Proof of Theorem 4.7
First, let us recall that for all t ≥ 2, ex(n,K2,t) =
(√
t−1
2 + o(1)
)
· n3/2 (see, e.g., [33, 42]). Suppose
that G is a K2,t-free graph on n vertices which has at least (1−ε) ex(n,K2,t) edges. If the minimum
degree of G is smaller than 34
√
t− 1 · n1/2, then by removing a vertex of smallest degree from G,
we would increase the relative edge density, i.e., the ratio e(G)/v(G)3/2, of the resulting graph.
Since removing vertices cannot create a copy of K2,t in our graph, the relative edge density after any
number of such removals will not exceed 12
√
t− 1+o(1), and hence we cannot continue removing low
degree vertices indefinitely. It follows that after deleting a relatively small set of low degree vertices
from our graph G, we will obtain a graph whose minimum degree is at least about 34
√
t− 1 · n1/2.
We formalize the above discussion in Lemma 4.31, cf. [13, Lemma 3].
Recall that whenever H is a fixed graph, we denote the family of all labeled H-free graphs on the
vertex set {1, . . . , n} by Fn(H). For a fixed real number ε ∈ (0, 1), let Fεn(H) denote the subfamily
of Fn(H) consisting only of graphs that have at least (1− ε) · ex(n,H) edges.
Lemma 4.31. For every positive constant α, there is a positive ε such that the following holds. Let
t ≥ 2 and let G ∈ Fεn(K2,t), where n is large enough. Then there is a set X ⊆ V (G) with |X| ≤ αn
such that δ(G−X) ≥ ( 34 − α)
√
t− 1 · n1/2.
Proof. Fix ε = α2/3. Define an ordering of the vertices ofG as follows. Let v1 be a vertex of minimum
degree in G. Provided that v1, . . . , vi have already been chosen, we let vi+1 be a vertex of minimum
degree in G − {v1, . . . , vi}. Since every subgraph of G is K2,t-free, and ex(n,K2,t) ≤ 2
√
t−1n3/2+n
4
(see, e.g., [58]), the function f defined by
f(k) =
2
√
t− 1 · (n− k)3/2 + (n− k)
4
− e(G− {v1, . . . , vk})
is non-negative for all k.
Let k0 be the smallest number such that δ(G − {v1, . . . , vk}) ≥ ( 34 − α)
√
t− 1 · n1/2, or k0 = n
in case such a number does not exist. If k0 ≤ αn, then the set X defined by X = {v1, . . . , vk0} is
good for our purposes. Otherwise, all k with k ≤ αn satisfy
f(k)− f(k − 1) = √t− 1 · (n− k)
3/2 − (n− k + 1)3/2
2
− 1
4
+ deg(vk, V (G)− {v1, . . . , vk−1})
≤ −3
4
√
t− 1 · (n− k)1/2 +
(
3
4
− α
)√
t− 1 · n1/2
≤ −3
4
√
t− 1 · (1− α)n1/2 +
(
3
4
− α
)√
t− 1 · n1/2 ≤ −α
4
√
t− 1 · n1/2,
where the first inequality follows from the fact that (a+ 1)3/2 − a3/2 ≥ 3a1/2/2 for all non-negative
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a, which can be proved using elementary calculus. Since f is non-negative, it follows that
−f(0) ≤ f(αn)− f(0) =
αn∑
k=1
(
f(k)− f(k − 1)) ≤ αn · (−α
4
√
t− 1 · n1/2
)
= −α
2
4
√
t− 1 · n3/2,
and hence
e(G) =
2
√
t− 1 · n3/2 + n
4
− f(0) ≤ 2− α
2
4
√
t− 1 · n3/2 + n
4
<
(
1− 3
2
ε+ o(1)
)
· ex(n,K2,t),
which is a contradiction.
The key ingredient in the proof of Theorem 4.7 is Lemma 4.32, which builds on the argument
from Theorem 4.2.
Lemma 4.32. Let t ≥ 2 and let G be an n-vertex K2,t-free graph with δ(G) ≥ δ ≥ 12n1/2. Suppose
that d ≥ 12n1/2 and we want to add to G a new vertex v of degree d so that the resulting graph
remains K2,t-free, and moreover, we have already chosen pd neighbors of v, where p ∈ [0, 1]. Then
the number of ways we can select the remaining (1− p)d neighbors of v is at most
2o(n
1/2) ·
(
(t− 1)n/δ − pd
(1− p)d
)
.
Proof. We slightly modify the argument from the proof of Theorem 4.2. The key idea there was
giving a bound on the number of ways we can attach to a K2,t-free n-vertex graph G with δ(G) ≥ d
a vertex v od degree d+ 1. This quantity was bounded by 2o(d) times the number of ways one can
choose d neighbors of v from a set X of size |X| = (1 + (log n)−1) · a0, where a0 is the lower bound
on a in Lemma 4.15 for appropriate values of parameters – s = 2, d = δ(G), ε = (log n)−1; see the
proof of Lemma 4.26.
Here we apply the same argument. The only difference is that in the end, since pd out of the d
choices we are to make have already been made for us, we only get to choose (1− p)d elements from
a set of size |X| − pd. Consequently, the quantity we are interested in, i.e., the number of choices
for the remaining (1− p)d neighbors of v, can be bounded by
2o(d) ·
(|X| − pd
(1− p)d
)
≤ 2o(n1/2) ·
((
1 + 3(log n)−1
)
(t− 1)n/δ − pd
(1− p)d
)
≤ 2o(n1/2) ·
(
(t− 1)n/δ − pd
(1− p)d
)
,
where the first inequality follows from (4.12) and the fact that in everyK2,t-free graphG, ∆(G)δ(G) ≤
(t−1)n, and hence d = O(n1/2); the second inequality follows from the inequality (a+cb ) ≤ (ab) ·(a+cc )
which holds whenever a ≥ b ≥ 0 and c ≥ 0.
Finally, we are ready to prove Theorem 4.7.
Proof of Theorem 4.7. Very vaguely, the idea of the proof can be summarized as follows. If G is
a K2,t-free graph with large minimum degree, then the number of ways in which we can remove a
certain proportion of its edges is much larger than the number of ways we can add the same number
of edges back so that the resulting graph remains K2,t-free. In other words, every G ∈ Fεn(K2,t)
has many more different subgraphs F ∈ Fn(K2,t) than the number of supergraphs in Fεn(K2,t) that
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any such F can possibly have. This implies that |Fεn(K2,t)| = o(|Fn(K2,t)|). In the sequel we will
formalize the above discussion. We would like to remark that a similar technique was also used
in [10].
Consider an arbitrary mapping
ϕ : Fεn(K2,t)→ P
(Fn(K2,t)× 2[n] × n[n]).
For a triple T ∈ Fn(C4)× 2[n] × n[n], let
ψ(T ) =
{
G ∈ Fεn(C4) : T ∈ ϕ(G)
}
.
Counting appearances of all triples T in the images ϕ(G), where G ranges over Fεn(K2,t) and T
ranges over Fn(K2,t)× 2[n] × n[n], yields∑
G
|ϕ(G)| =
∑
T
|ψ(T )|. (4.31)
Equality (4.31) implies an obvious bound on the size of Fεn(K2,t), namely
∣∣Fεn(K2,t)∣∣ ≤ (2n)n · supT |ψ(T )|infG |ϕ(G)| · ∣∣Fn(K2,t)∣∣. (4.32)
Now, inequality (4.32) combined with any o((2n)−n) bound on the supT |ψ(T )|/ infG |ϕ(G)| ratio
(for a carefully chosen ϕ) will imply that |Fεn(K2,t)| = o(|Fn(K2,t)|).
Since the remainder of the proof gets somewhat technical, we will start by giving its short and
informal outline. In Lemma 4.31, we have already noted that every K2,t-free graph G with many
edges, i.e., one with e(G) close to the extremal number ex(n,K2,t), contains an almost spanning
subgraph G0 with minimum degree at least about 34
√
t− 1 · n1/2. Next, using Lemma 4.16, we find
a subset A ⊆ V (G0) of size about βn such that the minimum degree of the graph G0 − A, denoted
G′, is still at least almost 34
√
t− 1 · n1/2 and all the vertices in A have (approximately) at least
3
4
√
t− 1 · n1/2 neighbors in V (G′). Let p = 0.9. Given such a set A, we define ϕ(G) to be the set of
all graphs obtained from G by deleting 1− p cross-edges incident to each vertex in A, together with
all the necessary information to identify the set A and reconstruct all relevant degrees after such a
deletion. Finally, given a triple T consisting of a graph F , a set A ⊆ V (F ) and the list of degrees
that the vertices in A had in the original K2,t-free graph G ⊇ F , we prove, using Lemma 4.32, an
upper bound on the number of supergraphs G ⊇ F with T ∈ ϕ(G). Combining this upper bound
with a lower bound on |ϕ(G)| and (4.32), we conclude that ∣∣Fεn(C4)∣∣ ≤ 2−Ω(n3/2) · ∣∣Fn(C4)∣∣.
Let us start by rigorously defining the mapping ϕ. Fix some very small constants α, β and ρ
(we will specify them later), and let ε be as in the statement of Lemma 4.31. Recall that p = 0.9.
Suppose that n ≥ n0/(1 − α), where n0 is as in the statement of Lemma 4.16. Finally, fix some
G ∈ Fεn(K2,t). By Lemma 4.31, there is a subset X ⊆ V (G) of size at most αn such that δ(G−X) ≥
(3/4− α)√t− 1 · n1/2. Now, by Lemma 4.16, we can find an A ⊆ V (G)−X with
(1− ρ)(1− α)βn ≤ |A| ≤ (1 + ρ)βn (4.33)
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such that if we let G′ = G−X −A and γ = (1− (1 + ρ)β)(3/4− α)√t− 1, then
δ(G′) ≥ (1− (1 + ρ)β) · δ(G−X) ≥ γn1/2, (4.34)
and for every vertex v ∈ A,
deg(v, V (G′)) ≥ (1− (1 + ρ)β) · degG−X(v) ≥ γn1/2. (4.35)
We define ϕ(G) to be the set of all triples (F,X ∪A, f), where
f(v) =
deg(v, V (G′)) if v ∈ X ∪A,0 otherwise,
and F is any subgraph of G obtained by deleting, for each vertex v ∈ X ∪ A, a set of (1 − p) ·
deg(v, V (G′)) edges connecting v to V (G′). Also, note that since G is K2,t-free, at most t − 1
paths of length 2 starting at some v ∈ X ∪ A can reach the same vertex, and hence f(v) · δ(G′) ≤
(t− 1) · |V (G′)| ≤ (t− 1)n, which together with (4.34) implies that f(v) ≤ (t− 1)n1/2/γ.
Claim 4.33. For every G ∈ Fεn(K2,t),∣∣ϕ(G)∣∣ ≥ 2H(p)(1−ρ)(1−α)γβn3/2−O(n logn).
Proof. It suffices to count the number of subgraphs F appearing in the definition of ϕ(G). By our
bounds on the size of A and the degrees of vertices in A, this is at least
∏
v∈A
(
deg(v, V (G′))
p deg(v, V (G′))
)
≥ (n+ 1)−|A| · 2H(p)
∑
v∈A deg(v,V (G
′))
≥ (n+ 1)−(1+ρ)βn · 2H(p)(1−ρ)(1−α)γβn3/2 ,
where the first inequality follows from Lemma 4.17, and the second inequality follows from (4.33)
and (4.35).
Let T = (F, S, f) be a triple from the image of ϕ. The way we defined ϕ guarantees that the set
S has size at most (1 + ρ)βn+αn, and F −S has minimum degree at least γn1/2. By Lemmas 4.32
and 4.17, we get the following bound on the size of ψ(T ):
∣∣ψ(T )∣∣ ≤ 2o(n1/2) ·∏
v∈S
(
(t− 1)(n− |S|)/(γn1/2)− pf(v)
(1− p)f(v)
)
≤ 2o(n3/2) ·
∏
v∈S
(
(t− 1)n1/2/γ − pf(v)
(1− p)f(v)
)
≤ 2o(n3/2) ·
∏
v∈S
2
((t−1)n1/2/γ−pf(v))H
(
(1−p)f(v)
(t−1)n1/2/γ−pf(v)
)
≤ 2o(n3/2) · 2((1+ρ)β+α)sn3/2 ,
where (we let d = f(v)n−1/2 and note that γ ≤ d ≤ (t− 1)γ−1)
s = sup
d
[
((t− 1)/γ − pd) ·H
(
(1− p)d
(t− 1)/γ − pd
)]
.
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If we set α = ρ = 10−10, β = 10−5 and p = 0.9, then s ≤ 0.3467, and hence
∣∣ψ(T )∣∣ ≤ 23468·10−9n3/2+o(n3/2).
On the other hand, Claim 4.33 gives
∣∣ϕ(G)∣∣ ≥ 23517·10−9n3/2−o(n3/2).
It follows that
supT |ψ(T )|
infG |ϕ(G)| ≤ 2
−49·10−9·n3/2+o(n3/2),
and therefore, by (4.32), ∣∣Fεn(K2,t)∣∣ ≤ 2−4·10−8·n3/2 · ∣∣Fn(K2,t)∣∣,
provided that n is large enough.
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