I. INTRODUCTION
Mixture factor analysis (MFA) models [1] - [3] and mixture probabilistic principal component analysis (MPCA) models [4] are two widely applied in recent years mixture models (MM). This can be attributed to their appealing capability to elegantly perform clustering and dimensionality reduction simultaneously and their tempting flexibility in density estimation for high-dimensional data to provide an appropriate tradeoff between usually overfitting full covariance MM and underfitting diagonal (spherical) MM. Despite their similarity, MPCA searches for directions with maximal variances while MFA looks for directions with maximal interesting correlations within each cluster. If the explained correlation is the main concern, MFA is a better choice and vice versa.
Expectation maximization (EM) [5] has been suggested for fitting MFA [1] , which is easy to implement and converges stably since its M-step is in closed form. However, its missing data contains both component-indicator vectors and latent factor vectors. Given so much missing information is introduced, convergence of the EM for MFA can be painfully slow due to the well-known fact that the rate of convergence of EM is determined by the portion of missing information in complete data [5] . To accelerate a basic EM algorithm, perhaps the most natural consideration is to decrease the amount of missing data. Unfortunately, it is typically much more difficult to obtain the closed-form expressions in the resulting (C)M-steps and thus numerical methods with less simplicity or stability often have to be employed. One compromise strategy aiming to attain a suitable tradeoff between simplicity or stability and convergence is to decrease the amount of missing data only in some CM-steps, e.g., alternating expectation conditional maximization (AECM) [6] . An application of AECM to MFA with all its CM-steps in closed form is given in [2] . Similarly, for MPCA, a corresponding algorithm to AECM for MFA is presented in [4] . Nevertheless, [4] further provides a much more efficient algorithm, which can make use of eigendecompostion of local covariance matrices to determine loading matrices and isotropic noise variances in each iteration. This algorithm is an ECM algorithm [6] in which only component-indicator vectors are treated as missing data in the E-step followed by a sequence of CM expected complete data log-likelihood (CMQ) steps. Its high efficiency can be ascribed to the fact that all its CM-steps are in closed form.
However, to our knowledge, such an appealing ECM is vacant for MFA as it is a challenging problem to obtain closed-form (C)M-steps, and hence, at present, the EM [1] and the AECM [2] are two commonly used algorithms for fitting MFA. In this brief, we will propose an ECM algorithm for MFA to fill up this vacancy. In Section II, we first describe a CM algorithm for FA with all its CM-steps in closed form, which we recently proposed in [7] . In Section III, we extend the work to MFA model. In our ECM, factor loading matrices can be (indirectly) obtained via eigendecompostion of normalized local covariance matrices. In Section IV, we conduct experiments to compare the performance among the EM, the AECM, and our proposed ECM.
II. FA MODEL AND A CM ALGORITHM

A. FA Model
Suppose that each d-dimensional data vector xn in the i.i.d sample X = fx n g N n=1 follows a q-factor model xn = Ayn + + n yn N (0; I); n N (0;9 9 9);
where is a d-dimensional mean vector, A is a d 2 q factor loading matrix, y n is a q-dimensional latent factor vector, and 9 9 9 = diagf 1; 2; . ..; d g is a positive diagonal matrix. We use I to denote an unit matrix whose dimension should be apparent from the context. 
where S is the sample covariance matrix given by S = (1=N) N n=1 (xn 0 x)(xn 0 x) T : It is well known that there is no closed-form analytic solution if we take the derivative of log-likelihood function L in (2) with respect to , and hence, iterative procedures have to be employed for fitting FA. EM has been suggested in [8] . However, its convergence may be impractically slow, especially in low-noise case [9] . In the literature, 1045-9227/$25.00 © 2008 IEEE a quasi-Newton-Raphson algorithm recommended in [10] has been found empirically to converge faster than EM and has become the standard algorithm for fitting FA so far. In Section II-B, we develop a more tempting CM algorithm that consists of a sequence of CM log-likelihood steps, as follows: 1) its convergence is quadratic and monotone [11] (convergence of EM is simply linear) and 2) like EM for FA, it is easy to implement (the method in [10] is not the case).
B. The CM Algorithm
Let 9 9 9
(t) = diag( (0) , the CM algorithm recursively performs the following two steps for t 0:
• CM-step 1: Given 9 9 9
(t) , maximize L with respect to (w.r.t.) A.
• CM-step 2: Given A (t+1) and 9 9 9 (t) i , maximize L w.r.t. i , for i = 1; 2; ...; d.
Due to space limitations, here we simply give a sketch of the above two CM-steps. Further technical details can be found in our work [7] .
1) The Maximization in CM-
Step 1: Given 9 9 9
(t) , premultiply by ] 01=2 on both sides of (1). Define A [9 9
] 01=2 A and zn 
Model (3) appears very similar to the probabilistic PCA (PPCA) model [4] , since both are isotropic noise models. The only difference is that isotropic noise variance in model (3) A.
2
; 9 9 9 (t) i ) is a function of i , it is written as L( i) for simplicity. From the model assumption that 9 9 9 is positive, we can pick an arbitrarily very small number > 0 and assume i . Let ei be the ith column of the i . Then, the closed-form expression of i is given by (see [7] for the proof) 
Note (6) can always be computed as from (6) (t+1) k and from (see (5) ) can be performed. Because it has been shown in [7] that L( i) is unimodal in the interval i and it reaches its maximal point at
, using the general property of (E)CM proved in [6] , the above CM is guaranteed to 
where j is a d-dimensional mean vector; A j is a d2q j factor loading matrix; ynj is a qj-dimensional factor vector, and 9 9 9 j is a positive diagonal matrix.
Before we propose our ECM in Section III-D, for completeness, we briefly review the EM [1] in Section III-B and the AECM [2] in Section III-C and give an insight to their speed of convergence in Section III-E.
B. The EM Algorithm
Let Y = fy n g • E-step: Compute the expected L 1 given X and
):
• M-step: Maximize Q 1 w.r.t. .
C. The AECM Algorithm
Unlike the EM, the AECM for MFA consists of two cycles: cycle 1 followed by cycle 2, each of which has its own E-step and CM-step. Its salient feature is that the augmented complete data is allowed to vary between E-steps. Specifically, the complete data in cycle 1 is (X; Z) and its log-likelihood is z nj lnf j p(x n j j )g:
• E-step of cycle 1: Compute the expected L2 given X and
where q j j j
) lnf j p(x n j j )g (11) depending only on (j; j ) of component j. 
In cycle 2, the complete data is (X; Y; Z) and its log-likelihood is L1 , which is the same as that in the EM given in Section III-B.
• E-step of cycle 2: Compute the expected L 1 given X and • CM-step of cycle 2: Maximize Q1 w.r.t. Aj's and 9 9 9 j 's. Compared with the EM, the AECM utilizes less data augmentation (X; Z) to update j 's, but the step to update A j 's and 9 9 9 j 's still requires larger one (X; Y; Z) as in the EM.
D. The ECM Algorithm
Rather than turning to larger data augmentation (X; Y; Z) as in the AECM, our ECM persists in utilizing the smaller one (X; Z) even if in the step to update A j 's and 9 9 9 j 's as we find the maximization of Q 2 w.r.t. A j 's or 9 9 9 j 's can be solved analytically. In detail, the ECM performs an E-step followed by three successive CM-steps.
• E-step: The same as the E-step of cycle 1 in AECM.
• CM-step 1: The same as the CM-step of cycle 1 in AECM.
• CM-step 2: Maximize Q2 w.r.t. Aj's given Obviously, maximizing Q 2 w.r.t. A j or 9 9 9 j equals to maximizing q j w.r.t. Aj or 9 9 9 j . Corresponding to the covariance matrix S in FA, we define the local covariance matrix for MFA
The expected log-likelihood of jth submodel q j up to a constant is now given by 
where 6 6 6 j = A j A j + 9 9 9 j . Clearly, (14) is similar to (2) , and therefore, the procedure for single FA model developed in Section II-B can be directly used here. Define S j 9 9 9 (t) j S j 9 (17) which is called "the sequential fractions of observed information" [11] in data augmentation com2. By (16) where Tcom2I 01 com1 can be called "the sequential fractions of relatively observed information" in data augmentation com1 because com2 is nested in com1. Therefore, the ECM for MFA converges typically faster than the EM.
IV. EXPERIMENTS
The theoretical analysis in Section III-E gives us some insight into why the ECM has faster convergence. However, the analysis does not tell us to what extent the ECM will be faster than the EM. In addition, because the ECM requires more computation (see Table IV ), we are also interested in seeing whether its performance in central processing unit (CPU) time deserves its higher computation cost. We hence empirically examine the performance of EM, AECM ,and ECM in terms of CPU time and number of iterations using synthetic and real data. All computations are carried out by Matlab. For EM, we use the code, 1 which implements the algorithm described in [1] . Unless otherwise stated, we use the following in the experiments.
• Initialization: Perform k-means followed by deciding (0) by PCA, which is suggested in [2] for AECM.
• • Constraint: = 0:005. 
A. Artificial Data
An artificial data set of N = 2400points in d (d = 30)is generated from an MFA model with M = 3, q j = 8, j = 1; ... ;M, and j = 10j1 d21 A j = Unif(d;q j ) 9 9 9 j = diagfUnif(1;d)g except that jl = 100Unif(1;1); l= 2; 12; 22; j = 1 3 : Here, Unif(a; b) is an a 2 b random number matrix drawn from a uniform distribution on the unit interval. The first 2-D view of the data is shown in Fig. 1(a) . We fit the data set using different MFA models:
Model I (M = 2;q = 3), Model II (M = 3;q = 8), and Model III (M = 6;q = 3). Fig. 1(b)-(d) plots the typical evolution of log-likelihood L. All algorithms are run ten times using different initializations from k-means but the same initialization is used for all algorithms in a single run. Table I shows the averaged CPU time and number of iterations. When the convergence criterion is met, ECM can generally obtain higher final L than EM and AECM.
B. Real Data
As a dimensionality reduction tool, an MFA model can be used to perform image compression. In this brief, we focus on comparing the performance of an MFA model trained by EM, AECM, and ECM, rather than the performance between an MFA model and other competing models such as PCA and MPCA for this task. We, in general, follow the compression algorithm detailed in [13] to conduct an image compression experiment, using EM, AECM, and ECM respectively, but in our implementation, the component label of data point x is decided by maximizing posterior probability p(jjx) instead of minimizing reconstruction error.
A 512 2 512 gray image "Lena" is subdivided into N(= 4096) nonoverlapping blocks of 8 2 8 pixels and each block is taken as a 64(= 8 2 8)-dimensional random vector x. Then, the obtained data is fitted by different common q(= 4) MFA models: Model I (M = 4) and Model II (M = 8). Fig. 2(a) and (b) plots the typical convergence curve of L for Models I and II. To measure estimators from EM, AECM, and ECM, besides log-likelihood, we calculate mean squared error (MSE) 2 of the reconstruction image. Table III shows the averaged MSE and negative loglikelihood from ten runs for tol 1 , and particularly, for tol 2 = 10 05 .
Because the slow convergence suffered by EM and AECM (see Figs. 1 and 2), one usually chooses to stop the algorithms early or to use a loose convergence criterion. The use of tol2 here aims to check what cost it may bring if we do so. It can be observed from Table III that: 1) both EM and AECM are worse than ECM in terms of averaged MSE and log-likelihood whether tol1 or tol2 is used and 2) EM and AECM in tol 2 have larger MSE and lower log-likelihood than those in tol 1 . Unlike EM and AECM, the MSEs and log-likelihood values of ECM in tol1 and tol2 are almost the same. These observations imply that ECM provides a much faster and more accurate estimator than EM and AECM.
V. CONCLUDING REMARKS
For fitting MFA, we have proposed an ECM algorithm, which, unlike existing EM and AECM, treats the component-indicator vectors as missing data only. In our empirical studies, we focus on the case that sample size N is large relative to dimension d. In this case, our ECM is computationally much more efficient than EM and AECM and thus our proposed ECM is very useful for ML estimation of MFA. It would be interesting to investigate more carefully why our ECM performs so much better than the other EMs. Notice that when N is small relative to d and the number of factors is extremely small (e.g., face recognition), our proposed ECM will be costly both in time and space and EM and AECM could become computationally more efficient, in particular, when there is no rigorous requirement on the accuracy of estimators. Note that (4) and (22) simply require at most the first q eigenvalues and eigenvectors of S.
APPENDIX II COMPUTATIONAL COMPLEXITY
We analyze the cost of ECM for each component j in each iteration. To obtain posterior probability R nj in E-step, it is required from (12) to evaluate probability density p(xnj j ), cost of which is O(d(q + 1)). Cost of E-step is, therefore, O(Nd(q + 1)). For CM-step 1, from (13), the cost is O(Nd). For CM-step 2, it is required to calculate local covariance matrix Sj,whosecostisO(Nd 2 ), and its eigendecomposition, cost of which is O(d 3 ) . For CM-step 3, as Sj has been calculated, the main computation in each step of d substeps is in (21) and (15), which is O(d 2 ) , and hence, the total cost of d steps is O(d 3 ). For comparison, Table IV summarizes the computational cost for EM, AECM, and ECM.
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