The extraction of the information from database systems requires the formulation of queries using database query languages, such as Structured Query Language (SQL). This formulation needs the knowledge of the model and the structure of the database. However, non-expert users cannot write such queries. This is why a lot of works have been developed to request the database in natural language. Historically, most of these works were carried out for English language and they were designed for a specific database model. Some of them function independently of database domain. For the French language, all existing contributions are dependent on database domain and model. The aim of this paper is to present a model of an intelligent interface to query databases using the French language. A simulation model was established through the using of linguistic operations and machine learning. The results indicate that the proposed interface functions independently of the database domain and model (relational and XML) and it can translate a very important number of French natural language query into a database query. The findings of this research may serve to improve the interaction between non-expert French users and databases.
INTRODUCTION
In the modern world of computing, several platforms have been designed to allow humans to interact with computers by using natural languages, such as recognition systems, question answering systems and Natural Language Interfaces to Databases (NLIDB). The primary objective of NLIDB systems is to allow users to communicate with the database in the same way they communicate with each other, without the need to memorize commands and complex procedures. Hence, non-expert users don't need to learn any artificial language to query database, only natural language is enough [1, 2] . Traditionally, these users are used to work with forms, but their anticipations strongly depend on the capabilities of these forms. However, the using of NLIDB offers a uniform, simple and unlimited access to data without having skills in the field of databases.
Building an NLIDB for a specific domain is fairly easy and more robust. However, the specificity of NLIDB's field of application prevents its use outside the field for which it was developed. To overcome this limit, several methods have been proposed. These methods assure NLIDBs to move from one domain to another, without using new resources while preserving its performance.
Generally, most of the NLIDBs proposed so far operate independently of domain. However, all these NLIDBs are designated for a specific database model.
In this work we propose a generic NLIDB which functions independently at the same time of domain and model of databases. The proposed interface translates French Natural Language Query (FNLQ) into Database Query (DBQ). The translation process is based on linguistic operations. These operations assist us in extracting from the FNLQ the significant information which adequately represents what the user is looking for.
Due to the difficulties encountered during the direct transformation of the FNLQ towards in DBQ, our system uses an approach based on the intermediate representation of the language. The idea of this approach is to first map the FNLQ to an intermediate logical query that represents an unambiguous interpretation of the FNLQ. The logical query obtained is then translated into a DBQ to be evaluated by the database system to display the expected result.
The remainder of this paper is organized as follows. First, we give an overview of related work, followed by the detailed architecture of the system that we have developed. Then, we show a list of FNLQs that are successfully translated and executed by our system with comments on the results of the experiment. Finally, we present the conclusions and some possible perspectives of this work.
RELATED WORK
The majority of NLIDB contributions in the nineties focused on querying relational databases through the use of natural language instead of SQL. However, these systems are designed for a specific application domain.
Androutsopoulos et al. developed an extended version of the MASQUE system [3] , called MASQUE/ SQL [4] . This system can interface all commercial databases that support the SQL language. MASQUE/ SQL answer user's questions in English by generating SQL. MASQUE/ SQL can interface any database system that supports SQL code.
One of the intelligent tutoring systems designed to relational database is named SQL-Tutor [5, 6] . Smart tutoring systems are computer programs that attempt to give students new skills. They are called intelligent because they try to help students as a human guardian [7] .
For XML database, NALIX (Natural Language Interface for an XML Database) [8] is a generic and interactive interface, developed at the University of Michigan by Li et al. in 2006 . The database used for this system is an XML database (Extensible Markup Language, with Schema-Free XQuery as the DBLQ. This language is designed primarily to retrieve information from XML databases. Its role in relation to XML databases is similar to that of SQL to relational databases.
Generally English is the main language of many countries. Also, it is the secondary language in most multilingual countries. For this, the majority of existing ILNBDs respond to requests written in English. However, other ILNBDs are proposed to access the information stored in a database via the formulation of requests in other languages, such as Spanish [9] Urdu [10] , Chinese [11, 12] and Hindi [13, 14] languages.
Furthermore, the most of the NLP projects done so far for the French language were involved with many topics, such as French word knowledge engineering [15] document autoindexing [16] and information extraction [17] . Only a few of them have dealt with NLIDB.
The first one is the Edite system [18] . Edite is a multilangue (Portuguese, French, English, and Spanish) natural language interface to relational databases. It translates natural language queries about tourism resources into SQL queries. Edite functions independently of database domain. The second system presents the semantic analysis of queries written in French language and it dedicates for object-oriented database [19] .
In general, all the French NLIDB cited above is designed for databases of a particular domain and they interface a particular database model. Furthermore, there is no NLIDB designed to the both of XML and relational database. In that, the aim of this works is to design and implement a NLIDB for querying relational and XML database using the French language. The techniques used by the system help it to function independently of both database domains. Also, it can be easily extended to other models.
PROPOSED SYSTEM
Due to the difficulties of directly transform the FNLQ into DBQ, the architecture of the proposed system is based on the intermediate representation language approach. The idea of this approach is to map the FNLQ firstly into a logical query, written in XML. Then, translate this query into a DBQ and submitted it to the database system. By expressing the logical query in XML form, the proposed interface can function independently of the database domain and model (Relational and XML). Figure 1 shows the proposed architecture [20] .
The proposed architecture is constituted of two units: • Linguistic processor: in this later, the FNLQ is submitted to many analyses operations (morphological, syntactic and semantic). We obtain at the end of this procedure the logical interpretation of the FNLQ.
• Database knowledge generator: it used to translate the logical query resulted by the linguistic module into a DBQ. The system generates SQL query for the relational database and XPATH query for the XML database.
The separation of the linguistic processor and database knowledge generator makes the proposed system can function independently of database domains [21] . 
The linguistic processor
The linguistic processor is an important phase in the process of translating the FNLQ into DBQ. In this part, the FNLQ is submitted to many analyses operations: morphological, syntactic and semantic.
Morphological analysis
The morphological analysis is in charge of reading the FNLQ, dividing it into primitive elements called tokens and returning information about each token. This process is performed using the following functions:
(1) Ambiguity reduction: this function helps to reduce the ambiguity in the FNLQ, by replacing several words or symbols with canonical internal words, as presented in Table  1 .
(2) Token analyzing: this function is used to divide the FNLQ into primitive units called tokens. This later is considered as a single logical unit in the FNLQ.
(3) Spelling checker: by using this function, we ensure that each token is in the dictionary used by the interface if this is not the case, the spell checking is performed or a new word is added to the system vocabulary.
(4) Part-of-Speech Tagging: this function determines the grammatical category of each token.
(5) Morpheme: this operation is used to determine the morpheme or the radical of each token.
In Figure 2 , we present an example of using the above functions. The FNLQ in this example contents some spelling errors to the impact of spelling checker. The parser or syntactic analysis creates the syntactic structure of the FNLQ, which is a parse tree [22] . It shows how words in the FNLQ relate to each other.
The function of the syntactic analysis is based on a set of syntactic rules having the form S → {E 1 ... En}, in which the sequence of expressions {E 1 ... En} can be replaced (rewritten), when analysis, by a new unique identifier S. These rules describe the possible grammar structures of the FNLQ and constitute a formal grammar named Backus-Naur Form (BNF) defined by: BNF = (N, T, R, and S) where:
(1) N: a set of non-terminal symbols.
(2) T: is a set of terminal symbols.
(3) R: is a set of context-free productions.
(4) S: is the start symbol used to represent the FNLQ. The BNF is graphically schematized in Figure 3 . The elements of this grammar include:
(1) S: sentence;
(2) NP: noun phrase;
(3) PP: prepositional phrase; (4) DET: determiner The implementation of the grammar was done by a Prolog Knowledge Base (KB) as a defined logic program. The defined word means that the KB consists of only defined clauses. A defined clause is a rule that represents each of the rules of the BNF used.
Generally, the BNF used has two types of rules:
• Domain independent rules: these rules have non-terminal symbols on the right side. The following rule is an example:
• Domain-dependent rules: only have terminal symbols on the right side. The following rule is an example:
NOUN → Client
Using rules that are domain dependent requires these rules to be generated whenever the proposed system interfaces with a new domain. For this purpose, we use an Automatic Producer of Syntax Rules (APSR). The operation of APSR is based on machine learning approach which consists in automatically producing all new rules necessary to parse the FNLQ [23] . It has two roles:
• Verification: it verifies if all the syntax rules necessary to analyze the FNLQ exist in the KB.
• Learning: it detects, creates, and adds missing rules to the KB. This process is outlined in the next algorithm. The use of the APSR enables the system to improve its KB automatically through experience and adapt it with user's requests. Figure 4 shows the parse tree corresponds to the following FNLQ:
Algorithm APSR
"Affiche moi tous les noms et les adresses et les sexes des clients dont l'âge >= 25" 
Semantic interpreter
The purpose of the semantic interpreter is to assign meaning to the parse tree created by the parser. This is done through the application of a set of semantic rules and is accomplished in two steps. In the first step, the system filters the parse tree to obtain an abstract parse tree. This latter does not represent all the details appearing in the parse tree, but it keeps the necessary parts for the production of the logical query.
Filtering involves removing superfluous nodes that don't add meaning to the parse tree, such as linking elements (such as "et"), separators (such as commas), and parentheses. Figure  5 presents the abstract parse tree produced from the parse tree shown in Figure 5 . After filtering the parse tree and obtaining the abstract parse tree, the semantic interpreter uses other semantic rules to generate the logical interpretation of FNLQ, which we call XLQ (XML Logical Query). We decide to express the logical query in XML for the reason that:
• XML is an inter-tool language that ensures the reuse and verification of models.
• XML does not depend on any language; the logical query can be easily translated to different DBQs (SQL, XPATH, etc.).
• The logical query in XML displays information about attributes and their values.
In XML, we define the structure of XLQ by the following XML schema ( Figure 6 ): The XLQ is the final result of the linguistic processor. It will be used by the Database Knowledge Generator to generate the DBQ. This operation will be detailed in the following paragraph.
Database knowledge generator
The Database Knowledge Generator is used to generate the final DBQ. This is done by mapping each part of the XLQ to its corresponding clause in the DBQ.
The process of the DBQ generation has three phases. Each one of them manipulates a particular part of the XLQ. In the first phase, the system deals with the part that corresponds to the names of the attribute in XLQ to build the SELECT clause. In the second phase, it produces the FROM clause by selecting the part of the XLQ that represents to the table name or a group of table names. Finally, it extracts the conditions to build the WHERE clause.
By concatenating the results of the previous phases, the system constructs the DBQ. A test function follows each phase to verify if the name of tables and attributes, extracted from the XLQ, exists in database dictionary. If it is not the case, the system uses a domain specific dictionary called mapping table. This table stores synonyms of names of tables and attributes. The using of mapping table helps the user to put its FNLQ with different ways without the need to know the exact name of tables and attributes. Once the DBQ is generated, the DBQ executor sends it to the Database Management System (DBMS) and displays the returned responses in tabular format for SQL queries and in hierarchical format for XPATH queries.
SYSTEM RESULTS
The interface in Figure 7 displays the result of translating of the FNLQ:
"Affiche moi tous les noms et les adresses et les sexes des clients dont l'âge >= 25": In the following tables, we present several types of FNLQs that have been translated and successfully executed by the system. These queries cover different areas of databases. We have classified these requests into four categories.
The first category concerns queries without projection and selection. These queries don't contain any attribute or selection condition specification. Table 1 shows examples of queries in this category. Table 2 presents examples of the second category of FNLQs. These queries use only projection where we specify certain attributes without any conditions. The third category of FNLQs deals with requests with projection and selection. In these queries, we specify attributes and conditions. Table 3 shows some examples of these queries. Table 4 illustrates the last category of FNLQs. These queries contain aggregation functions. In order to evaluate the performance of the proposed system and make the necessary corrections to improve it, we have carried out experiments.
The first experiment is to check the number of FNLQs for which the system generates a response. To do this, we tested 1300 FNLQs. The results obtained by this experiment are presented in Figure 8 below.
According to Figure 8 , from 1300 FNLQs the system generated SQL queries for 1223 FNLQs, a percentage of 94.07%, and XPath queries for 1205 FNLQs, a percentage of 92.69%. However, some of these responses are not correctly generated, implying that a query is correctly generated if it is syntactically correct.
Figure 8. Answered\Unanswered FNLQs
In order to evaluate the number of correctly generated queries, we performed a second experiment. This latter is based on the different queries for which we have answers in the first experiment. The different results obtained are presented in Figure 9 below. Figure 9 , 1223, 1118 of the FNLQs are correctly converted to SQL queries, and 1147 of these queries are correctly translated to XPATH queries.
To locate errors responsible for unanswered queries and those that are incorrectly generated, we examined the outputs of these queries and constructed Figure 10 . Figure 10 the errors found are committed at the level of the FNLQs analysis and the generation of the DBQ request. We classified them in four categories:
• Errors due to morphological analysis: From figure 10 , we see that the morphological analysis is the cause of 6.66% of FNLQs that don't have SQL query and 12.06% of SQL queries generated incorrectly. This is also the cause of 6.64% of XPATH queries that are incorrectly generated. One of the main sources of these errors is that in some FNLQs the tagger function does not affect some tokens their correct grammatical function.
• Errors due to Parser: This review also shows that the Parser is the cause of 32.46% of the FNLQs that don't have SQL queries and 28.57% of the SQL queries generated incorrectly. In addition, this parser is responsible for 53.44% of incorrectly generated XPATH requests and 26.31% of FNLQs that don't have XPATH requests. Generally, one of the sources of these errors is that the parser generates parser trees that don't reflect the interactions between the different words constituting the natural language query.
• Errors due to semantic Interpreter: The errors produced by the semantic Interpreter are 64.76% of the incorrectly generated SQL queries and 19.94% of the FNLQs that don't have an XPATH query. The source of these errors is that semantic Interpreter does not correctly convert the parser tree to the exact XLQ.
• Errors due to the generation of DBQ: The errors due to the generation of DBQ are 34.48% of FNLQs that don't have XPATH requests.
The evaluation of some DBQ that are correctly generated shows us that these queries don't always correspond to the FNLQ. The object of the last experiment is to show the number of DBQ that match and don't match the FNLQs. This is the subject of the following Figure 11 . The graph in Figure 12 shows a summary of the results obtained.
CONCLUSION
The ultimate objective of this study is to propose a generic model of Natural Language Interfaces for querying databases using the French language. The function of this interface is based essentially on linguistic operations. Applying these operations help the proposed interface to extract the linguistic information needed to translate the FNLQ to a DBQ.
The main advantages of this interface are that it operates independently of database model and domain and that it is able to automatically extend its Knowledge Base through experience.
As future works, we will continue to test the capacity of our system with other database models: relational object, object oriented, NoSQL. Also, we attend to increase the level of human-computer interaction by allowing our system to access a database via voice requests; Furthermore, we want to use agents to improve the system knowledge base.
