We develop techniques to convexify a set that is invariant under permutation and/or change of sign of variables and discuss applications of these results. First, we convexify the intersection of the unit ball of a permutation and sign-invariant norm with a cardinality constraint. This gives a nonlinear formulation for the feasible set of sparse principal component analysis (Sparse PCA) [7] , and an alternative proof of the K-support norm [1]. Second, we develop new relaxations for the exterior product of sparse vectors and show numerically that, on several problem instances, our relaxation closes 95% of the gap left by the relaxation in [7] . Third, we generalize a convex hull result given in [15] . Fourth, we derive convex and concave envelopes of various permutation-invariant nonlinear functions and their level-sets over hypercubes, with congruent bounds on all variables. Finally, we study permutation-invariant sets in 0 − 1 variables, including those that arise in the formulation of various logical requirements. For these models, we project the convex hull descriptions in the space of original variables, generalizing several classical results [28, 6, 36, 2].
Introduction
We study the convex hull of permutation-invariant sets. A set S ⊆ R n is permutation-invariant if x ∈ S implies that P x ∈ S for all n-dimensional permutation matrices P . Permutation-invariant sets appear in a variety of optimization problems. Sparse principal component analysis is the problem of finding sparse vectors that explain most of the variance present in a data set. The problem of finding the first sparse principal component is formulated in [7] as max{x ⊺ Σx | x ∈ S} where S = {x ∈ ℜ n | card(x) ≤ K, x ≤ 1} and Σ is the covariance matrix of the given data. The feasible set of this model is permutation-invariant because card(P x) = card(x) and P x = x for any vector x ∈ ℜ n and for any permutation matrix P . The convex hull of S is the unit ball associated with the K-support norm [1] , a result obtained in the machine learning community to construct approximation of S tighter than the elastic net {x ∈ R n | x 1 ≤ √ K, x ≤ 1}. Various sets of matrices are expressed using their singular values and are invariant when singular values are permuted. In [15] , the authors study {M ∈ M m,n (R) | rank(M ) ≤ K, M sp ≤ r} where M m,n (R) is the set of m × n real matrices and M sp is the spectral norm of M . The elements of this set are characterized by their spectral values because the rank of a matrix equals the cardinality of the vector of spectral values and the spectral norm of matrix equals the largest spectral value of the matrix. In global optimization, characterizing or approximating the convex envelope of the multilinear function n i=1 x i over a hypercube is a central problem in the construction of relaxations for factorable programs. Previous studies have convexified n i=1 x i over [0, 1] n and over [−1, 1] n [31, 25] . More generally, the convex hull of this multilinear function over [a, b] 
x i ∈ K}, where K ⊆ {1, . . . , m}, a set that generalizes cardinality constraints whose convex hull is studied in [28] , and {(x, y) ∈ {0, 1} m × {0, 1} n | m i=1 x i ≥ k → n j=1 y j ≥ l}, a set that models logical constraints between 0 − 1 variables whose convex hull is obtained in [36] . Both of these sets exhibit permutation-invariance among subsets of their variables. We will show that all these results by analyzing the underlying permutation-invariance.
Consider ∆ π := {x | x π(1) ≥ · · · ≥ x π(n) } where π is an n-dimensional permutation. Any set S can be expressed as a disjunctive union of n! sets of the form S ∩ ∆ π . Even if conv(S ∩ ∆ π ) for each π has a polynomial-sized representation, it does not follow in general that S has a polynomial-sized representation. Consider, for example, the boolean-quadric polytope B = {xx T | x ∈ {0, 1} n }. If x ∈ ∆ π , then for any i < j, the bilinear function x π(i) x π(j) = x π(j) . In other words, B ∩ ∆ π has a simple polynomial-sized representation. However, it is known that B itself does not have a polynomial-sized formulation [8] . Treating permutation-invariant sets S in this way has a specific advantage since the sets S ∩ ∆ π are congruent to one another. Exploiting this fact, we show that that it is possible to construct a polynomial-sized extended formulation for S whenever a polynomial-sized formulation exists for S ∩ ∆ π . Our construction makes use of the well-known extended formulations of a permutahedron along-side the convex hull of S ∩ ∆ π . The outline of the construction is as follows: first, we consider a permutation-invariant set S and assume that its convex hull over ∆ n := {x ∈ R n | x 1 ≥ · · · ≥ x n } has a polynomial description. Then, the convex hull is simply the union of permutahedra where each permutahedron is generated by a point in conv(S ∩ ∆ n ). Each permutahedron is then modeled using a polynomial number of linear equalities and inequalities to obtain an extended formulation for conv(S). The techniques involved apply in other settings as well. For example, they can be used to obtain convex hulls of sign-invariant sets using convex hull representations of S ∩ {x | x ≥ 0}.
The remainder of the paper is organized as follows. We present basic convexification results for permutation-and/or sign-invariant sets in Section 2. We then explore various applications of the results in the ensuing sections. In Section 3, we derive the convex hull of the intersection of a unit ball associated with a permutation-invariant norm and a cardinality constraint. The resulting convex hull defines another norm for which we give an explicit formula. As a result, we show that it is simple to determine whether an arbitrary point belongs to the convex hull, and to construct a separating hyperplane when it does not. We study the connection between permutation-invariant sets and sets of matrices characterized by their singular values. Furthermore, we investigate semidefinite-representability of rank-constrained sets of matrices.
In Section 4, we develop convex and concave envelope characterizations of various permutation-invariant functions and sets described using such functions. For example, we derive the convex hull of the lower level-set of a Schurconcave function, which is convex when all but one variable is fixed, a lifted representation of the convex hull of the graph of In Section 5, we study permutation-invariant sets in 0 − 1 variables. After characterizing their structure, we derive extended formulations for the convex hull of sets where independent sets of variables are required to belong to distinct 0 − 1 permutation-invariant sets when certain logical conditions are satisfied. We then show that these higherdimensional formulations can be projected onto the space of original variables to provide alternate derivations and extensions of results first presented in [28, 6, 36, 2] .
In Section 6, we study the set of rank-one matrices whose generating vectors lie in a permutation-invariant set. We construct semidefinite programming relaxations of the convex hull by proposing various valid inequalities derived from the rank-one condition of the matrix and the fact that every extreme point of a permutahedron generated by a vector is a permutation of the generating vector. Finally, we perform computational experiments with our relaxation for sparse PCA on several instances taken from the literature and other randomly generated instances. We compare our results to the relaxation proposed by [7] .
Convex hull of permutation-invariant and sign-invariant sets
In this section, we show that the convex hulls of permutation-invariant and sign-invariant sets can be readily constructed if their convex hulls over a fundamental sub-domain are known.
For a positive integer k, we denote the set of k-by-k permutation matrices by P k . Given a positive integer n and a nonnegative integer p, a set S ⊆ {(x, z) ∈ R n × R p } is called permutation-invariant with respect to x if (x, z) ∈ S implies that (P x, z) ∈ S for all permutation matrices P ∈ P n . When S ⊆ {x ∈ R n } is permutation-invariant with respect to x, we simply say that S is permutation-invariant. A real-valued function (x, z) → f (x, z) with (x, z) ∈ ℜ n × ℜ p is called permutation-invariant with respect to x if f (x, z) = f (P x, z) for all permutation matrices P ∈ P n . When f : x → f (x) is permutation-invariant with respect to x, we say that f is permutation-invariant.
Moreover, any permutation-invariant set S can be written as the lower-level set S = {(x, z) : f (x, z) ≤ 0} of a permutation-invariant function f by choosing the function to be the indicator function of the S, which takes value 0 on the set and ∞ otherwise.
A set S ⊆ {(x, z) ∈ R n × R p } where n is a positive integer and p is a nonnegative integer is called sign-invariant with respect to x if (x, z) ∈ S implies that (x, z) ∈ S for allx that satisfy |x| = |x|. Proof. The result follows because T S ⊆ S implies that T conv(S) = conv(T S) ⊆ conv(S).
It follows from Lemma 2. 1 that if S is permutation-invariant (resp. sign-invariant) then conv(S) is also permutationinvariant (resp. sign-invariant).
For each x ∈ R n , we denote the i th largest component of x by x [i] for i = 1, . . . , n. Given two vectors x, y ∈ R n , we say that x majorizes y, a property we denote by
The result of Lemma 2.2 relates majorization and permutation. Its proof follows from combining Hardy, Littlewood, and Pólya's theorem with Birkhoff's theorem; see 2.B.2 and 2.A.2 in [26] . Lemma 2.2 ([30] , Corollary 2.B.3 of [26] ). If x ≥ m y if and only if y is a convex combination of x and its permutations.
An extension of majorization, which is known as G-majorization in the context of a group of transformations, is defined using the property in Lemma 2.2 as the set of all doubly stochastic matrices form a semigroup. See 14.C of [26] for more detail about G-majorization.
We say that x weakly majorizes y from below if j i=1 x [i] ≥ j i=1 y [i] , ∀j = 1, . . . , n. We denote this relation by x ≥ wm y. Similarly, we say that x weakly majorizes y from above if n i=j x [i] ≤ n i=j y [i] , ∀j = 1, . . . , n and denote this relation by x ≥ wm y. Lemma 2.3 . Let K be a convex subset of R n × R p . Then Y := (x, u, z) ∈ R n × R n × R p (u, z) ∈ K, u ≥ m x, u 1 ≥ · · · ≥ u n is convex.
is a convex function being the maximum of all possible sums of j elements chosen from x. Next, n i=1 x [i] = n i=1 x i and is, therefore, linear. Therefore, Y has the following convex representation:
x [i] , for j = 1, . . . , n − 1, 
where S 0 is any set that satisfies conv(S) ∩ {(u, z) | u 1 ≥ · · · ≥ u n } ⊇ S 0 ⊇ S ∩ {(u, z) | u 1 ≥ · · · ≥ u n }.
Proof. To prove that X is convex using Lemma 3 , it suffices to show that (u, z) ∈ conv(S 0 ) implies u ∈ ∆ n . This is clear because we assumed that conv(S 0 ) ⊆ conv(S) ∩ {u, z) | u 1 ≥ · · · ≥ u n }.
We now show that S ⊆ X. As X is convex, this will also show that conv(S) ⊆ X. Consider an arbitrary (x, z) ∈ S and define u as u i = x [i] for i = 1, . . . , n. Then, (u, z) ∈ S 0 because S is permutation-invariant and u is in descending order. Since u ≥ m x, (x, z) ∈ X.
We next prove that X ⊆ conv(S). Let (x, z) ∈ X. We show that it can be expressed as a convex combination of points in S. Since (x, z) ∈ X, there exists u such that (u, z) ∈ conv(S 0 ) ⊆ conv(S) and u ≥ m x. It follows from the permutation-invariance of S with respect to x and Lemma 2.1 that conv(S) is permutation-invariant with respect to x. By Lemma 2,  x can be written as x = i λ i (P i u) for where λ i ≥ 0, i = 1, . . . , n and i λ i = 1. Therefore, (x, z) = ( i λ i (P i u), z) = i λ i (P i u, z), concluding the proof.
Theorem 2.1 gives an explicit description of the convex hull of a permutation-invariant set when an explicit description of the convex hull of its intersection with the cone x 1 ≥ · · · ≥ x n is available. This description only requires the introduction of a copy of the variables x together with majorization constraints. We next present classical results that allow for a linear formulation of these majorization constraints; see Section 3.3.4 of [29] for a more involved discussion.
To model
, we express it as the value function of the following optimization problem, where x 1 , . . . , x n ∈ R and j ∈ {1, . . . , n − 1}: max
(2)
To model majorization constraints, we need to enforce that for all feasible s,
By taking the dual of (2), we exchange the quantifier "for-all' to "there-exists", and obtain the following formulation which is amenable to direct inclusion in the model:
Since (2) is feasible, (3) exhibits no duality gap. The constraint
is then modeled by existence of an (r, t) that is feasible to (3) 
The formulation given in (4) expresses conv(S) as the projection of a convex set with n 2 + n + p variables. This formulation is much smaller than that which would have been obtained using a classical application of disjunctive programming. An even more compact representation is possible, as discussed later, using a more compact formulation of the permutahedron.
The ideas underlying the proof of Theorem 2.2 can also be applied when sets are invariants with respect to collections of linear transformations that are not permutation matrices. In particular, we describe next a related convexification result for sign-invariant sets.
where
Proof. Set X is convex because it is the projection of an intersection of two convex sets. We now show that S ⊆ X.
For an arbitrary (x, z) ∈ S, define u = |x|. By sign-invariance of S, (u, z) ∈ S and hence (u, z) ∈ S 0 ⊆ conv(S 0 ). By definition, u satisfies u ≥ |x|. This shows that conv(S) ⊆ X.
We next show that X ⊆ conv(S). Let (x, z) ∈ X. There exists u ∈ R n such that (u, z) ∈ conv(S 0 ) ⊆ conv(S) and u ≥ |x|. Since conv(S) is sign-invariant by Lemma 
where the containment follows from the convexity of conv(S).
The above convexification results can be easily extended to the sets which are permutation-invariant or/and signinvariant with respect to multiple subsets of independent variables.
1. Suppose S is a permutation-invariant set with respect to x k for all k = 1, . . . , m. Then,
2. Suppose S is sign-invariant with respect to x k for all k = 1, . . . , m. Then,
3. Suppose S is permutation-invariant and sign-invariant with respect to x k for all k = 1, . . . , m. Then,
We remark that our convexification result on sign-invariant sets can also be used to convexify reflections on a hyperplane [20] . In particular, consider a set S and assume that the set is closed under reflection on a, · = 0 for some a with a 2 = 1. Assume further that S 0 = S ∩ {x | a, x ≥ 0} is available. Consider any orthogonal matrix U that aligns a along the first principal direction, so that U a = e 1 . Observe that U S is signinvariant with respect to variable x 1 . Then, conv(U S) = z (t, z 2 , . . . , z n ) ∈ U conv(S 0 ), t ≥ |z 1 | and so, conv(S) = x x + (t − z 1 )a ∈ conv(S 0 ), t ≥ |z 1 | , where we have used the fact that U ⊺ e 1 = a.
Sparsity theorem
In this section, we study the convex hull of the set
where · s is a sign-and permutation-invariant norm (also known as a symmetric gauge function). We denote by B s (r) the set {x ∈ ℜ n | x s ≤ r}. When K = 1, the convex hull is an ℓ 1 -norm ball. The set is trivial when K = n. Therefore, we assume 1 < K < n. When the associated norm · s is the ℓ 2 -norm, N K · is the feasible set of the sparse principal component analysis problem (sparse PCA); see [7] .
We define ∆ n + := ∆ n ∩ ℜ n + and, for any vector x ∈ ℜ n , define x ∆ n as (x ∆ n ) i = x [i] and x ∆ n + as (x ∆ n + ) i = |x| [i] for i = 1, . . . , n. When the dimension of the set and the associated vector is clear in the context, we use the simpler notations ∆, ∆ + , x ∆ , and x ∆+ .
By sign-and permutation-invariance of the norm · s and that of the cardinality requirement, N K · s is sign-and permutation-invariant and hence we can apply Theorem 2.4 to obtain its convex hull as a projection of a higher dimensional set
The extended formulation (10) can be written in closed form with O(nK) additional variables and constraints based on the modeling technique described in Section 2. Other extended formulations are proposed in [23] and [24] for the case where · s is an ℓ p -norm. In these papers, the formulations are obtained either through dynamic programming concepts or Goemans' extended formulation of the permutahedron using a sorting network [10] .
In this section, we describe the convex hull as a norm ball in the original variable space. The induced norm is easily calculable if the associated norm · s is calculable. Moreover, given an arbitrary point in ℜ n not in the convex hull, we provide an algorithm to construct a separating hyperplane.
We first present the following lemma introduced in [22] .
A set in R n is called a convex body if it is a compact convex set with non-empty interior. In the next proposition, we show that conv(N K · s ) is a convex body. Proposition 3.1. The set conv(N K · s ) is a convex body.
Proof. Since N K · s is a compact set, it follows that conv(N K · s ) is a compact convex set [4, Corollary I.2.4] . To see that conv(N K · s ) has a non-empty interior, observe that there exists ǫ > 0 such that B 1 (ǫ) ⊆ B s (1) because of equivalence of norms in a finite vector space. Since, for any
It is well-known that there exists a one-to-one correspondence between norms in R n and convex bodies symmetric about 0 and containing 0 in their interior; see Section 14.4 of [27] for instance. Given an arbitrary norm · , we can construct its unit ball {x | x ≤ 1}, which is a convex body of the desired type. Conversely, given any compact convex body C that is symmetric about 0 and contains 0 in its interior, we can define the function
for x ∈ R n . It is known that the function f C satisfies the properties of norms. Further, the convex body C is a lower-level set of this norm, that is,
Since conv(N K · s ) is a compact convex body that is symmetric about 0 and contains 0 in its interior, a norm associated with conv(N K · s ) can be defined as in (11) . We denote the corresponding norm by · c . Since · c is sign-and permutation-invariant, the following result holds. Proposition 3.2. The set conv(N K · s ) is the unit ball for a sign-and permutation-invariant norm, that is,
We next show that the values of the norms · c and · s are the same for vectors that satisfy the cardinality constraint.
We next present an explicit formula to evaluate · c . For an arbitrary x ∈ R n , define s(x) ∈ R K as s(x) i = n j=i |x| [j] K−i+1 , i = 1, . . . , K. Let i x be the minimum among those indices that minimize s(x) i , and let δ(x) = s(x) ix . We use as a convention that s(x) 0 
Proposition 3.4. Let s(x), i x , δ(x), and u(x) be defined as above. Then, [1] , s(x) 1 } Proof. Part 1 follows from equality
which can be established directly from the definition of s(
, where the second inequality is by Part 1. This in turn shows, using Part 1 that if i < K − 1 that s(x) i+2 > s(x) i+1 . By induction, s(x) i < · · · < s(x) K and, by the definition of i, s(x) 1 ≥ · · · ≥ s(x) i . Then, Part 2 follows by defining i x as the first index such that s(x) ix = s(x) i .
We next prove Part 3. We first show that u(x) is nonincreasing. It suffices to show that
for all j = 1, . . . , n − 1. When j = 1, . . . , i x − 1, the inequality holds with equality by definition of u(x). We next consider the case j ≥ i x . If i x = K, the inequality holds because [1] and hence u(x) 1 = max{|x| [1] , s(x) 1 }. Next, assume that i x ≥ 2. Then, u(x) 1 = |x| [1] . By Part 2, s(x) 2 ≤ s(x) 1 and hence, by Part 1, s(x) 1 ≤ |x| [1] . Therefore, u(x) 1 = max{|x| [1] , s(x) 1 }. Proposition 3.4 shows that, for arbitrary x ∈ R n , we can construct a vector u(x) ∈ ∆ + that satisfies the cardinality constraint and majorizes |x|. In the following theorem, we show that u(x) can be used to compute x c if · s is calculable. Theorem 3.1. For an arbitrary x ∈ R n , let u(x) be defined as in (12) . Then, x c = u(x) s .
Proof. Let s(x), i x , and δ(x) be defined as in Proposition 3.4. We have x c ≤ u(x) c = u(x) s , where the first inequality is because of Part 3 of Proposition 3.4 and Lemma 3.1, while the equality is due to Proposition 3.3. We next show x c ≥ u(x) s . Let r = u(x) s so that u(x) ∈ B s (r). Letβ be an optimal solution to
where · s * is the dual norm of · s . By the definition of · s , we haveβ ⊺ u(x) = r. Moreover,β ⊺ u ≤ u s ≤ r for all u ∈ B s (r), where the first inequality is becauseβ ∈ B s * (1) and the second inequality is because u ∈ B s (r). Because u(x) ∈ ∆ + , it follows from rearrangement inequality that, without loss of generality, we may assume that β ∈ ∆ + . We now define θ ∈ R n as follows:
and show that θ ⊺ u ≤ r for all u ∈ B s (r). Defineβ := (β 1 , . . . ,β K , 0, . . . , 0) andβ := (β 1 , . . . ,β K , −β K+1 , . . . , −β n ) and observe thatβ =β +β 2 . By sign-invariance of · s and thus of · s * ,β ∈ B s * (1), and, soβ ∈ B s * (1). However, sinceβ ≥ m θ, Lemma 3.1 shows that θ ∈ B s * (1). This in turn shows that θ ⊺ u ≤ r is valid for B s (r).
Next, define χ ∈ R n by χ i =β i for i = 1, . . . , i x − 1 and K i=ixβ i /(K − i x + 1) otherwise. We claim that χ ⊺ u ≤ 1 is valid for N K · s . Assume that, on the contrary, there existsû ∈ N K · s such that χ ⊺û > 1. Because of rearrangement inequality and χ ∈ ∆ + , we may assume thatû ∈ ∆ + . However, then we obtain the contradiction 1 ≥ θ ⊺û = χ ⊺û > 1, where the first inequality is by the validity of θ ⊺ u ≤ 1 for B s (1) which outer-approximates N K · s . It follows that χ ⊺ u ≤ r is valid for B c (r) or, in other words, that χ ∈ B c * (1), where · c * is the dual norm of · c . Therefore,
where the inequality is because χ c * ≤ 1. However, the following calculation shows that
Combining, we derive x c ≥ u(x) s .
Corollary 3.1. For a fixed x ∈ R n , let χ be as defined in the proof of Theorem 3.1. Then,
Proof. It was already shown in the proof of Theorem 3.1 that χ ⊺ u ≤ 1 is valid for N K · s . Let u(x) be as defined in (12) . Then, χ ⊺ x ∆+ = u(x) s = x c , where the first equality is from (14) and the second equality is from
where the first inequality is due to Cauchy-Schwarz inequality and the second inequality is because the proof of Theorem 3.1 shows that χ c * ≤ 1. Therefore, equality holds throughout and, in particular,
Remark 3.1. In the proof of Corollary 3.1, let T be the transformation (a composition of sign-conversions and permutations) that maps x to x ∆+ . Then, the hyperplane that separates x and N K · s is T −1 (χ) ⊺ u ≤ 1. Theorem 3.2 (Sparsity Theorem). For an arbitrary x ∈ R n , u(x) as defined in (12) is an optimal solution to Example 3.1. Consider the set N 3 · 2 where n = 6. Let N = {1, . . . , 6} and x := 27 28 , 5 28 , 4 28 , 3 28 , 2 28 , 1 28 . Note that x 2 = 1 and x ∈ ∆ + . For illustration, we establish that x / ∈ conv(N 3 · 2 ) by constructing an explicit separating hyperplane using the procedure described in the proof of Theorem 3.1. First, we construct the vector s(x) ∈ R 3 as follows: 
Since u(x) 2 = 1.036 · · · > 1, we conclude from Theorem 3.1 that x / ∈ conv N 3 · 2 . We now derive the separating hyperplane. We first separate u(x) from B 2 (1). Since · 2 is self-dualβ = u(x)/ u(x) 2 is an optimal solution to (13) . Then, the inequalityβ ⊺ u ≤ 1 (or equivalently u(x) ⊺ u ≤ u(x) 2 ) is valid for B 2 (1). Furthermore, it separates u(x) because u(x) ⊺ u(x) = u(x) 2 2 > u(x) 2 . We next construct a hyperplane that separates x from N 3 · 2 . Define θ and χ as follows:
56 , θ 4 = · · · = θ 6 = 0
Observe that β 2 = θ 2 = 1, but χ 2 > 1. Now consider the inequality χ ⊺ y ≤ 1. It is valid for N 3 Next, we consider some special cases of the set N K · s defined in (9) and provide explicit convex hull descriptions. [1] . Then,
where [1] , s(y) 1 } ≤ r} where the second equality follows from Proposition 3. When · s is the ℓ 2 -norm, the norm · c associated with conv(N K · 2 ) is known to be the K-support norm (or K-overlap norm). An explicit formula for this norm is introduced in [1] . We next provide an alternate derivation of this formula using our arguments. For consistency with literature, we denote the K-support norm by · sp K . Lemma 3.2. The unique integer r ∈ {0, . . . , K − 1} that satisfies
is
Proof. This result follows from Proposition 3.4 and we refer to its parts directly in the proof. Let
, where the third inequality is by Part 1. Therefore, |x| [j] ≤ s(x) j for j ≥ i which implies by Part 1 that s(x) i ≤ · · · ≤ s(x) K and by Part 2 that i ≥ i x . Since |x| [i−1] > s(x) i , it follows by Part 1 that either i = 1 or s(x) i−1 > s(x) i . In either case, it follows that i ≤ i x . Therefore, i = i x = K − r.
Proposition 3.6 (Proposition 2.1 of [1] ).
where r is the unique integer in {0, . . . , K − 1} satisfying (16) .
Proof. By Theorem 3.1,
The result then follows since Lemma 3.2 establishes that r = K − i x . As we show next, Theorem 2.4 implies that convex hulls of sets of the formS can be obtained easily by studying S instead. Similar results, although dealing with closed convex hulls, can be derived using conjugacy results of [21] . We include a direct proof based on Theorem 2.4. 
Convexification of sets of matrices characterized by their singular values
be the k th Ky Fan norm. Then, it follows by sublinearity and positive-homogeneity of norms that We now show that conv(S) ⊇ X. Let (M, z) ∈ X and let U diag(σ)V ⊺ be the singular value decomposition of M , where diag(σ) ∈ M m,n is the diagonal matrix, whose diagonal is the vector σ and
and σ ′ ≥ wm σ. Now, if θ j is obtained by permuting σ j or changing the sign of some of its entries, it follows readily that (U diag(θ j )V T , z j ) ∈S, because these operations do not alter the singular values of the matrix. Since σ ′ ≥ wm σ, σ = k χ k T k σ ′ , where χ k are convex multipliers and each T k permutes the entries of σ ′ and possibly changes the sign of a few of the entries. Then, it follows (σ,
In the following, we denote the set of p × p real symmetric matrices as S p and, for any M ∈ S p , we denote the eigenvalues as λ(M ). In this context, a similar result can be shown using eigenvalues instead of singular values.
Proof. We only provide a proof sketch since the proof is similar to that of Theorem 3.3. To show that conv(S) ⊆ X, we consider (M, z) = j γ j (M j , z j ) ∈ conv(S) and use the fact that j γ j λ(M j ) ≥ m λ(M ) [17, Theorem 4.3.27] . Then, the result follows from Part 1 of Theorem 2.4. To show that conv(S) ⊇ X, we consider (M, z) ∈ X and express j γ j (λ j , z j ) ≥ m (λ(M ), z) for some (λ j , z j ) ∈ S. Then, we observe that this implies that for any orthogonal matrix U and a permutation π, (U diag(π(λ j ))U ⊺ , z) ∈S. The result is then derived in a manner similar to that in the proof of Theorem 2.4 except that instead of using the singular value decomposition U diag(σ)V ⊺ , we use the eigenvalue decomposition U ΛU ⊺ .
Notice that the rank of a matrix can be represented as the cardinality of the vector of singular values and cardinality is a sign-and permutation-invariant function. Therefore, we have the following result as a special case of Theorem 3.3.
ConsiderS in Corollary 3.2. Recall that determining if an arbitrary matrix M ∈ M m,n (R) is in the convex hull conv(S) can be easily done when the norm · s can be calculable. In particular, when · s is the Euclidean norm, a given matrix M is in conv(S) if σ(M ) sp K ≤ r. See (17) for an explicit formula for · sp K . Semidefinite representability of the convex hull will be discussed in Subsection 3.2.
Next, we consider the special case where · s is the l ∞ norm. Proposition 3.5 and Theorem 3.3 together give an alternative proof for the following result. 
Semidefinite-representability of sets of matrices characterized by their singular values
We presented a convex hull result of a set of matricesS that is described using their singular values in Corollary 3.2. The resulting convex hull is written in a norm · c induced by the defining norm · s ofS. In this subsection, we discuss representability of this set as the feasible set of an semidefinite programming (SDP) problem. In particular, we consider the set: 
The set
By sign-and permutation-invariance of S and Theorem 2.4,
Therefore, by Theorem 3.3,
By the definition of weak majorization, the convex hull has the following representation:
The semidefinite-representability of (18) follows from Lemma 3.3 and the semidefinite-representability of the level set {u | f (u) ≤ r} and the introduced linear inequalities.
Although Theorem 3.5 is similar to Proposition 4.2.2 in [5] , we discuss the main differences. First, we introduce a rank constraint and thus treat a nonconvex set. Second, we discuss the representation of the convex hull rather than the set itself. Third, we do not require monotonicity of f (x) and require quasiconvexity only over
We explain the intuition of why exact representation is not possible without the added assumptions on f (x) in Proposition 4.2.2 in [5] . In essence, if f (x) is not monotonic, it follows that g(x) = f (x ∆+ ) is not quasiconvex, and as such, its lower level-set does have an exact semidefinite representation. To see this, consider y, z ∈ ∆ + so that 0 ≤ y ≤ z but g(y) > f (z). However, since g(·) is sign-invariant, this implies that the level set {x | g(x) ≤ g(z)} is not convex, thereby contradicting that g(x) is quasiconvex. On the contrary, if f (x) is a monotone permutationinvariant quasiconvex function over R q + , then the set C = {x | f (|x|) ≤ r} is convex and can alternately be expressed as X = {x | f (u) ≤ r, u ∈ ∆ + , u ≥ wm |x|}. This property makes exact representation possible. To see that C is convex, first observe that C is sign-and permutation-invariant. Therefore, by Theorem 2.4, X = conv(S) ⊇ S. Now, we argue that X ⊆ S. Consider x ∈ X. Then, there exists u ≥ wm |x| so that f (u) ≤ r. This implies that there is a u ′ such that u ≥ m u ′ ≥ |x|. Since u ′ can be expressed as a convex combination of u and its permutations, it follows from the quasiconvexity of f that f (u ′ ) ≤ f (u). By monotonicity, f (|x|) ≤ f (u ′ ). Therefore, f (|x|) ≤ r and x ∈ C.
In particular, when σ(·) s is Ky Fan p-norm for p = 1, . . . , min{m, n}, the convex hull is semidefinite-representable.
Similarly, we can prove the following result, where S + q ∈ R q×q is the set of positive semidefinite symmetric matrices.
By permutation-invariance of S and Theorem 2.4,
By the definition of majorization, the convex hull has the following representation:
The semidefinite-representability of (19) follows from Lemma 3.3 and the semidefinite-representability of the level set {u | f (u) ≤ r} and the introduced linear inequalities.
The ideas in the above proof can be extended to symmetric matrices using disjunctive programming techniques by decomposing the rank constraint into requiring that u a+1 = · · · = u a+n−K = 0 for some a ∈ {0, . . . , K}. Then, we can express conv(S) as a union of semidefinite representable sets. Using the disjunctive programming argument of Proposition 3.3.5 in [5] , we obtain a semidefinite representation of a set that outer-approximates conv(S) and is contained in cl conv(S).
Convex envelopes of nonlinear functions
In this section, we explore the use of Theorem 2.4 in the development of relaxations of non-convex functions. These techniques can be extended to handle epigraphs of singular values/eigenvalues of matrices using the ideas presented in Section 3.1 and 3.2.
Since u ′ ∈ P , P is convex and permutation-invariant, and since y ′ can be written as a convex combination of u ′ and its permutations, it is clear that y ′ ∈ P . Therefore,
This is a contradiction to the assumed ordering of a. Now, we show that if there does not exist u ′ ∈ P such that u ′ ≥ m x ′ and u ′ ∆ = x ′ ∆ , then such a vector a exists. Define polyhedral cone K := {x ′ + n−1 i=1 α π(i) e π(i) − e π(i+1) | α ≥ 0} and construct polyhedron C = P − K. Since x ′ ∈ P ∩ K, it follows that 0 ∈ C. Let a ′ , x ≤ 0 define the minimal (possibly trivial) face F of C containing 0. We show next that a can be chosen to be a ′ . Since e π(i+1) − e π(i) ∈ C for all i ∈ {1, . . . , n − 1}, we have that a ′ π(i+1) − a ′ π(i) ≤ 0. We now show that the inequality is strict. Assume, on the contrary, that there exists k ∈ {1, . . . , n − 1} such that a ′ , e π(k+1) − e π(k) = 0. Then, there exists a positive but sufficiently small ǫ such that ǫ e π(k) − e π(k+1) ∈ C because F contains solutions ǫ(e π(k+1) − e π(k) ) for all ǫ ≥ 0 and because 0 is in the relative interior of F because it is assumed to be minimal. It follows that there exists u ′ ∈ P and
This is a contradiction to the assumption that such u ′ does not exist. We conclude that, for all
Various functions have been shown to be Schur-concave including the Shannon entropy n i=1 x i log( 1 xi ) and elementary symmetric functions J⊆{1,...,n}:|J|=k i∈J x i .
In this section, for any function
A common tool in the construction of convex envelopes is to restrict the domain of the function to a smaller subset. We will say that a function φ :
for any x ∈ X and +∞ otherwise. Theorem 2.4 can play a key role in obtaining the restriction as we illustrate below.
Proof. Since M ⊆ P it follows that X ⊆ S and, therefore, conv(X) ⊆ conv(S). Now, consider (
The maximum is achieved because the feasible set is compact and because the objective is upper-semicontinuous. Assume by contradiction that there exists y ′ ∈ P such that y ′ ≥ m u ′ and y ′ ∆ = u ′ ∆ . Since u ′ can be written as a convex combination of at least two permutations of y ′ and the objective of the problem defining u ′ is permutation-invariant and strictly convex, it follows that y ′ − x ′′ > u ′ − x ′′ violating the optimality of u ′ . Therefore, there does not exist y ′ ∈ P such that y ′ ≥ m u ′ and y ′ ∆ = u ′ ∆ . In other words, u ′ ∈ M . It follows that, for any Q ∈ P n ,
x ′ can be written as a convex combination of permutations of u ′ . Therefore, (x ′ , φ ′ ) ∈ conv(X). We conclude that S ⊆ conv(X).
It is often useful to restrict the set S to a superset of its extreme points before using Theorem 2.1 to construct the convex hull. We discuss such applications. We are interested in sets S(Z, a, b)
there is a trivial collection of faces such that conv S(Z, a, b) = conv X(Z, a, b, F ) . However, more importantly, as we shall discuss later, there are many situations, where we can identify an exponential collection of faces F ′ such that conv S(Z, a, b) = conv X(Z, a, b, F ′ ) and conv X(Z, a, b, {F i }) has a polynomial (possibly extended) formulation. For concreteness, consider Z = (x, z) | z = n i=1 x i . In this case, F ′ = {a, b} n , the collection of extreme points of [a, b] n satisfies the preceding hypotheses. Although, in these situations, an extended formulation for conv(S(Z, a, b)) can be constructed using disjunctive programming, such results have found limited use, since the size of F ′ is often exponential. Next, we argue that Theorem 2.1 allows the construction of a polynomial-size extended formulation in these situations.
be a compact permutation-invariant set with respect to x, and F = {F 1 , . . . , F r } be a collection of faces of [a, b] n such that conv S(Z, a, b) = conv X(Z, a, b, F ) . Moreover, assume that conv(X(Z, a, b, {F i })) has a polynomial-sized compact extended formulation. Then, conv S(Z, a, b) has a polynomial-sized extended formulation.
Proof. For brevity of notation, in this proof, we shall write S(Z, a, b) as S and X(Z, a, b, F ) as X(F ). We construct conv(S) using its equivalence to conv X(F ) . We may assume for computing conv X(F ) , by taking the union of all permutations of X(F ) with respect to x if necessary, that X(F ) is permutation-invariant in x. This is because a permutation of X(F ) with respect to x, say X π (F ) := (x, z) | π(x) ∈ X(F ) , is contained in conv X(F ) as is seen from X π (F ) ⊆ S ⊆ conv S = conv X(F ) , where the first inclusion is by permutation invariance of S and the equality is by the assumed hypothesis. Since S is permutation-invariant with respect to x, by Lemma 2.1, conv(S) is also permutation-invariant. We shall use Theorem 2.1 to construct conv X(F ) . We first show that we can limit the faces of [a, b] n that need to be considered in the construction of S 0 . Consider an arbitrary face F i of [a, b] n , which is determined by setting a set of variables with indices in B i ⊆ {1, . . . , n} to their upper bound b and a disjoint set of variables A i ⊆ {1, . . . , n} to their lower bound a. The only faces, F i , i = 1, . . . , r that need to be considered are such that B i and A i are hole-free, i.e., B i is of the form {1, . . . , p} and A i is of the form {q, . . . , n}. To see this, let
Such a face exists in F since we assumed that for every face F i ∈ F , F contains all faces obtained by permuting the variables, and F i ′′ is obtained from F i ′ by exchanging the variables x j and
A similar argument can be used to show that we only need to consider faces F i such that A i is hole-free.
There are at most n+2 2 such faces, one for each choice of (p, q), where 0 ≤ p ≤ q − 1 ≤ n. Since each X({F i }) is assumed to have a polynomial-sized compact extended formulation, it follows, by disjunctive programming, that conv(S 0 ) has a polynomial-sized compact extended formulation. The result then follows directly from Theorem 2.1.
We record and summarize the extended formulation of conv S(Z, a, b) for later use in the following result. We also note that our construction applies even when Z is not compact, as long as the convex hull of the disjunctive union X(Z, a, b, {F i }) for the faces of interest is available. We say a collection of faces F is permutation-invariant, if for a face described by an inequality, there is another face in F that is described by a permutation of coefficients of the inequality. For a face F , we define l(F ) = {j ∈ {1, . . . , n} |x j = a, ∀x ∈ F } and u(F ) = {j ∈ {1, . . . , n} |x j = b, ∀x ∈ F }.
We remark that conv i∈I X(Z, a, b, {F i }) can be constructed using disjunctive programming techniques if the recession cone of X(Z, a, b, {F i }) does not depend on i [32, Corollary 9.8.1]. Theorem 4.1 shows that even though the number of faces in F may be exponentially large, we can exploit the permutation-invariance of the set to consider only a polynomial number of faces in the construction. More explicitly, there are
Combining Lemmas 4.1 and 4.2 implies that we may restrict φ to the set of points which have no other point majorizing them in the domain. For a point x ′ ∈ M as defined in Lemma 4.2, it follows that there must be a vector a such that a, x − x ′ ≤ 0 is valid for P , where coefficients of a can be sorted in a strictly monotonic decreasing sequence. Now, construct a graph G = (V, E) where the vertices are labeled 1, . . . , n. Then, for {i, j} connect the vertices with a directed arc labeled with the index of the facet-defining inequality if the coefficient of x i is larger than that of x j in the inequality. Then, for a point x ′ to be in M , it must be tight on inequalities that yield a hamiltonian path through the vertices. For example, if each inequality only yields k arcs, then x ′ must be tight on ⌈ n−1 k ⌉ facet-defining inequalities. As such, it will belong to a face of P of dimension at most n − ⌈ n−1 k ⌉. This is particularly interesting in the case of hypercubes, where k = 1 and the result implies that the function can be restricted to one-dimensional faces for the purpose of constructing convex envelope of the function or its level set. In this case, the direct proof is straightforward, and we include it below. 
Let
This follows because u S(x ′ ) simultaneously maximizes the continuous knapsack problems max
] n for all j because the ratio of objective and knapsack coefficient of x i reduces with increasing i, and x ′ is a feasible solution to these knapsack problems.
We now show that
where the first inequality follows from Schur-concavity of φ and u S(x ′ ) ≥ m x ′ , and the remaining inequalities follow because (
, the convexity of ϕ(s) follows from the assumed convexity of φ(u s ) when u s varies only along the i th coordinate. Choose k ∈ {0, . . . , n − 1} and lets = k(b − a). To prove the result, it suffices to check that the left derivative of ϕ(s) ats is no more than the corresponding right derivative. For a sufficiently small ǫ > 0, observe that us + ǫe k ≥ m us + ǫe k+1 because b = us k > us k+1 = a. Since φ(·) is Schur-concave, it follows that φ(us + ǫe k ) ≤ φ(us + ǫe k+1 ) = ϕ(s + ǫ). Then, the following chain of inequalities follows
where the first equality is by the definition of ϕ(·) and us, the first inequality is from the assumed convexity of φ(·) when the argument is perturbated only along the k th coordinate, and the second inequality is because φ(us + ǫe k ) ≤ ϕ(s + ǫ) and φ(us) = ϕ(s).
In essence, Proposition 4.1 shows that we can reduce our attention to the edges of the hypercube in our construction of conv(S α ). A similar result can be shown for upper level sets of quasiconcave functions over general polytopes [33] . Symmetric quasiconcave functions are a subclass of Schur-concave functions. In other words, both the results show that for symmetric quasiconcave functions over permutation-invariant polytopes it suffices to consider the edges of the polytope to construct the convex hull. However, the result in [33] applies to general quasiconcave functions over arbitrary polytopes while Proposition 4.1 applies to Schur-concave functions over a hypercube. Perhaps more importantly, the result in Proposition 4.1 also applies to level sets of the functions while the result in [33] only applies to convex envelope construction.
Applications of Theorem 4.1 extend beyond Schur-concave functions. For example, consider the convex hull of
where a is not necessary positive. The product function is not Schur-concave when some of the variables can be negative, for example consider x 1 x 2 x 3 and observe that although conv
Proof. Observe that the points in {a, b} n that intersect with x 1 ≥ · · · ≥ x n are precisely the columns p ·j described in the statement of the result. Consider the column p ·j and observe that f p ·j = φ(p ·j ). Moreover, f is linear. 
Define the convex sets:
where S ij is defined for i = 0, . . . , m − k and j = 0, . . . , n − 1 and C j is defined for j = 0, . . . , n.
In particular, if mα ≤ β, then
where u(x) := u S(x) , defined as in Proposition 4.1.
Proof. Let φ(x) := n j=1 x β j and consider the set Υ(γ) = {x ∈ [a, b] n | φ(x) ≤ γ}. By Theorem 3.A.3 in [26] , φ(x) is Schur-concave over [a, b] n because it is permutation-invariant and ∂φ ∂x1 ≤ · · · ≤ ∂φ ∂xn at any point with
Then, it follows by Proposition 4.1 and Corollary 4.1 that conv(Υ(γ)) = x u ≥ m x, u 1 ≥ · · · ≥ u n , u ∈ conv n i=1 Υ i (γ) . Therefore, it follows that we may restrict n − 1 of the x j variables to their bounds. Now, let ψ(y) := m i=1 y i and consider the set
b}, the point belongs to the convex subset of Θ obtained by fixing x ′ at its current value because the defining inequality can be written as ζ 
, then, for sufficiently small ǫ > 0, we show that (x ′ , 1) can be written as a convex combination of (x ′ − ǫθ, 1 − sǫ) and (x ′ + ǫθ, 1 + sǫ). The latter points are feasible in Λ because:
where the first inequality is by concavity of x β mα for m ≥ β α and the second inequality is because δ ′ x ′ β mα ≤ θ as (x ′ , 1) belongs to Λ. Since ψ(y) 1 m is homogeneous, we have expressed (x ′ , y ′ ) as a convex combination of x ′ −ǫθ, (1−sǫ)y ′ and x ′ − ǫθ, (1 + sǫ)y ′ , each of which is feasible to Θ. Since ǫ > 0 and x ′ > a ≥ 0 implies s > 0, it follows that these points are distinct and that (x ′ , y ′ ) is not an extreme point of the feasible region. Therefore, we may assume that there exists an i such that y ′ i ∈ {c, d}. However, in this case, we can reduce the dimension of the set by fixing y i at y ′ i and effectively reducing m. In other words, we may assume without loss of generality that m ≤ β α . Then, we rewrite the defining inequality of Θ as ζ Since S ij ⊆ S and C j ⊆ S and S is permutation-invariant, it follows that conv(S) ⊇ X. Since X is convex and S is compact, we only need to show that the extreme points of S are contained in X. However, we have shown that the extreme points of S belong to T or a set obtained by permuting x and/or y variables, it follows that the extreme point belongs to X. Therefore, X = conv(S). j . This implies that S ⊆ X ′ ⊆ conv(S). Since X ′ is convex, it must be conv(S).
In this section, we have given various results where we describe the convex hull of a set in an extended space by introducing variables u. We now discuss how inequalities in the original space can be obtained by solving a separation problem.
Usually, given a set X and an extended space representation of its convex hull, C, we separate a given pointx from X by solving the problem inf (x,u)∈C x −x . By duality, the optimal value matches max a * ≤1 x, a − h(a) , where h(·) is the support-function of C and · * is the dual norm. Then, if the optimal value, z * is strictly larger than zero and the optimal solution to the dual problem is a * , we have x, a * − z * ≥ x, a * for all x ∈ proj x C and this inequality separatesx from C.
However, such an inequality is typically not facet-defining for conv(X) even when the latter set is polyhedral. We now discuss a separation procedure that often generates facet-defining inequalities. The structure of permutationinvariant sets and their extended space representation allows for this alternate approach. Assume we are interested in developing the convex envelope of a permutation-invariant function φ, such as n i=1 x i , over [a, b] n . Let the convex envelope of φ at x be obtained by expressing x as a convex combination of u and its permutations, where u ≥ m x. Moreover, assume that the convex envelope at u is obtained as a convex combination of the extreme points of the simplex a ≤ x 1 ≤ · · · ≤ x n ≤ b with convex multpliers γ. Since x = Su for some doubly stochastic matrix S and u = V γ, where columns of V correspond to vertices of the simplex, it follows that x = SV γ. Therefore, we can find a representation of x as a convex combination of vertices in V and their permutations.
We implement the above procedure for convex hulls of multilinear sets over [a, b] n to evaluate their impact on the quality of the relaxation. For the purpose of illustration, consider the special case of n i=1 x i over [a, b] n . In this case, (21) reduces to
Given x ∈ R n in general position inside [a, b] n , assume that the optimal solution to (23) is u. Then, we express x = Su, where S ∈ R n×n is a doubly-stochastic matrix. Given x and u, this can be done through the solution of a linear program. Although S can also be derived as a product of T-transforms (see proof of Lemma 2 in Section 2.19 of [13] ), we use the LP approach in our numerical experiments, given its simplicity of implementation. Then, we express S as a convex combination of permutation matrices. Such a representation exists due to Birkhoff Theorem. We obtain it using a straightforward algorithm, which we describe next. Observe first that the desired representation is such that all permutation matrices with non-zero convex multipliers have a support that is contained within the support of S. This implies that the bipartite graph, we describe next, has a perfect matching. The bipartite graph is constructed with nodes labeled {1, . . . , n} in each partition and edges that connect a node i in the first partition to j in the second partition if and only if S ij > 0. Observe also that all entries of a doubly stochastic matrix are nonnegative because it is a convex combination of permutation matrices, which have binary entries. Given a bipartite matching, we construct a permutation matrix P so that P ij = 1 if node i in the first partition is matched to node j in the second partition. Then, we associate P with a convex multiplier π which is chosen to be min ij {S ij P ij |S ij > 0}. If π = 1, we have a representation of S as a convex combination of permutation matrices. Otherwise, observe that 1 1−π (S − πP ) is again a doubly-stochastic matrix with one less non-zero entry. Therefore, by recursively using the above approach we obtain S as a convex combination of at most n 2 permutation matrices. Then, we permute u according to these permutation matrices. For each such u, the convex envelope is given by the optimal function value of (23) . Each permuted u can be expressed as a convex combination of the corner points of the permuted simplex {b ≥ u 1 ≥ · · · ≥ u n ≥ a}. The extreme points with non-zero multipliers must all be tight on the inequality. We obtain the desired inequality by fitting an inequality to be tight at these points.
We conclude this section by presenting the results of a numerical experiment that suggests that the bounds obtained when building convex relaxations of ψ n (x) = n i=1 x i over [a, b] n using the procedure described above are significantly stronger than those obtained using factorable relaxations. To this end, we consider functions ψ n (x) where n = 10 over two permutation-invariant hyper-rectangles. The first one, B 1 = [2, 4] 10 is contained in the positive orthant, while the second, B 2 = [−2, 3] 10 , contains 0 in its interior. We generate nine points uniformly at random inside of B 1 and B 2 . At each point, we compare the value z r of the relaxation obtained using a recursive application of McCormick's procedure with the value z e of the convex envelope, obtained using the results described in this section. We then compute the existing gap (Gap) and relative gap (%Gap), using the formulas z e − z r and ze−zr ze , respectively. Results are presented in Tables 1 and 2 where it can be observed that the proposed approach leads to substantial improvements in bounds, especially when variables x take both positive and negative values. 
Logical and cardinality constraints in integer programming
We now investigate the use of permutation-invariance in the convexification of 0-1 mixed integer programs containing logical and sparsity constraints. For integers i and j where i ≤ j, we define i : j = {i, . . . , j} and use the shorthand notation i for 1 : i and i for 0 : i . Given a vector x ∈ R p and a subset S ⊆ p , we define x S = i∈S x i . When given indexed vectors x i ∈ {0, 1} mi for i ∈ s , we denote their concatenation (x 1 , x 2 , . . . , x s ) using boldface font as x and also use boldface fonts to denote the dimension of the corresponding vector, i.e., m = s i=1 m i . Further, when s = 1, we write x 1 as x and m 1 as m to streamline notation. We use similar notation for vectors y j ∈ {0, 1} nj for j ∈ t .
In the ensuing discussion, for a subset T of P := p , we use the notation e T to represent the vector in R p having entries with index in T equal to 1, and entries with index in P \T equal to 0. We also use e i as a shorthand notation for e {i} and e as a shorthand notation for e P .
One of the simplest combinatorial requirement that can be imposed on optimization problems with 0-1 variables is that feasible solutions are sparse. This requirement yields sets of the form S = {y ∈ {0, 1} n | e ⊺ y ≤ k} where k < n. Set S is permutation-invariant. Its convex hull description matches its LP relaxation. There are however several other permutation-invariant sets defined on 0-1 variables, whose convex hulls descriptions are not as simple to obtain. Before we study these sets, we first argue that permutation-invariant sets in 0-1 variables have very specific structures. For a subset L ⊆ n , we define S[L] = {y ∈ {0, 1} n | e ⊺ y ∈ L}. where ∅ = L ⊆ n . This set has been studied extensively in the integer programming literature. For example, the convex hull of P (y) when L = 2 ⌊ n 2 ⌋ is given in [19] . When there is no restriction on L, a convex hull description in the space of original variable is presented in [28, 6] . This description is obtained through an exponential family of forbidden inequalities, for which we will provide an alternate derivation later in this section.
In practical applications, logical requirements are often imposed between disjoint sets of binary variables x i ∈ {0, 1} mi for i ∈ s and y j ∈ {0, 1} nj for j ∈ t . For instance, one may be interested in studying
where ∅ = K ⊆ m and ∅ = L ⊆ n . Such a set is not globally permutation-invariant. Nevertheless, it is permutation-invariant with respect to variables x, and is permutation-invariant with respect to variables y. When S[K] and S[L] are up-monotone (i.e., when K = k : m for k ∈ Z + and when L = l : n for l ∈ Z + ) a polyhedral description of conv(P ⇒ (x, y)) in the space of variables x and y is obtained in [36] . Down-monotone variants of the results are easily obtained by complementing the variables. A streamlined derivation of these results based on disjunctive programming is given in [2] . It is obtained by observing that P ⇒ (x, y) is the disjunctive union of {(x, y) | e ⊺ x ≤ k − 1} and {(x, y) | e ⊺ y ≥ l}. This interpretation is also conducive to the study of
where ⊘, ⊙ are logical operators in {∨, ∧}. In particular, [2] obtains an explicit description of conv(P ∨⇒∧ ) for the case where s = t = 2 and the sets S[K i ] and S[L j ] are monotone. Also provided is a disjunctive programming blueprint on how the convex hulls of similar sets can be obtained. The reason that disjunctive programming allows closed-formed derivations of convex hulls in this case is intimately related to underlying geometric properties of the disjuncts, which are studied more deeply in [3] ; see also [34] for related work.
The derivations that lead to all previously cited results do not make use of the fact that the sets under study exhibit permutation-invariance properties with respect to subsets of variables. In the remainder of this section, we show that permutation-invariance allows for a unified derivation of these results and leads to hitherto unknown generalizations. In addition, it provides polynomially-sized extended ideal formulations for these sets.
Next, we focus on P ⊘⇒⊙ , as P ⇒ is the special case of P ⊘⇒⊙ where s = t = 1, and P can be obtained from P ⇒ where K 1 = m 1 through projection, i.e., P = proj y 1 (P ⇒ ).
To prove the announced results, we will make use of the following description of S[L] ∩ ∆ n [0,1] where we define ∆ q [0,1] = {y ∈ R q | 1 ≥ y 1 ≥ . . . ≥ y q ≥ 0} for any positive integer q.
Lemma 5.2. Let S ⊆ {0, 1} n be a permutation-invariant set such that S = S[L] for L = {l 1 , . . . , l r } with 0 ≤ l 1 < l 2 < . . . < l r ≤ n. Using the convention that y 0 = 1 and y n+1 = 0, the linear function ℓ L :
Proof. Given y ∈ R n , we define δ(y) ∈ R n as δ j (y) = y j − y j+1 for j ∈ n . Clearly ℓ L (y) = j∈L δ j (y).
We first prove Part 1. Let y ∈ ∆ n [0, 1] . Then δ(y) ≥ 0. It follows that ℓ L (y) = j∈L δ j (y) ≥ 0. Further ℓ L (y) = j∈L δ j (y) ≤ n j=0 δ j (y) = y 0 = 1. It follows that ℓ L (y) ∈ [0, 1]. The fact that when y ∈ {0, 1} n , ℓ L (y) ∈ Z is clear since in this case δ ∈ Z n+1 . We next prove Part 2. Consider y ∈ S ∩ ∆ n [0, 1] . Then y 0 = y 1 = . . . = y li = 1 and y li+1 = . . . = y n = y n+1 = 0. It follows that δ li (y) = 1 and δ j (y) = 0 for j = l i . We conclude that ℓ L (y) = 1 since ℓ L (y) = r j=1 δ lj (y). For the reverse direction, consider y ∈ {0, 1} n ∩ ∆ n [0, 1] such that ℓ L (y) = 1. Since δ j (y) ∈ {0, 1} for all j ∈ n and ℓ L (y) = r i=1 δ li (y) = 1, we must have that δ li (y) = 1 for a single i ∈ r . This shows that y ∈ S.
Components of alternating vectors belong to {−1, 0, 1} (use q = r in the definition.) Further, the first nonzero component following a 1 in an alternating vector must be −1.
Function ℓ L (y) described in Lemma 5.2 is affine and can therefore be represented as ℓ L (y) = λ L + Λ ⊺ L y. In this representation, the vector Λ L ∈ {−1, 0, 1} n is such that
for i ∈ n . Further λ L = 1 if 0 ∈ L and λ L = 0 otherwise. We observe that Λ L is alternating.
We next seek linear descriptions of conv(P ⊘⇒⊙ ). As a preliminary step, we define For ⊘, ⊙ ∈ {∨, ∧}, we denote the (nonnegative) constraint matrices in the definition of Q ⊘⇒⊙ by M ⊘⇒⊙ , N ⊘⇒⊙ and µ ⊘⇒⊙ , i.e., 1] for i ∈ s . We also use notation u ≥ m x to represent the relations u i ≥ m x i for i ∈ s .
Proof. We first argue that matrix S := [−M ⊘⇒⊙ , N ⊘⇒⊙ ] is totally unimodular (TU). When (⊘, ⊙) = (∨, ∧), S is essentially the transpose of the constraint matrix of the transportation problem and is therefore TU; see [14, 16] . When (⊘, ⊙) = (∧, ∨), matrix S contains a single row with entries in {−1, 0, 1}. For the other cases, we use Ghouila-Houri's [9] necessary and sufficient characterization. In particular, for any subset R of the rows of S, we show that R can be partitioned into R 1 and R 2 so that ξ = i∈R1 S i,. − i∈R2 S i,. ∈ {−1, 0, 1} s+t . For both the cases where (⊘, ⊙) = (∨, ∨) and where (⊘, ⊙) = (∧, ∧), given R, it suffices to select any R 1 ⊆ R such that |R 1 | = ⌊ |R| /2⌋.
Next, we argue that the matrix definingQ ⊘⇒⊙ , which contains all other constraints, is also TU. Consider any subset R of the rows of this matrix. For the rows corresponding to the matrix S, let (R 1 , R 2 ) be a partition satisfying Ghouila-Houri's characterization. Let ξ be the vector obtained by combining these rows accordingly. If constraint σ i − Λ Ki u i = λ Ki is in R and the coefficient corresponding σ i in ξ is 1 (resp., −1), add this constraint to R 2 (resp., R 1 ). A similar procedure can be applied to τ j − Λ Lj v j = λ Lj . This partial partition of the rows of R is such that ξ ∈ {−1, 0, 1} for all variables σ, τ, u i and v j . Observe that the coefficients within each subvector u i and v j are alternating (possibly all equal to zero.) We next argue that the constraints of R occurring in u i ∈ ∆ mi [0,1] (resp., v j ∈ ∆ nj [0, 1] ) can be assigned to R 1 or R 2 so that all components of ξ corresponding to u i (resp. v j ) remain in {−1, 0, 1} and remain alternating. The claim is clear if the constraint added is 1 − u i 1 ≥ 0 or u i mi ≥ 0. Assume wlog that constraint u i r − u i r+1 ≥ 0 is part of R and denote the corresponding components of ξ as ξ r and ξ r+1 . If ξ r = −1 or ξ r+1 = 1, then add the constraint to R 1 . Vector ξ remains alternating since ξ r = ξ r+1 . If ξ r = 1 or ξ r+1 = −1, then add the constraint to R 2 . Vector ξ remains alternating since ξ r = ξ r+1 . Finally when ξ r = 0 and ξ r+1 = 0, then add the constraint to R 1 or R 2 , whichever option keeps ξ alternating.
We are now ready to prove the result. To prove the first inclusion, consider 
Variables σ and τ are introduced for convenience in notation and presentation. They can be easily eliminated from the formulation using equations σ i = Λ Ki u i + λ Ki and τ j = Λ Lj v j + λ Lj . Doing so leads to an extended formulation of conv(P ⊘⇒⊙ (x, y)) in R 2m+2n . Theorem 5.1 yields polynomial size descriptions for the convex hulls of sets P (y) studied in [28, 6] , P ⇒ (x, y) when S and T are up-monotone studied in [36, 2] , and conv(P ∨⇒∧ (x, y)) when s = t = 2 and S i and T j are up-monotone studied in [2] . We present these results next.
Corollary 5.1. For K ⊆ m and L ⊆ n ,
Further, for up-monotone polytopes, inequality λ
Proof. When s = t = 1, P ⇒ (x, y) = P ⊘⇒⊙ (x, y)) for any ⊘, ⊙ ∈ {∨, ∧}. We have that M ⊘⇒⊙ = [1] , N ⊘⇒⊙ = [1] and µ ⊘⇒⊙ = 0. Theorem 5.1 directly yields the result. When K and L are up-monotone with k > 0 and l > 0, respectively, we compute that Λ K = e k , λ K = 0, Λ L = e l , and λ L = 0.
Corollary 5.2. For L ⊆ n , conv(P (y)) = proj y Z where
Further, when L = 2 ⌊ n 2 ⌋ , as studied in [19] , then
Proof. We model P (y) as proj y (P ⇒ (x, y)), where K = m . We have that λ K = 1 and Λ K = (0, . . . , 0). Defining 1] , u ≥ m x}, we write that conv(P (y)) = conv proj y (P ⇒ (x, y)) = proj y conv(P ⇒ (x, y))
where the second equality holds because projection and convex hull operators commute, the third equality holds because of Corollary 5.1, and the last equality holds because projection over (v, y) simply removes variables (u, x) as they are decoupled from variables (v, y). The proof of the last statement is then clear as, for the given L, λ L = 1 and Λ L = (−1, 1, −1, 1, . . .) . We next obtain a polyhedral description of conv(P ⊘⇒⊙ (x, y)) in the space of original variables x and y. To streamline the description of the obtained inequalities, we use x i [p] as a shorthand notation for max S⊆ mi s.t. |S|=p k∈S x k for i ∈ s and p ∈ m i . We define y j [p] similarly. The projection cone C associated with the description in Theorem 5.1, where variables σ i and τ j have been eliminated is described by the inequalities:
is the dual variable associated with constraint 1 − u i 1 ≥ 0, β i mi is the dual variable associated with constraint u i mi ≥ 0, and γ are the dual variables on the remaining constraints.
Given a feasible solution to C, we can construct the valid inequality
Further, all facet-defining inequalities for conv(P ⊘⇒⊙ (x, y)) are of the form (24) for extreme rays of C. Inequality (24) can be expressed as an exponential collection of linear inequalities. This follows from the fact that x i [m i ] is in fact mi p=1 x i p and that x i [p] ≥ k∈S x i k , for all S ⊆ m i − 1 with |S| = p since coefficients α i p are nonnegative. Even though β i andβ j are present in the description of C, only components β i 0 andβ j 0 are needed when constructing (24) .
Because γ are the only variables linking (α i , β i 0 , β i ) and (ᾱ j ,β j 0 ,β j ) in C and because matrices M ⊘⇒⊙ and N ⊘⇒⊙ have 0 − 1 entries, all extreme rays of C can be obtained from the generators of polyhedra
where v is an alternating vector among 0, Λ Ki for i ∈ s , and −Λ Lj for j ∈ t , as we will record next. In this result, we use the well-known fact that, given a polyhedron P and a scalar θ > 0, a vector x is an extreme point of P if and only if θx is an extreme point of θP .
Proposition 5.1. Assume that (α i , β i 0 , β i ) i∈ s , (ᾱ j ,β j 0 ,β j ) j∈ t , γ is an extreme ray of C. For i ∈ s , definê γ i = M ⊘⇒⊙ •,i ⊺ γ and for j ∈ t , defineγ j = N ⊘⇒⊙ •,j ⊺ γ. Then (i) ifγ i > 0, then 1 γi (α i , β i 0 , β i ) is an extreme point of C mi (Λ Ki ), (ii) ifγ i = 0, then (α i , β i 0 , β i ) is an extreme ray of C mi (0), (iii) ifγ j > 0, then 1 γj (ᾱ j ,β j 0 ,β j ) is an extreme point of C nj (−Λ Lj ), (iv) ifγ j = 0, then (ᾱ j ,β j 0 ,β j ) is an extreme ray of C nj (0).
The following result, whose proof is given in the Appendix, provides an inner description of C p (ν).
Theorem 5.2. Let ν be a nonzero alternating vector. Assume that (α, β 0 , β) is an extreme ray of C p (ν). Then (i) (α, β 0 ) = (0, 1), (ii) (α, β 0 ) = (e i ′ − e p , 0) for i ′ ∈ p − 1 , or (iii) (α, β 0 ) = (e i , i) for i ∈ p . Further, all such vectors are rays of C p (ν).
Assume that (α, β 0 , β) is an extreme point of C p (ν). Then, α = 0 and β 0 = −(min r∈ p ν r ) − or
Further, all such vectors belong to C p (ν).
When ν is the zero vector, C p (ν) is a pointed cone with a single extreme point satisfying (α, β 0 ) = (0, 0). Extreme rays of C where γ = 0 correspond to inequalities that could have been obtained from the sets x i ∈ {0, 1} mi (resp. y j ∈ {0, 1} nj ). We refer to such inequalities as trivial. All other inequalities are said to be nontrivial.
The following result is simple to prove.
We now provide a description of conv(P ⊘⇒⊙ ) in the space of orginal problem variables (x, y).
Theorem 5.3. Nontrivial facet-defining inequalities for conv(P ⊘⇒⊙ (x, y)) are of the form
where, for i ∈ s , (α i , β i 0 , β i ) is an extreme point of C mi (Λ Ki ) and for j ∈ t , (ᾱ j ,β j 0 ,β j ) is an extreme point of C nj (−Λ Lj ).
Proof. Define λ K = (λ K1 , . . . , λ Ks ) and λ L = (λ L1 , . . . , λ Lt ). Consider any nontrivial facet-defining inequality for conv(P ⊘⇒⊙ (x, y) ). There exists an extreme ray (α i , β i 0 , β i ) i∈ s , (ᾱ j ,β j 0 ,β j ) j∈ t , γ of C that produces it using (24) . Since it is nontrivial, γ = 0. Proposition 5.1 establishes that (α i , β i 0 , β i ) (resp. (ᾱ j ,β j 0 ,β j )) must be either an extreme point or extreme ray of C mi (γ i Λ Ki ) (resp. C nj (−γ j Λ Lj )), depending on the value ofγ i ) (resp.γ j ), where the notation used is that of Proposition 5.1. Referring to 
When (⊘, ⊙) = (∨, ∨),γ i = γ i for i ∈ s ,γ j = i∈ s γ i for j ∈ s , and ρ = − i∈ s γ i λ Ki +( i∈ s γ i )e ⊺ λ L . Define I = {i ∈ s | γ i > 0}. Since γ = 0, I = ∅ andγ j > 0. We conclude that (α i , β i 0 , β i ) is an extreme point (resp. extreme ray) of C mi (−Λ Ki ) for i ∈ I (resp. i / ∈ I) and (ᾱ j ,β j 0 ,β j ) is an extreme point of C nj (−Λ Lj ) for j ∈ t . Inequality (26) reduces to i∈I γ i l i (x i ) + i / ∈I l i (x i ) + j∈ t i∈I γ i lj (y j ) ≤ − i∈I γ i λ Ki + ( i∈I λ i )e ⊺ λ L . Lemma 5.4 then implies that only inequalities l i (x i ) + j∈ t lj (y j ) ≤ −λ Ki + e ⊺ λ L for i ∈ I and l i (x i ) ≤ 0 for i / ∈ I are needed. Further, Theorem 5.2 implies that inequalities l i (x i ) ≤ 0 for i / ∈ I are of the form −1 ≤ 0, x i [j ′ ] ≤ x i [m i ] for j ′ ∈ m i − 1 , and x i [j] ≤ j for j ∈ m i , and are therefore implied by trivial inequalities. We obtain 1. The remaining cases are similar, so we provide less detail.
When (⊘, ⊙) = (∨, ∧),γ i = j∈ t γ ij ,γ j = i∈ s γ ij , and ρ = − i∈ s λ Kiγi + j∈ t λ Ljγj . Lemma 5.4 implies that only inequalities l i [x i ] +l j [y j ] ≤ −λ Ki + λ Lj for all (i, j) such that γ ij > 0, l i [x i ] ≤ 0 for all i such thatγ i = 0,l j [y j ] ≤ 0 for all j such thatγ j = 0 are needed. As above, the inequalities whereγ i = 0 andγ j = 0 are implied by trivial inequalities We obtain 2.
When (⊘, ⊙) = (∧, ∨),γ i =γ j = γ and ρ = γ(s − 1 − e ⊺ λ K + e ⊺ λ L ). Lemma 5.4 implies that only inequality
When (⊘, ⊙) = (∧, ∧),γ i = j∈ t γ j ,γ j = γ j , and ρ = (s − 1) − ( j∈ t γ j )e ⊺ λ K + j∈ t γ j λ Lj . Define J = {j ∈ t | γ j > 0}. Lemma 5.4 implies that i∈ s l i [x i ] +l j [y j ] ≤ (s − 1) − e ⊺ λ K + λ Lj for j ∈ J and l j [y j ] ≤ 0 for j / ∈ J are needed. As above, inequalitiesl j [y j ] ≤ 0 are implied by trivial inequalities. We obtain 4.
Remark 5.2.
1. Consider w = −Λ L where L = {l 1 , . . . , l s } ⊆ n . Define l 0 = −1 and l s+1 = n + 1. Then (w i , w i+1 , . . . , w j , w j+1 ) = (1, 0, . . . , 0, −1) if and only (i, j) = (l p + 1, l p+1 − 1) for p ∈ s and l p + 2 ≤ l p+1 .
Consider
We remarked previously that P ⊘⇒⊙ (x, y) generalizes various constraint sets studied in the literature. Theorem 5.3 gives an explicit description of conv(P ⊘⇒⊙ (x, y)), and therefore, we can specialize this result to obtain various results from the literature in a mechanical fashion by expanding the inequalities in Theorem 5.3 using the descriptions of extreme points for C mi (Λ Ki ), extreme rays of C mi (0), extreme points of C nj (−Λ Lj ), and extreme rays of C nj (0) provided explicitly in Theorem 5.2. We provide several such examples next. First, we give a description of conv(P (y)) in the space of original variables. When L is the set of even integers between 0 and n, this result was obtained in [19] . More generally, conv(P (y)) is described in [6, 28] . Our derivation of this result is different, however, as it uses the permutation-invariance structure of the set. 
Proof. We model P (y) as proj y P ⊘⇒⊙ (x, y) where s = t = 1, m = 1, and K = {0, 1}. Then Λ K = 0 and λ K = 1. Trivial inequalities are x ∈ [0, 1] and y ∈ [0, 1] n . Lemma 5.3 shows that all nontrivial inequalities of conv(P ⊘⇒⊙ (x, y)) are of the form (α 1
is an extreme point of C 1 (0) and where (ᾱ,β 0 ) is an extreme point of C n (−Λ L ). The only possible choice for (α 1 , β 0 ) is (0, 0). By Remark 5.2, extreme points are of the form (25) where i − 1 = l p and j + 1 = l p+1 for p ∈ s .
When p = 0, β 0 = 0 and we obtain 1 l1−j ′ (y[j ′ ] − y[n]) ≤ −1 for 0 ≤ j ′ < l 1 . These inequalities simplify to y[n] ≥ y[j ′ ] − j ′ + l 1 . Since y[j ′ ] − j ′ ≤ 0 is implied by the trivial inequalities, only inequality y[n] ≥ l 1 (where j ′ = 0) is required. When p = s,β 0 = ls n−ls − ν ls and we obtain 1 i ′ −ls y[i ′ ] − ( ls i ′ −ls − ν ls ) ≤ −1 + λ L for l s < i ′ ≤ n. As ν ls = −1 + λ L , these inequalities simplify to y[i ′ ] ≤ l s for l s < i ′ ≤ n. Since y ≥ 0 is among the trivial inequalities, only y[n] ≤ l s is required. When p ∈ s − 1 , we obtain
When ι = i ′ = j ′ (and so l p < ι ≤ l p+1 ), this inequality is
When i ′ < j ′ , a conic combination of (28) for ι = i ′ and (28) for ι = j ′ with weights lp+1−j ′ lp+1−lt and i ′ −lp lp+1−lp , respectively, yields the (i ′ , j ′ )-inequality, showing that it is not necessary. Linearizing (28) by replacing y[ι] with i∈S y i , for each S such that |S| = ι yields the result.
We next focus on the requirement that imposes that, if at least k among the variables x are positive, then at least l among the variables y are also positive. Textbook formulations of this constraint introduce a binary variable z to indicate whether the number of x variables with true assignment has reached level k. The implication can then be replaced with the following linear constraints (k − 1) + (m − k + 1)z ≥ e ⊺ x and e ⊺ y ≥ lz. We next describe the convex hull of this requirement. This result can be found in [36] and [2] .
Corollary 5.4. For K = k : m where k ∈ m and for L = l : n where l ∈ n , it holds that conv(P ⇒ (x, y)) = R where
Proof. Proof We model P ⇒ (x, y)) as proj y P ⊘⇒⊙ (x, y) where s = t = 1, Given the assumptions on K and L, we have that Λ K = e k , λ K = 0, Λ L = e l , and λ L = 0. Trivial inequalities are x ∈ [0, 1] m and y ∈ [0, 1] n .
Nontrivial inequalities of conv(P ⊘⇒⊙ (x, y)) are of the form
and where (ᾱ,β 0 ) belongs to C n (−Λ L ); see Lemma 5.3 It follows from Theorem 5.
As ν k−1 = 0, we obtain after representing x[i ′ ] and y[j ′ ] through collections of linear terms that
for S ⊆ M with k ≤ |S| ≤ m and for T ⊆ N with 0 ≤ |T | ≤ l − 1.
Set of rank-one matrices associated with permutation-invariant sets
For a positive integer n and a given set S ∈ R n , define M S := {(x, X) ∈ R n × M n | X = xx ⊺ , x ∈ S}. For each element (x, X) ∈ M S , it is clear that rank(X) = 1. Studying M S is particularly important when constructing valid inequalities for semidefinite relaxations of non-convex optimization problems. In this section, we study the case where the base set S is permutation-invariant.
As a motivating example, consider sparse PCA, which, for a given covariance matrix Σ, finds a sparse vector with maximum variance x ⊺ Σx. A semidefinite relaxation of sparse PCA therefore aims to approximate
for a positive integer K ∈ {1, . . . , n− 1}. The set M can be seen as M S by choosing S to be the permutation-invariant set S = {x ∈ R n | x ≤ 1, card(x) ≤ K}. The separation problem associated with M is known to be NP-hard [35] . Hence semidefinite relaxations have been considered that relax the non-convex constraint X = xx ⊺ with X xx ⊺ , which is equivalent to the convex constraint X x x ⊺ 1 0. Linear valid inequalities in (x, X) are then developed by exploiting the property that X = xx ⊺ . For example, the authors of [7] introduce the valid inequality ½ ⊺ X½ ≤ K for (29) , which is implied by valid inequality n i=1 x i ≤ √ K and the condition X = xx ⊺ .
We next show that additional valid inequalities can be constructed in a higher dimensional space by using the permutation-invariance of the base set S. To this end, we prove the following result.
Then, M S = proj (x,X) N .
Proof. To prove M S ⊆ proj x,X N , consider (x, X) ∈ M S . Let P ∈ P n be such that u := P −1 x ∈ ∆ and let U = uu ⊺ . Then, (x, u, X, U ) ∈ N . To prove M S ⊇ proj x,X N , consider (x, u, X, U ) ∈ N and let P ∈ P n be such that x = P u. By permutation-invariance of S, x ∈ S, showing (x, X) ∈ M S . Now we develop linear inequalities implied by the conditions in N . For any (x, u, X, U ) ∈ N , observe that X = xx ⊺ = (P u)(P u) ⊺ = P U P ⊺ for a permutation matrix P . Therefore, we consider any linear inequalities implied by the facts that x is a permutation of u, and X is obtained by permuting some columns and rows of U symmetrically. Perhaps, the most straightforward such inequalities are
More generally, consider any function φ : R n × M n → R such that φ(x, xx ⊺ ) is permutation-invariant with respect to x. Then, we can impose the equality φ(x, X) = φ(u, U ) if φ is linear in (x, X). In fact, if φ is linear in (x, X) then we argue that this identity is implied by (30) . To see this, observe that φ(x, xx ⊺ ) is a quadratic function in x. Let ψ(x) = φ(x, xx ⊺ ) = x ⊺ Cx + d ⊺ x + e for C ∈ S n , d ∈ R n , and e ∈ R. By permutation-invariance of ψ, the function ψ(x) − ψ(P x) is the zero function in x for every P ∈ P n . Observe that
Therefore, d = P ⊺ d and C = P ⊺ CP . For i = j ∈ {1, . . . , n}, consider the permutation matrix P such that (P x) i = x j , (P x) j = x i , and (P x) k = x k for all k = i, j. Then, d i = d j , C ii = C jj , and C ij = C ji . Since the choices for i and j are arbitrary, it holds that d = ρ½ for some ρ ∈ R n , the diagonal entries of C are identical, and C is symmetric. We next claim that all off-diagonal entries of C are identical. We assume n ≥ 3 since it is clear otherwise. For any q ∈ {1, . . . , n} \ {i, j}, [C − P ⊺ CP ] iq = C iq − C jq . That is, all entries of qth column of C except for Care equal. By symmetry of C, all entries of qth row of C except for Care equal. Since q is arbitrary, all off-diagonal entries of C are identical because for any i < j and p < q with q < j, C ij = C pj = C pq . Therefore,
which is implied by equalities in (30) .
Another type of constraints can be obtained when S ⊆ R n + . That is, u ∈ S is chosen to be nonnegative and in descending order. Then, entries in each row of uu ⊺ are also in descending order, yielding the inequalities.
Similar arguments can be made for column entries. These inequalities, however, are redundant because of the symmetry of U .
We next introduce a general framework that constructs tighter linear relaxations by exploring the conceptual relationship that x is a permutation of u. This allows to model or relax identities of the form φ(x, xx ⊺ ) = φ(u, uu ⊺ ) where φ is a certain real-valued nonlinear permutation-invariant function. To this end, for fixed integers p, q ∈ {1, . . . , n}, r ∈ {1, . . . , min{pn, qn}}, and W ∈ M n , consider the optimization problem
where dual variables α, β, γ, and δ correspond to primal constraints (32a), (32b), (32c), and the upper-bound constraints of (32d), respectively. We denote these optimization problems by max{f W (t) | t ∈ Φ} and min{g(z) | z ∈ Ω(W )}. Strong duality holds since both (32) and (33) are feasible. We denote h(W ) := max{f W (t) | t ∈ Φ} = min{g(z) | z ∈ Ω(W )}. Observe that h(ww ⊺ ), as a function of w is permutation-invariant with respect to w. Therefore, if (x, u, X, U ) ∈ N , it holds that h(U ) = h(X). Since the linearity of the identity is not guaranteed, we construct linear inequalities in (x, u, X, U ) by taking the identity and the conditions in the set description of N into account. In the following discussion, we assume that (x, u, X, U ) ∈ N .
We first consider the case where a closed-form description of the optimal value h(ww ⊺ ) is known, h(U ) is linear in U , and h(X) is not linear in X. Since h(X) and f X (t) are both nonlinear in (X, W ) and (t, W ), respectively, we use the dual objective formulation to reformulate the identity h(U ) = h(X) because the dual objective function and the constraints are linear in (z, W ). We obtain a reformulation by replacing h(X) with g(z) and adding the conditions in the feasible set Ω(X) into the formulation.
We next consider the case where either a closed-form of h(ww ⊺ ) is unknown or h(U ) is nonlinear in U . Then, we construct the relaxation by replacing both h(U ) and h(X) with linear functions g(z U ) and g(z X ) with distinct variables z U = (α U , β U , γ U , δ U , θ U ) and z X = (α X , β X , γ X , δ X , θ X ) and add the conditions in Ω(U ) and Ω(X). Then, we tighten the relaxation by exploring the permutation relationship between u and x and the rank-one conditions. Assume that x = P u and that z U = (α U , β U , γ U , δ U , θ U ) is an optimal solution to the dual with W = uu ⊺ . Then, (P α U , P β U , γ U , P δ U P ⊺ , P θ U P ⊺ ) is an optimal solution to the dual with W = xx ⊺ . Therefore, we can tighten the relaxation by considering conditions α X = P α U , β X = P β X , γ U = γ X , and δ X = P δ U P ⊺ for some P ∈ P n . For example, we can add the baseline linear conditions
β U ∈ ∆) then we can add the linear reformulation for α U ≥ m α X (resp. β U ≥ m β X ). Furthermore, we can take advantage of a "good" feasible solution of the dual. Let z U 0 = (α U 0 , β U 0 , γ U 0 , δ U 0 ) be a feasible solution to the dual with W = uu ⊺ . Then, we can replace the left-hand side with g(z U 0 ) and the equality with the inequality ≥. We may add inequalities that capture the permutation relationships. Obviously, we can add γ U 0 = γ X . In addition, we can impose the linear reformulations of α U 0 ≥ m α X and β U 0 ≥ m β X because α U 0 and β U 0 are constants. In addition, any linear inequalities implied by the relationship δ U 0 = P ⊺ δ X P for some P ∈ P n , such as trace(δ U 0 ) = trace(δ X ) and ½ ⊺ δ U 0 ½ = ½ ⊺ δ X ½, can be considered. Similar relations can also be introduced for θ. More generally, arbitrary linear functions that are permutation-invariant in α, β, γ, δ, and θ can be considered instead of the specific one in the objective of the dual.
We next present some special but important cases where the closed-form of h(W ) is known.
Lemma 6.1. When W = ww ⊺ for w ≥ 0 and p = q = 1, the optimal value of (32) is
Proof. Without loss of generality, we assume that w ∈ ∆ and prove that the optimal value is r i=1 w 2 i . Define t ′ as t ′ ij = 1 if i = j ≤ r and 0 otherwise. Then, t ′ is feasible for the primal. Its objective value is
, 0 for i = 1, . . . , n, γ ′ = w 2 r , and δ ′ ij = 0 for i, j ∈ {1, . . . , n} and prove that z ′ is feasible for the dual. Nonnegativity of z ′ is clear. We next show that z ′ satisfies (33a). First, suppose i ≤ r and j ≤ r. Then,
Next, consider the case where i ≤ r and j > r. Then,
≥ w i w r ≥ w i w j where the last inequality holds because w ∈ ∆. The case where i > r and j ≤ r is symmetrical, and the case where i > r and j > r is clear. Since t ′ and z ′ satisfy complementarity-slackness conditions, they are optimal solutions to the primal and the dual, respectively. Their common objective value is r i=1 w 2 i . By Lemma 6.1, when p = q = 1, h(W ) is the sum of r largest diagonal entries of W . While h(W ) is nonlinear, h(U ) is linear because it is the sum of the first r diagonal entries. On the other hand, the inequalities h(U ) ≥ h(X) for r ∈ {1, . . . , n − 1} are equivalent to the inequality parts of the majorization diag(U ) ≥ m diag(X). The equality part of the majorization is equivalent to the existing constraint (30b). Therefore, diag(U ) ≥ m diag(X) is a special case of the aforementioned modeling technique. Lemma 6.2. When W = ww ⊺ for w ≥ 0 and r = pq, the optimal value of (32) is
Proof. Without loss of generality, we assume that w ∈ ∆ + . First, define t ′ as t ′ ij = 1 if i ≤ p and j ≤ q and 0 otherwise. It is clear that t ′ is feasible and that its objective function value is ( p i=1 w i )( q j=1 w j ). Next, we consider its dual (33) and define z ′ := (α ′ , β ′ , γ ′ , δ ′ ) ∈ R n × R n × R × M n as follows:
We first show that z ′ is feasible for the dual. Nonnegativity of the variables is clear from their definition. To prove that they satisfy (33a), we first consider the case where i ≤ p and j ≤ q. Then, we compute that
showing the result. Next, consider the case where i > p or j > q. Without loss of generality, we assume that i > p.
where the inequality holds because i > p and w ∈ ∆. Since t ′ and z ′ satisfy complementarity-slackness conditions, they are optimal solutions to the primal and dual, respectively. Their common objective value is
While h(W ) is nonlinear because the order of w is unknown, h(U ) is linear because it is the sum of the entries of the p-by-q upper-left submatrix of U . In particular, for q = n and p ∈ {1, . . . , n}, the inequalities h(U ) ≥ h(X) are equivalent to the inequality parts of R U ≥ m R X where R U and R X are the vectors of the row sums of U and X, respectively. The equality part of the majorization is equivalent to (30c). Therefore, R U ≥ m R X is a special case of the aforementioned modeling technique.
In the remainder of the section, we introduce strengthened semidefinite programming relaxations for sparse PCA.
An SDP relaxation for sparse PCA
Principal Component Analysis (PCA) is a well-known dimension reduction technique in statistical analysis. A principal component is a linear combination of independent variables. It also typically stands for the coefficient vector of the linear combination. The first principal component is a unit principal component for which variance is maximized; it is the eigenvector corresponding to the largest eigenvalue of the covariance matrix. Even though the first principal component explains the most variance of the data, it is often hard to interpret because most of its coefficients are nonzero. Sparse PCA is a variant of the approach introduced to resolve this issue by finding linear combinations with few explanatory variables.
Formally, let Σ ∈ S n be the covariance matrix of the data set. The following optimization problem, where x ∈ R n is the coefficient vector of the principal component, finds a unit sparse vector with at most K nonzero entries that explains most the variance of the data:
where K is a positive integer satisfying 1 < K < n.
We studied the feasible set of sparse PCA in Section 3 where we denoted it as N K · assuming · is the ℓ 2 -norm. The feasible region of sparse PCA is non-convex because of the sparsity constraint. We established in Section 3 that 
We next present a strengthened SDP relaxation based on the convex hull description (34) . First, we introduce the matrix variable X to model the relationship X = xx ⊺ . Then, we introduce variables y and Y to represent |x| and |X|, respectively. Further, we add the auxiliary variables v, w, V , and W to model the absolute values. The variables and the constraints are as follows:
and
where M n + is the set of n-by-n (component-wise) nonnegative matrices and S n is the set of n-by-n symmetric matrices. Next, we introduce the vector u majorizing y(= |x|) and the matrix U to model uu ⊺ . The constraint u ∈ ∆ + and the constraint (31) in the cardinality setting can be written as
where S n + is the set of n-by-n (entry-wise) nonnegative symmetric matrices. In the following construction, we use the relationship between Y and U that Y = P U P ⊺ for some P ∈ P n . (That is, the entries of Y and U equal up to row permutations and the corresponding column permutations.) We impose the constraints (30) as follows:
The nonconvex relationships X = xx ⊺ , Y = yy ⊺ , and U = uu ⊺ can be relaxed using Schur complements as
By constraint X xx ⊺ , it holds that X 0; hence, diag(X) ≥ 0. Therefore, the constraint trace(U ) = trace(Y ) can be replaced with trace(U ) = trace(X).
We next present modeling details for the majorization constraints using the arguments presented earlier. First, the majorization relationship u ≥ m y is represented as
Even though the modeling techniques using (32) and (33) can potentially derive several inequalities, we only present certain representative inequalities in the proposed SDP relaxation for the sake of exposition. First, the row sum majorization R U ≥ m R Y and the diagonal majorization diag(U ) ≥ m diag(Y ) are represented as
respectively. Lastly, we represent the relationships ½ ⊺ (U pq )½ = ½ ⊺ (Y pq )½ for p ∈ {1, . . . , n} and q ∈ {1, . . . , n} as we discussed in Lemma 6.2. In fact, the underlying cardinality constraint implies stronger relationships, which are yet nonlinear, as
The index q is chosen to be q ≥ p because of the symmetry of U and Y . The last equality is redundant because of (38) and (39b). The constraints corresponding to these relationships can be relaxed using the dual formulation (33) as Proof. First, trace(X) = trace(U ) ≤ 1 where the equality and the inequality directly follow from (41) and (39a), respectively. We next show that ½ ⊺ |X|½ ≤ K is implied. Let U K be the upper-left K-by-K submatrix of U and let ½ K be the K-dimensional vector of ones. Define f :
for any scalar α. Therefore,
where the inequality follows from the convexity of f . Therefore,
where the first two equalities and the first inequality follow from (37), the third equality from (39b), and the last inequality from (48). The positive semidefiniteness of X follows from the first Schur complement condition in (40). Table 3 : Optimal values and gaps closed for the test problem pitprops Observe that the diagonal (resp. submatrix) relaxation reduces the gaps of (35) by more than 88% (resp. 96%), returning global optimal solutions for three (resp. five) problems.
Experiments with randomly generated matrices
We next report test results for randomly generated covariance matrices. Random matrices are generated using the following procedure. First, we choose a random integer m ∈ {1, . . . , n} for the number of nonzero eigenvalues of the matrix by setting m = ⌈nU ⌉ where U is randomly drawn from the uniform distribution U(0, 1). Second, we generate m random vectors v i ∈ R n ∼ N (0, I n ), for i = 1, . . . , m for rank-1 matrices. Third, we generate m positive random eigenvalues λ i ∼ U(0, 1), for i = 1, . . . , m. Finally, we construct the desired random covariance matrix as
The tests are performed for problems with size n ∈ {4, . . . , 10}, and small cardinalities K ∈ {2, . . . , ⌈n/3⌉} are chosen to reflect the motivation of sparse principal components analysis to produce sparse vectors. Reported results are based on the test problems with CVX outputs status "Solved." In Table 4 Table 4 : Test results for randomly generated covariance matrices with n ∈ {4, . . . , 10} and K ∈ {2, . . . , ⌈n/3⌉}
Conclusion
In this paper, we present an explicit convex hull description of permutation-invariant sets and applications of the results to various important sets/functions in optimization. The construction of the convex hull is based on the fact that a permutation-invariant set is a union of permutahedra and the generating vectors in ∆ = {x ∈ R n | x 1 ≥ · · · ≥ x n } of the permutahedra lie in a set whose convex hull is obtainable. We then discover a variety of applications for which the results can be used. We present an extended formulation for the convex hull of permutation-invariant norm balls constrained by a cardinality requirement. We extended this result to the sets of matrices that are characterized by their singular values. We used permutation-invariance to find convex/concave envelopes of various nonlinear functions and convex hulls of sets defined using nonlinear functions when bounds for variables are congruent. For logical constraints, where the antecedent and consequent are permutation-invariant, we showed that the extended formulation can be projected to the space of the problem variables, recovering and generalizing many results from the literature. On the semidefinite programming side, we studied sets of rank-one matrices whose generating vectors lie in a permutationinvariant set. We use majorization inequalities in the space of generating vectors to construct valid inequalities for the convex hull in the matrix space. As a motivating problem, we construct tight semidefinite programming relaxations for sparse principal component analysis and report computational results that show that our relaxation reduces more than 95% of gaps generated by the classical relaxation proposed by [7] for the test datasets.
A Appendix
In Section 5, we obtain convex hull descriptions for various sets containing logical and cardinality constraints in higher dimension using permutation invariant concepts. We project these formulations to obtain descriptions in the space of original variables. Performing these projections requires the knowledge of extreme rays of certain projection cones, which can all be deduced from the extreme rays and extreme points of polyhedra of the form
where ν is an alternating vector. In this appendix, we obtain the generators of C p (ν). Let L 0 (·) : R 2p+1 → R 2p+1 be the linear transformation L 0 (α, β 0 , β) = (Ã,β 0 ,β) whereÃ r = p k=r α r for r ∈ p andβ r = β r for r ∈ p . Applying this transformation to the constraints of C p (ν), we obtain A r − β r−1 + β r = ν r , ∀r ∈ p (49)
It follows that L 0 (C p (ν)) = C p (ν) where C p (ν) = (A, β 0 , β) ∈ R p × R + × R p + | (49), (50) .
Transformation L 0 (·) is invertible and L −1 0 (A, β 0 , β) = (α,β 0 ,β) whereα r = (A r − A r+1 ) for r ∈ p − 1 , α p = A p , andβ r = β r for r ∈ p . Because C p (ν) and C p (ν) are related through an invertible linear map, their faces also are.
Next, we observe that reordering the indices of the variables from p to 1, instead of 1 to p, in C p (ν) yields a set of the form C p (ν) for which the sign of the right-hand-side vector ν is switched and the order of its components is reversed. Formally, define L(·) : R 2p+1 → R 2p+1 to be the linear map L(A, β 0 , β) = (Ã,β 0 ,β) whereÃ i = −A p+1−i for i ∈ p andβ i = β p−i for i ∈ p . As L(·) is invertible, we obtain Proof. Solutions where A r = 0 and β r = ν r + β 0 for r ∈ p satisfy (49) and (50). Choosing β 0 = 1 ensures that β ≥ 0 since ν r ∈ {−1, 0, 1}. It follows that C p (ν) = ∅. If (A, β 0 , β) = 0 belongs to lin(C p (ν)), then (β 0 , β) = 0 since C p (ν) ⊆ R p × R p+1 + . This implies that A = 0. Since C p (ν) has 2p + 1 variables and p linearly independent equalities (49) , it is clear that dim(C p (ν))) ≤ p + 1. Since C p (ν) is nonempty and contains the independent rays (A, β 0 , β) = (0, 1, e) and (A, β 0 , β) = ( k i=1 e i , k, k i=1 (k − i)e i ) for k ∈ p , we have that dim(C p (ν)) ≥ p + 1.
We next seek to determine the generators (extreme points and extreme rays) of C p (ν). We first focus on extreme rays. Lemma A.3. Assume that (A, β 0 , β) is a ray of C p (ν). If β i = 0, then A i+1 ≤ 0 and A i ≥ 0. Further if β i−1 = β i ′ = 0 for i ≤ i ′ , then A i = . . . = A i ′ = 0.
Proof. The recession cone of C p (ν) is C p (0). Assume β i = 0. Equation (49) for r = i is A i − β i−1 = 0, which shows that A i ≥ 0 as β i−1 ≥ 0. Equation (49) for r = i + 1 is A i+1 + β i+1 = 0, which shows that A i+1 ≤ 0 as β i+1 ≥ 0. When β i−1 = β i ′ = 0, the above result shows that A i ≤ 0 and A i ′ ≥ 0. Equation (50) then implies that A i = A i ′ = 0 and shows the result.
Lemma A.4. Assume that (A, β 0 , β) is an extreme ray of C p (ν).
1. If, for i ≥ 1, β i = 0 and β k > 0 for k ∈ i − 1 , then A 1 = . . . = A i > 0.
2. If, for i ′ ≤ p − 1, β i ′ = 0 and β k > 0 for k ∈ i ′ + 1 : p , then A i ′ = · · · = A p < 0.
Let (A, β 0 , β) be a feasible solution to C p (ν). We say that B = i : i ′ , where i < i ′ ∈ p is a block if (i) i = 0, β r > 0 for r ∈ i ′ − 1 , and β i ′ = 0, (ii) β i = 0, β r > 0 for r ∈ i + 1 : i ′ − 1 , and β i ′ = 0, or (iii) i ′ = p, β i = 0, β r > 0 for r ∈ i + 1 : p . Blocks that satisfy condition (ii) are called closed blocks while those that satisfy condition (i) or (iii) are called open blocks. We say that a closed block is bare if i ′ = i + 1. Extreme points of C p (ν) can be decomposed into consecutive (possibly bare) interlocking blocks B 1 = i 1 : i ′ 1 , . . . , B s = i s : i ′ s where s ≥ 1, i 1 = 0, i ′ s = p, and i ′ r = i r+1 for r ∈ s − 1 . Lemma A.7 establishes that at least one of these blocks is closed. Next, we establish additional properties of the blocks of extreme points of C p (ν). We say that a block B = i − 1 : i ′ is positive (resp. null/negative) if ν i:i ′ > 0 (= 0/< 0). Further, we say that a block B = i − 1 : i ′ is a plateau if A i = . . . = A i ′ .
Lemma A.8. Let B = i − 1 : i ′ be a closed block of (A, β 0 , β) ∈ C p (ν). Then A i:i ′ = ν i:i ′ . Further, if B is not bare, then since ν i ′ +1 ≤ 0 (as ν i:i ′ = 1) and since β i ′ +1 ≥ 0. Now consider the solutions (Ȧ ± ,β ± 0 ,β ± ) constructed as (A ± , β ± 0 , β ± ) for components r ≤ i ′ and whereȦ ± r = A r for r ∈ i ′ + 1 : p andβ ± = β r for r ∈ i ′ + 1 : p . Since (A, β 0 , β) = 1 2 (Ȧ + , β + 0 ,β + ) + 1 2 (Ȧ − , β − 0 ,β − ), we conclude that (A, β 0 , β) is not an extreme point of C p (ν), a contradiction.
Consider next the case where B = 0 : i ′ is an open block; the case where B = t : p follows using the same argument after applying Lemma A.1. Because of Lemma A.7, we know that i ′ + 1 ≤ p. We show that A 1 = . . . = A i ′ = A i ′ +1 , proving that B is a plateau and that A i ′ = A i ′ +1 . Assume by contradiction that there exists k ∈ i ′ such that A k > A k+1 . Construct (A + , β + 0 , β + ) and (A − , β − 0 , β − ) by modifying (A, β 0 , β) in the components (i) A ± r = A r ± ǫ for r ∈ k and (ii) β ± r = β r ± (k − r)ǫ for r ∈ k − 1 . These solutions are feasible to C p (ν) for ǫ positive but sufficiently small. Since (A, β 0 , β) = 1 2 (A + , β + 0 , β + ) + 1 2 (A − , β − 0 , β − ), this is a contradiction to the fact that (A, β 0 , β) is an extreme point. Proof. Assume first that B is positive. Since ν i:i ′ = 1, we must have that ν i ′ +1:r ≤ 0 for all r ∈ i ′ + 1 : j ′ + 1 as ν is alternating. This shows that B ′ is either bare null or negative. Assume second that B is null. If B ′ was positive, then Lemma A.10 would imply that A i ≤ 0 and A i ′ +1 > 0, which contradicts (50). Assume finally that B is negative. Since ν i:i ′ = −1, we must have that ν i ′ +1:r ≥ 0 for all r ∈ i ′ + 1 : j ′ + 1 as ν is alternating. Lemma A.10 then implies that A i < 0 while A i ′ +1 ≥ 0, which contradicts (50).
We next characterize all extreme points of C p (ν). In this result, we use the convention that statements regarding components ν 0 and ν p+1 of a vector ν ∈ R p can be disregarded. where 0 ≤ i ≤ i ′ ≤ j ′ ≤ j ≤ p, where i = i ′ when i = 0, where j ′ = j when j = p, where (ν i , ν i+1 , . . . , ν j , ν j+1 ) = (1, 0, . . . , 0, −1) with β 0 = i−1 i ′ −i+1 − ν i−1 when i ≥ 1 and β 0 = 0 when i = 0. Further, all such points belong to C p (ν)
Proof. It follows from Lemma A.7 that there exists at least one closed block. Let B = i−1 : i ′ where 1 ≤ i ≤ i ′ ≤ p be the first closed block of (A, β 0 , β).
Consider first the situation where B is positive. Lemma A.10 shows that A 1 = . . . = A i ′ = 1 i ′ −i+1 with (ν i , . . . , ν i ′ ) = (1, 0, . . . , 0). If i ′ = p, then this point corresponds to (51) where j ′ = j = p. Therefore, we assume that i ′ < p. We claim that (A, β 0 , β) must have another closed block. If not, then Lemma A.10 shows that A i ′ = . . . = A p = 1 i ′ −i+1 . Summing (49) for r ∈ i ′ + 1 : p yields A i ′ +1:p + β p = ν i ′ +1:p . This provides a contradiction since we have established that A i ′ +1:p > 0, assumed that β p > 0, and since ν i ′ +1:p ≤ 0 as ν is alternating. Let B ′ = j ′ : j + 1 where i ′ ≤ j ′ ≤ j ≤ p − 1 be the last closed block of (A, β 0 , β). Lemma A.11 shows that (i) either all closed blocks following B are bare null blocks or (ii) that all closed blocks strictly between B and B ′ are bare null blocks while B ′ is a negative block. In the former case, Lemma A.10 shows that A r = 0 for r ∈ i ′ + 1 : j + 1 with ν r = 0. We claim that j + 1 = p. Assume not, then Lemma A.10 shows that A j+1 = . . . = A p = 0. Equation (49) for r = j + 2 then provides a contradiction as A j+2 = 0, β j+1 = 0, β j+2 > 0 and ν j+2 ≤ 0. This point therefore corresponds to (51) where j ′ = j = p. In the latter case, Lemma A.10 shows that A r = 0 for r ∈ i ′ + 1 : j ′ and A j ′ +1 = . . . = A p = − 1 j−j ′ +1 . This corresponds to (51). Consider second the situation where B is not positive. We consider two subcases based on the last closed block B ′ = j ′ : j + 1 where 0 ≤ j ′ ≤ j ≤ p − 1. Assume first the B ′ is negative. Then A j ′ +1 = . . . = A p = − 1 j−j ′ +1 . If B = B ′ , it follows from Lemma A.10 that A 1 = . . . = A j ′ +1 = − 1 j−j ′ +1 = A j = . . . = A p . In this case, we claim
