Abstract In interannual to decadal predictions, forecast quality may arise from the initial state of the system, from long-term changes due to external forcing such as the increase in greenhouse gases concentrations, and from internally generated variability in a model. In this study, we use a new framework to investigate achievable skill of decadal predictions by comparing perfect-model prediction experiments with predictions of the real world in order to identify margins for possible improvements to prediction systems. In addition, we assess the added value from capturing the initial state in the climate system over changes due to climate forcing in decadal predictions focusing on annual average near-surface temperature. We find that ideal initialization may substantially improve the predictions during the first two lead years particularly in parts of the Southern Ocean, Indian Ocean, the tropical Pacific and North Atlantic, and some surrounding land areas (the lead time is the elapsed time since the beginning of a prediction). On longer time scales, the predictions rely more on model performance in simulating low-frequency variability and long-term changes due to external forcing. This framework identifies the limits of predictability using the National Centre for Atmospheric Research Community Climate System Model Version 4 and clarifies the margins of achievable improvements from enhancing different components of the prediction system such as initialization, response to external forcing, and internal variability. We encourage similar experiments to be performed using other climate models, to better understand the dependence of predictability on the model used.
Introduction
Regional climate is subject to substantial variability on interannual to decadal time scales, and the ability to provide useful climate predictions on these time scales could be beneficial for numerous aspects of economic and social planning. The dominating uncertainty for simulations on the decadal time scale is contributed by internal climate variability, although model errors, future scenarios of greenhouse gas emissions, and other climate forcings such as aerosol and ozone can also play a role (Hawkins & Sutton, 2009 ).
The field of decadal prediction has seen rapid development and growth over the past decade (Goddard et al., 2013; Guemas et al., 2013; Marotzke et al., 2016; Meehl et al., 2014; van Oldenborgh et al., 2012; Yeager et al., 2018) . Decadal climate predictions are achieved by climate model simulations initialized to the observed state of climate, and then run freely coupled for 10 years, incorporating multiple ensemble members to cover a range of possible realizations. Although these prediction systems show some skill for decadal predictions of large-scale features , the skill seems to come primarily from changes in external forcing van Oldenborgh et al., 2012) . Studies based on state-of-the art decadal prediction systems have identified added value from initialization for the first few forecast years (Marotzke et al., 2016; Yeager et al., 2018) , but it remains unclear to what extent improving initialization may improve predictions on multiyear time scales in comparison to uninitialized historical simulations. It is therefore also unclear to what extent current prediction systems reach their achievable potential to provide useful information additional to general warming trends, for example, to users from specific sectors, and what level of skill may be achievable in the future. More broadly, it is possible that these current limitations in skill are due to imperfect initialization of the prediction runs and shortcomings in the model's representation of real-world climate variability or simply the intrinsic limits of predictability based on prescribed initial conditions. So-called perfect model approaches have previously been used to study predictability (Branstator & Teng, 2010; Collins, 2002; Collins et al., 2006; Griffies & Bryan, 1997; Grötzner et al., 1999; Pohlmann et al., 2004) -"a limit to the accuracy with which forecasting is possible" (Lorenz, 1969) . These approaches circumvent the inconsistencies that exist between models and real world by aiming to predict the climate of the model used to make the predictions, rather than attempting to predict the real-world climate itself. In particular, these perfect-model experiments can avoid the problems related to initializing the decadal predictions to the real-world (observed) climate; namely, imperfect initialization due to very limited observations and inconsistencies between the real world and the model climate. Both these factors can lead to initialization shock and climate drift (Mulholland et al., 2015; Sanchez-Gomez et al., 2016; Teng et al., 2017) . However, perfect-model predictability has usually been investigated using different metrics (Branstator & Teng, 2010; Collins et al., 2006; Pohlmann et al., 2004) than those used for the evaluation of real-world predictions (Goddard et al., 2013) . As such, previous investigations of perfect-model predictability are not suitable to define benchmarks for real-world predictions.
We are aware of a few studies that have compared potential predictability with real-world prediction skill Doblas-Reyes et al., 2011) . In particular, Boer et al. (2013) systematically compared the predictable variance based on the Canadian Centre for Climate Modelling and Analysis (CCCma) coupled climate model with observations based on total variance and found potential improvement of decadal prediction skill over the Pacific, North Atlantic, and the Southern Oceans. However, we are not aware of any other studies examining perfect model versus real-world predictability using different models or methods more commonly used to determine decadal prediction skill. In this study, we use the National Centre for Atmospheric Research (NCAR) Community Climate System Model version 4 (CCSM4; Gent et al., 2011 ) and a set of metrics recommended for the evaluation of decadal predictions (Goddard et al., 2013) to investigate the potentially achievable improvement of decadal prediction skill from initialization and from model enhancement respectively in a perfect model approach. Our objective here is to study potentially achievable limits of prediction skill based on perfect-model experiments with a comparable setup to real-world predictions. We therefore assess predictability in a transient forced climate where both initial conditions and external forcing serve as potential sources of predictability.
We use the annual mean near-surface temperature as an example to propose a framework for investigating the limits and potential improvements of interannual to decadal prediction skill. This framework can similarly be applied to other climate variables and will hopefully be used with other models to understand model differences in predictability.
Data and Methodology

The Model
We use the NCAR Community Earth System Model (CESM) version 1.0.5 for our experiments. CESM is a general circulation climate model consisting of atmosphere, land, ocean, and sea ice components that are linked through a coupler. The configuration used for this study is the same as the one used to generate the Coupled Model Intercomparison Project phase 5 (CMIP5; Taylor et al., 2012) historical and Representative Concentration Pathway (RCP) scenarios for the CCSM4 (Gent et al., 2011) . The atmospheric component is the Community Atmosphere Model (CAM4) with a resolution of 1.25°× 0.9°(latitude/longitude; Neale et al., 2013) . The ocean uses the Parallel Ocean Program version 2 (Smith et al., 2010) , the land component is the Community Land Model version 4 (Lawrence et al., 2011) , and the sea ice component is the Community Ice Code version 4 (Hunke & Lipscomb, 2008) . The land and sea ice component share the same horizontal grids as the atmosphere and ocean models, respectively. In this paper, we use the term CCSM4 model to refer to the simulations done in the CMIP5 project, whereas CESM refers to simulations run ourselves.
The Historical Reference Run
We first performed a CESM historical reference run by integrating a 20th-century historical forcing simulation (a simulation that incorporates both anthropogenic forcings and natural external forcings) from 1850 to 2005 and then applying the RCP4.5 scenario from 1 January of 2006 to the end of 2015. Choosing RCP4.5 as the scenario for 2006 to 2015 is somewhat arbitrary, but the different RCP scenarios are very similar during the first decade and therefore no significant differences would be expected if using another scenario. Our CESM historical reference uses exactly the same setup and initial state as the r3i1p1 member of the CCSM4 historical simulations (see http://www.cesm.ucar.edu/CMIP5/forcing_information/ for more information about CCSM4 r3i1p1). The reason that we ran our own CESM historical simulation to generate the initialization data for the decadal prediction ensemble members (rather than use the ready-to-use CCSM4 historical run as the initial data of decadal ensemble members) is to avoid any round-off error difference that can arise across different computational platforms. Numerical round-off error effectively adds an additional perturbation to the system. Furthermore, we required annual restart files to initialize the perfect model predictions (see section 2.3), and these were written out by our historical reference run.
The Initialized Perfect Model Predictions
The initialized perfect model predictions are initialized from every 1 January in the 46 different years from 1961 to 2006 using annual restart files from the historical reference run (section 2.2). Five ensemble members are generated for these decadal simulations by adding small Gaussian perturbations of order 10 −5 K (i.e., smaller than possible to measure in real-world observations) to every grid point of the near-surface temperature field of the CESM historical reference run, and these perfect-model decadal predictions are then integrated over 10 years. The analysis is based on decade-long coupled experiments of 46 starting years and five ensemble members for each starting year.
An alternative method to generate ensembles for initialized decadal predictions is a so-called lagged initialization, meaning that the model initial atmospheric state for the simulations starting on 1 January is taken from the state a few days earlier or later (Marotzke et al., 2016; Pohlmann et al., 2013) . We tested both approaches but the different simulations developed similarly and there was no difference in near-surface air temperature correlations beyond the first two lead months as also reported by Hawkins et al. (2016) . We therefore used the small temperature perturbations for the prediction experiment, as this is in line with our concept to investigate predictability from ideal (almost identical) initial states. Another approach to generate decadal prediction ensembles uses different seeds to a stochastic physics scheme (Dunstone et al., 2016; MacLachlan et al., 2015) ; it is however unclear in how far such perturbations to the model physics would be suitable in a perfect-model context.
The Initialized Real-World Decadal Hindcasts
The initialized real-world decadal hindcasts of CCSM4 (Yeager et al., 2012) are part of the CMIP5 protocol (referred to as CCSM4 decadal hindcasts in the CMIP5 archive; Taylor et al., 2012) . These hindcasts consist of retrospectively initialized simulations starting from 1 January of 14 different start years (1961, 1966, 1971, …, 1996, 2001, 2002, 2003, 2004, 2005, and 2006) . Simulations from each start date include 10 ensemble members integrated through at least 10 years. Note that only ocean and sea ice components are initialized from a CORE forcing experiment, that is, a CCSM4 ocean/sea ice stand-alone simulation forced with the NCEP/NCAR atmospheric reanalysis data. The atmosphere and land components are used to create ensemble members by randomly choosing atmosphere and land initial conditions from different 20th century runs and/or from different days in December. We limit our analysis to the first 10 years and five ensemble members of the decadal hindcasts runs, to be consistent with our perfect model prediction experiment.
The Uninitialized Climate Predictions
CCSM4 historical simulations starting from different states of a preindustrial control run are used in this study as ensembles of uninitialized climate predictions. These characterize the predictability (of both the real world and the historical reference climate simulation) based on only changes in external forcing (i.e., greenhouse gas concentrations, ozone, and aerosols). There are six historical simulations available within CMIP5 (r1i1p1-r6i1p1), but we only use five of them (r1i1p1, r2i1p1, r4i1p1, r5i1p1, and r6i1p1) because r3i1p1 has the same starting conditions as our reference run. This also ensures we analyze the same number of ensemble members as in our initialized perfect model predictions. We use data from the CCSM4 historical simulations before 1 January of 2006, whereas from 1 January of 2006 to 31 December of 2015 data from the RCP4.5 scenario runs are used. These uninitialized simulations serve to quantify the predictability from external forcings. In comparison to the initialized runs (sections 2.3 and 2.4) these runs help to identify the added value of initialization, as the difference in skill between the initialized and uninitialized runs can be attributed to initializing the predictions.
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Skill Metrics
To evaluate the forecast quality of the decadal predictions (both perfect-model and real-world), we follow the recommendations for decadal predictions outlined by Goddard et al. (2013) and implemented in the Miklip evaluation system (Illing et al., 2014) . To evaluate the prediction accuracy, the primary deterministic verification metric is given as the mean squared skill score (MSSS; also termed mean squared error skill score, MSESS). MSSS can be decomposed as the following equation when the climatological forecast is used as reference:
with r HO being the sample correlation between the hindcasts and the observations, S H 2 the sample variance of the ensemble mean hindcasts, S O 2 the sample variance of the observations, O ¼ ∑ n j¼1 O j is the climatological forecast (of which O j represents the observations or perfect-model reference respectively, over j = 1,..., n start times), and H is the mean hindcast (Murphy, 1988; Murphy & Epstein, 1989) . Here MSSS is expressed as a function of the hindcasts, climatological forecast, and observations. Note that the second term on the righthand side of this equation denotes the conditional prediction bias and the last term represents the unconditional bias (Kadow et al., 2016) . Conditional prediction bias refers to cases where the bias changes with time, with prediction, and (observational or perfect-model) reference exhibiting different rates of change. Unconditional bias refers to differences in the mean states.
To measure the ensemble dispersion (or ensemble spread), we use the logarithmic ensemble spread score (LESS; Kadow et al., 2016) , which is defined as the natural logarithm of the result of the average ensemble spread (ensemble variance) divided by the reference mean square error. In other words,
of which,
where σ 2 b H is the average ensemble variance and σ 2 R is the reference mean square error. The initialized hindcasts H ij consist of their ensemble members i = 1, …, m and the start times j = 1, … , n. H j is the hindcast ensemble mean, with the ensemble members b H ij and the ensemble mean b H j corrected for mean and conditional bias. O j is the observations over j = 1, … , n start times. If LESS is <0, the ensemble is underdispersive (i.e., overconfident), and if LESS is >0, the ensemble is overdispersive (i.e., underconfident). Note that due to the small sample, the variance calculation may not be robust, but still, despite being subject to uncertainty, this analysis should give a general indication of the ensemble behavior.
We use 200 bootstrap realizations (with replacement) to estimate the significance of MSSS, LESS, and the difference between different skills. Each bootstrap realization is a different combination of starting years, whereby the resampling maintains continuity in 5-year blocks to preserve temporal autocorrelation related to low-frequency variability (Goddard et al., 2013) . The resampling is performed on the hindcast ensemble mean, and significance is assessed at the p ≤ 0.05 (two-tailed) level. To determine whether skill differences between different experimental setups are significantly different from 0, the same bootstrapping sequence is applied to the pairs of skill metrics. The differences are considered significantly different from 0 if the zero difference lies outside the 2.5th to 97.5th percentile. Results based on 200 bootstrap samples were found to be reasonably robust in comparison to, for example, 1,000 bootstrap samples. We therefore chose to use 200 bootstrap samples to estimate significance in this study, as it appears a good compromise between required computing and storage resources and robustness of the significance estimates.
To minimize effects from small-scale noise, the model temperature data are all remapped to 10°× 10°grid prior to calculating skill measures, as recommended by Goddard et al. (2013) .
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Framework to Compare Predictability and Margins of Possible Improvements
Two different references are used in this paper to assess the prediction skills:
Ref1. Near-surface temperature observations: We use three different gridded observational temperature data sets to evaluate real-world prediction skill. In the main text, this is taken from the Hadley Centre/Climate Research Unit Temperature version 4 (HadCRUT4) climatology; a data set of global and regional temperature evolution from 1850 to the present on a monthly grid of 5°latitude by 5°l ongitude. HadCRUT4 comes as 100 realizations for error sampling (Morice et al., 2012) . We use the HadCRUT4 median as the observational reference (i.e., for real-world predictions) in our study. Accounting for uncertainty and errors in observational data sets, we ensure the robustness of the skill estimates to choice of observational by also evaluating real-world hindcast skill against National Oceanic and Atmospheric Administration's Merged Land-Ocean Surface Temperature Analysis (MLOST; Smith et al., 2008; Vose et al., 2012; Figures S4 and S5 in the supporting information) and the Goddard Institute for Space Studies surface temperature analysis (GISTEMP; Hansen et al., 2010) ; these are included in the supporting information. Ref2. Perfect model temperature reference: we use our CESM historical (until 2005) and RCP4.5 (2006 RCP4.5 ( -2015 run (i.e., the simulation used to provide the initial conditions for the perfect-model decadal simulations) as the reference to evaluate the skill of the CESM perfect model simulations started between 1961 and 2005.
The following four different skills are calculated by combining different predictions and references (see also Table 1 ).
1. The prediction skill of the initialized perfect model: We use the perfect model temperature reference (Ref2) as reference to assess the prediction skill of the initialized perfect model predictions. The model is assumed to be consistent with its evaluation reference as the reference is from the same model as the predictions, which is why this is called perfect model. This setup therefore provides an estimate of what the predictability is in the CESM model world given ideal initialization. 2. The prediction skill of the uninitialized perfect model: Here we evaluate the set of uninitialized simulations available from the CMIP5 archive regarding their skill to predict our reference run (Ref2). As there is no common initial state, all the skill of these runs would come from changes in external forcing. The skill assessment is also based on all years from 1961 to 2006. 3. The skill of real-world decadal hindcasts: The skill of real-world decadal hindcasts is assessed by comparing CCSM4 decadal hindcasts with the observational temperature reference (Ref1, e.g., the HadCRUT4 median). This determines the real-world decadal prediction skill of the CMIP5 CCSM4 decadal experiments, only including simulations of the 14 available start years from 1961,1966, …, 1996, 2001, 2002, …, 2006. Note that this is different to the above cases (i) and (ii) where predictions started from every year from 1961 to 2006. Comparable figures for these other cases, using only the 14 initial years for which realworld hindcasts are available, are included in the supporting information. 4. The skill of uninitialized real-world climate predictions: This skill test uses the different CCSM4 historical simulations (r1i1p1, r2i1p1, r4i1p1, r5i1p1, and r6i1p1) as the ensemble members to compare with the observational temperature reference (Ref1). Just like the uninitialized perfect model case, the skill assessment is also based on the 46 start years 1961 to 2006. This will reveal how external forcings can influence decadal predictions.
We then compare three pairs of skills from above to examine the potential improvements from perfect initialization (i minus ii), model-real-world inconsistencies (ii minus iv) and the overall improvement margin of The initialized real-world decadal hindcasts (as in section 2.4)
The uninitialized climate predictions (as in section 2.5) Near-surface temperature observations (Ref1)
The skill of real-world decadal hindcasts (iii)
The skill of the uninitialized real-world climate predictions (iv) Perfect model temperature reference (Ref2)
The prediction skill of initialized perfect model (i)
The prediction skill of the uninitialized perfect model (ii)
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Results
Accuracy
We first analyze the MSSS of near-surface temperature for the uninitialized and initialized perfect model predictions (comparing i and ii, Figure 1) . We quantify the added value of initialization for predicting the CESM model historical reference simulation based on the simulations from all 46 initialization points 1 January 1961 to 1 January 2006. The uninitialized perfect model shows significant skill over parts of Middle Asia, the Indian Ocean, the West Pacific, North America, and most of the Atlantic in lead years 1 and 2 (Figures 1a and 1b) . The skill improves considerably in lead years 2-5 and 2-9 everywhere in the globe except for the region north of 50°N between the North Atlantic Ocean and Alaska (Figures 1c and 1d ). After initialization, most areas of the globe show significant skill in lead year 1, but the skill in lead year 2 relative to 1 reduces particularly over the Pacific (Figures 1e and 1f) . The skill for lead years 2-5 and 2-9 increases almost everywhere, and the general skill patterns of the initialized runs (Figures 1g and 1h ) are very similar to the case with no initialization. The regions in Figure 1 where the skill of the initialized runs is improved over the uninitialized runs are mostly in the tropics (in the first 2 years) and the North Atlantic. These improvements highlight the regions where it appears to be beneficial to phase in the internal variability of the predictions with variability of the reference climate used for evaluation, for example, initializing from conditions of the El Niño Southern Oscillation (ENSO; McPhaden et al., 2006) or the Atlantic Multi-decadal Oscillation (AMO; Schlesinger & Ramankutty, 1994) . Both the initialized and uninitialized perfect model 
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Journal of Geophysical Research: Atmospheres predictions reveal negative skill over Greenland and Alaska, although initialization does positively contribute to the skill over these areas (Figure 1 ). Negative skill shown in the uninitialized perfect model case means there is inconsistency between prediction ensembles and the reference in terms of the warming trend. To test this, we have compared the warming of the near-surface temperature between the uninitialized climate predictions and the perfect model temperature reference and found that the warming trend over Greenland and Alaska in the perfect model temperature case is much lower than that of other uninitialized climate predictions (Figures S1e, S1h, S1k, S1n, and S1q).
The difference in skill between the initialized perfect model and the uninitialized perfect model decreases with lead time: In lead year 1, 25% of areas have significant skill contributed by initialization, followed by 11% in lead year 2 ( Table 2 ). The number drops below 3% in lead years 2-5 and then increases to 7% in lead years 2-9. This later increase in area where initialization significantly improves the prediction in lead years 2-9 may point to predictability from low-frequency (decadal) variability, but may also be affected by different temporal smoothing, and could also be due to pure chance (Livezey & Chen, 1983) , in particular as there is also a significant area (6%, i.e., more than expected by chance) where initialized runs show lower skill compared to the uninitialized runs. These results indicate that in lead years 1 and 2, there are substantially larger areas with improved prediction skill due to initialization. These are primarily located in the tropical Pacific (mainly lead year 1), parts of the Southern Ocean, Indian Ocean, and North Atlantic, including some surrounding land grid cells for example in Africa. Over longer lead times beyond 2 years, in contrast, we cannot detect significant improvements of prediction skill from initialization compared to the uninitialized runs at the global scale. However, significantly improved skill on the decadal scale (lead years 2-9) is found in the tropical Pacific, parts of the Indian Ocean, and North Atlantic (Figure 1l ), but these increases are partly compensated by decreased skill over larger parts of Asia and the tropical Atlantic.
We next compared the skill of uninitialized real-world climate predictions with uninitialized perfect model (comparing cases ii and iv) to investigate the margin for models to improve their ability to predict responses to external forcing based on 46 initialization points (Figure 2) . Note that two different references are used to evaluate the skill in ii (perfect-model reference) and iv (observational reference). The skill of uninitialized climate predictions shows relatively poor prediction skill in the first two lead years (where initialization has been shown to play a substantial role in the analysis above), whereas it increases substantially in lead years 2-5 and 2-9 except in the North Pacific. The initialized perfect-model predictions show negative skill over Greenland and Alaska at all lead times (Figures 2e-2h ; note that these are the same as Figures 1a-1d) . The difference in skill between the uninitialized perfect model and uninitialized real-world climate predictions shows significant improvement in the perfect model over the South Atlantic, large parts of the Pacific and north Indian Ocean. There are 20% of global areas where the perfect model is significantly outperforming the real-world climate predictions in lead year 1, 19% in lead year 2, and around 36% in lead years 2-5 and 2-9 (Figures 2i-2l) . Less than 2.5% of areas show a significantly negative difference, which is less than expected by chance ( Table 2) . As the skill of uninitialized simulations primarily comes from the warming trend, the difference indicates that the long-term behavior in particular in the Pacific Ocean is inconsistent between the model and the real world ( Figure S1 ). The observed trend in the North Pacific is negative ( Figure S1 ) and that it is not obvious whether over 46 years this trend is not dominated by internal processes or aerosols. The inconsistency between the model and observations could point to possible model shortcomings or simply indicate that the long-term observed changes in these regions are highly unusual compared to what is simulated by the model. Indeed, England et al. (2014) showed that recent observed tropical Pacific decadal trends can be well outside the envelope of forced and natural variability resolved by CMIP5 climate models, including CCSM4. Most CMIP5 models also show stronger than observed warming in this region compared to recent trends (Power et al., 2016) , with a poor representation of Atlantic-Pacific tropical interactions the likely cause (Kajtar et al., 2017; McGregor et al., 2018) . The CESM model further shows low skill 
Note. The percentage of areas for mean squared skill score (MSSS) in three pairs of comparisons where (1) there is significant improvement and (2) there is significant negative difference. Grid cells are found significant at p ≤ 0.05 (two-tailed), based on 200 bootstrap realizations. Note that all percentage values are rounded to 1% accuracy, and values less than 3% are not shown, as it is expected that 2.5% of the areas could be significant by chance.
Journal of Geophysical Research: Atmospheres in predicting upper ocean heat content in the tropical Pacific (Yeager et al., 2018) . These inconsistencies suggest that there could be considerable margin to improve the predictive skill of current models by improving their simulation of decadal changes particularly in the Pacific Ocean.
We also analyzed prediction skill for some indices of large-scale climate variability aggregating ocean surface temperatures over larger regions (NINO3.4 and AMO; see Figures S8 and S9 ). For these indices we also find positive MSSS combined with added value from initialization primarily in the first lead year in the perfect model experiment ( Figure S8 ). However, the anomaly correlations for the initialized perfect model are positive for the first three to four lead years ( Figure S9 ), suggesting that the lack of positive skill (measured as MSSS) beyond the first lead year may primarily be a consequence of different long-term trends between the reference and prediction runs (Supplementary Figure S1) , affecting the conditional bias in equation (1).
We finally compare the prediction skill between initialized perfect model and decadal real-world hindcasts to investigate how much our current initialized hindcasts could potentially be improved if perfect initialization was possible and the model and real world behaved consistently (comparing i and iii; Figure 3 ). As the real-world hindcasts only have 14 initial years available, we restrict our analysis to the same number of predictions for the initialized perfect model. There are only very limited areas where the skill of initialized hindcasts is significant in lead years 1 and 2, mainly in the North Atlantic and West Pacific in agreement with previous decadal prediction studies van Oldenborgh et al., 2012) . The skill increases in lead years 2-5 and 2-9 over most areas except the Pacific Ocean (Figures 3c and 3d) . The initialized perfect model (Figures 3e-3h ) shows higher skill than the initialized hindcasts in most regions in lead years 1 and 2 but still some patches with negative skill in the eastern Pacific. The absence of skill over the eastern Pacific area in lead years 1 and 2 for the hindcasts case (Figures 3a and 3b) can be related to the small number of starting years and the incomplete initialization in CCSM4 hindcasts experiment (only ocean and 
Journal of Geophysical Research: Atmospheres sea ice are initialized) and could also be due to the initial shock and the model drift, which can be strong in the Pacific Ocean, giving rise to spurious ENSO variability (Sanchez-Gomez et al., 2016; Yeager et al., 2018) . Also note that prediction skill has improved based on a newer version of the prediction system with improved initialization (Yeager et al., 2018) . The percentage of global areas where the initialized perfect model significantly outperforms initialized hindcasts is 38% for lead year 1, 17% for lead year 2, and about 50% for lead years 2-5 and 2-9 ( Table 2) .
As stated above, the perfect model results analyzed in Figures 1 and 2 of the main text are based on 46 initial years, but for real-world hindcasts only 14 initial years were available as in Figure 3 -which may make the above comparisons inconsistent. Therefore, in order to test the robustness of our results between the cases with 14 and 46 initial years, we show results based on only 14 initial years in Figures S2 and S3 . The patterns of skills are very similar between both cases-whether using the larger or smaller number of initial yearsalthough in parts of the Pacific the larger sample of initialized runs is needed to obtain robust skill in the first two lead years. However, the patterns of skill improvement due to initialization remain very similar.
Also, as HadCRUT4 is not globally complete, for Figures 2 and 3 , the numbers of the percentage of area values given in Table 2 are all based on the total HadCRUT4 covered area, which might be different if there were complete global observation coverage. In addition, it has been encouraged to consider more than one reference in forecast verification due to the uncertainty of observation data (Bellprat et al., 2017; Massonnet et al., 2016) . Therefore, we repeated the analyses of real-world prediction skill using another two sets of observational data-National Oceanic and Atmospheric Administration's MLOST (Smith et al., 2008; Vose et al., 2012; Figures S4 and S5) and GISTEMP (Hansen et al., 2010; Figures S6 and S7) . The results are shown to be very similar as when we use HadCRUT4 as the reference and suggest that our conclusions are not sensitive to the choice of observational reference data set. Note that another source of uncertainty is due to the fact that most observational temperature data sets merge sea surface temperature over the ocean 
Journal of Geophysical Research: Atmospheres and near-surface air temperature over land (Cowtan et al., 2015) , which is not the case in the model where near-surface temperature is used over land and ocean.
Ensemble Spread
We use LESS to evaluate the ensemble spread. The results show that the ensemble spread looks fairly similar between the initialized and uninitialized perfect-model predictions, both showing values close to zero (i.e., not strongly underdispersive or overdispersive) in the first lead years, but larger areas with positive values (i.e., overdispersive) on the longer (e.g., 2-9 years) lead times (Figure 4 ). This indicates that the ensemble spread adequately depicts the variability of the historical run up to five lead years but becomes underconfident on the decadal scale. Furthermore, there is a higher percentage of areas showing significantly negative difference of LESS in Figures 4i-4l according to Table 3 , which indicates that initialization slightly reduces the ensemble spread at all lead times.
Both the uninitialized climate predictions and the initialized real-world decadal hindcasts predicting observed temperatures appear underdispersive in low latitudes and overdispersive at high latitudes at all lead times (Figures 5 and 6 ). In addition, the colors are darker for these two cases (the leftmost columns of Figures 5 and 6 ) than the perfect model cases (the middle columns of Figures 5 and 6 ), suggesting that the perfect model tends to be less underdispersive or overdispersive than the model predictions of the real world. Moreover, comparing the percentage of areas where ensembles are underdispersive (blue colored) between the uninitialized climate predictions (Figures 5a-5d ) and the initialized real-world decadal hindcasts (Figures 6a-6d) , it shows more underdispersive areas in the hindcast case than the uninitialized climate prediction case. This also supports the statement that initialization contributes to decreased ensemble spread.
These findings suggest that the CESM model (regardless of whether initialized or not) appears overconfident in describing the real-world variability at low latitudes and underconfident at high latitudes. Also, initialization helps to reduce ensemble dispersion.
Summary and Conclusions
In this study, we have set up a perfect model prediction experiment to identify the limits of achievable prediction skill with the CESM/CCSM4 model and compare the skill of this model in predicting the observed climate on interannual to decadal time scales. Within the perfect model setup we compared a set of initialized versus uninitialized predictions to identify the added predictability from initializing the model simulations to specific states within the climate variability space. We find that initialization substantially improves the skill for the first two lead years in parts of the Southern Ocean, Indian Ocean, the tropical Pacific, and North Atlantic Ocean, and some surrounding land areas. But on longer time scales the skill is very similar for initialized and uninitialized predictions, suggesting that predictability primarily comes from trends related to external forcing on these longer scales (Boer, 2010; Boer et al., 2013; Meehl et al., 2014) . Substantial differences in the warming trend between model and real-world observations lower the decadal skill for real-world predictions in particular in the Pacific Ocean. This suggests that improving the simulation of long-term variability (or responses to forcing) especially in the Pacific would be one of the major areas for model improvement with regard to decadal predictability.
Previous studies investigating the real-world prediction skill of temperature hindcasts for other models, such as DePreSys (Smith et al., 2007) 
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Journal of Geophysical Research: Atmospheres absence of skill over the Pacific Ocean area on decadal timescales (despite the ability of some systems to predict ENSO a few years in advance; Gonzalez & Goddard, 2016) is commonly found in these cases and is likely related to the models overestimating the warming trend and underestimating the magnitude of climate variability in comparison to observations in particular in the Pacific (Power et al., 2016) , which could be related to biases in ocean mixing processes in climate models (Guemas et al., 2012) . Therefore, improvements in the simulation of long-term behavior may also improve decadal predictions here, which could have ramifications for predictability in other regions, as the Pacific is particularly strong in its signal of teleconnections, both to other tropical basins as well as to the midlatitude and high latitude (Kosaka & Xie, 2013; Meehl et al., 2016; Turner, 2004) .
Our initialized perfect model skill patterns are quite similar to the potential correlation skill patterns investigated by Boer et al. (2013) , although using different models, different metrics, and different approaches. The ability to predict responses to external forcings was also estimated in their paper, and the results showed that the potential prediction skill of the externally forced component of temperature is largest at tropical latitudes, which is mostly consistent with our uninitialized perfect model results for lead years 2-5, but less so for lead years 2-9.
Similar perfect-model experiments with larger ensemble size could be performed to confirm the robustness of the skill estimates, assess the reliability of these predictions, and possibly inform about optimal ensemble sizes for interannual to decadal predictions. In this context, it may be worthwhile to compare the much more extensive hindcast experiment by Yeager et al. (2018) against a similar setup of perfect-model predictions, to identify the limit of achievable skill also in the context of a larger ensemble, and a substantially improved prediction system.
The exact patterns of predictability are likely model dependent. We therefore encourage other modeling groups to perform similar sets of perfect-model experiments to compare to decadal hindcasts should be performed using a range of other models. It will then be more likely that we can identify the most robust characteristics of predictability in the climate system, without the confounding issue of model dependence. Furthermore, exploring the differences may help to identify the model components that contribute most to poor predictability, thus helping to pinpoint the most pressing areas of model improvements.
