This note tries to attempt a sketch of the history of spectral ranking-a general umbrella name for techniques that apply the theory of linear maps (in particular, eigenvalues and eigenvectors) to matrices that do not represent geometric transformations, but rather some kind of relationship between entities. Albeit recently made famous by the ample press coverage of Google's PageRank algorithm, spectral ranking was devised more than fifty years ago, almost exactly in the same terms, and has been studied in psychology, social sciences, and choice theory. I will try to describe it in precise and modern mathematical terms, highlighting along the way the contributions given by previous scholars.
Introduction
From a mathematical viewpoint, a matrix M represents a linear transformation between two linear spaces. It is just one of the possible representations of the map-it depends on a choice for the bases of the source and target space. Nonetheless, matrices arise all the time in many fields outside mathematics, often because they can be used to represent (weighted) binary relations. At that point, one can apply the full machinery of linear algebra and see what happens. The most famous example of this kind is probably spectral graph theory, which provides bounds for several graph features using eigenvalues of adjacency matrices.
Spectral Ranking 101
Let us start with a square matrix M on the reals. We will not make any assumption on M . We imagine that the indices of rows and columns actually correspond to some entity, and that each value m ij represent some form of endorsement or approval of entity j from entity i. Endorsement can be negative, with the obvious meaning.
Many centrality indices based on simple summations performed on the row or columns of this matrix were common in psychometry and sociometry. For instance, if the matrix contains just zeroes and ones meaning "don't like" or "like", respectively, the sum of column j will tell us how many entities like j. But, clearly, we are not making much progress. The first fundamental step towards spectral ranking was made by John R. Seeley in 1949 [Seeley:1949 : he noted that these indices were not really meaningful because they did not take into consideration that it is important being liked by someone that is in turn being liked a lot, and so on. In other words, an index of importance, centrality, or authoritativeness, should be defined recursively so that my index is equal to the weighted sum of the indices of the entities that endorse me. In matrix notation, 1 r = rM.
(1)
Of course, this is not always possible. Seeley, however, considers a positive matrix without null rows and normalises its rows so that they have unit 1 norm (e.g., you divide each entry by its row sum); his rows have always nonzero entries, so this is always possible, and Equation 1 has a solution, because M 1 T = 1 T , so 1 is an eigenvalue of M , and its left eigenvector(s) provide solutions to Equation 1. Uniqueness is a more complicated issue, that Seeley does not discuss and that can be easily analysed using the well-known Perron-Frobenius theory of nonnegative matrices, which also shows that 1 is the spectral radius, so r is a dominant 2 eigenvector, and that there are positive solutions. 3 Our discussion can be formally restated for right eigenvectors, but of course Seeley's motivation fails. However, Wei in his dissertation [Wei:1952] 4 argues about ranking (sport) teams, reaching dual conclusions. Kendall [Kendall:1955] discusses Wei's (unpublished) findings at length. Given a matrix M expressing how much team i is better than team j (e.g., 1 if i beats j, 1/2 for ties, 0 if i loses against j, with coherent values in symmetric positions), Wei argues that an initial score 5 of 1 given to all teams, leading to an ex aequo ranking, can be significantly improved as follows: each team gets a new ranking obtained by adding the scores of the teams that it defeated, and half the scores of the team with whom there was a draw. There is thus a new set of scores and a new ranking, and so on. In other words, Wei suggests to look at the rank induced by the vector lim k→∞ M k 1 T Wei uses Perron-Frobenius theory to show that under suitable hypotheses this ranking stabilises at some point to the one induced by the dominant right eigenvector. In modern terms, given a matrix M expressing how much each team is better than another, the right dominant eigenvector provides the correct ranking of all teams.
1 All vectors are row vectors. 2 A dominant eigenvalue is an eigenvalue with largest modulus (i.e., the spectral radius). An eigenvector associated to the dominant eigenvalue is called a dominant eigenvector. In all practical cases of spectral ranking there is just one strictly dominant eigenvalue.
3 Actually, Seeley exposes the entire matter in terms of linear equations. Matrix calculus is used only for solving a linear system by Cramer's rule. 4 Wei's dissertation is quoted sometimes as dated 1952, sometimes as dated 1955. I would be grateful to anybody who is able to provide this information reliably. Also, I could not find Wei's complete name.
5 Here we take care of distinguishing the scores given to the teams from the ranking obtained sorting the teams by score.
Wei's ranking is interesting in its own for three reasons: first, the motivation is clearly different; second, it clearly shows that using the dominant eigenvector (whatever the dominant eigenvalue) was already an established technique in the '50s; third, in this kind of ranking the relevant convergence is in rank (the actual values of the vector are immaterial). Getting back to left eigenvectors, the works of Seeley and Wei suggest that we consider matrices M with a real and positive dominant eigenvalue λ (we can just use −M instead of M if the second condition is not satisfied) and its eigenvectors, that is, vectors r such that λr = rM.
(2)
If λ is complex, r cannot be real, and the lack of an ordering that is compatible with the field structure makes complex numbers a bad candidate for ranking. In general, a (left) 6 spectral ranking associated to M is a dominant (left) eigenvector.
If the eigenspace has dimension one, we can speak of the spectral ranking associated to M . Note that in principle such a ranking is defined up to a constant: this is not a problem if all coordinates of r have the same sign, but introduces an ambiguity otherwise.
Damping
We will now start from a completely different viewpoint. If the matrix M is a zero/one matrix, the entry i, j of M k contains the number of directed path from i to j in the direct graph defined by M in the obvious way. A reasonable way of measuring the importance of j could be measuring the number of paths going into j, as they represent recursive endorsements. Unfortunately, trying the obvious, that is,
will not work, as formally the above equation is correct, but convergence is not guaranteed. It is, however, if M has spectral radius smaller than one, that is, |λ 0 | < 1. It is thus tempting to introduce an attenuation or damping factor that makes things work:
Now we are actually working with αM , which has spectral radius smaller than one as long as α < 1/|λ 0 | (e.g., if M is (sub)stochastic any α < 1 will do the job). This index was proposed by Leo Katz in 1953 [Katz:1953 . He notes that
The distinction between left and right spectral ranking is in principle, of course, useless, as the left spectral ranking of M is the right spectral ranking of M T . Nonetheless, the kind of motivations leading to the two kind of rankings are quite different, and we feel that it is useful to keep around the distinction: if the matrix represents endorsement, left spectral ranking is the correct choice; if the matrix represent "better-than" relationships right spectral ranking should be used instead. 7 We must note that actually Katz's index is 1M P ∞ n=0 (αM ) k . This additional multiplication by M is somewhat common in the literature; it is probably a case of horror vacui.
which means that his index can be computed solving the linear system
Boundary conditions
There is still an important ingredient we are missing: some initial preference, or boundary condition, as Hubbell [Hubbell:1965] calls it. Hubbell's interest is clique detection, an early study of spectral graph clustering 8 . Hubbell is inspired by the works of Luce, Perry and Festinger on clique identification [Luce and Perry:1949, Festinger:1949] ; they use fixed powers of the adjacency matrix to estimate the similarity of nodes, and Hubbell proposes to sum up all powers of a matrix when such a sum exists. Then, in analogy with Leontief's input-output economic model 9 [Leontief:1941] , which represents the relationships between input and output of goods in each industry, he argues that one can define a status index r using the recursive equation
where v is a boundary condition, or exogenous contribution to the system. Finally, he notes that formally
and that the right side converges as long as |λ 0 | < 1: M can even have negative entries. Clearly this is a generalisation of Katz's index 10 to general matrices that adds an initial condition, as the vector 1 is replaced by the more general boundary condition v. 1112
From eigenvectors to path summation
Seeley's, Wei's and Katz's work might seem unrelated. Nothing could be farther from truth. Let's get back to the basic spectral ranking equation:
When the eigenspace of λ 0 has dimension larger than one, there is no clear choice for r. But we can try to perturb M so that this happens. A simple way is using Brauer's results [Brauer:1952] about eigenvector separation: 13
Theorem 1 Let A be an n×n complex matrix, λ 0 , λ 1 , . . . , λ n−1 be the eigenvalues of A, and let x be a nonzero complex vector such that Ax T = λ 0 x T . Then, for every complex vector v, the eigenvalues of
Brauer's theorem suggests to perform a rank-one convex perturbation of M using a vector v satisfying vx T = λ 0 by applying the theorem to αM and (1 − α)x T v:
x T v has the same dominant eigenvalue of M , but with algebraic multiplicity one, and all other eigenvalues are multiplied by α. This ensures that we have a unique r, at the price of having introduced a parameter (the choice of x is particularly simple in case M is stochastic, as in that case we can take 1).
There is also another important consequence: r is defined up to a constant, so we can impose that rx T = 1/λ 0 (i.e., in case x = 1, that the sum of r's coordinates is 1/λ 0 , which implies, if all coordinates have the same sign, that r 1 = 1/λ 0 ). We obtain
and the summation certainly converges if α < 1 (or, equivalently, if β < 1/λ 0 ). In other words, Katz-Hubbell's index can be obtained as the spectral ranking of a rank-one perturbation of the original matrix.
From path summation to eigenvectors
A subtler reason takes us backwards. Given a matrix S with spectral radius one, we define the Cesàro limit S * = lim n→∞ n−1 k=0 S k /n, 13 I learnt the usefulness of Brauer's results in this context for separating eigenvalues from Stefano Serra-Capizzano. The series of papers by Brauer is also (maybe not surprisingly) quoted by Katz in his paper [Katz:1953] .
that is, the limit in average of S n . Functional analysis tells us that for α in a suitable neighbourhood of 1 we have
where Q = (I −S +S * ) −1 −S * . We deduce (see [Boldi et al.:2007 , Boldi et al.:2009 ) that when α goes to 1/λ 0 ,
However, the fundamental property of S * is that S * S = S * . We conclude that
and finally λ 0 r = rM
The circle is now complete. Spectral ranking is just the limit case of Katz-Hubbell's index. 14
Putting It All Together
It is interesting to note that the journey made by our original definition through perturbation and then limiting has an independent interest. We started with a matrix M with possibly many eigenvectors associated to the dominant eigenvalue, and we ended up with a specific eigenvector associated to λ 0 , given the boundary condition v. This suggests to define in general the spectral ranking 15 associated to M with boundary condition v as
If M has a strictly dominant eigenvector, this definition is equivalent to 2, and v is immaterial. However, in pathological cases it provides an always working (albeit very difficult to compute) unique ranking. 16 If we start from a generic M and assume to normalise its rows, obtaining a stochastic matrix P , we should probably speak of Markovian spectral ranking, as the Markovian nature of the object becomes dominant. In that case, λ 0 = 1 and thus r = vP * , 14 Horn and Serra-Capizzano [Horn and Serra-Capizzano:2006] reach similar conclusions for very general complex matrices proving results from scratch, that is, without using (6). An easy case of the limit, that is, when M is symmetric and the dominant eigenvalue has multiplicity one, is proved by Bonacich and Lloyd [Bonacich and Lloyd:2001] , once again from scratch. The paper contains also a proof for asymmetric matrices, which is unfortunately wrong as it assumes that every matrix is diagonalisable. 15 We remark that in social sciences and social-network analysis "eigenvector centrality" is often used to name collectively ranking techniques using eigenvectors ("centrality" is the sociologist's "ranking"). On the other hand, in those areas indices based on paths such as Katz's are considered to be different beasts. 16 Actually, introducing the resolvent and studying its behaviour is a standard technique: in [Kartashov:1996] , equation 1.12, the author is interested exactly in the behaviour of the matrix (1 − α)(I − αP ) −1 when α → 1 for a Markov chain P .
as dictated by Markov chain theory. If v is a distribution, r is essentially 17 the limit distribution when the chain is started with distribution v. Of course, computing P * on large-scale matrices (e.g., those of web graphs) is out of question.
Finally, we could define the spectral ranking of M with boundary condition v and damping factor α as
(αM ) n for |α| < 1/λ 0 . The (1 − λ 0 α) term comes out naturally from (5), and makes it possible to compute the limit v(M/λ 0 ) * as α → 1/λ 0 (moreover, it forces r 1 = 1 when M is stochastic and v is a distribution). 18
It is interesting to note that in the Markovian case the change of rôle of the boundary condition from the damped to the standard case has a simple interpretation: in the damped case, we have a Markov chain with restart 19 to a fixed distribution v, and because of Brauer's results there is a single stationary distribution which is the limit of every initial distribution; in the standard case, v is the starting distribution from which we compute the limit distribution. Thus, when α → 1, the restart distribution v becomes the initial distribution, which is significant only if the chain is not irreducible (i.e., if the underlying graph is not strongly connected).
Followers
The work of Seeley was almost unnoticed, Wei's dissertation was known mainly to rank theorists, and Katz's paper was known mainly by sociologists, so it is no surprise that spectral ranking has been rediscovered several times.
In this section we gather, quite randomly, the numerous insurgencies of spectral ranking in various fields we are aware of. In some cases, spectral ranking in some form is applied to some domain; in other cases, very mild variations of previous ideas are proposed (mostly, we must unhappily say, without motivation or assessment). [Pinski and Narin:1976] Here M is the matrix that contains in position m ij the number of references from journal j to journal i. The matrix is then normalised in a slightly bizarre way, that is, by dividing m ij by the j-th [sic] row sum. The spectral ranking on this matrix is then used to rank journals. [Geller:1978] tries to bring Markov-chain theory in by suggesting to divide by the i-th row sum instead (i.e., Markovian spectral ranking). [Page et al.:1998 ] PageRank is the damped Markovian spectral ranking of the adjacency matrix of a web graph. The boundary condition is called preference vector, and it can be used to bias PageRank with respect to a topic, to personal preferences, or to generate trust scores [Gyöngyi et al.:2004] . [Kandola et al.:2003] In the context of computational learning, the von Neumann kernel (a particular kind of diffusion kernel ) introduced by Kandola, Shawe-Taylor and Cristianini derives from a kernel matrix K a new kernel matrix K(1 − λK) −1 , that is, Katz's index. The idea is that the new kernel contains higher order correlations (in their leading example K is the cocitation matrix of a document collection). [Huberman et al.:1998 ] With the aim of predicting the number of visits to a web page, Huberman, Pirolli, Pitkow and Lukose study a model derived from spreading activation networks. Essentially, given a distribution d that tells which fraction of surfers are still surfing after time t, the prediction vector at time t is d(t)vP t , where v is the initial number of surfers at each page. They use an inverse Gaussian distribution obtained experimentally, but using a geometric distribution the predicted overall (i.e., summed up over all t) number of surfers at each page will give a Markovian damped spectral ranking. [French Jr.:1956] For completeness, we mention French's theory of social power, which bears a superficial formal resemblance with spectral ranking. However, in French's theory normalisation happens by column, so the trivial uniform solution is always a solution, and it is considered a good solution, as the theory studies the formation of consensus (e.g., the probability of getting the trivial uniform solution depending on the structure of the graph). [Bonacich:1972] Bonacich proposes to use spectral ranking on zero-one matrices representing entities and their relationships to identify the most important entities (Seeley's and Wei's work are not quoted). [Bonacich:1987] Bonacich proposes a mild extension of Katz's index (i.e., damped spectral ranking) that include negative damping; the interpretation proposed is that in bargaining having a powerful neighbour should count negatively. [Bonacich and Lloyd:2001] Bonacich and Lloyd propose again to use damped spectral ranking, but with a border condition. Hubbell's paper is quoted, but apparently the authors do not realise that they are just redefining its index. The authors, however, prove that under strong conditions (M symmetric and with a strictly dominant eigenvalue) damped spectral ranking converges to spectral ranking. [Bergstrom et al.:2008] Eigenfactor is a score computed by ISI to score journals. It is a Markovian damped spectral ranking computed on the citation matrix, with an additional non-damped step (e.g., S(1 − αS) −1 ). [Saaty:1980] In the '70s, Saaty developed the theory of the analytic hierarchy process, a structured technique for dealing with complex decision. After some preprocessing, a table comparing a set of alternatives pairwise is filled with "better then" values (the entry m ij means how much i is better than j, and the matrix must be reciprocal, i.e., m ij = 1/m ji ); right spectral ranking is then used to rank the alternatives. Some insight as to why this is sensible can be found in [Saaty:1987] . The mathematics is of course identical to Wei's, as the motivation is structurally similar.
[Hoede:1978] Hoede proposes to avoid the border condition of Hubbell's index by computing 1M (1−M ) −1 instead, under the condition that 1−M is invertible. This is exactly Katz's index with no damping. The main point of the author is that now we can just tweak the entries of M so to make 1 − M invertible, as "this hardly influences the model" [sic].
Conclusions
I have tried to sketch a comprehensive framework for spectral ranking, highlighting the fundamental contributions of Seeley and Wei (the dominant eigenvector, possibly with stochastic normalisation), Katz (damping) and Hubbell (boundary condition). Of course, prior references might be missing, and certainly the followers section must be expanded. Feedback on all facets of this note is more than welcome.
