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INTRODUÇJ(O 
i.. 
-Neste. trabalho estudamos alguns· resultados básicos d~ teo 
ria de interpolação para espaços quase-normados e fazemos· alg~ 
mas aplicações •. 
O estudo dos espaços de interpolação inicialmente· se res 
tringiu aos· espaços de Banach. Entretanto, casos extremÓs,porém 
importantes·, do teorema de interpolação de Marcinkiewicz ·não se 
enquadravam dentro da categoria dos espaços de Banach. Inspir~ 
do em resultados de R. Hunt [15], P. Krée (13] estabeleceu os 
primeiros resultados de uma teoria de interpolação em ,espaços. 
que "não eram nem riormados nem completos". Não eram normados 
mas eram quase-normados; isto é, a desigualdade triangular era 
mais fraca: 11 x+yjj ~ c <11 xll + 11 Yll) , onde c > 1. Esta categoria de 
espaços engloba os espaços L1-fracos e mais geralmente os espa 
ços Lp com O < p ~ oo e também os espaços de Lorentz Lpq rom O<p,q~oo. 
No primeiro capítulo desenvolvemos a K-teoria de interpela 
çao para espaços quase-normados definindo os espaços de interpo 
lação (A0 ,A1 >8 ,p onde A0 e A1 são espaços quase-normados que sa 
tisfazem uma condição de campatibilidade. A extensão para o ca 
so quase-normado do K-método não apresenta dificuldades esp§: 
ciais. 
Um ponto importante da teoria de interpolação é a estabili 
dade do método de construção dos espaços de interpolação. No ca 
so dos espaços de Banach a estabilidade é dada pelo teorema de 
reiteração e é necessário desenvolver o J-método de_ .interpela 
çao para se obter este teorema. Corno o J-rnétodo utiliza integra 
çao de funções vetoriais a sua extensão para o caso quase-norrn~ 
do apresenta dificuldades. 
Insperando-se em Hunt [15} e Oklander [6J. T. Holrnested es 
tabeleceu urna fórmula que permite obter os teoremas de reitera 
ção sem utilizar o J-rnétodo. 
· No.capítulo 3, estabelecemos então o teorema de reiteração 
utilizando a fórmula de Holrnestedt. Terminamos o capítulo esta 
belecendo um teorema ~eral de inter~olação para espaços quase-
normados utilizando o teorema de_reiteração. 
No quarto capítulo desenvolvemos de forma sistemática e sus 
cinta, a teoria básica dos espaços normados e quase-normados de 
Lorentz :LPq. 
Iniciamos o quinto capítulo caracterizando os espaços de in 
terpolação (Lpq' Lpq) para diversos valores dos parâmetros e~ 8 ,r 
volvidos. Com estas caracterizações e os teoremas de interpola-
ção passamos a obter as várias versões do teorema -~dé.Marcinkiewicz: 
teorema de Marcinkiewicz - Zygmund, teorema de Marcinkiewicz.-
-Stein - Weiss, teorema de Marcinkiewicz - Calderón e o teorema 
de Marcinkiewicz - Calderón - Krée - Homstedt. 
No sexto capítulo procuramos dar uma aplicação nao trivial 
do teorema de.Marcinkiewicz. Aqui o ponto crucial é a demonstra 
ção de que certo operador integral singular é do tipo (1,1). Pa 
ra isto fazemos uso da "decomposição de Calderón- Zygrnund". 
Finalmente no sétimo capítulo, desenvolvemos urna caracteri 
zação dos espaços de Lorentz Lpq como espaço de interpolação en 
LU ... 
tre os espaços H1 e Cw. Esta caracterização é devida a Riviere-
-Sagher [12] • 
CAPITULO 1 
ESPAÇOS DE INTERPOLAÇAO QUASE-NORMADOS 
Neste capítulo daremos a definição e algumas propriedades dos 
espaços de interpolação quase-normados gerados pelo k-método de 
J. Peetre. 
1.1 -ESPAÇOS QUASE-NORMADOS 
Uma quase-norma 11 • 11 num espaço vetorial E é um funcional de 
finido em E tal que 
i) ~x~>O se x j O 
ii) 11 Àx~ = I À 1. ~ xll, onde À é real ou complexo. 
iii) 11 x+yll ~ C <li xll + ~ yJJ), C ~ 1 
EXEMPLO: Lp , O < p < 1 
Com efeito, considerando a função ~:[O,oo) + ~ definida por 
~ ( t) 1+tp = ' o < p < 1 
( 1 +t) p 
verifica-se, facilmente, que 1 ~ ~(x). 











Agora, como H(s) = so., o.> 1, é convexa, e se s 1 = J I flp e 
(aqui o. = --1 > 1) segue que p 
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< ~ ~ (+tI I f I p) ~ + + (I I g I p) À>) 
~ 
= 2 p (~f~p + ~g~p) 
Vamos introduzir, também, os conceitos de aplicação quase-
linear e de aplicação quase linear contínua. 
Consideremos, então, dois espaços quase-normados, E e F, D! 
zemos que uma aplicação T: E +F é quase-linear se existe uma cons 
tante C= C(T}, tal que para todo f e todo gemE, vale 
e que T é contínua ou limitada se, para toda f em E, vale 
EXEMPLO (trivial de aplicação quase-linear}: Sejam E e F 
dois espaços quase-normados e 
T: E +F 
tal que 
T(af + Sg} = aT(f} + ST(g). 
~ claro que T é uma aplicação quase-linear. 
1.2 - ESPAÇOS INTERMEDI~RIOS 
Sejam E
0 
e E 1 dois espaços quase-normados contidos em ummes 
mo espaço vetorial topológico de Hausdorff V. 
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Suponhamos que as imersões 
E.~ v I i = 011 l. 
sejam contínuas. 
Dizemos então que o par (E
0
1 E 1) é um par admissível, (de es 
paços quase-normados). 
Seja (E 1 E1) um par admissível. Podemos então considerar a . o 
interseção E
0 
()E 1 e a envoltória linear E0 +E 1 (o espaço de .todos 
os elementos x E V da forma x = x
0 
+ x 1 com xi E E i 1 i = O, 1) de 
Os esp~ços E
0





1 11 xiiE } 
1 
= inf{llx IIE +llx 111E /x=x + x 1 1 x. E A. 1 i=0 1 1} o o 1 o l. l. 
1.2. 1 -Definição: Um espaço quase-normado E C V será chamado de 
espaço intermediário em relação a E0 e E1 se satisfizer: 
(Usaremos o símbolo c para indicar que a inclusão é algébrica e 
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topológica) • 
1 . 2. 2. Sejam (E
0
,E 1 ) e (F 0 ,F 1 ) dois pares admissíveis em relação . 
a V e W, respectivamente e E.e F dois out~os espaços quase-norma~ 
dos tais que 
E C V e ·F c W • 
Dizemos que E e F sao espaços de interpolação em relação aos 
pares (E
0
, E 1 ) e (F 0 ,~ 1 ) se a seguinte propriedade de interpÓrlação 
se verificar:· 
Para todo operador T de E
0 






são quase-lineares e contínuas tivermos que a restrição 
T/E E --+ E 
está bem definid~é quase-linear e contínua. 
1.3- A QUASE-NORMA FUNCIONAL K(t;x). 
Seja (E ,E) um par de espaços admissíveis comE.CV, i =0,1. 
o 1 1 
Para todo x E E
0 
+ E 1 definimos a quase-norma funcional. 
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1.3.0{1)- K(t,x i E0 ,E 1) = K(t,x) 
onde X. E: E. , i = 0, 1 i 0 <t<oo 
l. l. . 
·observemos que para todo t fixo K(t,x) é uma quase-norma em 
. K ( 1 i x) = 11 xll E +E . 
o 1 
Da definição é fácil ver que K(t;x) é uma função nao neg~ 
tiva, crescente e concava de t. Claramente t- 1 K(tiX) é decrescen 
As seguintes desegualdades serao úteis posteriormente. 
Para todo x e: E0 + E1 
1. 3 . 0 : ( 2) - mi n ( 1 , t) 11 xll E +E < K ( t i X) 
. . o 1 
e para todo X E: E
0 
n E1 
< max(1,t)llxiiE +E 
o 1 
1.3.0.(3)- K(t,x) < min(1,t>llxiiE ()E • 
o 1 





,E 1) um par admissível de espaços quase normados. Pa 
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ra 0<8<1 e O<q < oo denotamos por 
o espaço dos elementos x E E
0
+E 1 tais que 
00 
llxll 8 ,q =· <{ .{t- 8K{t,x))q dtt) Vq < oo 
o· . . .. 
. (com a modificação habitual quando q = oo) • 
Como ·K { t, x) é uma quase-norma funcional segue que 11 xll 8 ,q 
quase-norma sobre o espaço {E ,E 1) 8 • o ,q 
~ 
e uma 





,· i. é: 




{lembremos que f e L~ se e so se t ' · f E Lq) de 1.3.0{2)segt:e qt:e 
e de 1.3.0{3) segue que 
llx~,q < 
Além de serem espaços intermediários os espaços {E ,E1)8 o ,q 
gozam da propriedade de interpolação. 
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1.4. 1 - Proposição: Se (E0 ,E 1) e (F0 ~F 1 ) sao dois pares de espa 
ços quase-normados com E i c V e F i c W, i= O, 1, e se T é um operador 
quase-linear contínuo tal que 
T·. E --+ F I T: 
. o o 
com as quase-normas M0 .e M1 respectivamente, então 
é também quase-linear e contínua, e para sua quase-norma M temos 
a chamada desigualdade convexa 
Demonstração: 





oo 8 q dt 1jq 
< { {t- M
0
K{M 1t/M0 ,a; E0 ,E 1)) t) 
o 
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e a mudança de variável s = M t/M implica que 1 o 
IITall (F F ) 
_ o' 1 a ,q 
donde segue o resultado~ 
Os espaços (E ,E 1)a formam uma escala de espaços quase-normados o ,q .. 
em relação ao parâmetro q. 
Mais precisamente, vale a seguinte proposição: 
1.4·.2 - Proposição. Se O<p:5q então 
e 
11 xll a ,q 
1 - ~ 
< c [a ( 1 -e > ] ~ q 11 xll a · 
,p 
Demonstração: 
Como K(t,x) é crescente temos: 
co 





f s-ap-1 K(S,a)Pds 
t 
> K(t,x)P -ep (ap)-1 t 
-
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Por outro lado, como t- 1K(t,x) é decrescente temas: 
assim· 
. t 
~x~~,p ~ Js~ep- 1 . K(S~x)Pds 
o 
t 
> K(t,x)P t-p f s< 1-e)p- 1ds 
o 
1~ 1 
K(t,x) -~ cllxlle,p te e'l-'(1-e) JP 
Mas como p < q 
00 
~xll~,q =f t-ep- 1 K(t,x)P t-e(q-p)K(t,~)q-p dt 
o 
< 11 xll P cq-p~ xll (q-p) e (q-p)/p ( 1-e) (q-pVp 
e,p e,p 
Logo 
11 xll (E E ) 
·o'"1 e,q 
1 - 1 <C(6(~-6))·/í:> ·;,qllxii(E E) 
· · · o' 1 e,p 
oooOooo 
CAPITULO 2 
A. FURMULA DE HOLMSTEDT 
Nêste capítulo faremos uma demonstração cuidadosa da fórmu,la 
de Holmstedt (2.1.1(1)). Esta fórmula permite calcular 6 funcional 
K(t,a;E· ,E1) ern função·de K(t,a;A ,A1), onde E. = (A ,A1) e , i ,; 0,1 .. o . o l. o i ,qi . 
Isto será fundamental para obtermos, no próximo capítulo,o Teore 
ma de Reiteração para espaços quase-no1mados. 
2.1 A FURMULA DE HOLMSTEDT 
Dizemos que f(t) ..: g(t) *9 j c> o I Cf(t) < g(t) < c- 1t(t) 





















o < a < e < 1 
. o 1 é 
A demonstração desta fórmula será 
o < q ,q < 00 
o 1 -
feita somente 
q 0 ;q 1 > 1. Dividiremos a demonstração em·duas partes. 






qo ds 1/qo 
K ( s , a) ) 5-) . ; 
-e q1 ds 1/q1 ( s 1 K ( s , a) ) -) 
s I 
Nesta primeira parte da demonstração provaremos que 
2.2.0{1) 
Então, por definição temos 
K(t,a ; E
0
,E 1) = inf a 0 +a1=a 
+ til à 11 ' ) ·.:-= 1-- E 




. oo. -e . . q ~ . J oo. e q ~ 
.· inf + - {( {s. o:K{s,ao)) o dss) o+ t( (s 1 K{s,a1)) 1 dss) 1} 





= max{k ,k1} onde 
.O 
o 
= k(K(t,a) + K(t,b)) 
onde o ínfimo foi tornado em {a + b ) + (a1 + b ) = a + b • o o 1 
Seja a
0 
+ a 1 = a urna decomposição de a E E0 +E 1 
i = O, 1. Então usando ( 2. 2. O ( 2)) e a desigualdade de Minkowski te 
remos: 
-1 H (t,a) . I1 + I2 + I3 + I4 onde k <. 
-
rYn -e qo 1f ( (s o ds qo I1 = K(s,a0 ) -) s 
o 
f~ -8 qo ~ 
I2 ( (s o ds qo = K(s,a1) -) s 
o 
00 





q1 ds · q1 
~(s,a0 )) 5 >. 
1 qi du '~i I -e. ~ Ji = ( .(u K (u,ai)) -u> 
o 
1 .i = Q 1 1 • 













> (s- K ( ) ) 1 1 1 d 1 q.J (1-S.)q.-1 s ,ai u u 
o 
qi -e .q. 1 1 1 [ ] -
= K(s,a.) s (1-8i)qi 1 
oa 





q.Joo -e.qi-1 ~ . K ( s , ai) -?- 'l 1 du 
s 
· qi -eiqi -1 
= K ( s I al.. ) s ( e . q . ) l. l. 
Logo, para i= 0,1, 
2.2.0(3) 
f: fáci 1 ver que 
11 . Yc 8. q. qi 
< J 1 1 [ · ce ·,· (1_-e 1.>>] i s qi ml.n i 
Si 
= J. s c l. i 
e 
Vamos estimar r 2 e r 3 usando (2.2.0(3)) 
-1 
;,qo 




t <e -e > q -1 










q1 ds ~q1 
K (s ,a ) ) -) 
o s 
00 
. . 1 
< t<J~ · -a a ~ 1 o q1 ds '~1 (s J 0 s c ) -) o s J <a -a ) q -1 ;fi. = tJ o c o ( . ( s o 1 _1 ~) ~. 
t 11 
~ . . 
.t 11 
. Logo 
-1 k H ( t, a) 
1 
-max ( .Y'q ; 
onde c= o( 11 ° com 11 + O. 
Se tomarmos o ínfimo sobre todas as partições a
0 
+ a 1 = a te 
remos: 
H(t,a) < C K(t,a 
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2.3- DEMONSTRAÇAO: 2ª PARTE 
Com as notações da 1~ parte provaremos agora que 
2.3.0(1) K ( t, a ; E 1 E -) < . C H ( t 1 a) 
o ·1 -
e 
Sej am 1 então a. ( t) e: A. l. l. i - 0 1 1 tais que 
< 2K(t 1 a) para t > O. 
I ... 
. Definimos a e 
o 
a 1 por . 
~ 
= a. (t 11 ) 1 i = 011 • l. 
2.3.0(2) 
1 
< 2K ( t !f} 1 a) 
I 
2.3.0(3) K(s 1 a 1 (t) < s 
Pela desigualdade quase-triangular temos: 
I I 
2.3.0(4) K(s 1 a 0 (t)) ~ k(K(s,a) + K(s 1 a 1 (t))) 
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. . . . I 
2.3.0{5) k ( K ( s 1 a) + K ( s 1 a · ( t)) ) o . 
. , 
Como a + a· = a é uma decomposição de a teremos: 
o 1 
00 . 
f -a · I • q Yq < ( ( s o K ( s I a ( t)) ) o ds) o o s +. 
. o· 
00 
t( ·cs 1 J
. -8 
o 
00 f -e I qo 1 k2 ( (s o ds .qo = K ( s 1 a0 ( t) ) ) -) s 
11 t 11 
rtn e I q1 3-t 
k3 t ( (s 1 
ds q1 
= K(s 1 a 1 (t))) -) s 
o 
r 1-t -8 ' q 1 ds q1 k4 = t ( (s 1 K(s~a 1 (t))) -) s Yr t 11 
.Façamos 










-e. qi d Yq. (u . J. ~) l. K(u,a)) 
u 
o 
00 J ~e. . . ; q. du 
= 
. (u l. K ( u ~a) ) . 1 -u 
o 
~ . Js ,;,e.q.-1 l. l. qi u 
o 
s 









l. J. du 






K ( s, a) 
-zo..., 
co 
> u 1 
1 K(u,a) du I ... e . q . -1 · · q.i 
s 
co 





[eiqi]-1 = K(s,a) l. s 
ei 1q. 
< p. s q. l. [ rnin (e . 
l. l. l. 
Y, 
Portanto, para s < t n 
-
e o !.t 
2.3.0(6) K ( s, a) qo < L s (qo (1-eo)) 
- o 
e o 1q 
2.3.0(7) K ( s, a) o < Lo ::; (qo e o> i 
-
1 . 
e para s > t~ 
-
1 
2.3.0(8) K ( s, a) -1 s e1 .:-q1 < t L1 (q1e1) I 
-
e1 






De ( 2. 3 • O ( 4) ) 1 ( 2. 3. O ( 3) ) e ( 2. 3 ~O ( 6) ) te remos: 
o 
. 1 
K1 = f ~(s -eo 
o 
1 
1 qo ds Yqo 
K ( s 1 a ( t) ) ) -) o s 
1 . 
-e /q i'q 
(s oK(s
1
a)) o ds) o+ 
s 
-e q -1 1 · q ~ 
( s 0 ° K ( s 1 a 1 ( t) ) ) 





+ 2k K(t n 1 a)t 
-e -1 
o/r Yq 
n ( qo ( 1 - e o> > o 
Desta desigualdade segue que 
-e -1 
k -1 k < L + 2K ( t Yn I a) t sn (q ( 1-e )) /tio < 
1- o o o 
pois (2.3.0(6)) se verifica paras = t Yn 




-e q -1 
k-1 K <.t( s 1 1 
q Yq 




. bastando tomar s = t Y'n em ( 2. 3. O ( 8)). 
Do f a to de k- 1 < 1 e de ( .2 • 3 • O ( 2) ) 1 ( 2 • 3 • O ( 3) ) 1 ( 2 • 3 • O ( 7) ) e 
( 2. 3. O ( 9) ) teremos: 
00 
1 f -e q -1 





k-1 K 3 
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Y. 
= 2K ( t n, a) t < 
(1-8 -v. -1 
'11, 1 n !.'q 1 
< 2K(t. ,a) t (q 1 (1-8 1)) < 





O TEOREMA DE REITERAÇAO 
Neste capítulo apresentaremos o Teorema de Reiteração. Este 
teorema é central na teoria de interpolação. Para· sua demonstra 
çao será essencial o uso da fórmula de Holmstedt. 
Como aplicação do Teorema de Reiteração obteremos um impor-
tante teorema de interpolação. 
3.1 -O TEOREMA DE REITERAÇAO 
3.1. l - TEOREMA Se (A0 ,A1} é um par de ~spaços quase-normados 
e (E0 ,E 1} um par de espaços de interpolação, onde 
Então 
e 
(E ,E 1}, =(A ,A 1} 0 i o ~,p o ,p 
1 ' 1 
-min ( Yp 
CÀ 
i Yq ) -min ( Yp i 
0 (1-À} 
11 q1} 
11 ali (A A } 
0 1 1 e ( p 
< 11 ali (E E ) 
o' 1 À,p 
-24-
1· 
_ 1 -max ( ;.p ; < c À 
1" > ... c'k-· 1.,· 
"q . - max · i-' ; "q · ) 0 (1-À) . 1 11all (A ·,A1)B o ,p 
com S.= (1-A)B
0 
+ AB 1 , O<A<1 e ·O<p~oo. 
Demonstração. 





Do teorema 2.1.1 nós temos: 
00 
11 a~ (E E. ) . 
o' 1 À,p = ( J 
o 









= ( ( t 1 - À { ( s 1 K ( s, a) ) 1 
o 'Yn t 
'kq 1 d 1 dt ~ ~, ) p -) '.t:' 
s t 
As constantes que aparecem na equivalência acima sao claramente 
independentes de À. 
Se fizermos s = 
1-; 
t 11 u em I 
o 
e I1 e depois t = vll teremos: 
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oo. 1 -e . 'Yq . 1' (f{'v-e(f (u OK(uvla) )"qb ~U) o)p ~) :,P 
·o · o 
00 00 1 . 
x f f -e 1 q1 Yq . 'k.. I 1 = · n P < . <v- e · ( ( u . K ( uv 1 a) ) d:> 1) P d;) · t- · 
. o 1 
Para estimarmos estas inte'grais separax.emos em vários casos. 
lQ caso: 
Pela desigualdade Integral de Minkowski temos: 
3.1.1{1) 
1 00 
I o < n 'Yp < f < J (u -e o v- e qo 'Yrq P dv) -x... du o K ( uv I a) ) v , t' u> 
o o 
1 00 ~ J -qo(eo-e) J -e 
=n·t-( u ( (t 
o o 
1 f1 -q <e -e> ~( o o 





= CÀ ~!!aliA_ 
--elp 
onde C é independente de À. 
2Q caso: q < p 
1 -
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Novamente aplicando Minkowski teremos: 
3. L 1 ( 2.) 
00 . 1 -~ 
1--p J. -q 1 < e 1-e > d u ;.q 1 · 'f1 
= n ( u -) .!!aliA = C(1-À) lla~A 






° K(uv,a))P ~u , 
o 
para O < s < 1 vamos ter 
s -a 










= ~(sv,a)P s 0 (p(1-a~))- 1 
isto é 
K(sv,a) 
1 ' 1 Yp ao lk.,_ 
< B s (p(1-a )) 'P 













< ( u o 
o 
q P/q 
K{uv,a)) o duu) o 
ao(p-qo) q -p p~ 
K(uv,a)P u K(uv,a) 0 du) 0 
P P_,qo {qo-pV,p {qo-p~P P;qo K{uv,a) du) {B {p{1-a0 )) ) 
{q -p}q 







em I teremos 
o 
1 - . . 
I 
(e-eo)P du k .. 




= CÀ ~llaiiA 
- e ,p 
49 caso: 
Se q 1 > p nós poderemos obter de maneira análoga à anterior 
3.1.1{5) 
de (3.1.1(1)), (3.1.1(2)), (3.1.1(4)) e (3.1.1(5)) teremos 
~ali (E E ) 
o' 1 À,p 
-max ( Y, i 'k ) -max ( k i 1 ) 
P qo ·.1:' q1 
< C À ( 1 -À) 11 a li (A A ) 
o' 1 e,p 
Aplicando o mesmo método usado acima poderemos mostrar que 
11 ai (E E ) 
o' 1 À,p 
> CÀ 
-min(1;, i'l,t, ) -min(~ ;1;, ) 
P qo P q1 
( 1 - ;q 11 a 11 (A A ) 
o' 1 e,p 
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Se p < 1 o mesmo princípio de estimativas pode ser usado, a 
constante C irá depender do" fato de L ,o<p<1 ser quase-normado. p 
· Observemos que 
o qual implica que 
3.Ll(6) 
com 
11 a~ (A A ) 
o' 1 e,p 
= 11 ali (A A ) 
1' o 1-e,p 
Assim se e
0 
> e1 nós temos de 3.1.1(6) e da parte já provada 
do teorema 3.1.1 que 
= 11 aJI (A A ) I 
o' 1 e,p 
com e = (1-(1-Ã)}e1 + (1-Ã)eo =e. o teorema esta demonstrado. 
Aplicaremos agora o Teorema de Reiteração para demonstrar o 
seguinte teorema de interpolação. 
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3.2 - O TEOREMA DE INTERPOLAÇAO 
3.2.1·- TEOREMA Se (A ,A ) e (B ,B ) sao dois pares de espaços 
. o 1 o 1 
quase-normados e T um operador quase-linear tal que 
com norma M , 
o 
com norma M1 , e 
e p < q éntão 
com norma M onde 
-
T: (A ,A1 ) --+- (B ,B 1 ) e o n,p o ,q 
a a 
M < C M 1 -À MÀ À 0 ( 1 - À) 1 
o 1 
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e +-1 __ 1 p q i = 0,1 • 
Demonstração: 
Pelo teorema 3.1.1 temos: 
3.2.1(1} 
A proposição 1.4.2 nos garante 
3.2. 1 (2} 






Pela aplicação sucessiva de. 3.2.1(1), 3.2.1(2), 3.2.1(3) e 
3~2.1(4) temos 
a. a. 
11 Tf-111 (B B ) . < C M~- À M~ À 0 ( 1-À). 1 onde 






• i = 0,1 p q , 
CAPÍTULO 4 
ESPAÇOS DE LORENTZ 
4.1 ~ FUNÇAO DE DISTRIBUIÇ~O~ 
Vamos estudar a função de distribuição de uma função mensurá 
vel f definida num espaço de medida (X,~). 
4.1.1. - DEFINIÇJ\0. Denominamos função de distribuição __ da fun 
ção f, a função m:(o,oo).._....,. [o,oo] dada por 
4.1.2. - PROPOSIÇAO. A função de distribuição é: 
i) não-negativa 
ii) não-crescente 
iii) contínua à direita. 
Demonstração. 
Os ítens (i) e (ii) sao imediatos a partir da definição, p~ 
varemos (iii) • 
Se À - 4- À então 
n 
(X) 





{ x I I f ( x) I > À } :J { x I I f ( x) I > À .} 
n 
lim mf(Àn) = mf(À). 
n-+oo 
4. 1. 3. - PROPOSIÇAO. Sejam f e g ·funções mensuráveis e À > o. 
Então 
Demonstração. 
Se x é tal que lf(x) +. g(x) I> 2À então lf(x) I>À·ou lg(x) I>L 
Logo 
x E {x I lf<x>l >À} U{x I lgCx>l >À} 
e portanto 
{x I lf(x) + g(x) I>2À}C{x I lf(x) I>À} U{x I lg(x) I>À} 
o que implica 
Nossa próxima proposição mostra que podemos expressar a nor 
..,.,36-, . 
ma Lp de uma função mensurável usando a função de distribuição 
desta função. 
4. 1. 4. - PROPOSIÇAO. Se f é uma função mens.urável e o<p<oo, então 
f I f(x) JP dp (x) = pr yP-1 rnf(y) dy • 
X o 
Demonstração 
f I f 
I f <x> I· 
lflpd~= ( pyp- 1dy) 
X X o. 
= f ( r X (y) 
X 0 [o , I f ( x) I ] 
p-1 py dy)d~ 
... " r p-1 (rXEY = PY (x) d~)dy 
o o 
= r p-1 PY mf(y)dy 
o 
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com X (y) = 
(o, I f (x) I) onde 
Ey = { x e: X I I f ( x) I > Y}. 
. . 
4.2 - FUNÇAO .REORDENADA NAO-CRESCENTE 
Seja f uma função mensurável definida num espaço de medida 
(X,ll)o 
4.2. 1. - DEFINIÇAO. * A função f (t) definida em (o,oo) por 
·* f (t) = inf{À. > o I mf(À) < t} -
= sup {À > o I mf(À) > t} 
t>o 
é denominada função reordenada (não crescente) da função f. 
Do caráter não-crescente da função de distribuição segue a 
proposição. 
4.2.2. - PROPOSIÇAO. Para todo t > o, temos 
* f (t) = 
Como mf(À) < oo para algum À > o e f é finita quase sempre te 
mos que mf (À} -+o quando À -+. oo 
. * ba defi.nição de.f (t} e do fato de mf(À} ser contínua· à di· 
reita temos, imediatament~ a seguinte ~reposição~ 
4.2.3. - PROPOSIÇAO. Para todo À,t>o, temos 
* 4 . 2 . 3 ( 1 ) f ( mf ( À )· } < À 
* 4 • 2 • 3 ( 2 ) mf (f ( t}) -~ t. 
Também para a função reordenada temos um resultado análogo à 
4.1.2. 
4.2.4. - PROPOSIÇAO. A. _função reordenada é: 
i) não-negativa 
ii} não-crescente 
iii} contínua à direita. 
Demonstração. Segue imediatamente da proposição 4.2.2. 
4.2.5. - PROPOSIÇAO. * As funções f e f sao equimensuráveis, is 
to é, 
para todo À·> o. 
Demonstração. * Desde que f é não-crescente temos 
4.2.5(1) * mf * (À) = s up { t > o I f ( t) > À} 
* Agora, como f (mf {À)) ~ À, temos 
* * = su?{t >o I f (t)·> f (mf(À))} 
·* Se t > mf*(À), então 4.'2 • .5 (1) implica f (t) · < À. Logo, mf(À) ~ 
* < mf(f (t)) ~ t, e segue que mf(À) ~ mf*(À) e 4.2.5 esta provado. 
4.2.6. - PROPOSIÇAO. Se t 1 ,t2 >o, então 
Demonstração. O conjunto 
* * {x E X I lf(x) + g(x) I> f (t 1 ) + g (t2)} 
está claramente contido em 
-4Q-, 
* * {x E X I I f{x} I >f {t1}} U {x E~ I I g(x} I > g {t2}}. 
Logo 
< t1 + t2 ' 
donde segue o resultado. 
4. 2. 7 PROPOSIÇJ\0. Seja (f ) urna sequência de funções mensurá 
n 
veis e seja f tal que f ----~f quase sempre. 
n n~ 
Então para t ~ o 
* * f {t) < lirn f (t} 
n 
Demonstração. ~ claro que 
lirn {x I lfn(x)l > w}.::>{x I lf(x) I> w} 
consequentemente 
Então 
lirn rnf* (w) > mf(w) • 
n 
* f (t) = inf{w I mf(w) < t} 
< inf{w I lim mf ( w) < t} 
- -n 
< in f lim {w I mf <w> < t} 
- -n 
< lim inf LJ {w I mf (w) < t} 
- -n>K n 
* * 
< lim in f f n (t) = lim f (t) 
K-+= n>K -- n 
4.3 - A FUNÇAO MEDIA 
4.3.1. -Definição. ** A função média f da função f é a aplicação 
definida por 
** f : (o,oo) ----+ [o,oo] 
** f (t) = 1 t rf·(s)ds 
o 
* Desta definição e do caráter nao crescente da f temos 
* ** ~ < f 





Demonstração: 1!: I fi I g I I então * * claro que se < f < g 
- -
Tomando então h = f XA I vamos ter 
* * h < f 
-
Também, vamos ter 
Inb ( w) < 1J (A) 
-
* para todo w > o e portanto h ( t) =·o para t > 1J (A) • 
-
Portanto 
f if jd~ = f Jhjd~ = rh·(t}dt = r(A} .. h* (t)dt 
A X o o 
< f* ( t) dt • I
ll (A) 
4.3.3. - Proposição. Se ll é uma medida nao atomica e f 40 e ·uma 
função mensurável, então para cada t > o e ll(x) ~ t, existe um 








C= {x E X I lf{~) I * . > f { t) } 
* E = {x E X ·I. I f { x) I ~ f ( t) } 
' mf ( s) = ll { x E X I I f { x) I ~ s } 
Sendo ll uma medida não atômica, existe um conjunto Bt uu que 
Seja h = fxB 
t 
Então 
* * . h ( s) = f { s) X {o I t) ( s) 
Portanto 
. J I f(x) I d~ 
Bt 
= JlhCxl ld~ = rh·(s)ds 
X o 
t . 
= J h* (s) ds 
·o 
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** f (t) = 1 sup 
t p(E)=t 
4.3.5. - PROPOSIÇÃO .. Se f e g sao funções mensuráveis e inte 
gráveis sobre conjuntos de medida finita, então: 
** ** ** (f+g) < f +g 
Demonstração. 
** 1 (f+g) (t) = - sup 
t lJ(E)=t I I f+gld~ 
E 
< 1 ( sup 
t ll(E)=t 
** ** 




4.4 - ESPAÇOS DE LORENTZ 
Consideremos, como antes, funções mensuráveis definidas num 
espaço-de medida a-finito (X,~). 
4.4.1. -Definição. O espaço de Lorentz L(p,q) é a coleção de 
. * . 
todas as funções f tais que 11 til · < oo , onde 
. . ' . pq 




~ * sup t p f (t} , o<p<oo, q =.oo 
t:;:.;o 







implica f = o quase sempre. 
4.4.2. - PROPOSIÇAO. O funcional llfll* é uma quase-norma sobre pq 
L(p,q}, que é portanto um espaço quase-normado. 
Demonstração. 
* 11 f+gllpq = ( ( t p ( f+g} ( t} } q tt} q J
oo X * d ~ 
o 
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fazendo a substituição t = 2s 
temos 
<r (21j; s 1t> (f+g) • (2s) >q ~5 ) 1q 
o 
00 • 




X Joo X' * < 2 p( ( t p ( ~ ( t) 
o· 
= 21p ( Ft 1p f. ( t) + t 1p g" (t)) q dtt) yq 
o 
< 2 P(( (t P f*(t))q dt)Yq + k Joo 1,{" 1 
t 
o 
Os espaços de Lorentz podem também ser definidos por uma 
-47-
.. . 
. quase--norma dada atr·avés da função de distribuição.· 
4.4.3. PROPOSIÇAO. Se o~p<oo e o<q~oo então 
llfll~ = fpyq- 1 q ~ mf (y) ~ dy) '':1 
o 
Demonstração 
. <llfll· )q = J~f*(t) ·tYp)q dt·t. p,q 
o 
= f*(t)q 7p dt Ico tq~-1 
o 
= J=•(t)q du(t) (du(t) 
o 
q- 1 
= tP dt) 
-
- Jco [ Jf* (t) qyq- 1 J dy du(t) 
o o 
- Ioo Joo q-1 J ~ [ X * (y)qy. dy d~ (t) 
. [o, f ( t)] 
o o 
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= r:yq- '1 cf
00
·X· . . * . . (y). 'du (t) J dy . 
[o, f ( t) J · · · · 







mf (y) 'P dy 
o 
* onde E = {t I f (t) > y}. y 
4.4.4. - PROPOSIÇ~O. Se o<p<oo e o<q~oo, então 
L(p,p) = Lp • 





Mas, por outro lado (propos·ição· 4.1.4) 
JjÍ(x)jP dv <x> r 1 = .. py p- . mf(y)dy I .. 
X o 
donde ·o resultado.· 
4.5 TEOREMAS DE INCLUSAO. 
Os espaços de Lorente L(p,q) formam uma escala de e~paços no 
sentido que precisaremos nas proposições seguintes. 
4.5.1. Proposição. Sejam 1<p,q<oo. Então 
L(p,q}'c..._ L(p,oo) 
e a imersão é contínua. 
Demonstração. 
** Como f é não-crescente temos 
X 
~ ** n ** J x·P f (x)q =~f (x)q t'Jp- 1 dt 
o 
t%- 1 dt <..sLIIf"*q 
- p Upq 
-so-
4.5.2 - PROPOSIÇJ\0. Se 1 < p < oo e 1 < r < s < oo, então 
- - -
L(p,r} C L (p, s) 
imersão ~ contínua. e a. e 
Demonstração:· · 
Pé la proposição anterior;· temos·: 
11 fll s r '%-1 ** (x) s = X p f dx ps 
o 
rf··(x)r ** (x)s-r ~-1 = f X dx 
o 




4.5.3 - PROPOSIÇAO. Se ll (X) < oo , 1 < p < q < oo e 1 ~ r ~ s ~ oo, 
então 
L(q,r} C L(p,s) 
e a imersão é contínua. 
Demonstração. As proposições anteriores afinnam qre L(q,r} C L(q,oo) e 




imensão de L(q,oo) L(p,1) ... contínua. a em e 
Seja f pertencente a L(q,oo)·. E ri tão se ll (X) = 1 , 
r . * . . 1-p * dt llfll = t f ( t) .t P.1 . 
o 





= -1 ---1 11 f 11 qoo 
p q 
4.6 - NORMAS SOBRE L(p,q) 
• 
Consideremos o funcional 
(Joo(tYp f**(t))q d:) 1q 1 < p < 00 
1 < q < 00 
o 
'k. ** 
sup t · .1:' f ( t) , 
t>O 
1 < p < 00 
q = 00 
.tenos (se p<q) 
. ·. 
4.6.1 - PROPOSIÇAO. ** O funcional llfll é uma norma em L(p,q). pq 
Demonstração. Segue imediatamente da proposição 4.3.5. 
4.6.2 - PROPOSIÇAO. Se 1 < p < oo e 1 < q < oo , então os fun 
* cionais 11 11 • pq e 11·11 *.* pq sao equivalentes, isto é: 
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Demonstração. A segunda desigualdade segue .imediatamente 
* ** da desigualdade f < f . Para demonstrar a primeira façamos 
** 'p (.t) = f ' ( t) 
na desigualdade de Hardy~ 
obtemos assim 
donde 
1 ** * P' Jfll pq ~ Il f li 
se 1 < p < oo e 
Agora se_ q = oo , vamos ter 
* * f ( t) < li f 11 poo 
e então 










* f (s)ds 
-1 
s Yp ds 
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donde, para todo t >O , 
f**<t> t1-p ·~ p'.llf~;GO 
e portanto 
4.6.3- COROLARIO. Quando 1 < p <oo e 1 < q < oo, os .espaços 
L(p,q) são normados. 
Veremos, mais tarde, que quando P = 1 os espaços L(p,q) nao· 
sao espaços no~mados mas somente quase-normados. · 
- que llf 0p*q·e nfllp*q* Por outro lado, vimos entao, 11 u geram a mes 
ma topologia em L(p,q) quando 1 < p ~ oo e 1 ~ ~ < ~ . Passare 
mos, então, a escrever 11 f li para denotar qualquer um desses dois pq 
funcionais. 
4.6.4 - PROPOSIÇ~O. Sejam O < p <co e 1 < q < oo . Então os 
espaços L(p,q) sao completos. 
Demonstração. 
Suponhamos inicialmente que q < oo • como a imersão de L(p,q) 
L(p,oo) é contínua, toda sequência de Cauchy ( fn) em L(p,q) ... em e 
uma sequência de Cauchy em L(p,oo) • 
Por outro lado <ver[ 3]> 
1,12 * Yp 
11 fllpQ) sup w{mf(w)} = sup f ( t) t < 
-w>o t>o 
Portanto se (f ) 
m 
e então · 
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.. 
e um sequência de Cauchy em L(p,q), vamos 
~ 
w{mf -f (w)} 
n.m 
n,m + oo o 
ll { x e: X I I fn ( x) - fm ( x) I · > w} n,m + oo o 
ter 
Ou seja, a sequência {f } é uma sequência de Cauchy em medi 
n 
da, e·. portanto, converge em medida para uma. função f. 
·Consequentemente, existe uma subsequência (f ) de (f ) qre 
n(i) n 
converge em quase toda parte para a função· f. 
Agora, dado e: > o, seja N e: m tal que 
para K suficientemente grande. 




e g = f - fN ; 
+ 00 
g quase sempre. 
Pela proposição 4.2.7 e para todo t >o, vamos ter 
* * g (t} < lim gK(t) 
e pelo lema de Fatou 
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lim n g 11 = lim n fn.._- fNII pq 11 K pq 11 K < e: 
ou seja 
11 f - fNII < e: pq 
e portanto L(p,q) é completo se q < oo 
Suponhamos, agora, p < oo , q = .oo • 
Se (f ) é urna sequência de Cauchy em L(p,oo), então é sequênciade 
. n 
Cauchy em medida e consequentemente existe urna subsequência 
(f ) que converge _para urna função mensurável f, em quase toda 
n (K) 
parte. 
A convergência em quase toda parte implica na convergêncià em me 
dida e portanto 
ou seja 
. 1 . 
Yp 
W{mfn -f (w) } 
K K -+ oo 
o 
o resultado segue, agora, sem dificuldade. 
4.7- UM TEOREMA DE DENSIDADE 
4.7.1 - PROPOSIÇJ\0. Funções simples sao densas em L(p,q), q:joo. 
DemonstraÇão: 
Seja f e: L (p ,q) , p :} oo. Podemos supor f > O. Vamos rrostrar que 
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dados E, T > o, existe uma função simples f tal que o < f < f 
n n 
* e (f-f ) (t) < E para todo t > T • 
n 
Observemos que 
JJ { x E X I I f ( x) I > E } < oo 
pois 
* f ( t) -:-t--+-
00
-+ O 
Logo, podemos· achc.r uma função simples fn > O tal qu: fn (x) =O, 
para x não pertencente ao conjunto 
{y I lf(y)j >E} e O < f(x) - f (x) < E 
n 
para todo ponto x do conjunto {y I. jf(y) 1· >E}, exceto num con 
junto de medida menor do que T. 
Então 
JJ{X E X I jf(x) - f (x) I < E} < T 
n 
Logo, para t ~ T 
Temos, então, uma sequência (fn) de funções simples tal que 
e para todo t >o 
* * fn (t) < f (t) 
---+o n -+ oo 
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ternos também, 
Finalmente, ·o teorema da convergência dominada implica que 
Corno apiicação do teorema de densidade vamos demonstrar o se 
guinte interesánte e útil r~sultado. 
4.7.2- PROPOSIÇJ\0. Seja T um operadpr linear definido sobre fun 
ções características de conjuntos de medida finita com· valores 
num espaço de Banach B tal que: 
Então, existe urna única extensão linear de T corno aplicação 
contínua de L{p,1) em B. 
Demonstração. 
onde fn = 
Portanto 
Suponhamos f > o uma função simples. Então f = I f , 
n 
e 
Logo, para funções simples à valores complexos ternos: 
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' 
Finalmente, corno as funções simples sao densas em L(p,1) se 
gue que T pode ser extendido continuamente, e de maneira única, 
4.·8 - DUALIDADE 
Paremos um estudo·suscinto da dualidade dos esp~ços Lpq. Pa 
ra um estudo completo ver Hunt [ 15] e Yoshinaga [ 1 o]. 
·Inicialmente estabeleceremos a desigualdade de Hãlder para 
.espaços L{P,q). 
4.8.1 - PROPOSIÇJ\0. ·Se f e: L(p,q) e g e: L(p' ,q') então 
onde 1 < p < oo 1 < q < .oo e 1 = Yr + Yr• • 
Demonstração. Suponhamos 1 < p < 00 e 1<q<oo. 





. (fg) (t)dt 
o 
r) f* (t) * < g (t)dt 
-
o 




. 11 fgll1 foo f* { t) * < g (t) dt 
- .. 
o 
11 gll p 1 00 Joo 
-~I * 
< t p f. ( t) dt 
-
o 
< 11 gll p ' 00 11 fi p1 
-
4.8.2 - PROPOSIÇ~O. Se 1 < p < oo , 1 ~ q ~ oo entâo toda fun-
çao g em L{p',q') induz um funcional linea+ contínuo, Fg, sobre 
L {p ,q) da forma· 
Fg(f) =! fg dp , 
para toda f em L(p,q). 
Isto é, L{p' ,q') eota contido no espaço dual de L(p,q): 
L(p' ,q') c; (L(p,q)) I 
Demonstração. Segue ime.diatamente da desigualdade de Halder. 
4.8.3 - PROPOSIÇ~O. Se F é um funcional linear contínuo sobre 
L(p,1) entio existe uma função g em L(p' ,oo) tal que 
F (f) = J f g dJ.~ , para toda f em L (p, 1) • 
X 
Demonstração. Seja E um subconjunto de X tal que xE pertença a 
L (p I 1) • 
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Façamos 
. Então, existe uma g_ integrável sobre conjuntos de medida fi 
·ni ta tal que 
donde 
ll (_E) =. F (XE) = f XE f dll 
X 
,-.f fgclll < Kll f li p1 
X 




para t < 
-
ll(E) 
f(x) = [exp(-i arg g(x) >] xE(x) 
f Jgjd}.l 
E 
(1 I }.l(E)) 
, onde ~ + p 
** g ( t) 
f 
-1 




< K t 
-
1,p· = 1 e portanto 
< K t 
-1p· 
para todo t > o, e consequentemente 
g e: L(p' ,oo) 1 
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e a proposição esta demonstrada. 
4. 8.4 - PROPOSIÇJ\0.. Seja 1 < p ~< oo -e 1 < q < oo • 
Se F é um funcional linear· contínuo sobre L(p,q), então exis 
te uma função g em L(p',q') tai que 
F(f) = f fg dp I 
X 
para toda f em L(p,q). E~ outros têrmos 
I (L(p,q)) C L(p' ,q'). 
Demonstração. Como L(p,1) esta continuamente imerso em L(p,q), 
todo funcional linear contínuo em L(p,q) é também um funcional 
linear contínuo em L(p,1). Portanto existe uma g em L(p',oo) tal 
que 
F (s) = 'J sg dp 
X 
para toda função simples s. Logo 
F(f) = f fg dp 
X 
para toda função f em L(p,q). 
Por outro lado, a proposição (4.8.1) implica que g pertence 
a L(p',q'), o que conclui a demonstração. 
As proposições anteriores nos dizem que o espaço dual de L(p,1) 
é L(p' ,oo), onde ; + p1' = 1, e que, o espaço dual de L(p,q), 1<p<00 , 
-62-
1 < q < c:D 1 é L ( p ' 1 q ' ) onde 1 + ..1_, = 1 e 1 + -1- = 1 • p p • q q' 
Passemos agora a estudar suscintarnente a dualidade nos espa-
ços L(p,q) quando o< p < 4 1 o< q < oo e L(1,q), 1 < q < oo • 
.4.8.5 - PROPOSIÇJ\0. Se (i) o < p < 1,- o < q < c:D ou (ii) P = 11 
-1 < q <. c:D o espaço dual de L (p 1 q) é trivial 1 isto é 1 
(L(p 1 q)) = {O} 
Demonstração. Suponhamos R. um funcional 1inear contínuo em 
L (p I 1) ' o < p < 1 •. 
Nos assumimos ~(X) < c:D. Desde que (X,~) é a-finito o seguinte ar 
gurnento nao resultará em nenhuma perda de generalidade. Ternos 





* < B [~(X)] p lixEI! 11 . -
Assim, por ( 4. 7. 2) , ·t pode ser extendida para urna funcional 
linear contínuo de L(1,1) = L1• Então existe urna função 




I J f(x) g(x)d~ (x) I < 
X 




g E L 00 
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Demonstração. Suponhamos ~ um funcional linear contínuo em 
L (p, 1) , o < p < 1. 
Nos assumimos ll(X) < oo • Desde que (X,ll) é cr-f;inito o ·seguinte 
argumento nao resultará em nenhuma perda de general~dade. Temos · 
. 1 
= B{ll (E)] Yp 
·Assim~. por (4.7.2) ,-~pode ser extendida para uma funcional 
linear contínuo de L(1,1) = L1 . 00 Então existe uma função ·g E L · 
tal que ~(f) = J f(x)g(x)dll 
X 
. 1 
para todo f E L 
Tambem, 
Logo 
IJf(x) g(x)dl-!(x) I< 
X 
11 (~) J Ig(x) I d11 (x) 
X 
No caso em que (X,ll) é nao atomico isto implica que g(x) = O qu~ 
se sempre, e. assim~_ O em L(p,1). Segue que o funcional tri 
vial ~ = O é o único funcional linear contínuo em L(p,q) , o < p < 1, 
o < q < 00 • 
--~ ------·-- ·---------- -----
Se~ é um funcional linear contínuo em L(1,q), 1 < q, então 
~ é um funcional linear contínuo em L(1,1) = L1 . Desta forma exis 
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te uma função g E L~ tal que 
R.(f) = Jf(x) g(x)dp(x) 
X 
para todo f E L(1~1) e 
I J f ( ~) dp (x) I < 
X 
Se (X, p) é n.ão-atomico nós podemos usar isto para rrostrar que 
g = O quase sempre
6
e assim,o funcional trivial R. = O é o único 
funcional linear contínuo em L.( 1 ,q) , 1 < q < ~ •. 
Como consequência da proposição 4.8.5 vemos, usando o teore 
ma de Hahn-Banach, que para O < p < 1 e O< q < ~ . ou P = 1 e 
1 < q < ~ o espaço L (p ._q) não pode ser normado. Isto é, nao exis 




INTERPOLAÇ~O EM ESPAÇOS DE LORENTZ 
E O TEOREMA DE MARCINKIEWICZ 
Neste capítulo iniciamos as aplicações da teoria desenvolvi-
da anteriormente. O objetivo aq1,1i será a caracterização dos ·e soa 
--
ços (Lpq' Lpq)El,r,K , par·a variados valores de p,q,p e q, como es ·· 
· p~Ços do tipo L rs ~ A seguir utilizaremos estas caracterizações. pa:· 
ra demonstrar diversas versoes do teorema clássico de interpela · 
ção.de Marcinkiewicz. 
5.1 - CÃLCULO DE K(.t,f) E CARACTERIZAÇAO DF ESPAÇOS DE INTERPOLA-
ÇAO ENTRE Lr e L00 ;·· 
.. · 
O seguinte resultado devido a Peetre [9] é básico. Este re-
sultado foi também obtido independentemente por Oklander [6]. 
5.1 .1 PROPOSIÇXO-- Se f e L1 + L00 , entio~ 
t 
K(t,f) = K(t,f; L 1 , L00 ) =f f*(s)ds 
o 
DEMONSTRAÇAO - Vamos mostrar primeiramente que 
t 
. K(t,f) > f * f (s)ds-· 
o 
Seja se Rn mensurável, ~(s) =te Xs a função característi-
ca · de S , e s creverno s x f = x f + x f · S X :0 S :1· • 
Então 
J11f<xHE dx < J11xs(x)f0 Cx>I!Ed_x + J11xs(x)f 1 Cx>!1Edx 
s 
corno isto se verifica ·pa~a todoS com ~(s) = t, temos 
t sup. , 1 (~) Jllf(x)I!Edx·.~K(t,.f) ~(s)=t· ~ . S . 
e, portanto 4. 3. 4 nos fornece 
Jtf*(s)d~ < K(t,f) 
o 
Provaremos agora que 
Jt * f (s)ds > K (t,f). 
o 
* * Omitindo o caso trivial f (t) = oo, podemos assumir f (t) < oo. 
Então, se verifica que 
~{x/llf(x)IIE * = f (t)} 
* > t - mf (f ( t) ) • 
-67-:. 
Assim, podemos tomar um subconjunto mensurável 
com 
·Logo, se 
teremos que ll ( s) = 
Definimos 
e 
* = f (t)} 
* ll ( s 1) = t - mf (f ( t) ) • 
{xill f (x) 11 E * s = > f (t) } u ~1 
t. 
f · (x) o .. 
* (t) f (x) f (x) 
- f 
- 11 f (x) !! E 
= 
o I X fi! s 
= f(x) - f (x) 
o 
de 0 O com a convençao que !!o!!E = . 
~ de fácil verificação que 
I x e s 








t < s 
- f ( t) 1 o<s<t 
e, também 
donÇle 
= J!l.f0 (x)I!Edx < 
s 
= f*(x)dx- t f (t) J
t . * 
o 
t 
K(t,f) < llf0 ~ 1 + t llf 1 11~:: J f*(s)ds 
o 
o que completa a prova. 
Daremos a seguir um resultado devido a Krée [13], o qual ge 
--· 
neraliza a proposição anterior, e que será fundamental no que se 
gue. 
5.1 .2 PROPOSIÇAO- Suponhamos que f e Lp + L00 o<p<oo. Então 
5.1.2(1) 
tP 1 
K ( t, f; Lp, L oo) "' (f (f* ( s) ) P ds) Yp 
o 
DEMONSTRAÇJl:O - Provaremos primeiro a parte "<" de 5.1.2(1). 
Consideremos 




O caso contrário 
\ . 
""'-6.9.:"" 
e f 1 = f-f0 • Seja E= {x/f0 (x) ~ 0}. 





0 (E) * * . ' . Y,' JtP * Y, 
= .. (f (s)-f (tP})Pds) p + ( (f .(tp))pds) p 
o o 
JtP * * Y,. JtP * Y, = ( (f {s)-f (tP))pds~ p + ( (f (tP))pds) p 
o o 
. tP · 1 
< ~-( J ( f* ( s) ) P ds) Yp , 
o 
onde e = 1 se p = 1 • 
Provaremos, agora, a parte ">". 
Assumimos que f = f
0 
+ f 1·, f 0 e Lp, f 1 e L
00
• 
Usando a desigualdade 
temos: 
* * * f {s) < f
0
({1-e:)s) + f 1 (e:s), o<e:<1 
Assim 
J
tP Y, tP 1 
( (f* (s)) Pds) p :: e{ <f (f: ( (1-e:) s))Pds) Yp 
o o 
tP 1 
+ c f (f~ (e:s)) pds_) Y'pl 
o 
Jqq * . 1,1, . * < t{( . (f0 ( (1-E) s))Pds) p +. tf1 (O)}. 
-.o 
Tomando-se o Ínfimo com E+ o 5.1.2(1) fica provado. 
5.1.3 TEOREMA (FUNDAMENTAL). Se o<p<oo, o<r<q::oo e 1;P = 
o<8<1, então 
DEMONSTRAÇ~O- Usando 5.1.2(1), temos 
11 fi r oo 
(L , L ) e 
,q 
= <foo(t-8K(t,f; Lr,L00 ))q dt/t) ~q 
o 
= f (t -Sr+r r (f* (str}} r s iJs (S> 'o/r .dtfj:} '\,/~ 
o o 




desde que 1/p = (1-6)/r · :· 
* ·Reciprocamente 1 por ser f não-negativa e não-crescente te-
mos: 
11 flf r oo (L L ) · 
, e,q 
o que conclui a prova. 
. 00 . 1 
> e.< J (t -ar ~r (f* (tr)) r)~r dt/t) ~q 
> 
o 
e.-11 fll pq 
L 
1/ = (1-À)/ + À,c..,. onde o<À<1. Então, se p0 1- p 1 , P Po '.1::'1 
e 
< llall p q p q 
(L o o ,L 1 1) Àq. 




-min ( 1 h ; }'q } -min ( 1/q ; /. ) 
m = À 0 !< 1-À) q 1 
-max (1 J. ; 
. ,q 1 /qo) . -max ( 1 /q ; 
M = À ( 1-À) 
DEMONSTRAÇJl:O - Usando 5.1.3 e o teorema de reiteração, terros: 
r oo r oo 
= ((L I L ) 8 q . I (L I L ) 'B ) À 
o o 191 ,q 
·e. = 
l. 
com o<r< min{p.}; i= 0,1. 
l. 




e p 1 = q 1 então, 
5. 1 . 6 








Se q = o q1 
p 00 p 00 
(L o I L 1 ) À,q 













(L o ' 
5.1 .8 COROL~RIO- Se p = p· = 
o 1 ' 
qo = q1 = oo, então 
5.2 - O TEOREMA DE MARCINKlEKICZ CL~SSICO. 
Dizemos que um operador linear T, definido num subes:paço den 
' ' 
so de Lp(X,'IJ), com valores num espaço de funções mensuráveis defi 
nidas em um espaço de medida (Y, v), é de tipo fraco (P ,P), se exis 
tir e> o tal que-
' 1/-
À · 11\r c À > · P < e 11 f 11 
f ' p 
para todo À > o e toda função simples em Lp • 
o teorema clássico de Marcinkiewicz (Zygrnund [2,228]) é o se 
guinte: 
5.2. 1 TEOREMA- Seja T simultaneamente de tipo fraco (p0 ,p0 ) 
= (1-8) /p + 8/p , 1/P 
o 1 
e 
Se o < 8 < 1, e 
= (1-8) .... + 8/- então T aplica Lp em 
/po P1 




sup À~ (À) = 
."A>O f 
podemos- enunciar o teorema de Marcinkiewcz na seguinte forma. 
5 .·2. 2 TEOREMA - Seja T um operador linear tal que 
p. 
T . L. l. : com norma Mi' i= 0~1, 
então, se Po "I p1 1/P = (1-"A) I + "A/ 1/- = (1-À) /- + I Po p p . j Po 
o<"A.< 1 --e o<p~p<co 
T: L ·--+ L- com norma M onde p p 
-1 -1 
e 1.,...x MÀ ;- !-5.2.2(1) M < M ·. À p ( 1-À) p 
o 1 -
DEMONSTRAÇAO- Pela proposição 1.4.1 temos que 
p p 
T: (L_. o I L 1 ) 
-- Àp 
- -p co p co 
--+ (L o I L 1 )Àp 
"A/-p I 
1 
Usando o teorema fundamental 5.1.3 e o teorema de reiteração 
temos: 
p p1 
(L o I L ) ( (L r Lco) 




- -p 00 p 00 
{L _0 1 L 1 ) '\ 
. /\p 
Como p ~ p , temos 
e portanto 
A estimada da norma 5.2.2(1) segue por aplicação sucessiva 
das estimadas dadas por 5.1.4 1 1.4.2 1 1.4.1 e novamente 5.1.4:. 
5.3 -.A VERS~O DE E. STEIN E G. WEISS DO TEOREMA DE MARCINKIEWICZ 
5.3.1 DEFINIÇ~O- Diremos que um operador linear T é do tipo 
fraco restrito 1 (p 1 p) 1 se existir ~ O tal que 
1 -
(À) /p < 
onde xE é a função caracteristica de um conjunto E de medida fini 
ta. 
5.3.2 TEOREMA - Se T é um operador do 1:ipo fraco restrito 
(pi 1 qi) sendo 1 < pi ~ qi < oo (i=0,1) 1 p 1 ~ p0 1 q 1 ~ q 0 1 e se 
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1/p = (1-À) I + À/ , 1fti = (1-À) I + À Po p1 qo /q1 
então 
~Tfl!q < Ml!fll 
- p 
Daremos, a seguir, uma proposição a qual nos permitirá enun~-
ciar o teorema anterior na versao de.Calderón~ 
5.3.3 PROPOSIÇAO Se 1 < p < p < oo, as seguintes condições 
sao equivalentes: 
5.3.3(1) T é um operador do tipo fraco restrito (p,p) 
5.3.3(2) 
DEMONSTRAÇAO. Admitamos 5.1.3(2). Então 
para todo f e LP1 • Em particular e considerando que 
ou seja T é do tipo fraco restrito (p,p).-
Admitamos, agora, 5.3.3(1) 
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Então 
li T (X) 11 poo < e li X 11 p - K 11 X 11 p 1 
e vamos provar que 
com 
. 1 
para toda f em Lp • 
Seja f urna função simples integravel não-negativa e f = I ÀnXrn 
onde Àn > O e a~ Xn sio funç5es caracteristicas de conjuntos tais 
< ••• < X .• 
- - n 
Então, ternos 
o que implica que 
Corno T é linear, ternos 




< e~ f~ P1 
Se f é uma função simples e integ:rávél mas não é não-nêga.tt.--
va nós tomamos f = f - f 1 2 com f 1 e f 2 não-nega ti v as e tãl quO:'--
< 
-
Como funções sirnplês são densas em LP1 seguê quê 
< 
-
para toda f em LP1 • 
com esta equivalência podemos agora 1 enunoiãr â ~-vêr~iº do: -
Calderón .do teorema de Ste1n - We1st.~. 







1/p = (1-À)/po + À/p
1
' 1/q = (1-À)/ + À/ qo q1. então 
DEMONSTRAÇ~O- Pela proposição 1.4.1 temos que 








(L 'L ) e 1 
o 
com e = 1-t:'/p 
o o 
P11· r oo 
L = (L ·,L >e 1 com e 1 = 1 - ~/p 1 • 1 
Lo9o, usando o teorema de reiteração 
p 1 p 1 1 (L 0 , L ) Àp 
r oo 
= ( (L . ,L ) e 1 
o 
r oo p 
= (L. L } = L 
' ep. 
onde e = (1-À}8
0 
+ Àe 1 • 
De maneira análoga provamos que 
q 00 q 00 
(L o ' L 1 ) Àp 
r oo 
= ( (L . 'L ) 8 oo ' 
:0 
' r oo ' 
= (L ,L )Sp 
r oo (L,L) 8 ), . 00 1\p 1 
· Daremos, para co~cluir o capítulo, o teorema geral de Marcin 
kiewicz dado por Calderón. 
5.3.5 TEOREMA - Seja T um operador linear tal que 






1 1 L 
onde (À) -+ oo quando À -+ oo ou À -+ 1 • 
, o<À<1, o<r<s<oo 
= 
DEMONSTRAe~o - Segue de forma análoga à do teorema 5.2.2. 
--,; 
CAP!TULO VI 
UMA APLICAÇ~O ~S INTEGRAIS SINGULARES 
Neste capítulo faremos uma aplicação nao trivial do teorema 
de Marcinkiewicz às integrais singulares. O ponto crucial da apli 
caçao será mostrar que um operador integral singular Kf é d3 tipo 
. -
fraco (1,1). Para isto precisaremos de um lema de recobrimento e 
da "decomposição de Calderón Zygmund". 
-
6.1 - UM LEMA DE RECOBRIMENTO E A DECOMPOSIÇl\0 DE CALDERON - ZYGMUND 
6. 1 • 1 L E MA (de r e cobri me n to) - Sejam a. > o e f e L 1 (Rn) , f ?: O. 
Então existe uma sequência de cubos (Q.),. com interiores desjun-
J 
tos tal que· 
i) f (x) 
i i) a. < 
< a.._ se 
1 
X -~ \.) Q • 
J J 
DEMONSTRAÇl\0 - Consideremos uma decomposição do Rn em cubos 
(Q~) de arestas paralelas aos eixos com diâmetros suficientement~ 
J 
grandes para que 




Bisseccionando as arestas obtemos uma nova sequência (Q~) de J 
-...a1 .... 
cubos. Existem duas possibilidades: 
·--
1 
. . 2 









No segundo. caso vamos ter: 
2 Se Q. 
J 
2 





f (x) dx. 2 
m{Q.) 
J Q. J 
2n 
J2 f(x}dx = 2nm(Q~} 
J Q. J 






estiver no primeiro caso, repetimos o processo · sobre 
bt - . ( 3) . . - d o emos uma sequencl.a Q. • Novamente exl.stl.rao úaS.:;tx)s • 
J 
sibilidades. Os Q~ que estão no segundo caso serão incorporadosna 
sequência (Qj), aumentando-a. Os Q~ do primeiro caso serao subdivi 
didos e tererrDs uma nova sequência (Q~), etc. 
Repetindo o processo, obtemos a sequência final (Qj}. Agora, se 
x ~ Y Q. então existirá uma sequência de cubos (0,...) tal ~e x e f\ 
. J J .r.. ~ 
para todo K e m(QK) -+ O quando K ~ ~. Logo, pelo teorema de Le 
besgue, 
f(x) J_ f(y)dy < (l 
QK 
6.1. 2 - A decomposição de Calderón - Zygmund. · 
Consideremos o recobrimento pelos cubos. (Q.) construidos no 
J 
1 n Lema anterior. Agora se f e L (JR ) e 
então f pode ser decomposta como uma soma de duas funções f 1 e f 2 . 
com 
e 
f2 = f - f 
. 1 
6.2 - UMA APLICAÇAO ~S INTEGRAIS SINGULARES 
6. 2.1 TEOREMA - Seja K e L~oc 0Rn) tal que exista (! > O. com 
J I K ( x-y) - K ( x) I dx < e, 
s (y) 
onde S{y) =·{x I lxl ~ 2lyl} 
Para cada y ~ C~ORn) definimos Ky(x) =f K(x-y)y(y)dy 
Rn 
supondo que 
C:IIYII 2 L 
-64-
Então, para todo À > O 
Àrn{x I I Kf (x) I > À} < eu fll1 
isto é, K é um operador do tipo fraco (1,1) ~· 
DEMONSTRAÇJI.O - Podemos supor f > O (senão tornamos f= f+ - f-). · 
Consideremos .a decomposição de Calderón - Zygmund, ou seja 
f-u+v onde 
v = I (f - rn0 . ( f) ) XQ . j J J 
u = ~ ·rn0 . <f) x0 . + fXno~ ] ]· J J 
onde 
m0 . (f) = --
1
- f f(x) dx 
J m(Qj) Q. 
J 
Portanto 
v(x) = O se x f! UQ. 
J 
e 
J v(x)dx =O ; j = 1,2, ••• 
Q. 
J 








f u 2 (x)dx ~ À(1+4n)~f~~ 
:mn· 
Teremos que Kf = Ku + Kv donde · 
Mas 
6.2.1(1) 
Resta avaliar o segundo termo. 
-86-
Sabemos que 
+ m{{x/IKv(x) I > 
e como ).m(U Q.) < ~fll 1 teremos j . J 
6. 2'. 1 ( 2} m{{x/fKv(x) I ~ À/2 }0{U2Qj}} ~ m(~ 2Qj) 
J 
Por hipótese temos que 
f j K ( x-y) - K ( x) I dx ~ (!, · 
s (y) 
e como v(x) = O se x ~ U Q. e 
j J 
J v(x)dx =O, teremos 
Q. 
J 
J fKv(x>J dx = f 




- f J K(x-y)v(y)dyldx 
nc 2oJ. > c u o . 
'j J 
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= f L f K(x-y) v(y)dyldx 
·o< 2Qj > c oj 
< ~ · I f K(x-y) v(y)dyldx 
nc2o. >c 0 j 
. J 
.. 
=L r· j JK(x-y)v(y)dy- J K(x-yj)v(y)dyldx-. 




= ~ J J [K(x-y) - K(x-yj)]_ v(y)dyldx 
nc2oj> c. 0 j 
< ~ J lv!y) I f -- I K(x-y) - K(x-yj) ldx dy 
Qj 0(2Q .) c . 
J 
=? J lv(y) I J IK((x-y.)-(y-y.))-K(x-y.) !dxdy 
J . J J J 
Qj .0(2Qj) c 
o centro de Q.). 
. J 
Logo, aplicando a hipótese 




6.2.1(3) m{ {x/I K {v(x) I 
< . ~ f I K (v ( x) I dx 
. (\(2Q.)c 
] . 
·Finalmente, de 6.2.1 (1), 6.2.1 (2) e 6.2.1 (3) teremos: 
6.2.2 TEOREMA 1 n Seja K € Lloc (1R ) tal que exista c > O com 
f I K ( x-y·f - K ( x) I dx < e, 
s (y) 
onde S(y) = {x I lxi ~ 2lyj} • 
consideremos, para cada y e e~ (1Rn) 
e suponhamos que 
Ky(x) = f K(x-y)y(y)dy 
JRn 
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Então, para todo p, 1 < p < m I teremos 
DEMONSTRAÇ~O - As hipóteses valem se tomarmos funções sinp1es 
e não y e(/m. Portanto K é do tipo fraco (1,1) e do tipo fraco 
. c 
(2,2). Logo, pelo teorema de Marcinkiewicz (5.2.1) segue que K é 
um operador de Lp em Lp para 1 < p < 2. 
Agora, se p > 2 temos 






INTERPOLAÇAO ENTRE H1 e Cw 
Nos capítulos anteriores os espaços de Lorentz _Lpq foram 
usados para caracterizar espaços de interpolação entre os~~spaço 
Lr e L~. Neste último capítulo vamos voltar a usá-los para ca-
1 
ractérizar o espaço de interpolação entre o espaço H de Hardy, 
e o espaço Cw da~ funções contínuas que tendem a zero no infini 
to. 
7.1 ~OS ESPAÇOS H1 E ALGUMAS PROPRIEDADES ESPECIAIS. 
Seja R. a j-ésima transformada de Riesz, isto é: 
J 
R. (f) (x) 
. J = v.p •. _J f(x-y) y. +1 dy. Rn J/IYI n 
Conside~emos H1 o subespaço de L1 definido pela norma 
7.1 .1 DEFINIÇAO- Seja I um cubo de Rn e r um número 
positivo, definimos 
Mr (f} (x} .Jt 1,.r = sup <-1- lfla!~). 
xei I I I 0 
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fr(t) = (~ J[Mr(f)*(s)]r ds) ~ 
o 
7.1. 2 PROPOSIÇJi:O - Se o suporte de f esta no cubo I e· 
rir !f(t)dt = o ' 
então, para 1 < r< oo , 
DEMONSTRAÇÃO - Claramente 
-Se denotarmos por 2r''a dilatação simétrica de I, e por y 




f I Ri f I ~ J . : Jlf(y) 1\ J n; 1 lx-yl 
( 2I) c (2I) c I 








7.2- CARACTERIZAÇAO DE (H 1 , Cw>e,q 
Por c denotamos o conjunto das funções contínuas que ten w . 
dem a zero no infinito munido da norma: 
11 f~ C = ·sup I f (x) I 
w xeR 
7.2.1 PROPOSIÇAO- Se o suporte de f esta no cubo I, 1<r<oo 
e 
<+ J lflr>tz =a 
I 
Então 
K(t,f i H1 C ) < 
' w &a<t+III>. 
-93-
DEMONSTRAÇAO - Seja c;5 contínua, O ~ c;5 ~ 1; c;5 = 1 em í e nu 
la fora de 2I. Escrevemos, para um b convenienter 
f = f - bc;5 + bc;5 
onde 
J (f-bc;5}dx = O, lbl < a • 
·Então 
K (t, f} < 11 f-bc;S!I 1 + til bc;5!1 c . 
H w 
< e,.a(t + Ir I) 
DEMONSTRAÇAO - Claramente 
Mostraremos agora que para f e Cw 
11 f 11 1 < ~li f !I pq • 
(H , cw> e ,q 
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Vamos escolher t > O, 1 < r< p. Utilizando a decomposição de 
Calderón- Zygmund de Rn teremos uma sequência de cubos {I.) oam 
J 
interiores disjuntos tal que 
e !f(x)! < fr(t) para quase todo x ~Uij. 
Sejam 
·e 




I (f-a. (f)) X r· . 
. J . . ] . J 
1-'ltr 
<e-}: jr.j ll<f-a.(f))xr 11 
J J j Lr. 





f claro que 
* UI. c E c: E 
J 
< ef~-r(t}J*M~(f)dx 
. E . 
< ê.. f~ -r (t) J\Mr (f)* (s)] ds 
o 
~ e,. t fr (t) 
Claramente 11 f-f til CX). ~ e.--fr (t} • O suporte de f-ft esta conti 
do em algum cubo I. Existe E > O tal que se lEI < E , 
Escrevemos agora f-ft = g+h, onde g e Cw, lgl < CYfr(t), e 
a medida do suporte de h é menor do que E. 
Pela proposição 7.1.3 -
Podemos escrever 
f = ft + g + h-
Logo 
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K(t,f} < K(t,ftt~) + K(t,~) . 
t . 
< ~ f 11 1 + t li g li & + e; t f r ( t) H · w 
< e.,..t "f (t) 
r. 
Desta forma temos 
llfl! 8 ,q = <J" <t -eK.<t, f}> q dt/t) Yq 
o 
< e-(f\~ <i Jt (Mr (f)* (s)} r ds) <tr dt/t} ~q 
o o . 
Pela desigualdade de Hardy temos 
J
oo g X 
llfll 6 ,g <e-< tYp (Mr(f}*(t))q dt/t) q 
o 
Como ew é denso em Lpq' q < oo, o teorema esta provado pa 
ra q < oo 







w 8. ,p. 
1 1 I 




Logo, usando o teorema de reiteração 
p p 
= (L o, L 1) )..oo_ 
onde 8 = (1-À)8 0 + À8 1 • Mas 
p p 
(L O ' L- 1 ) À oo = . Lpoo 
com .1/p = (1-)..)/p + À/p 1 = 1-8 .• E o teorema esta provado • . o 
Usando o teorema de reiteração e o teorema anterior, temos 
o seguinte teorema. 
7.2.3 TEOREMA 
onde 
1/p = 1-8 + 8/p1 o 
ooo%ooo 
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