Abstract-In this paper, we consider the problem of multiparameter estimation in the presence of compound Gaussian clutter for cognitive radar by the variational Bayesian method. The advantage of variational Bayesian is that the estimation of multivariate parameters is decomposed to problems of estimation of univariate parameters by variational approximation, thus enabling analytically tractable approximate posterior densities in complex statistical models consisting of observed data, unknown parameters, and hidden variables. We derive the asymptotic Bayesian Cramer-Rao bounds and demonstrate by numerical simulations that the proposed approach leads to improved estimation accuracy than the expectation maximization method and the exact Bayesian method in the case of non-Gaussian nonlinear signal models and small data sample size.
I. INTRODUCTION

B
AYESIAN inference is an important method in parameter estimation and decision theory for modern radars. For example, in Bayesian target tracking [1] - [3] , the posterior probability distribution of the target is calculated based upon a prior distribution on the states of targets and the likelihood function that characterizes the information in radar measurements. In cognitive radar research (see e.g., [4] - [6] and our early work [7] , [8] ), an important design principle is that its operating parameters regarding radar target and clutter are estimated and updated by learning from the environment, forming a belief on what is learned, and propagating and updating this belief by Bayesian inference.
However, a major challenge of the Bayesian approach for parameter estimation lies in its computational complexity. Let us consider a Bayesian model that involves measured data y, unknown parameters θ, and hidden variables u. Under the Bayesian framework, we treat θ as random variables and obtain 
Next, we evaluate the marginal posterior p(θ | y) = p(u, θ | y)du by integrating u out from the joint posterior. However, in practice, p(y) in (1) is usually analytically intractable when y admits a complicated probability model. Calculation of the marginal posterior p(θ | y) can also be computationally demanding except in some special cases such as Gaussian linear models between y, u and θ where theoretically tractable solutions may exist [9] , [10] . Furthermore, the estimation accuracy is directly related to the number of observations available to the Bayesian estimator, which is often limited in many radar applications. Therefore, these computational challenges severely hinder the application of Bayesian approach in radar parameter estimation. Approximate Bayesian approaches, mainly the stochastic approximate inference and the structural approximate inference, have been proposed. The stochastic approximate approach includes the large sample approximations (e.g., the Markov Chain Monte Carlo (MCMC) method [11] ) and the Laplace approximations [12] ). These approximations converge to the desired distribution in the limit, but many samples are required to ensure accuracy. The structural approximate inference, in particular variational Bayes (VB), aims to find an approximate density q(u, θ), that is maximally similar to the true posterior density p(u, θ | y). More importantly, in the case of multi-variate parameters (u, θ), the VB method seeks tractable (e.g., factorized) approximation q(u, θ) = q(u)q(θ) under the assumption that the parameters and hidden variables are independent, thus enabling us to construct density functions with insightful functional forms that lead to efficient iterative solutions [13] - [15] . Next, we present the derivation of the variational Bayesian inference method for a general probabilistic signal model and show how it is used for parameter estimation in cognitive radar to achieve superior estimation performance.
A. Variational Bayesian Inference and Free-Energy
The VB method is to find approximate densities q(u) and q(θ) maximally similar to the marginal posterior densities of parameters p(u | y) and p(θ | y), respectively, in the sense of minimizing the variational free-energy F (y, u, θ) defined as (see also [14] ), F (y, u, θ) = − q(u)q(θ) log p (y, u, θ) q (u) q (θ) dudθ (2) approximate density q(u) of hidden variables is determined by q (u) = arg min
By grouping the terms independent of u as a constant, (2) can be re-written as 
is referred as the VB-marginal and Z is the normalizing term that ensuresp(u) is a density function. The inner product is defined as f (x) q (x) = f (x)q(x)dx, which represents the expectation of f (x) given the density function q(x). Note that the first term on the right hand side in (4) is the Kullback-Leibler divergence, i.e., [14] ,
which means minimizing the free-energy F (y, u, θ) is equivalent to minimizing the KL divergence, where the equality holds when
Hence, taking the logarithm on both sides of (5) and using
where p(θ) is the prior, the optimal solution to (3) is given by
where q(θ) is an approximate density of θ. The constant term is independent of u. The solution (9) is referred as Variational Bayesian Expectation (VBE), which seeks the approximate density q(u) closest to the exact posterior density p(u | y). Next, with q(u) being estimated, the approximate density q(θ) of the parameters is determined by
Similar to the steps in (4) to (7), the optimal solution to (10), also termed as Variational Bayesian Minimization (VBM), is given by
where p(θ) is the prior density of θ, and q(u) is obtained from the VBE-step. The two steps are iterated until convergence of estimation error variance is reached or some stopping criteria are met. Furthermore, other than the computational advantage of the VB method, the variational free-energy concept has been recently utilized in behavioural sciences and neuroscience to explain the brain's cognitive abilities based on Bayesian statistical principles [16] . Minimizing free-energy is equivalent to reducing uncertainty of model parameters through cognitive actions in an active sensory system under the Bayesian brain theory. Hence, the linkage of VB method to the Bayesian brain theory motivates us to develop a new VB based framework to study classic problems such as parameter estimation for cognitive radar [8] .
B. Contribution of the Paper
The focus of this paper is to develop algorithms and analyze their performance by the variational Bayesian method, a wellknown machine learning technique, for radar parameter estimation. We present three main contributions. First, radar parameter estimation problem formulated in the Bayesian inference framework faces significant computational challenges when calculating the posterior probability of the unknown parameters of target and clutter in order to do statistical inference over these parameters. Variational methods are commonly studied in the machine learning and statistics literature for addressing the challenges of computationally prohibitive high-dimensional multivariate integration. However, to best our knowledge, the study of multiparameter estimation in the presence of non-Gaussian complex radar clutter by variational Bayesian learning is lacking. Based on our early work [17] , in this paper, we derive the iterative VB estimator of radar target response and compound Gaussian clutter with hidden variables. We demonstrate that the problem of VB estimation of multi-variate parameters can be decomposed to problems of estimation of univariate parameters, thus yielding theoretically tractable factorized approximate posterior densities with significantly reduced computational complexity than the classic Bayesian integrations.
Second, we derive the variational Bayesian Cramer Rao bound of the VB estimator, which establishes a lower bound of the error variance for multi-variate estimation. Numerical simulations demonstrate the derived error bounds agree with the estimation variance by numerical methods very well.
Third, we compare the performance of the VB estimator with the expectation maximization (EM) approach and the exact Bayesian approach. The EM method, [18] , and its modifications (see, e.g., expanded expectation maximization (PXEM) [19] , [20] ) are maximum likelihood parameter estimation methods for probabilistic models with hidden variables [18] , [21] . They are often considered as a special case of the VB approach when q(θ) = δ(θ − θ * ) with θ * being the true value [10] . We show that the VB algorithms outperform the EM approach for parameter estimation under compound Gaussian clutter model, resulting in significantly improved estimation accuracy of the clutter parameters compared to the EM method in terms of mean squared error (MSE) . Numerical simulations also demonstrate that, when the size of data samples is small, the VB method shows better performance than the exact Bayesian approach, which would be of practical importance in real-world setting when the number of available radar measurement is limited.
The reminder of the paper is organized as follows. Section II describes the radar signal model. Section III describes the variational Bayesian estimators and the benchmark estimators. Section IV presents the simulation results. Conclusions are drawn in Section V.
II. SIGNAL MODEL AND PROBLEM FORMULATION
A. Radar Signal Model
We consider a multi-pulse multi-channel radar signal model with a compound-Gaussian clutter (see, e.g., [22] ), in which the radar transmitter emits a pulse and collects samples of the received signal from the target until the next pulse is transmitted. Each of these samples corresponds to a radar return from scatterers at a given range from the transmitter. The time slot t corresponding to a given range is commonly referred to as a range bin. At each time slot (i.e., at each range bin), the data at the output of the array is arranged into a vector y t of length M = L × P , where L is the number of antennas, and P is the number of pulses. The data vector y t takes the form of
where the signal component is a vector written in the form z = ax, where x is an unknown complex scalar amplitude and a is a spatial-temporal steering vector due to multi-channel and multi-pulse nature of the signal, [19] , that often accounts for variation of signal amplitude and phase among the array inputs, as well as pulse-to-pulse variations such as those relating to a particular target Doppler velocity (see also [23] ), sometimes referred as rank-one targets [24] . Φ t is the transmitted waveform and is assumed to be unity for the sake of simplicity. Note that although waveform adaptation is an essential feature of cognitive radar, our focus in this paper is on the variational computing techniques in parameter estimation rather than transmission waveform design methods. Nevertheless, interested reader can reference our early work in [7] that addresses waveform design for parameter estimation. N is the number of samples for each radar return echo. The compound-Gaussian clutter ζ t is modeled as a product of two independent random processes [19] , [25] - [28] ,
where w t represents a fast changing process known as speckle that characterizes local scattering. The clutter model (13) is often used to describe non-Gaussian sea clutter reflection [27] , [29] .
Here the speckle vector w t is modeled as a zero mean complex normal process w t ∼ CN (0, Σ) and Σ is the spatial-temporal covariance matrix. Further simplification of Σ is often possible. For example, we assume in this paper the speckle return is pulseto-pulse uncorrelated [30] . In this case, Σ is a block-diagonal matrix
where ⊗ is the Kronecker product,
) is a diagonal matrix with σ 2 t (p) being the signal power of the p-th pulse, and A L is a L × L covariance matrix for the speckle return across the array for each pulse.
The symbol u t represents a slow changing process termed texture which represents the global power variations in the data due to the effect of ocean gravity waves [27] , [28] , [31] . Similar to the clutter model in [32] , here we assume u t follows an inverse Gamma IG distribution, i.e.,
where the pdf of u t is given by
The parameter ν is known as the Nakagami parameter (also called shape parameter) [19] , [33] . Γ( · ) denotes the Gamma function. We further assume in this paper that u t is independent at each data sample t. However, such simplification does not prevent it from being extended systematically to accommodate more realistic and complicated clutter characteristics and processing techniques where mutual correlation of u t is considered (see e.g., [34] ). Hence, from (12) , the conditional probabilistic model of the measurements is given by
B. Problem of Parameter Estimation
The complete hierarchical stochastic model, i.e., the joint pdf of the measurements y t , the hidden variables u t , and the unknown parameters (z, Σ, ν) is given by
where p(y t | u t , z, Σ) is the conditional density given in (17) . The probabilistic model of texture p(u t | ν) is given by (15) and (16) . p(z, Σ) and p(ν) are the prior densities of (z, Σ) and ν, respectively. Therefore, an alternative expression to (18) is an iterative format given by
Next, we note that the unknown parameter vector is initially identified as θ = (z, Σ, ν). When we use a variational estimation method, the covariance estimate Σ depends on the current estimate of ν and vice versa. However, the mutual dependence of estimates introduces a multiplicative error in the estimates of these two parameters. To correct this error, we use the technique called covariance adjustment by introducing an additional parameter λ in the texture model (15) and redefining the covariance in terms of adjusted covariance, denoted by Σ a [19] , where
while the adjusted texture model is given by
Hence, the new augmented parameter vector becomes
We further define the measurement array y = [y 
III. VARIATIONAL BAYESIAN ESTIMATOR
A. Derivation of the VB Estimator
Note that the variational Bayesian estimation is an iterative algorithm, i.e., the estimation process is repeated until convergence is reached [14] , [35] . The posterior densities evaluated at each iteration are used as the priors in the next iteration [36] . By modifying (19) and using (22) , the joint pdf of y, u, and θ can be written in an iterative format
where i = 1, . . . , N I , and N I is the total number of iterations before reaching convergence or when the stopping criteria are met. Taking logarithm of (23) yields
Equation (24) involves the hidden variable u t and the four parameters, which makes the Bayesian estimator rather complicated. Next, we present a variational Bayesian approach to approximate the posterior densities of the parameters in the sense of minimizing the free-energy (i.e., the KL divergence [8] ), so that analytically closed form expressions of pdfs may be obtained. The calculation of (24) involves iterative evaluation of the expectation step and the minimization step (i.e., the VBEstep and VBM-step described in Section I.A).
1) VBE
Step: In variational estimation, we first determine the approximate density of the hidden variable u t given the measurements y t by using the minimum free energy principle. Note that for sea-clutter data, the texture component u t are temporally correlated at least in the coherent processing interval. However in the proposed variational approach and for computational simplicity we assume the hidden variables u t are independent in different data samples, then the approximate density of the vector u at the i-th iteration can be written as
Inserting (24) and (25) to (2), yields
By (25), the optimization problem (3) becomes
Following the derivation in Appendix I, the variational posterior density (VPD) q i (u t ) takes the form of
where the two parameters in (28) are given by
2) VBM Step: After the VPD of the hidden variable u t is determined, the optimization problem for estimating the joint VPD of the parameter vector θ is given by
Using the VBM step in (11), we re-write (31) as follows
Note that the terms in (32) for the joint VPD of (z, Σ a ) is separable from the VPD of (ν, λ). Next we examine the VPDs of (z, Σ a ) and (ν, λ), respectively.
(i) VPD of (z, Σ a ): From (32), the logarithm of VPD of (z, Σ a ) can be written as
By absorbing the terms of independent (z, Σ a ) into the constant and taking exponential on both sides of (33), we obtain
By the concept of conjugate prior (see, e.g., [35] , [37] ), the exponential form in (34) is preserved if the prior p i−1 (z, Σ a ) also has the same exponential form. Hence, for mathematical simplicity, we assume the prior takes the form of a complex normal inverse Wishart distribution (CNIW ), i.e.,
which leads to the joint VPD
which can be further re-written as a single CN IG distribution
where the parameters of the VPD in (35) and (36) are
Next, we derive the marginal density of parameters z and Σ a from (36) . By Appendix II, the marginal density of Σ is
i.e., Σ a follows an inverse Wishart distribution Σ a ∼ IW(Σ a ; η i , Ψ i ). Similarly, by Appendix II, we obtain
i.e., q i (z) becomes a generalized Student's t distribution T ( · ) [38] .
(ii) VPD of (ν, λ): From (32), the logarithm of the VPD of (ν, λ) is given by
Inserting (21) in (43), we re-write (43) as
Next, we define the following sufficient statistics
Absorbing the terms in (44) independent of ν and λ into the constant term and taking the exponential operation yield the joint VPD of ν, λ as (see also [39] )
Since (46) is not a known probability distribution, it does not have closed form expressions for complete density and its moments. We may rely on numerical means for calculations. Alternatively, we propose to induce another layer of factorization on the joint pdf q i (ν, λ) as q i (ν, λ) = q i (ν)q i (λ) and formulate an optimization problem under the variational Bayesian framework in order to obtain closed form expressions of q i (ν) and q i (λ), i.e.,
where the free-energy quantity in (47) is defined by
Next, we derive the approximate densities q i (ν) and q i (λ) by solving (47). We start with q i (ν). Using the VBM step similar to (11) , (23), and by the conditional pdf of u t in (21), we obtain
Using (45) and taking exponentials on both sides, we obtain
Next, to derive the marginal VPD q i (λ), we use (11), (23), and (47) . By the concept of conjugate prior under the VB inference principle, the VPD of λ can be written conveniently as an inverse Gamma distribution given by (see Appendix III for details)
where the hyper-parameters are c
To summarize, we have the following proposition. Proposition 1: From the radar target signal immersed in compound Gaussian clutter given in (12) , the variational probability density functions of the unknown parameters θ = (z, Σ a , ν, λ) can be determined by variational Bayesian estimators. The randomized parameter z follows a t-distribution given in (95); the parameter Σ a follows an inverse Wishart distribution given in (41); the shape parameter ν follows a distribution that has Gamma and exponential components given in (50); and the adjustment parameter λ has an inverse Gamma distribution given in (51).
Therefore, by the classic Bayesian estimation theory [40] , the optimal estimate of a parameter
is obtained in the sense that the Bayesian (posterior) mean square error (BMSE) is minimized, which yieldŝ
where the approximate posterior density q i (θ j ) is obtained by the variational Bayesian method summarized in Proposition 1. The estimation accuracy can be evaluated by calculating the posterior variance
From (41) we obtain the VB estimate of Σ a , [41] , [42] ,
To obtain the VB estimate of Σ, we use (54) and (20) , which yields
where q i (λ) is given in (51). Next, it is not difficult to show that the VB estimate of z is
and the variance is
For the shape parameter ν, no closed form expressions exist for the VB estimate and the error variance. We resort to numerical integration to calculate its mean and variance using (52) and (53) byν
(see Appendix IV for detail). Alternatively, one can apply the Lindley's method [43] , [44] to approximate the moments of the Bayesian posterior estimates by closed form expressions based upon (50) (see Appendix V for detail). Finally, the VB estimate of the adjustment parameter λ iŝ
B. Error Performance Bounds of the Estimator
The lower bounds on the estimation variance associated with the individual parameters θ j = [θ] j are defined as the asymptotic Bayesian Cramer Rao Bounds (ABCRB) (see also [7] ), i.e.,
Theorem 1: For the signal model given in (12) , at the i-th iteration of the VB estimation, the lower bounds on the estimation variances associated with the individual parameters in (22) are their corresponding ABCRB. The ABCRB for the parameters z is
The ABCRB for a general covariance matrix Σ is mathematically intractable. We consider a simplified scenario under (14) where the spatial matrix A L is a diagonal matrix, i.e.,
(see Appendices VI and VII for details). The ABCRB for Nakagami parameter ν is
where s i and m i are the parameters of i-th VPD of ν given by
is the digamma function, [45] , ψ ( · ) is its first derivative. Finally, the ABCRB for the adjustment parameter λ is
The proof is given in Appendix VII.
C. Benchmark Estimators
In this sub-section, we examine two benchmark estimators to be compared with the VB estimator described above.
1) Parameter Expanded EM Estimator:
The parameter expanded expectation maximization (PXEM) method was proposed in [20] to handle hidden variables efficiently in parameter estimation problems. In the PXEM method, the full data likelihood is considered, which consists of the unknown parameters, the observations, and the hidden variables. Here we employ the PXEM method (see also [19] ) to address multi-variate parameter estimation in compound Gaussian clutter. The PXEM method consists of two steps: in the Expectation step (E-step), the posterior pdf of hidden variable is approximated by the Bayes rule and the unknown parameters are replaced by their current maximum likelihood (ML) estimates; in the Maximization step (M-step), the functions of the hidden variables in the full data likelihood are replaced by their expectations from the E-step. Next, the expected full data likelihood is maximized to estimate the unknown parameters. Later, these new estimates are used as the current ML estimates in the E-step for the next iteration. This process is repeated until reaching convergence. Note that the PXEM is also an iterative algorithm. For brevity, we do not include the iteration index.
By the EM estimator, we treat the unknown parameters (22) as unknown deterministic values. Hence, the full data log likelihood function is defined as
In the E-step, we estimate the approximate density of u t . The joint density of u t , y t is given by
The approximate posterior of u t given y t is determined by the Bayes rule. Replacing the unknown parameters with their current ML estimates yields q EM (u t ) = p u t | y t ; θ = p u t ;ν,λ p y t | u t ; z, Σ a p y t ;ν,λ, z, Σ a (67) where z, Σ a ,ν, andλ are the current ML estimates of the unknown parameters. Next, by the adjusted texture model (21) and inserting the conditional likelihood (17) in (67), we obtain
which can be further written as an Inverse Gamma distribution
M-
Step: In this step, we optimize the expanded data likelihood in which the functions of u t are replaced by their expectations with respect to q EM (u t ). The new data likelihood is given by
Next, we define Z L t logu t q E M (u t ) , and Z I t 1/u t q E M (u t ) . Using the data likelihood in (17) and (21), we obtain
The unknown parameters can be solved by the following optimization θ = argmax θ L EM (θ). Thus the ML estimate for z is given by solving ∂ ∂ z L EM (θ) = 0, which yields
Next, the optimization problem to solve for ML estimate of adjusted clutter variance is ∂ ∂ Σ a L EM (θ) = 0 and the maximum likelihood estimate is
Similarly, the estimate of the adjustment parameter λ isλ = Z I /N . The optimization problem to solve for ML estimation of Nakagami parameter ν is ∂ ∂ ν L EM (θ) = 0, which leads to a nonlinear equation
where ψ( · ) is the digamma function [45] . From (74), we solve forν by numerical methods. Finally, the estimate of the clutter variance after correction is Σ = Σ a /λ, yielding
2) Exact Bayesian Estimator: By the classic exact Bayesian estimation, the unknown parameters θ = [z, Σ, ν] are modeled as random variables. By the Bayes' theorem, the posterior pdf of the unknown parameters given the t-th data sample can be written as a sequential format [7] , [46] 
where the marginal conditional density in (76)
More specifically, based on (18), as well as (16) and (17), (77) can be re-written as
Hence, (79) can be further simplified as a Student's t-distribution
Next, p t−1 (θ ) is the prior pdf of the unknown parameters obtained given the (t − 1)-th data sample. Equation (76) is often called sequential Bayesian estimation [7] , [46] . p(y t ) = p(y t | θ )p t−1 (θ )dθ is the total likelihood. Furthermore, we note that p t−1 (θ ) = p t−1 (z, Σ)p t−1 (ν). Hence, from (76), we are able to calculate the marginal posterior densities of individual parameters by 
IV. NUMERICAL SIMULATION STUDIES
In this section we carry out numerical studies to verify the performance analysis of the VB estimators in Section III.
A. Model Parameters and Simulation Setup
The following two VB estimators for estimating the parameters θ are examined.
1) VBN Variational Bayesian approach for estimating θ wherein the VB estimate of ν in (57) and the error variance in (58) are calculated by numerical integrations. 2) VBL Variational Bayesian approach for estimating θ wherein the VB estimate of ν in (57) and the error variance in (58) are calculated by Lindley's approximation. The two benchmark estimators are the Parameter Expanded EM estimator (PXEM) described in Section III.C.1 and the Exact Bayesian Estimator (EBN) described in Section III.C.2.
In this paper, we consider the target parameter estimation problem for a cognitive radar equipped with P antennas. For simplicity, the waveform is normalized to unity, i.e., |Φ t | = 1. In this paper, we do not consider the impact of waveform design on the estimation accuracy. Interested readers can reference our early work in [7] that addresses waveform design for Bayesian parameter estimation. We test the estimation algorithms VBN, VBL and PXEM for three different cases 1) Case-1: number of antennas is L = 1 and number of pulses is P = 1 2) Case-2: number of antennas is L = 1 and number of pulses is P = 2 3) Case-3: number of antennas is L = 2 and number of pulses is P = 1 The values of the parameters are chosen as follows: The shape parameter ν = 3, the clutter temporal covariance matrix is assumed to be A P = σ 2 t I P and choosing σ 2 t = 1. The spatial covariance matrix is chosen as (see also [19] )
where the clutter power is 1/σ T . The value of normalized Doppler frequency is chosen as ω = 0.42 and the spatial frequency as ϑ = 0.92. The number of observations N (i.e., data samples) varies from 10 to 1000. Next in the simulations we also added system noise (20 dB SNR) to the measurements y t to evaluate the robustness of the algorithms. We choose the following hyper-parameters of the priors in order to preserve VPD's functional form and also to get valid posterior densities after data updates. We used non-negative values which suffice to reach the above objective. Hence the initial parameters of the prior distributions of the VB estimators are given below: For the CNIW distribution in (36) 
where the difference is defined as Table I shows the number of iterations needed to achieve convergence is, on average, at 100 Monte Carlo runs for three testing cases (Case-1, 2, and 3). The PXEM method has fastest convergence rate compared to the VB methods. Among the VB methods the VBN method has the best convergence rate. Fig. 1 depicts the calculated estimation variance and the derived theoretical ABCRB under Case-1 (i.e., M = 1) of the VBN method versus the number of iterations for the three model parameters (i.e., Σ = Σ a /λ, ν, and z) and for various values of target to clutter ratio (TCR) at {−7, −3, 1, 5} dB, respectively. We observe that the derived theoretical plots under Case-1 match with the numerical simulation results very well and the performance improves with increasing TCR. Fig. 2 depicts the mean squared error of the estimate for the variational Bayesian methods (VBN and VBL) and the PXEM method for the three test cases. For the parameters Σ the VB method error performance is at least better than the PXEM method for smaller values of N and this performance gap improves for multi-channel or multi-pulse cases (i.e., Cases-2 and 3). For the parameter ν, in the Case-1, the performance gap between VBN and PXEM is substantial for any number of observations. For the multi-channel or multi-pulse cases the performance gap increases further (see Fig. 2(b) and (c) ). The VBL method that utilizes the Lindley's approximation also outperforms the PXEM algorithm when the number of observations N ≤ 400 and again improvement is better in cases 2 and 3. Moreover, the performance advantage in the estimation of Shape parameter ν for the VB methods compared to the PXEM method (see Fig. 2(c) ) can be attributed to the fact that, in the PXEM method, the MLE is obtained by solving a nonlinear equation in (74). The results demonstrate the advantage of the VB estimators under non-Gaussian nonlinear models such as the compound Gaussian clutter model employed in this paper. For the estimation of radar target response z, the three methods have very similar performance for all values of N as shown in Fig. 2(a) . Our explanation is that the unknown parameter z is a linear function of observations that follow a Gaussian distribution. It is expected that the ML method and Bayesian algorithms usually have similar performance for Gaussian linear models (see, e.g., [46] ). Finally, the estimation performance of the adjustment parameter λ is not discussed here since it is only a nuisance parameter for correcting the multiplicative error.
B. Simulation Results
We note that, in the VB method, the functional structure for the prior we use is the best possible closed form approximation to the true density in the sense of minimum KL divergence between the chosen density and the true density [35] , [47] . Hence, we expect that the VB estimator requires a smaller number of data samples to achieve the same error performance for estimation compared with the full Bayesian method. Fig. 3 illustrates the comparison between the estimation variances for the three parameters of the VBN and the EBN method. It can be seen that at a small number of measurements (N < 100), the VBN method has a better performance than the EBN. However, at N ≥ 100, the performance of both methods converge. The reason for the difference in estimation variance is due to the impact of the prior distribution we chose, in particular when N is small. In the exact Bayesian method, we need to choose both the functional structure of the prior and its corresponding parameters. In the VB method, the functional structure of prior is determined by the solution to the VB optimization, which means we do not need to choose the prior density function, thus enabling significant savings in computational cost. Furthermore, we observe from the results that, when N is small, the prior used in VB method is a better choice than the Gamma prior used in the Exact Bayesian method. This is because the VB method approximates the target posterior distribution with a factored distribution and the parameters of the factored approximation are adjusted to improve the match between the true posterior density and the approximate density. In particular, when N is small, the improvement due to the VB method is significant.
In Figs. 4 and 5, we present the mean squared error (MSE) for the parameters versus the target-to-clutter ratio (TCR) (see Fig. 4(a) ) and the MSE of the parameters versus the different possible values of ν respectively. The number of data samples is N = 100 and we evaluated for the three cases, single antenna single pulse, single antenna multi-pulse and multi-antenna single pulse. Fig. 4(a) and (b) show that the MSEs for the target response x and covariance matrix of the clutter Σ improve for the three methods as the TCR increases. In the case of Σ the improvement in MSE is because its trace is inversely related to TCR. Hence, the uncertainty in its estimation reduces as the true value (trace of covariance matrix) decreases. In the case of target response, we can suppose to have better estimates of target response as it gradually dominates clutter component with increasing TCR. Finally, for the shape parameter ν, the MSE is approximately invariant with the TCR. This suggests that the parameter ν characterizing the local fluctuations u t is independent of the statistics of the speckle component w t . Fig. 5(a) and (b) show that the estimation of z and Σ is more or less independent of the true value of ν. Finally, the estimation error for ν in general increases with the true value of ν as shown in Fig. 5(c) .
C. Computational Complexity
We examine the computational complexity of the VB algorithms and compare it with the EBN and PXEM methods. For the VBN algorithm, the step that takes significant computational resources is the numerical integration for finding the expectations of ν and the iterations for updating the estimate. For N data samples, the computational complexity of this algorithm is
where N I is the number of iterations before reaching convergence. N ν is the number of samples for taking the integration for ν. For the VBL algorithm, the expectations are approximated by closed form expressions. Hence, the computational complexity is given by
The EBN algorithm consists of two steps of computation for each data sample: The computation of a four dimensional integration for calculation of the evidence and the joint posterior distribution has complexity of O(N Table II . We observe that the VBN algorithm has a significant computational advantage than the EBN algorithm, with a saving in computational time on the order of 1000 fold. The VBL algorithm has a relatively higher computational cost than the VBN method as it requires a greater number of iterations before reaching convergence. The PXEM is the least expensive algorithm among all the methods in terms of computational complexity.
V. CONCLUSION
We developed variational Bayesian algorithms for estimating multi-parameters of a compound Gaussian clutter model and target response in the cognitive radar framework. The VB method yields closed form expressions for the posterior probability density functions and results in improved estimation performance for the clutter model compared to the parameter expanded expectation maximization method, especially for parameters of non-Gaussian nonlinear models and when the number of measurements is small. Furthermore, for a small sample size, the variational Bayesian method has slightly better estimation variance compared to the numerically implemented exact Bayesian method while achieving faster convergence by a factor of 1000. The VB method is also efficient in that its estimation variances follow the sequential variational Cramer Rao Bounds.
APPENDIX A DERIVATION OF VARIATIONAL POSTERIOR DENSITY q i (u t )
By the optimal solution given in (9) and using the pdfs defined in (17) and (21), we obtain
where q i−1 ( · ) refers to the density at the (i − 1)-th iteration.
Absorbing the terms independent of u t into the constant term, (89) becomes
Finally, applying the exponential on both sides yields a functional form that meets the definition of the inverse Gamma density function IG( · ), which leads to (28) .
APPENDIX B DERIVATION OF MARGINAL DENSITY OF Σ a AND z
By (36), the marginal pdf of Σ a is given by
Again, inserting (36) in (91) yields
The integrand of (92) is a complex Gaussian pdf with mean μ z (i) and variance Σ a /ρ i , which leads to the constant π. Hence (92) becomes (41) . Similarly, the marginal density of z is
Inserting (36) in (93) yields
The integrand of (94) is an inverse Wishart pdf with parameters η i + 1 and
Note that by applying appropriate normalizing constants in (94), the integral of inverse Wishart pdf can be equated to one. Hence (94) becomes (95), which is a generalized Student's t distribution [38] ,
leading to (42) .
APPENDIX C DERIVATION OF MARGINAL DENSITY OF λ
By (11), (23) , and (47), we obtain
Next, by using the conditional pdf of u t in (21) and absorbing the terms independent of λ into the constant, we obtain
By taking exponential on both sides, we obtain
Note that the expression
in (98) follows an inverse Gamma distribution. Again, by the concept of conjugate prior under the VB inference principle, we choose the prior as an inverse Gamma distribution, i.e.,
where c λ (i − 1), d λ (i − 1) are the prior parameters, which yields (51).
APPENDIX D NUMERICAL CALCULATION FOR MOMENTS OF ν
We start with the assumption that the prior of ν has the same functional form as its marginal VPD in (50), i.e.,
Next we define a combined statistic T IL (i) as
where T L (i) and T I (i) are defined in (45) . Hence we re-write (50) as
where r i = r i−1 + T IL (i), m i = m i−1 + N , and s i = s i−1 + N . Based on (102), the expressions of computing the moments (i.e., mean (57) and variance (58)) of ν do not have theoretically tractable solutions, thus requiring numerical integration (e.g., trapezoidal method).
APPENDIX E LINDLEY'S APPROXIMATIONS FOR MOMENTS OF ν
Numerical integrations for calculating the mean and variance in (57) and (58), respectively, are intensive. Here we employ the Lindley's approximation method [43] , [44] to derive a closed form solution to calculate the mean and the variance. To begin, we assume that the prior of ν is a known Gamma distribution as
Inserting (103) in (50) yields the VPD of ν as
Taking the logarithm of q i (ν), (104) can be written as
The Lindley's approximation for calculating the expectation of a function g(ν), i.e., E[g(ν)], with the format of (57) and (58) is given by (see [43] , [44] ) | ν =ν i . Note that these derivatives are evaluated at the MAP estimateν. By (105), we obtain
Hence the term τ 11 
To approximate the mean E[ν] in (57), we simply let g(ν) = ν and the derivatives are g 1 = 1, g 11 = 0. Hence, the Lindley's approximation for the posterior mean of the VB estimator iŝ
To approximate the variance Var[ν] in (58), we let g(ν)
The corresponding derivatives are g 1 (i) = 2(ν i − ν VBL (i)), g 11 = 2. Hence, the Lindley's approximation for the posterior variance is
where ψ (ν) and ψ (ν) is the first and second derivative of the digamma function ψ(ν) [45] , respectively.
APPENDIX F MARGINAL DENSITY OF Σ UNDER SIMPLIFICATION
By (14) and under the assumption of diagonal spatial covariance with constant variance, i.e.,
where σ 
where the parameter ρ i and η i are the same as in (37) , and
where y t,m is the m-th entry of the vector y t . Finally, the marginal density of z m and σ 
APPENDIX G DERIVATION OF VARIATIONAL BAYESIAN CRB For the parameters z and Σ a , the Bayesian CRB for the error covariance is defined as
where J is the Bayesian Information matrix, [48] , with four entries
where k, l = 1, 2. For the parameters θ 1 = z, θ 2 = Σ a , the first entry is
Using (36) and ignoring the terms independent of z, the entry J 11 (i) is re-written as 
Next the first non-diagonal entry is given by
which can be simplified as
We further discard the terms that have zero derivatives and apply the matrix and vector derivatives, which yields 
Next by using (126) 
Hence the ABCRB on the parameter ν is ABCRB i (ν) = 
Hence ABCRB i (λ) = 1 V B I i (λ) , which yields (64).
