Abstract-We describe a new algorithm for trajectory optimization of mechanical systems. Our method combines pseudospectral methods for function approximation with variational discretization schemes that exactly preserve conserved mechanical quantities such as momentum. We thus obtain a global discretization of the Lagrange-d'Alembert variational principle using pseudo-spectral methods. Our proposed scheme inherits the numerical convergence characteristics of spectral methods, yet preserves momentum-conservation and symplecticity after discretization. We compare this algorithm against two other established methods for two examples of underactuated mechanical systems; minimum-effort swing-up of a two-link and a three-link acrobot.
I. INTRODUCTION
Trajectory optimization methods are broadly classified into two categories: Direct, and Indirect [1] . Direct methods discretize both state and control trajectories to derive a finitedimensional constrained optimization problem, while indirect methods solve the discretized nonlinear equations resulting from the necessary first-order variational conditions of EulerLagrange-Pontryagin [2] . Direct methods more convenient for the non-specialized practitioner especially because of the difficulty in deriving conditions equivalent to Pontryagin's when the problem involves free parameters or inequality constraints [1] .
Pseudo-spectral implementations of direct methods have seen increasing use in recent years because of their superpolynomial convergence [3] [4] [5] [6] . While these methods are applicable for a broad class of systems, they tend however not to preserve certain geometric structures that are associated with conservation laws for mechanical systems.
The formulation of Discrete-Mechanics and Optimal Control (DMOC) satisfies the latter requirement by using variational integrators to construct schemes which are both symplectomorphic and momentum-conserving [7] [8] . These methods however lack the convergence and approximation properties of the former pseudo-spectral methods and only exhibit a fixed-order algebraic convergence.
The results from the theory of Geometric integration [9] [10], are not readily converted to pseudo-spectral discretizations because the polynomial bases only yield quadratures for weighted integrals. Furthermore, the theory only provides statements for the map between initial and end-time values; the global discretization is essentially one step of an ODE integrator.
In this paper, we propose a direct method which incorporates the benefits of both pseudo-spectral and DMOC methods into a single algorithm. We extend the analysis of DMOC, using variations over polynomials, to derive a discrete non-causal analogue of the Euler-Lagrange equation. We also prove that the resulting discretization is both symplectomorphic and momentum-conserving.
In the following sections, we make use of specialized notation which serves the dual purpose of being both intuitive and reasonably precise. The precise definitions can be found in the appendix (VI-A).
II. PROBLEM STATEMENT

1) Dynamics:
We restrict our attention in this paper to Lagrangian systems. Given the Lagrangian L(q,v), the corresponding dynamics is generated by the condition that every trajectory-curve of the system q : [0, t f ] → M, satisfy the Lagrange-d'Alembert principle,
where, p(t) := ∂ v L(q(t),q(t)).
(1) Using variational arguments, it can be shown that every such (smooth) solution also satisfies the Euler-Lagrange equations,
.
(2) 2) Control: The optimal control problem is defined as finding a control sequence which incurs the least cost (application-specific), while respecting the dynamics defined by (1),
satisfies the conditions of (1).
III. PRELIMINARIES
A. Orthogonal Polynomials
The pseudo-spectral approach uses a finite-degree polynomial basis to describe control and state trajectories. Although our implementation makes use of Chebyshev polynomials, the discretization itself is equally applicable to every orthogonal-polynomial base on a closed interval. We briefly summarize the general theory of orthogonal polynomials.
Let R[t] denote the vector space of polynomials with realcoefficients, and let R[t] n denote the n-dimensional vector space of all polynomials less than or equal to degree (n−1).
Definition 1 (Lagrange interpolation polynomial):
Definition 2 (Orthogonal polynomials): Given the inner product on the function space
The set of orthogonal polynomials P w corresponding to this metric is an ordered orthogonal basis for R[t] under this inner product.
where γ i ∈ R + is the normalization constant for P i under the inner product. Orthogonal polynomials also satisfy-and are numerically computed using-recurrence relations of the form [11] ,
The specific polynomial bases used in our work, Chebyshev and Legendre polynomials, correspond to the weights w(t) = 1 √ 1−t 2 and w(t) = 1, respectively. 1) Gauss quadrature, Pullback inner-product: The orthogonal polynomial set P w can be used to approximate integrals using the N -point Gauss quadrature scheme of order
The quadrature points {t k } N k=1 are chosen to be the roots of the N 'th orthogonal polynomial. The roots and corresponding quadrature weights can be computed numerically from the eigenvalues and eigenvectors of the Jacobi operator, using the Golub-Welsch algorithm [12] .
Because the order of the quadrature is 2N , it is exact for all p ∈ R[t] 2N . As a result, Gauss quadrature defines the discrete inner product
This connection ties collocation using these points, to the Galerkin method [11] and, crucially, to the quadrature itself,
Given polynomials p, q ∈ R[t] N , the integral of pq is given exactly by p, q N . Since every N -point (or basis)
representation of a polynomial in R[t] N is related to every other by a linear transformation, the pullback of the Legendre inner-product, ·, · N * , preserves p, q , even though the pullback of the quadrature does not,
Seen in the coordinate free sense, the quadrature is generically only of order N . The order 2N quadrature is achieved only when the grid-points are restricted to the roots of P N . The use of the pullback, on the other hand, allows one to represent polynomials over arbitrary grid points, and yet be able to use the discretized L 2 inner-product. The ability to do this is important since collocation on Chebyshev grids gives a O(log(N )) approximation to the best-uniformapproximation polynomial [13] , while that on the Legendregrid has no such guarantee.
The loss of accuracy in quadrature is not a concern when using Chebyshev polynomials, because the resulting quadrature (associated with Clenshaw-Curtis) is known to be nearly as accurate as Gauss-Lobatto [14] . In the general case however it may perform poorly because of Runge's phenomenon [15] .
B. Symplectic maps
The flow generated by Lagrange-d'Alembert systems (1) are symplectic when the control sequence is fixed in time. Discretizations which preserve this property of the system often exhibit desirable numerical properties [9] .
There are many equivalent definitions for a diffeomorphism to be symplectic. The following is prevalently used on Darboux coordinates, Definition 3 (Symplectic map): A diffeomorphism f : (p, q) → (P, Q) is said to be symplectic if it leaves the symplectic form, J, invariant,
We shall however make use of the following equivalent condition in the upcoming sections [9, p. 196] , Lemma 1 (Total differential): A map φ : (p, q) → (P , Q) is symplectic if and only if, Pd Q−pdq, is a total differential in dp,dq.
IV. DISCRETE VARIATIONAL CONSTRAINT A. Discrete Lagrange-d'Alembert
Let the Lagrangian of the system be given by L(q,v). Using the notation f ,ḡ := f (t)ḡ(t)dt for the standard inner product on L 2 , (1) is written as,
Using the inner-product on Legendre polynomials and collocation points {t i }, this condition is approximated as,
Expanding the variation, we find,
Next, we prove that the map associated with trajectories satisfying (14) , is both symplectomorphic and momentumconserving.
B. Symplecticity, Momentum conservation.
Consider the dynamics described by (1) . Given the end points q 0 , q f ∈ M, there exists a unique polynomial q
dim(M) that minimizes the discrete action defined in (13), the corresponding momentum polynomial is given by p
The scheme (14) is symplectomorphic if the map (δq(τ ), δp(τ )) → (δq(τ ), δp(τ )), is symplectic for all τ .
We define the discretized action over the interval [τ , τ ], for q * to be,
The pullback of the inner-product in the above equation is generated by linear affine transforms between the intervals [τ, τ ] and [0, t f ]. Note that because the polynomials are defined by their values on the original grid points, the discretized action S τ ,τ as defined above, also depends on the values over grid points outside [τ , τ ]. This lack of causality in the action leads to equivalent non-causal notions of symplecticity and momentum conservation. Taking discrete variations of S τ ,τ around q * ,
Exploiting the fact that the inner-product, L v , Dδq
Hence,
For the constraint (14) to be satisfied, we require,
It follows hence from (18) that, δS τ ,τ = pδq| τ τ , ∀τ , τ . This condition along with Lemma-1 proves that the discretization (14) is symplectic.
C. Algorithm
In the collocation "co-ordinates", let the metric tensor corresponding to the Legendre inner-product be given by G, the Lagrange derivative matrix on the grid by D, and the dual forms evaluating the polynomial at t = 0, t f by L(0), L(t f ) respectively. Then the condition (14) becomes,
where we use the fact that
Incorporating all the constraints from (3), the optimal control problem can now be approximated as the following finite-dimensional nonlinear optimization problem,
where
V. NUMERICAL EXAMPLES
We illustrate the performance of the algorithm described in this paper, using the classical Acrobot, and a 3-link analogue that we call the 3crobot: a 3-link pendulum with free pivots on all but the last joint that has a torque actuator. The models in both-cases are non-dimensionalized using the mass & length of the first link, and time expressed in units such that g = 1.0.
The common goal in both control problems is to start off from the lowest-energy state and swing up to the upright position, while minimizing t f 0 |τ | 2 dt, and optimizing t f ∈ [0, 10]. The total duration for the optimization is bounded, but not exactly specified, thereby introducing a parameter to be optimized in addition to the control sequence.
The scheme presented in this paper is abbreviated by PMOC. The acronym DAE-EL refers to the pseudo-spectral discretization of the Euler-Lagrange condition : DL v = L q + u. ODE-EL refers to the pseudo-spectral discretization of the resultant first-order ODE from Euler-Lagrange:
The problems are discretized using Chebyshev polynomials, and the resulting nonlinear programs (21) are solved using SNOPT [16] 1 . 
A. Acrobot
Taking inspiration from [17] , we obtain the initial guess for the problem by using a sinusoidal waveform for τ (t). The number of major iterations taken by the SQP solver are listed in Table I .
We see that both PMOC and ODE-EL, converge to locally optimal solutions, but DAE-EL fails to find a feasible solution. PMOC converges with fewer major iterations than ODE-EL.
B. 3crobot
The schematic for the 3crobot is illustrated in Fig.2 . We consider two versions of the control problem: one where the lengths of the links, l 2 , l 3 are fixed at 0.5 each, and the other where it is required to find the optimal values for l 2 , l 3 , such that l 2 + l 3 = 1.0. Such situations arise in coupled optimal control and design problems.
The initial (infeasible) guess was found by applying a constant torque around θ 1 , while the remaining joints were stabilized around 0 with a proportional controller. The number of major iterations taken by the SQP solver are listed in Table II .
In both cases, PMOC finds a local optimum faster than ODE-EL. ODE-EL had trouble satisfying the feasibility tolerance and exceeded the resource limit, but it appears to have landed in a neighborhood of the solutions found by PMOC. DAE-EL failed to converge in both cases.
VI. SUMMARY
Optimal control problems are generally non-convex, and underactuated problems of the kind presented in this paper The system is composed of 3 links of lengths 1.0, l 2 , l 3 respectively, connected together by pivot joints as shown in the figure. An actuator situated on the joint farthest from the ground, can apply arbitrary torques τ on the joint. The control task is to start at rest from θ {1,2,3} = 0 and swing-up to θ 1 = π, θ {2,3} = 0 (or equivalent co-ordintates) while minimizing the cost further accentuate the difficulty of finding the global or even a local minimum. Every smooth optimal control algorithm is susceptible to local optima, and this is partially addressed in practice using multiple starts. The challenge however is in designing algorithms that, more often than not, find PMOC PMOC(L) We show that the algorithm that we propose enjoys computational advantages over the other candidates considered here; faster convergence and consistently finds feasible solutions. This comparison is by no means exhaustive, and only meant to be representative of the current state of the art in trajectory optimization. We also prove that the discretization used in our algorithm is both symplectic and momentum-conserving, and incorporates the beneficial aspects of pseudo-spectral methods. While our algorithm appears to also find "better" optima, we caution the reader against paying heed to this aspect of the results. With judicious use of multiple starts, it is possible that other algorithms may find comparable optima.
Performance of any of these methods is likely to be problem-dependent. For example, because there exist many different costs that generate the same optimal behavior of the system [18] , the cost function itself could presumably be tuned so as to favor the performance of one algorithm over the others. With the exception of such specially tuned cost functions, we find that PMOC is especially effective on complex mechanical systems with commonly used cost functions such as torque-squared, minimum-time and so on.
The use of variational integrators has been extensively pursued in the DMOC literature [7] [8] [10] . Unlike DMOC, the algorithm presented in this paper sacrifices causality in order to better approximate the dynamics using pseudo-spectral methods. While this leads to super-polynomial (as opposed to fixed-order algebraic) convergence rate requiring fewer grid points, it also leads to dense Jacobians and increased sensitivity to discontinuities. This trade-off is reminiscent of finiteelement versus spectral methods, and suggests the future development of adaptive-variational schemes resembling hpadaptive pseudo-spectral methods for optimal control [19] .
The poor performance of DAE-EL in our examples underscores the lack of our present understanding on how geometric discretizations affect numerical methods for optimal control. It is known that ODE-stepping schemes based on the Gauss-Lobatto quadrature are both symplectic & momentumconserving when working in the DAE-EL (Hamiltonian) form [9, p. 192] . Similar grid densities between Chebyshev and Legendre basis predisposed us to expect similar performance for DAE-EL and PMOC, but this clearly does not seem to be case for these examples (see Table I ). This behaviour can partly be attributed to the ill-conditioning of the derivative matrix D ij , a property which is ameliorated in PMOC by the use of the conjugate operator D † . The contrast in performance also seems to make the case for symplectic discretizations, since DAE-EL like PMOC, is also momentum-conserving.
The results from this paper suggest that for a discretization of a given order, those that are geometry preserving offer advantages in terms of the rates and region of convergence for optimal control problems where finding feasible solutions is challenging. Future investigations will examine how the choice of the polynomial basis for pseudo-spectral interpolation affects the performance of the numerical method.
