abstract: Population dynamics across a mortality gradient at an ecological margin are investigated using a novel modeling approach that allows direct comparison of stochastic spatially explicit simulation results with deterministic mean field models. The results show that demographic stochasticity has a large effect at population margins such that density profiles fall off more sharply than predicted by mean field models. Substantial spatial structure emerges at the margin, and spatial correlations (measured parallel to the margin) exhibit a sharp maximum in the tail of the density profile, indicating that spatial substructuring is greatest at an intermediate point across the ecological gradient. Such substructuring may have a substantial impact on Allee effects and evolutionary processes in marginal populations.
Blows 1994; Jeffree and Jeffree 1994) . The correspondence of such distributions with climatic variables, past and present, is currently the major source for predicting biotic responses in global change models (Woodward 1987; Parmesan et al. 2005) . This correspondence also is frequently used to infer causal processes whereby environmental factors influence physiological processes that affect individual demography and thus population numbers (Keddy 1982; Watkinson 1985; Collatz et al. 1998 ). This simple paradigm has been called into question when species margins consist of a decreasing frequency of suitable habitat patches. In such situations, species boundaries may be determined less by individual physiological limits and more by factors affecting the extinction and establishment of populations at the metapopulation scale (Carter and Prince 1981, 1988; Lennon et al. 1997; Holt and Keitt 2000) . Indeed, it is now recognized that a large number of types of ecological and evolutionary processes may be responsible for range limits (Case et al. 2005; Holt et al. 2005) .
In this study, we focus on populations whose spread is limited by an environmental or ecological gradient. For the purpose of discussion, we define a region of a population as marginal when the density gradient of individuals along at least one dimension goes to zero such that there is a region beyond which individuals do not (typically) exist (Caughley et al. 1988; Fortin et al. 2005) . We define ecological gradients as spatial changes in factors influencing demographic patterns of individuals: examples might be decreasing temperature, increased spacing of safe sites, or increased susceptibility to disease along a humidity gradient. In a previous study (Antonovics et al. 2001 ), we used a spatially explicit, individual-based simulation of a population along an ecological gradient to illustrate the importance of stochastic processes in determining observed limits and spatial substructuring at population margins. In this article, we use a novel "patch model" approach (McKane and Newman 2004) to investigate the spatiotemporal dynamics of a marginal population along an ecological gradient. This patch model approach has several advantages. First, it allows a direct mathematical translation of parameter values from those used in a stochastic instantiation of the process by computer simulation to those represented by mean field theory. This has always proved problematic in direct comparison of the outcome of spatially explicit cellular automata or interacting particle system types of models and the outcomes of mean field models derived from a differential equation framework (Durrett and Levin 1994; Holmes 1997) . Second, one can interpolate smoothly between strong demographic stochasticity and noise-free mean field dynamics by varying the size of each patch. Third, the patch approach can be implemented to represent a continuum from individual to metapopulation processes and can be related to measurement scales used to obtain demographic information in natural populations. In this article, we use the term "mean field theory" in a more general sense than that in which it is often used in the theoretical ecology literature. We follow the statistical physics terminology: a model is said to be of mean field type if stochastic fluctuations are neglected; however, the model may or may not include explicit spatial degrees of freedom. In the ecology literature, mean field is often meant to imply a nonspatial model, a definition that is too restrictive for our purposes. In particular, we use this model to quantify how range limits differ from mean field expectations when there is stochastic variation and to investigate the high degree of population substructuring that emerges naturally from stochastic demographic processes occurring in marginal populations.
Model Formulation
For simplicity, we introduce our model in one dimension. The extension to higher dimensions is straightforward, and we shall be studying both one-and two-dimensional systems in our simulations. Consider a linear chain of patches, each of which has a maximum capacity of N individuals. We denote the number of individuals in a given patch (labeled by k) as . For definiteness, we n ≤ N k take k to vary between 1 and L. The number n k can change by four processes: reproduction, with rate b; densityindependent mortality, with rate m k ; death through competition, with rate c; and immigration and emigration to and from neighboring patches, with rate m. In general, all parameters can depend on k, but for simplicity, we allow only the death rate m k to vary along the chain. Because we wish to model the ecological boundary of a population, we take m k to vary smoothly from a low value (∼m l ) at the extreme left of the chain to a high value (∼m r ) at the extreme right of the chain. Thus, the steady state population within each patch will vary from a nonzero value to a zero value as we proceed along the chain from left to right. The region over which this population size varies most rapidly is determined by a length scale d. A simple form to take for m k that encapsulates the above requirements is the hyperbolic tangent function
where a represents the linear size of one patch. At a given time t, the number of individuals in patch k will be a random variable n k . In order to discuss the dynamics of the model, we must define P(n 1 , n 2 , …, n L , t), the probability that at time t there are n 1 individuals in patch 1, n 2 individuals in patch 2, and so on, until we reach the extreme right of the chain, with n L individuals in patch L. This distribution function contains a wealth of information about the dynamics of the system both on average and with regard to stochastic variation about this average. We will write this probability as P(n, t), where n represents the set of patch occupations (n 1 , …, n L ). The temporal change of P is governed by the rates at which the various population processes occur. A well-defined method of proceeding is to view each patch as an "urn" containing a fixed number N of objects. The objects are of two types: either an individual, which we denote by I k , or an "empty space," which we denote by E k . Although somewhat abstract, defining individuals and empty spaces allows density-dependent birth and movement to be easily defined. A detailed discussion of this approach, as applied to competition models, as well as to situations where each patch represents one individual (and is therefore equivalent to classical cellular automaton models), can be found in work by McKane and Newman (2004) . The four population processes (A, birth; B, death; C, competition; and D, movement) can be written schematically as, respectively,
Algorithmically, as part of the computer program, we use the following procedure to instantiate particular processes. We first choose a uniform random number, and with probability q 1 , we select a single patch, or else with probability , we select two neighboring patches. If the latter (1 Ϫ q ) 1 occurs, we attempt a movement process. We randomly select an object from each patch (k and l, say), and if one is an I and the other an E, we attempt process D with rate constant m. Thus, the overall rate of process D is
where the last two factors correspond to the probability of selecting an I from patch k and an E from patch l. If a single patch is chosen, then we can in principle perform one of the processes A, B, or C. To proceed, we select another uniform random number, and with probability q 2 , we select a pair of objects, or else with probability , we select a single object. In the former case, if (1 Ϫ q ) 2 we pick two I's, we can attempt a competition event with rate c. If we pick an I and an E, we can attempt a birth event with rate b. If, however, we are to select a single object, then if we select an I, we can attempt a death event with rate m k . If we select an E, no action is taken. Thus, the overall rates of processes A, B, and C are
A k
With these transition rates in hand, we are able to write the equation describing the rate of change of the patch occupancy probabilities over time:
The internal sum is over those patches l that are nearest neighbors of k. This is the so-called "master equation " (van Kampen 2001) . It has the advantage that the formulation of the model is precisely based on the discrete algorithm described above, which can easily be coded into a computer. Thus, we can directly compare simulation results with mathematical properties of a mean field approximation of the master equation (10). A master equation describes, at any given time, the rate of change of the probability distribution of process outcomes. It differs from a stochastic differential equation, which, by adding noise to a deterministic process, generates a particular realization of the stochastic process. The probability distribution P described by the master equation can be generated from a stochastic differential equation by constructing a histogram from a large number of realizations. Although the master equation describes discrete individuals and events, the events have no set sequence within a time grid (in contrast to a difference equation) but have probabilities of occurrence within each small (differential) time interval.
Mean Field Theory
The most direct approach to extracting information from the master equation (10) is to average the equation with a weight of n k , which gives an equation for the rate of change of the mean density of individuals. Because of interactions between individuals, the right-hand side of the equation will involve more complicated correlations. A common approximation scheme is then to break these correlations into products of mean densities, thus yielding a closed equation. This is called the mean field approximation (MFA) and ignores the role of stochastic fluctuations. As such, it is expected to be a poor description of the dynamics in regions where the mean density of individuals is low. On applying this approximation, we will take the patch size to be large ( ) because this is a N k 1 necessary condition for the MFA to have some realm of validity.
In this section, we derive the MFA for our model of margins. To proceed, we average the master equation (10) with a weight of n k . We define the fractional mean density of individuals by , where the mean density is r p An S/N k k explicitly defined by
Applying the MFA enables us to rewrite correlations as and, likewise, higher moments as
. Omitting the details, we find the following 2 2
An S p An S k k equation of motion for the fractional mean density after using the MFA and taking :
where the sum over l is only over nearest neighbors of k and the renormalized rate constants are given by 
Note that the intrapatch part of equation (12) has a form that corresponds with logistic growth. The explicit competition term (proportional to ) turns out to be funcc tionally redundant because density-dependent birth is automatically built into the patch model and produces a term that is proportional to the birth rate. The interpatch term is directly proportional to m and is equivalent to a discrete diffusion process so that movement on larger-length scales will be of a purely diffusive nature. In summary, equation (12) is a spatially discrete version of the Fisher equation (Fisher 1937 ) but with a spatially varying death rate . m k
Numerical Analysis
We directly encoded the algorithm described in "Model Formulation" in both one and two dimensions. To obtain averaged results for density profiles and correlation functions, we performed two sets of averages. We simulated an ensemble of realizations. Each realization of the model was iterated until it entered steady state dynamics. We then measured the properties of this realization periodically and performed a time average. The time averages of each realization were then averaged together in an ensemble average. Typically, we used an ensemble of 100 systems for our one-dimensional simulations and a far smaller ensemble for our two-dimensional simulations. This is because two-dimensional systems contain many more patches and thus have a higher degree of self-averaging. This procedure will not lead to spurious results so long as each realization is exploring typical configurations over long times (i.e., is ergodic). To ensure that time averaging was performed only after transient effects had died away, we devised a means by which the transient period was relatively short lived. The key was to use the solution of the mean field equation to seed the initial condition in the stochastic simulations. Although not a correct steady state, this initial condition was close enough to steady state configurations to allow rapid equilibration. In more detail, we first solved the deterministic mean field equation (12) using a RungeKutta scheme and recorded the mean field steady state density profile. For the one-dimensional simulations, this density profile was then used to seed the population in each patch: if the mean field density in patch k was r k , we seeded this patch with a number of individuals equal to the closest integer to Nr k . In two dimensions, for a given index k along the transect, we have a transverse linear array of patches. A similar method was used to occupy these patches. However, we found that transient effects are much stronger in two dimensions, especially in the tail of the density profile. To speed up the approach to the steady state, we implemented r k as an occupation probability, so for each of the transverse patches at a given transect location k, we made N attempts to occupy that patch with a probability r k . This ensured that the margin of the population had some seeded patches that rapidly sped up equilibration. Table 1 explains all the symbols and gives the parameter values used for the simulations (unless otherwise indicated). The precise form of the mortality gradient is illustrated in figure 1 , and a snapshot of a two-dimensional marginal population in the steady state is shown in figure  2 . One point to note: if N is too small, then patch extinction due to demographic stochasticity often destabilizes the steady state. For this reason, we present results only for and larger. N p 4
Results

Density Profiles
We first studied one-dimensional systems. As N was decreased, demographic fluctuations within each patch led to deviations from the predictions of the MFA, and the density curves became cut off before the predicted mean field boundary ( fig. 3a) . When we replotted the same data but for each value of N we rescaled the density and the position according to r p a(N )r,
it was possible to collapse the density profiles for each value of N onto the mean field density profile ( fig. 3b ).
Rescaling factors a, b, and g were fitted within numerical error and by closest visual agreement between the density profile for a given N and the mean field prediction. Because equation (12) cannot be solved explicitly, maximum likelihood estimates of these parameters and statistical testing was not feasible. Values of these scaling parameters are given in table 2. Thus, stochastic fluctuations appear not to distort the functional form of the density but simply renormalize the amplitude of the density and its relative position with respect to the fixed mortality gradient. The results for the density profiles for two-dimensional simulations were the same, namely, that stochastic fluctuations decreased the range extension of the population into the margin (fig. 3c) . The degree by which stochastic effects curtailed the density profiles in two dimensions was less than the effect in one dimension. A scaling collapse was also obtained ( fig. 3d ), using the form given in equation (17). Values of the scaling parameters used are also given in table 2.
We also investigated the influence of the movement rate m on the degree of extension in the two-dimensional system; one expects that range extension will be increased as m is increased. This was indeed found to be the case but only for low values of patch size. For , we found a N p 4 strong dependence on density profiles with varying m (fig.   4a ). However, for , there was no measurable de-N p 64 pendence of r(x) on m ( fig. 4b ). This indicates that the mean field density profile is essentially independent of the movement rate (or, effectively, the diffusion coefficient) when stochastic effects are weak. Under these conditions, the mean field density profile is approximately a mirror reflection of the mortality gradient:(
a result that can be seen by solving equation (12) in the absence of explicit movement. This simple result will fail when because the density has to be strictly positive.b ∼ m k In this region, the diffusion coefficient is essential to allow r k to smoothly relax to zero.
Correlation Functions
To examine the emergence of spatial structure in this system, we measured interpatch correlations perpendicular to the transect for various locations along the transect. For clarity, we use the following notation for patches in two dimensions. Let n(x, y) be the number of individuals in the patch located at the grid position (x, y). The mortality gradient is taken to vary in the x direction-this direction defines what we call the "transect." We define the normalized patch-patch correlation function, perpendicular to the transect, via (17), with parameters given in table 2, to illustrate shape similarity of the density profiles for different patch sizes. c and d are as for a and b, but for simulations of a two-dimensional gradient. The width of the system transverse to the transect is 128 patches. Density is estimated as the average of all 128 patches for four realizations, with data collection for each realization performed every 100 iterations over a period of M(N) # 1,000 iterations, with M(N) values similar to those described for the one-dimensional case. The scaling parameters used to generate the data collapse in d are shown in table 2.
We made measurements of C(x, dy) in the steady state for using long simulation times (∼10 4 iterations) and N p 4 an ensemble of 50 realizations. This high degree of averaging was required to retrieve good statistical precision. We sampled data at seven locations along the transect (fig. 5) and at each location computed the distance dependence of C (fig. 6 ). The most striking feature of these curves is that correlations become stronger and more long ranged as one proceeds along the transect (corresponding to lower densities and thus greater stochasticity) until some location (location 5 in this particular case) beyond which the correlations rapidly decrease again. Note that C is normalized such that for any density, , allowing a mean-C(x, 0) p 1 ingful comparison of spatial correlations at locations with different densities. At location 5, we see that patches as far as six or seven patch distances apart are still correlated to a nonnegligible level. By contrast, in the high-density region far from the margin (say, at location 1), patches are correlated only over distances of approximately two patches-essentially their immediate neighbors.
This information reveals that although the density of individuals at the margin is low, these individuals are substructured spatially. By fitting a simple exponential decay to the correlation functions of the form , we esti-C(x, dy) ∼ exp [Ϫdy/y(x)] mated the coherence length y of correlations more quantitatively. The results ( fig. 7a) showed that the peak in the coherence length occurred in the region of the margin where, referring to figure 7b, the density had the very low value of 0.02, which is about 10% of the density near the central high-density region.
Discussion
In this article, we have examined a simple spatial model of population dynamics at an ecological margin. By use of the "patch model" formulation, we have been able to quantify the role of stochastic effects in the vicinity of the margin. We have shown that when stochastic effects are increased (by lowering the patch size or, from an alternative perspective, by lowering the maximum number of individuals per patch), the density profiles do not extend as far into the high-mortality region, and the realized margin may be much more restricted than the mean field expectation. This is somewhat counterintuitive at first glance because one might expect that random processes would enable stronger invasion of the high-mortality region through rare events. While these rare events happen on occasion in specific runs, the poor average invasibility of stochastically fluctuating populations is based on their extinction via demographic stochasticity. The morphology of the low-density region is made up of small islands of individual patches ( fig. 2 ). These islands grow and shrink through birth and death processes that are sensitive to demographic stochasticity, and at the margins the patches and islands are very sensitive to extinction. When patch sizes are small, the discrete nature of the individuals becomes important, whereas in any mean field model, lowdensity regions are stable against extinction because the discreteness of individuals is discarded and fractional occupancies contribute to the dynamics.
Invasion into the marginal region was more likely in two dimensions than one dimension because the opportunities for recolonization of patches from neighbors is greater in the two-dimensional case. Qualitatively, these results are in complete agreement with those obtained earlier by Antonovics et al. (2001) using a different individualbased lattice model. This result is also in accord with the rule of thumb from statistical physics that stochastic effects are stronger in lower-dimensional systems (Goldenfeld 1992 ).
An interesting property of the density profiles is that the curves for different patch sizes, although markedly different, can be rescaled to overlap perfectly (within numerical precision) with the mean field density profile ( fig.  3) . Thus, stochastic fluctuations shift the position of the density profile and multiplicatively alter the density amplitude and width of the interfacial region, but the underlying functional form of the profile is not noticeably changed. This result appears simple at first glance but is not straightforward to explain, either theoretically or intuitively. One might attempt to argue that because the mean field profile can essentially be described by ignoring explicit movement (cf. eq. [18]), the maintenance of the functional form of this profile for smaller patch sizes can be explained in terms of renormalized birth, competition, and death rates. We have examined this possibility by utilizing the scaling form equation (17) in the mean field profile equation (18) and attempting to absorb the scaling parameters into the intrapatch demographic rate constants. This approach fails; in particular, the shift parameter g cannot in any way be absorbed into intrapatch demographic parameters. This means that the interpatch movement of individuals is crucial in understanding the scaling behavior of the small patch results. At this point, we have no simple explanation for the scaling collapse because analytic techniques are not available for interacting systems involving both movement and stochasticity.
To place this difficulty into context, during the past 2 decades, workers in statistical mechanics have considered a range of interacting dynamical systems, for example, phase ordering in binary alloys (Bray 1994 ) and surface roughening during crystal growth (Krug and Spohn 1991) . In many cases, it is found that scaling phenomena occur. In contrast to phase transition problems (Goldenfeld 1992) , these dynamical scaling phenomena have no general theoretical framework within which they are understood. We are not suggesting that the scaling described in this work fits into this general pattern from statistical physics. We do wish to stress, however, that scaling is a commonly found phenomenon in nature but in many well-studied cases still lacks simple explanation. It is often regarded simply as an emergent property of complex interacting systems.
We have found that movement rate among patches increases the degree to which the marginal population approaches the mean field expectation, but this effect is pronounced only for small patches. Movement appears to have two separate effects. By minimizing the stochastic variation among patches, it has the effect of minimizing the likelihood of stochastic extinction; this is evidenced by the greater mean density of populations in the central part of the distribution when there is more interpatch movement. Additionally, movement results in continued emigration from denser, more central patches to more marginal patches, thus providing a demographic rescue effect. If we postulate that each patch is large and there is zero movement, then the population should extend only to the point where the birth rate is greater than the death rate; beyond this point, a positive population density is maintained by migration. While we have here used a qualitative definition of a marginal population, Antonovics and Via (1988) suggested that a "demographically marginal" population could be operationally defined as one that does not have a positive growth rate without continued immigration. In the mean field model, given our standard parameters, this point is approximately at , but the x p 14 individuals extend visibly beyond this, even in stochastic instantiations with intermediate patch sizes (fig. 3) .
Because of these clearly detectable effects of movement, it is somewhat surprising that changes in movement rates between patches have a relatively minor effect on the shape of the density profiles ( fig. 4) . A similar, relatively minor effect of what appears to be substantial interpatch migration is seen in "stepping stone" models of genetic differentiation along selection gradients (Endler 1977) . The reason is that unless the gradients are very steep, adjacent patches have similar numbers (or allele frequencies in the case of clines), and migration between them therefore has only an incremental effect. Because of these minimal effects, for any patch size, the density profile essentially mir- rors the shape of the mortality gradient (see eq.
[1]) and may be expected to more or less do so unless there are abrupt discontinuities in the mortality gradient. A correspondence between the mortality gradient and density gradient also is expected only when density-dependent factors act in a linear manner, as in our model, but would not occur when density-dependent mortality or fecundity are nonlinear (Watkinson 1985) . There is limited empirical demographic data in the literature examining mortality rate (or indeed any demographic parameters) along largerscale environmental gradients at population boundaries (Jefferies et al. 1981; Keddy 1982; Watkinson 1985) . Ecological and mortality gradients have been studied in experimental populations but then only in single-generation experiments (Pickett and Bazzaz 1976; Conn and Blum 1981) or with regard to community impacts (Mittelbach et al. 2004 ). There is a sizable body of work measuring how demographic parameters vary across habitat edges for local population boundaries (Bishop 2002; Chalfoun et al. 2002; Battin 2004) . One of the values of a theoretical result such as ours is that it points to areas where there is a clear need for further empirical research.
In mean field theory, there are no spatial correlations by fiat, whereas stochastic birth/death processes and limited migration are expected to give rise to spatial substructuring. In our simulations, this substructuring was not uniform, and the magnitude and the extent of interpatch correlations passed through a maximum value as one proceeds along a transect toward the margin (figs. 5-7). We found that for marginal population densities of around 10% that of the high-density region, spatial correlations were at their most long ranged, extending linearly over six to seven patches. This implies, for a two-dimensional population, that individuals in the margin are spatially correlated over a sizable region of ∼30-50 patches. The peak in the substructuring can be understood as follows. In the high-density region, it is difficult for an individual to effectively move from one patch to another because few vacancies exist that would allow such a move. Thus, there are low rates of local movement, and as a result, spatial patterns are largely determined by stochastic (and spatially random) extinction events. In the very low-density region (corresponding to positions 6 and 7 in fig. 5 ), individuals are very free to establish new patches near preexisting ones and will do so, but the extinction rate of these patches is very high such that correlations with regard to occupancy are again driven largely by random, high-rate extinction events. In the intermediate density region, at some point toward but not at the limits of the population's range, there is a high level of effective local movement but not such a high extinction rate. Moreover, this local movement is centered on rare stochastically driven flamelike extrusions (visible in real-time simulations) from the center of the distribution, where by chance local colonizations have exceeded extinctions. This leads to strong spatial substructuring, including transient island-like patches. Lennon et al. (1997) briefly noted, but did not quantify, similar structuring in their simulations of metapopulations at the edge of a species range. Substructuring may be very important for both numerical dynamics and evolution at population margins. Spatial clustering may reduce Allee effects that otherwise might act as a brake on population range extension (Keitt et al. 2001; Newman et al. 2004b) . Localized rare colonization and patch expansion may result in inbreeding and exposure of novel gene combinations (Goodnight 1988; Templeton 1996) . In addition, dense local patches of individuals may be able to adapt more easily to habitat gradients because they receive less gene flow from more central populations (Antonovics 1976; Kirkpatrick and Barton 1997) .
Of relevance in this study are the nontrivial statistics of extinction for small populations when birth and death rates are closely matched (as is the case in the vicinity of the margin). The mean extinction time of a population for this case is a poor indicator of the distribution of extinction times (Newman et al. 2004a) : many islands will become extinct very rapidly, thus curtailing the mean density, while a few islands will be unusually long lived and able to invade deep into the high-mortality region. These rare island dynamics will not contribute significantly to the mean density profiles but will have a profound influence on the cumulative distribution. Although we did not investigate cumulative distributions quantitatively, our simulations confirmed the results of Antonovics et al. (2001) , that cumulative distributions can extend well beyond the typical instantaneous margin and can show substantial substructuring. This issue is very relevant for interpreting distribution maps that are often based on data accumulated from records spanning many years of study.
The basic structure of the model we have presented is very similar to the stepping-stone models that have been commonly used in population genetics and ecology to investigate the effects of population subdivision on allele frequency and numerical dynamics (Crow and Kimura 1970; Renshaw 1986 ). Such models combine migration among adjacent patches with dynamical processes within patches and have also been used to investigate spatially explicit coupled lattices (Comins et al. 1992; Kaneko 1989; Earn et al. 2000) and metapopulation dynamics (Doebeli and Killingback 2003) . The patch model that we present differs from these in that the processes occurring within and between patches are instantiated stochastically but sequentially in a manner that can be directly programmed by a computer and that can also be solved directly for the mean field partial differential equation equivalent (McKane and Newman 2004) . This therefore provides a mathematical route for reconciling parameters used in mean field models and parameters used in spatially explicit simulations. The difficulty of precisely equating parameters used in mean field models based on differential equations with parameters used to instantiate computer-based spatial simulations has been problematic in interpreting whether observed patterns are due to space per se, to stochasticity, or to nonequivalence of parameters chosen in mean field models relative to those chosen in a spatially explicit simulation (Durrett and Levin 1994; Holmes 1997) . The mean field solutions are exact (in the limit of large patch sizes) and do not rely on additional approximations as do some other approaches, for example, those based on pair approximations and moment closure (Levin and Pacala 1997; Dieckmann et al. 2000) . Durrett and Levin (DL; 1994) outlined several approaches to the dynamics of spatially distributed systems: (i) mean field approaches, (ii) patch models, (iii) reaction-diffusion equations, and (iv) interacting particle systems. In the method developed by McKane and Newman (2004) , one begins with a nonspatial model with discrete individuals (approach ii of DL but without any spatial structure) and shows that when the size of the system tends to infinity, a mean field-type model is obtained (approach i of DL). If we include spatial effects, as in this article, we begin with a spatial patch model with discrete individuals (approach iv of DL), and when the size of the system tends to infinity, a mean field equation with spatial variation is obtained (approach iii of DL). We again emphasize that for what DL refer to as reaction-diffusion equations, we retain the term "mean field theory." Thus, in summary, we show that in the limit , ii goes over to i, and iv N r ϱ goes over to iii. The main differences between our work and that of DL are that we have empty (or null) spaces and that we start from stochastic individual-based models, and then by taking the limit of infinitely large system sizes, we derive the corresponding deterministic population size model. Our modeling approach is quite general and has been used, for example, to investigate the outcomes of competition in an explicitly spatial context (McKane and Newman 2004 ) and the effects of stochasticity on predatorprey dynamics (McKane and Newman 2005) .
In this study, we assume that births are all within a patch and movement is among patches; this is characteristic of, for example, many animal populations where juveniles are sedentary and remain with the parents but only adults disperse. The model is easily modified if we assume both that births can be within a patch and that newborns can also migrate to a new patch, as in most plant populations; the last term in equation (2) ture, and although we have not explored this in our simulations, comparison with a lattice model where newborns (i.e., seeds) move to other areas but adults do not move gives qualitatively similar results (Antonovics et al. 2001) . The patch structure of our model has the major advantage that it can be applied at many scales to real-world data. Thus, its application does not require the identification of a particular scale of measurement or of specific individuals; instead, patches can be considered as quadrats of a superimposed lattice with counts of numbers of individuals. The patch becomes the unit of measurement, and movement is measured among patches (Thrall and Antonovics 1995; Antonovics et al. 1997) .
For heuristic reasons, we have presented an analysis of a very simple population margin. The environmental gradient is constant over time and influences only one demographic parameter, namely, mortality. The individuals reproduce asexually and are genetically uniform and, apart from competing for space, have no frequency-dependent or other trophic interactions. Clearly, at a theoretical level, these ideas could be extended in many directions. The dynamics of marginal populations caused by gradients in biotic factors such as disease and interspecific competition would be subject to interesting feedback effects (Antonovics et al. 2001) . Whether the margin of a population or species range is increasing or decreasing is also of growing concern to ecologists interested in range extensions and host shifts, conservation biologists, and evolutionary biologists interested in speciation processes. Understanding such patterns will become increasingly important as more and more data become available on spatial distributions of species distributions based on improved technologies using satellite-based positioning and remote sensing.
