Abstract. Most approaches for lip modelling are based on heuristic constraints imposed by the user. We describe the use of Active Shape Models for extracting visual speech features for use by automatic speechreading systems, where the deformation of the lip model as well as image search is based on a priori knowledge learned from a training set. We demonstrate the robustness and accuracy of the technique for locating and tracking lips on a database consisting of a broad variety of talkers and lighting conditions.
Introduction
While mainstream speech recognition research has concentrated almost exclusively on the acoustic speech signal, it is well known that humans use visual information of the talkers face (mainly lip movements) in addition to the acoustic signal for speech perception purpose. Whereas several well known methods exist for representing acoustic features of speech, it is still not fully understood (i) which visual features are important for speechreading, (ii) how to extract them and (iii) how to combine them with the acoustic information. It is generally agreed that most visual information is contained in the lips, especially the inner lip contours and to a minor extent in the visibility of teeth and tongue (Montgomery and Jackson 1983, Summerfield 1992 Here we describe the use of Active Shape Models (ASMs), introduced by Cootes et al. (1994) , for robust detection, tracking and parameterisation of visual speech information. In comparison to previous contour tracking approaches such as the use of deformable templates (Yuille, Hallinan and Cohen 1992, Hennecke, Prasad and Stork 1994) or snakes (Kass, Witkin and Terzopoulos 1988, Bregler and Omohundro 1994) , ASM is a statistically based technique which almost completely avoids the use of constraints, thresholds or penalties imposed by the user. During image search, the model is only allowed to deform to shapes similar to the ones seen in the training set. Whereas deformable templates and snakes align to strong gradients for locating the object, regardless of their actual appearance in the image, ASMs learn the typical grey level appearance perpendicular to the contour from the training set and use them for image search.
Active Shape Models
Active Shape Models are flexible models which represent an object by a set of labelled points. The points describe the boundary or other significant locations of an object. Figure 1 shows one of the models we used for the lips. Any profile of the training set can then be approximated using the mean profile and the first few main modes of profile variation. This approach assumes that the deviations of profiles at different model points are correlated with each other, as they are expected to be due to illumination effects and differing skin colour.
Locating lips
For locating the lips in the first frame of an image sequence we assume that a rough estimate of the region of interest (ROI) containing the lips is known from another image processing algorithm. The model is initialised with the mean shape and placed in a random location in the ROI.
Instead of using the search technique described in Cootes et al. (1994) we use a cost function to evaluate how well a model fits the image and the Downhill Simplex Method, introduced by Nelder and Mead (1965) , for finding a minimum. The algorithm was implemented as described in Press et al. (1992) .
To measure how well a model fits the image, the cost function measures the grey-level distance between the model profile and the image profile. To account for grey level variation captured in the training set, the model profile is aligned to the image profile as closely as possible using the mean profile and the first few main modes of variation.
To restrict the model to only deform to shapes similar to the ones seen in the training set we constrain the shape parameters for each mode to stay within +/-3 
Tracking lips
For lip tracking, the lips are first located in the first frame as described above.
For consecutive frames the previous frame is used as the initial estimate of the lip position and the search is performed using the same search algorithm.
Although constraints could be introduced to limit the search to stay within certain limits during tracking, for simplicity we used the same constraints as for locating the lips. Figure 5 shows tracking examples for Model 1 and Model 2.
The shape parameters and scale information extracted from an image sequence can directly serve as visual speech features for a speech recognition system. The shape parameters are invariant to scale, translation, rotation and lighting.
Experiments
We used the database described in Movellan 94 for our experiments. It consists of 96 image sequences of 12 talkers (9 male, 3 female) each saying the first four digits in English twice (later described as set 1 and set 2). It contains images of a variety of talkers with different skin and lip colour, lip shape and illumination.
The shape and profile models were built using the first frame of each sequence of set 1 with a total of 48 images. We used 6 shape modes for Model 1, which covers 81% of shape variation and 8 shape modes for Model 2, which covers 76.9% of shape variation. All tests for locating the lips were performed on set 2.
For location tests the model was initialised at a position off the centre as seen in Since the results for locating the lips were so poor, we performed another test where the model was initialised at the centre of the image.
Results
The image search was judged by visual inspection. A search result was classified as Good if the whole lip contour was found within one quarter of the lip thickness deviation, it was classified as Adequate if it was found within half the lip thickness deviation and it was classified as a Miss otherwise.
Experiments with different numbers of profile modes showed that best results
were achieved by using 6 profile modes for Model 1 and 12 profile modes for
Model 2. Table 1 shows the results for lip location using profile models and different numbers of profile modes. The accuracy generally increased by adding more modes up to a certain point when the accuracy decreased again. We believe that this is due to the small set of training examples which results in inaccurate estimations of minor modes of variation. 
Conclusions
We have shown that ASMs are able to represent deformable objects such as lips at various degrees of detail and with a small number of parameters. The deformation is purely governed by statistics learned from a training set and therefore neither too constrained nor too flexible.
The use of grey level profiles has been shown to be an appropriate way to represent dominant image features and to model their variation which enables accurate location of lips. The profile used in image search encompasses a large sample space which minimises the risk of terminating the search process at a local minimum.
ASM do not depend on heuristic thresholds, limits, weights or penalties imposed by the user. All limits used are related to probabilities derived from statistics of a training set.
