In these figures, the approximately normal distribution of returns realized by not utilizing a stop-loss is contrasted with the perceived expected return caused by having a stop. Therefore, the difference of the areas of the two distributions measures the impact of the stop-loss. The first diagram illustrates the fallacy of the belief that the stop will only act to prevent losses beyond some specified point. One problem with this line of reasoning is that it does not take into account the higher probability of a small loss occurring at the price where the stop is placed. In effect, this implies that only a portion of the negative side of the return distribution is removed so that the area of the stop-loss distribution is effectively smaller. The second diagram corrects for this so that the total areas of both distributions are the same. It indicates that a stop loss at some location will increase probability of hitting the stop in the vicinity. For example, entering a long position on Google at $470 with a stop-loss set at $465.30 (1% below the entry price), almost guarantees getting stopped out due to daily price movement so the probability of being stopped out must increase at the stop price. At the same time the probability of achieving larger negative returns, such as -10%, is lessened because the stop mitigates the
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probability of greater losses. Note that slippage and gaps are indicated in the diagrams by a sharply decreasing (but not immediately zero) probability of returns to the left of the stop-loss. The second diagram is an improvement, but is still inaccurate as it misses a subtle result.
We find that the realized impact of the stop-loss as a strategy manifests itself in hidden costs and perceived benefits, illustrated in Here, when the expected return of the asset is zero, the expected return of using a stoploss is the same as that of not using a stop-loss. Graphically, this is demonstrated by the hidden costs, or red shaded area, having a total effective size as the benefits, represented by the shaded green area. This is due to the fact that the hidden costs cancel out the perceived benefits. Intuitively, this may not be a huge shock. If the costs outweighed the benefits, then no one would use stops and they would be deemed ineffective. If the benefits outweighed the costs, it follows that the average return for the asset would be higher when using a stop-loss. Managers and investors would be able to generate positive expected returns by just using stop-losses. Clearly this is not the case.
To derive general implications of stop-losses, we simulated asset returns by using stationary and nonstationary return models 3 to generate daily log returns for a random walk process:
Constant Expected Return (CER) model (stationary random walk):
Nonstationary random walk with drift:
Autocorrelated process with AR(1) model:
Returns were generated with varying monthly volatility at 1% and from 5% to 25% in five percent increments to simulate assets with low volatility to very high volatility. We simulated the random daily returns of 500 assets for each volatility level and measured the impact of stops from 1% below the entry price to 99% below the entry price for long positions (vice versa for short positions).
The random walk models were ideal to generalize the results as they incorporate unrestrictive but simplifying assumptions and control for outside variables so that the pure mechanics of the stop-losses could be analyzed. The assumptions allow for changes in the parameters to be incorporated into a new model of returns but do not alter the implications. 4 The trading strategy employed to generate return figures is as follows: A new position was initiated at the start of the month. At this point, two stops were initiated: a time stop and the stop-loss. Daily returns were compared, and the time stop meant that the trade would be exited on the last day of the month if the stop-loss was not hit. Otherwise, if the stop-loss threshold was hit, the position would be closed and would not be re-entered for the remainder of that month. The process would then repeat at the start of the next month. This ensured that the sample size of returns was consistent throughout the simulations; every month we would record one return data point, equivalent to monthly return. For a passive long portfolio, this allows for monthly returns to be computed as well. An assumption made is that differences between price on the last day of the month and the start of the next month are negligible. We display the results of the simulation with expected return of zero and monthly volatility of 5% in Figure 3 . Notice that for varying levels of stop-loss, the impact decreases until a point at which the stop is so far from the price that its impact is effectively the same as not having a stop at all. The impact of the stop-losses are illustrated by the peaks. A single slice of the surface is presented in Figure 4 . Results of the 1% stop-loss are presented to emphasize the difference between employing a stop-loss and passively holding the position. In Figure 4 , the areas A and C denote the benefits realized by the stop-loss, while B and D label the costs. Area A represents the benefit of reducing the possibility of further losses, both in magnitude and in frequency. Area C also represents this; a reduction in slightly negative returns was found. Area B represents the increased probability of being stopped out; this is a hidden cost as the impact to the return distribution is negative. Note the relative steepness of the right side of B versus the left side. This is due to the fact that if the asset returns -0.99% the stop will not be breached and so a "wall" forms to the side greater than the stop, whereas on the left the frequency declines less dramatically due to slippage. Area D represents an opportunity cost -the potential return given up if the price crosses the stop and then returns to the positive range. We dub B and D the true "hidden costs" of the stop-loss as they are not immediately obvious when considering the impact of stops. We found that the expected return of the distribution in Figure 4 generated by having a stop was 0.000129, while the expected return of not having a stop was 0.0000747, or effectively zero. 5 A paired t-test for means confirmed that the difference was insignificant with a t-score of 0.37070 (p = 0.71086). The implication derived here is that use of a stop-loss does not change the expected return of a trade when the expected return of the asset is zero.
Next we explored the implications of the stop in instances where the expected return was not zero. 
Probability

Return
Normal
With Stop-Loss historical return and volatility of the Dow Jones Industrial Average. The interpretation for the stop-loss in this situation is that it is equivalent to a "trailing-stop," or a stop-loss order where the stop-loss trigger price increases as the asset price increases so that it maintains some relative distance to the asset price. The t-statistic for the expected value of the distribution with the stop versus not having a stop was -34.421, indicating a very significant difference of the average returns. As a result, the stop had a meaningful impact on returns in this positively trending market. We plotted the expected return versus the various stop-loss levels for this simulation and found the results shown in Figure 6 . Surprisingly, here the monthly expected return of using the stop-loss versus not having a stop is actually lower. We see that as the stop is moved farther away from the price, the expected return rises until it is equivalent to that of not having a stop. The implication of this is that trailing stops actually reduce expected return when asset prices have positive drift or positive expected return. In other words, setting a 1% stop-loss actually decreases the probability of getting a positive 8%
return. This stems from an opportunity cost of missing out on market recoveries where We found the opposite was true in markets where the drift was negative:
Figure 7: Inverse effect of stop losses in bear markets (long position)
Here the simulation with negative drift can be interpreted as a bear market condition. We see that the stops improved average return by limiting participation in the market fall. As the stop-loss increased, participation in the bear market increased and further losses were realized. These results are consistent with Macrae"s assertion that for trending series, stop-losses can prevent further losses. We found that drift is a necessary requirement for stop-losses to have impact. Notice the similarity between Figures 4 and 5; essentially, the distributions are shifted but the total "cost" and "benefit" areas are the same form.
We also tested if the variance of the returns was different. We observed that volatility reduction occured, and F-tests for differences in variance confirmed statistically significant differences between using stops and not using stop-losses. Notice that F- Negative Drift values decrease as volatility of the asset increased, indicating increasing probability of reduced variance by using stops in volatile assets. Given the nature of the distributions, we postulated that the same results would materialize using profit-taking stops instead of stop-losses. A profit-taking stop operates in the same way as the stop-loss, but instead of preventing further losses by exiting the position, the position is closed to lock in realized gain. This was intuited by the fact that short positions have stops on the positive side of the distribution. However, one difference in short positions is that the extent of gains and losses is converse to that of long positions; there is a maximum to the potential profits (when the asset becomes worthless) but the losses are potentially unlimited as asset prices such as stocks theoretically have no upper limit. This is one reason margin requirements exist for shorting. In this way stops play a unique role in short positions in creating a limit to maximum loss; the "short stock with stop-loss" portfolio has the same payoff at expiration as a long put position.
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As we see in Figure 8 , the results of having a profit-taking stop are symmetrical to those found in having stop-losses. Next we simulated returns utilizing both stops and returns; the interpretation of this is entering a long position with a stop loss below the price and an exit point above.
We tested if the implications would hold true in this scenario. Figure 9 illustrates the distribution of returns from employing a stop loss and profit-taking stop at the same level above and below the price. Notice the trimodal distributions created by the employment of stop-losses and profit-taking stops. As the distance of the stops increase, the expected return distribution becomes more normal and approaches that of having no stop. At the extreme of 1% stop on each side, the distribution becomes bimodal as the probability of returns between -1% and 1% declines to zero. We conducted the same tests for mean and variance of the 1% stop distribution against the no-stop distribution, labeled "Normal"
and found that the expected returns were the same and t-statistic and F-values were -0.2566453 and 0.6430071 respectively, indicating an insignificant difference in mean but significant difference in the variance of the return distributions. We tested this result with varying widths by using the function: The next step was to take derived above and see if they would hold true for historical returns of actual stocks and indices, confirming the validity of the results. We ran a backtest of the strategy for the past 27 years (Jan. 1980 to Dec. 2007 ) and display the resulting distributions at the 1% stop level and without stop. The detailed results of the statistical tests can be found in Appendix A.5 and A.6, but in general we found that as with our simulations, the means differed but were statistically insignificant, while the variances were statistically significant, indicating volatility reduction. Notice that the distributions here are much less defined than the distributions mentioned from the simulations. This is due to relatively small sample size (324 months in 27 years) that can be obtained in empirical data versus potentially unlimited samples generated by Hence an added benefit of simulation was that larger samples of data could be generated. By using a model with simple but flexible assumptions, the impact of variables can more easily be understood. We summarize the implications in the following The matrix implies that market trends and stock price movements have a positive relationship; stocks with significant betas would be ideal for such a strategy. By splitting conditions for stocks and market trends, the investor can take into account the impact of the market on stocks. Another assumption of the matrix is that the investor is able to reliably predict trends, or specifically, persistent drift in returns, the scope of which is outside this paper. In the matrix, "Trail" stands for trailing stop, while "2 for 1" indicates initiating trades only with risk to return profiles greater than two; the breakeven expectancy would require probability of 50% that the stock reaches its goal. "P-Target" stands for profit-target, equivalent to our profit-taking stop, while "Pyramid" indicates that one should add on to the position as it rises, so that each new position resembles the The new results are consistent with trend-following or directional trading strategies.
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Earlier, we mentioned that a short position with a stop loss was equivalent to a long put position. The same can be said about a long position with a stop-loss; its payoff is equivalent to a long call position. Since the return distributions were necessarily altered by having a stop-loss order out as shown in Figure 2 , use of alternative risk management instruments such as options or offsetting hedges would allow one to continue participating in the upside while minimizing downside potential. Trailing stops are suggested for sideways markets so that reduction in volatility can be realized. However, since stops at +/-1% yielded the most volatility reduction, taken at the limit, this would confirm intuition of simply not participating in the market at all in a sideways market with expected return equal to zero since we are not compensated even for the time value of money.
Risk management is one of the most challenging elements of investing, even for something as fundamental as the stop-loss. Often the reason for this is because the understanding of risk involves in-depth analysis and understanding of dynamics that can be exceptionally ambiguous. However, it is important to have a firm grasp on all the tools used in investment management in order to more accurately assess how risk characteristics of the portfolio are altered.
We found that the perceived benefits of the stop-loss were largely balanced out by the hidden costs. As a result there is no inherent edge to be found in stop-losses or profittaking stops. Furthermore, there is no clear optimal location to place a stop. As the stop moves further away from the asset price, the expected distribution of the stop-loss approaches that of the asset return distribution without a stop. Yet using a stop-loss price that is too close can lead to higher transaction costs without explicit or reliable gains.
However, in certain situations the stop-loss may effectively reduce losses and volatility.
In the end, it is up to the individual investor to consider the benefits and costs of the stoploss in the context of the position, as illustrated by the Money Management Matrix.
Given that one of the implications of the stop-loss was that it had a meaningful effect when prices exhibited persistent drift, further research may be dedicated to this area. Position-level volatility, on the other hand, is significantly reduced by the use of the stop-loss in both trending and non-trending returns. The table below shows returns and volatility for various stop-losses in a simulation with positive drift. Note that while volatility is reduced, expected return is reduced dramatically so that the risk-adjusted return metric (return / volatility, equivalent to Sharpe ratio with risk-free rate equal to zero) is harmed. This holds true even after position-sizing is re-adjusted to maintain volatility or return.
We also note that in generating his proof of concept charts, Macrae used smooth functions, creating continuous bimodal distributions when in fact our findings suggest that bimodal peaks occur, but with a 'wall' -e.g. if stop is set at -10% below the entry price, if the price goes to -9.9%, the stop will never be hit and thus the frequency of -9.9% (or any area local to the stop but not surpassing it) should not be affected. Figure 4 illustrates this. In our investigation of the implications of Macrae"s article, we find that there are hidden costs to the stop-loss, but not due to the effect of increased volatility from leverage used to maintain effective exposures.
Stop (%) E[Return] Volatility
Return / Volatility
Volatilityadjusted weight Levered return
Levered volatility
Return / Volatility
Returnadjusted weight 
1)
Note that return / volatility ratio does not change with leverage but declines 2)
In the volatility-adjusted weighting, volatility remains the same and expected return improves slightly.
3)
In return-adjusted weightings, returns equal that of the underlying with nom stop but volatility increases.
This illustration shows that the impact of the stop-loss is distribution-independent. Say you have a coin and flip it 3 times. What is the probability of getting at least one head Lo and behold variance has decreased. Since standard deviation is the square root of variance, standard deviation of returns should also decrease. We found that for empirical data, assets with larger volatility experienced a more meaningful reduction in volatility from the stop-loss. ] and prices are lognormally distributed.
This is approximately true for assets such as stocks, although much research has shown financial assets may tend to exhibit excess kurtosis, skew, and other non-normal artifacts. The implications of the model are such that the effects to using stops are indifferent to non-normal
returns. An illustration of this is provided in Appendix C, where the results are replicated with a coin-flipping game (fair coins have a uniform distribution).
ii) Expected return is constant over time [µ t = µ t+1 = E(r t )]. When this assumption is relaxed the conclusion is the same as we demonstrate that expected return of the stop-loss strategy approaches that of the underlying asset. Results of a model with nonstationary returns with varying µ were simulated and we found the results held.
iii) Return volatility is constant over time [σ 2 = var(r t ); σ ij = cov(r it, r jt ); ρ ij = cor(r it, r jt )].
Errors are iid and covariance stationary; homoskedasticity was assumed in the CER model. We generated returns of assets with varying σ to simulate expected returns for assets with low and high volatility. To relaxing this assumption, one would merely "shift" from one volatility to another as we generated representative volatilities with σ = 0.01, 0.05, 0.10, 0.15, 0.20, and 0.25.
One can picture the aggregate results as a set of level surfaces of varying σ. With nonstationary returns, var(r t ) = σ 2 t. We find that there is no difference in the expected return among these level surfaces.
iv) Expected value of error is zero [E(ε) = 0] and is normally distributed with variance σ 2 .
The interpretation of this is that 'good news' represented by a random positive error term and 'bad news' represented by a negative error term balance out in the long run, with a net result being 0 impact to expected asset return. In the linear representation these errors terms capture the residual impact of outside forces.
