The distributed control of self-assembly processes requires local behaviors that will cause initially unorganized components to form a desired goal structure. While important strides have been made in designing methods for self-assembling various geometric structures under idealized simulated conditions, many unaddressed issues remain in extending these methods to more complex environments. In this work, we discuss the self-assembly of prespecified 3D structures from blocks of different sizes. Block movements through a continuous environment are constrained by each other and simulated gravity, adding to the problem's difficulty. We present a solution that integrates three distinct techniques from the field of swarm intelligence: stigmergic pattern recognition, force-based movement control, and coordination via local message passing and state changes. Further, we empirically demonstrate that a stochastic component in the blocks' acceleration can aid in preventing persistent interference, and that the use of collective, flock-like movements can be beneficial in situations of low block availability. This work provides insight into the dynamics of continuous-space self-assembly, and is a step towards the design of methods for the automated "growth" of useful structures in real-world environments.
INTRODUCTION
In a self-assembly process, relatively simple physical components combine to form comparatively large and complex structures [3, 43] . Recent work in this area has become increasingly computational, with much of it focusing on modeling self-assembly and collective construction that occurs in nature [16, 39] .
Of particular relevance here are models that simulate wasp nest construction [10, 11, 24, 37] , although termite nest construction [9] and brood sorting by ants [20, 44] have been studied as well, the latter having developed a robotic implementation. A key feature of these models is that an assembled structure emerges from numerous local interactions between the components/agents, and is not the result of an explicit master blueprint or centralized control. This sort of self-organization is often accomplished through the use of stigmergy: a form of implicit communication through the environment [38] . For example, an insect such as a paper wasp is not believed to "know" the global properties of the nest that it builds, but instead to engage in reactive, stimulus-response type behaviors [38] . The stimulus may consist of observations of discrete, local arrangements of existing nest elements, and the response, which may be probabilistic [24] , is the deposition of a new element in a particular location. This process is self-coordinating in that, by the results of its actions changing the emerging structure, one wasp produces a local configuration that indicates what should be done in the future by other wasps. While there is a physical distinction between the agents (i.e., the wasps) and the material components, this process is very similar to self-assembly where the components themselves are active agents [2] . If the number of building agents is large enough such that all components can be manipulated simultaneously, then self-assembly and collective construction are effectively equivalent, and we treat them as such here, as others have done [10] .
Given the widespread occurrence of self-assembly in nature, a relevant issue is the extent to which natural self-assembly principles can be applied to automate the production of potentially useful artificial objects, particularly, in environments that are difficult to access. Examples include solar power systems in outer space [36] , bases on the lunar surface [12] , and electronic components at the nanoscale [18] . This leads to a fundamental question: How can a self-assembly process be controlled such that the components converge to a specific desired (target) structure? Researchers who address this question typically assume that the assembling components have some degree of autonomy and may thus be termed agents [4, 7, 17, 22, 26, 29, 35, 41, 42] . An agent can typically only perceive nearby regions of its world, and cannot directly affect the environment or other agents far away. Global structures emerge from local interactions through a process of self-organization [2, 14, 20] , a characteristic that is typical of swarm intelligence systems [10, 25] .
Stigmergy has been used in this context to show that if the components are able to take on various symbolic state values, then structures of substantial complexity can be built [1, 22, 23] . However, the generated control rule sets used to date generally do not take advantage of repeating patterns that may exist within the target structure, and are thus not parsimonious: the number of rules grows linearly with the number of components. Furthermore, the existing approaches have been developed under idealized conditions: the environment is typically a 2D or 3D discrete lattice with few constraints on motion, which is also discrete and mostly random. In a more realistic environment, such motion can be ineffective [8, 29] , due to the continuous nature of space and the presence of various physical constraints. The latter can impose highlevel coordination requirements on the self-assembly process, which must ensure that certain parts of an emerging structure are not begun until others are completed. This necessitates explicit (rather than just stigmergic) communication of process state [4, 42] .
While some research has been conducted on self-assembly in continuous environments, this work has generally been restricted to the assembly of very simple, abstract structures such as chains and triangles [17, 35, 40, 41] . A partial exception is found in [26] , where a set of rules can be generated to allow diskshaped components to form tree-like structures in a 2D continuous space, but this approach is non-stigmergic and has high memory and preprocessing requirements. Unlike our work, where structures are immobile, subassemblies are able to move and join one another. Furthermore, topologically-connected components within a tree must simply maintain close proximity to each other, and need not come into physical contact, which simplifies the problem substantially. In another recent study [42] , stationary block-shaped modules are able to attract free-floating modules via short-range magnetic forces, potentially allowing the formation of a wide range of 3D shapes, although only relatively simple structures have been presented thus far. This latter work differs from ours in the assumption that modules are not capable of independent actuation; rather, it is assumed that the environment imposes Brownian-like motion on them; furthermore, the modules are situated in a fluid, rather than on a dry surface, so the effects of gravity are negligible.
In this paper, we describe an approach to the self-assembly of prespecified artificial structures composed of different-sized blocks. From an initially random distribution on a 2D surface, these blocks must collectively assemble themselves into various 3D structures in a continuous environment with a gravity-like restriction on vertical movement (a block can climb onto/off another block by coming into contact with it, but cannot scale a stack of several blocks), collision detection (which ensures that blocks cannot simply "pass through" each other), and other constraints. The fundamental problem we address is how to design distributed control mechanisms based on solely local interactions that will effectively accomplish the selfassembly of structures in such an environment. Our goal is to better understand the underlying principles and algorithms that this entails, and not to implement a veridical model of physical robotic construction. Our approach modifies the stigmergic models described in [1, 22, 23] to allow prespecified structures to be built with a parsimonious set of rules, where possible. We hypothesized that these stigmergic mechanisms would be able to provide an effective solution to the problem if they are integrated with continuous movement control techniques [17, 26, 35, 40, 41] and memory-based temporal coordination [4, 42] . This hypothesis is tested by applying our methodology to the self-assembly of several non-trivial structures. One such structure, a 3D "building" having internal columns, a door and a roof, and requiring temporary staircases (such that a block is able to move vertically, one "step" at a time), is described in some detail and used as the basis of a number of experiments, in which we investigate the system's dynamics.
METHODS
In this section, we present example target structures and the self-assembly environment. We then describe the control mechanisms employed by the agents during the self-assembly process.
Target Structures
The basic elements of the self-assembly processes that we study are small (1×1×1 units), medium (2×1×1) and large (4× 1× 1) blocks, which can be conceptually partitioned into 1, 2 or 4 cubic sections, respectively.
For simplicity, it is assumed that the structures that self-assemble from these blocks are discrete (the external face of any cubic section of any block either completely overlaps some other such face of another block, or overlaps nothing), connected (a path can be traced between any two blocks through face adjacencies) and stable (each block is supported underneath by either the ground or at least one other block). Given the sizes and geometries of the components, along with these assumptions, the class of possible target structures is somewhat restricted: for example, a structure cannot have curvature, or contain overhanging elements; however, it can have internal chambers that are fully covered above by large blocks, as well as other complex and interesting features.
In our model, structures self-assemble from an initially unstructured arrangement, where blocks are scattered on the ground with random positions and orientations, as shown in Figure 1a . The only initially present structure is a small seed (for example, the four adjacent blocks visible around the center of Figure   1a ), which exists at the center of the world to indicate the location of the final structure. The seed "grows" (somewhat like a crystal, or a diffusion limited aggregation cluster [46] ) into the structure via blocks arriving and coming to rest adjacent to blocks that are already stationary. Individual blocks have no prespecified locations within a structure, and one block can be used in place of any other block of the same size.
Figures 1b-f show three examples of non-trivial, 3D structures that have self-assembled from an initially random arrangement using our methods: a pyramid, an elevated road, and a building. The pyramid is depicted in Figure 1b ; it consists of progressively decreasing square layers of small blocks (a total of 265 a.
b.
c.
d.
e. f. small blocks is used) with an internal passage, as seen in Figure 1c , where the 3 large blocks covering the passage are removed, along with the top of the pyramid. The road, a structure 4 units in height, as shown in Figure 1d , is formed as a series of segments of varying lengths and widths. These segments consist of large blocks placed lengthwise, and are joined by small blocks. At both end-points, medium blocks are arranged as staircases, which provide access to the road. The third structure resembles a threedimensional "building", as depicted in Figure 1e . Figure 1f shows the same structure with most of the roof removed, revealing two supporting columns that consist of small blocks that are stacked to a height of 6 units upon a rectangular floor, which is also assembled from small blocks. Walls are assembled from medium blocks, which are laid out in a "brick-like" pattern where each block is supported by two blocks underneath it. The roof is formed from large blocks, structured in two layers. For the lower roof layer, 8 blocks (4 of which are shown in Figure 1f ) are placed across the columns and the walls, with gaps in the top wall layer left specifically for this purpose. Upper layer roof blocks are placed across the walls and the lower layer roof blocks, perpendicular to the latter. While no staircases are specified, they must be temporarily assembled (and subsequently disassembled), in order to allow blocks to reach final resting positions when building the columns, walls and roof in the presence of gravity. Finally, there is a door in the front wall of the building, formed from two medium blocks and one small block on each side, as well as a single large block above. In the following, we use the building as a running example to illustrate the methods used, with the understanding that the same approach works for the other structures. A short video at http://www.cs.umd.edu/˜reggia/grushin.html provides an animation of some of the stages of the building's self-assembly process.
Environmental Features
The self-assembly process takes place in a simulated, continuous environment with a number of constraints on the blocks' movements. This environment is not designed to be an accurate representation of reality, and we do not intend that our control mechanisms be directly applicable in the physical world without significant extension; such an extension is almost never trivial [13] . Rather, by incorporating simplified models of certain physical phenomena, we attempt to uncover fundamental (i.e., independent of how the models are implemented) issues that will need to be addressed when the self-assembly of complex objects is attempted in the real world.
For concreteness, in the following, the agents are embodied as blocks of three different sizes and operate in a world with dimensions 200×100×20. At any point in time, each block is marked as either stationary (it is part of the emerging structure and thus immobile) or non-stationary (it is free to move). Non-stationary blocks move either on the ground (at height 0), or atop a horizontal surface that consists of one or more stationary blocks. A block's acceleration a t at time step t affects its velocity v t and position p t , which are updated via Euler step integration: v t = v t−1 + ǫ t a t and p t = p t−1 + ǫ t v t , where ǫ t = 0.1 is the duration of the time step. Prior to these computations, the acceleration vector is truncated, if necessary, such that its magnitude does not exceed a max = 10.0, and v t ≤ v max = 4.9 is also enforced. Somewhat like a wheeled vehicle, each block is always oriented (with a real-valued orientation ω t ) such that v t is orthogonal to its leading side, which is the forward side relative to the block's motion. However, this can be any of a block's four sides, and it can switch between them, by abruptly changing its velocity such that v t−1 · v t ≤ 0 holds. This is only possible at low velocities, due to a max .
An important constraint on the motion of blocks is their impenetrability: at each time step, all collisions are resolved by returning any inter-penetrating blocks to their previous positions p t−1 and orientations ω t−1 , and setting their velocities to 0; collisions are thus completely inelastic. Furthermore, a gravity-like constraint is used, but it is not realized as a force (in fact, the vectors a t and v t are two-dimensional); rather, it is implemented as a restriction on vertical movement. The vertical dimension is essentially discrete, and a block can increase its vertical position by a single unit by climbing onto a stationary block. For simplicity, the change in the vertical position is made automatically, when the former block comes into contact with the latter, provided that it does not collide with any other block(s) at its new location. In a practical setting, this could be implemented, for example, via physical robots that are able to lift each other [21] . Similarly, a block can descend from a stationary block, so long as it is still supported below at its new position; thus, a block cannot "jump off" a structure that is more than 1 unit in height; such attempts are treated as collisions.
To greatly simplify the implementation, the area of contact between the supported block and the supporting block(s) is allowed to be arbitrarily small, and there is no notion of "center of gravity". Even so, as we shall demonstrate, the problem is made quite challenging by the existing constraints.
Apart from these constraints, which are physical in nature, there are also limitations on the blocks' sens- is beyond the scope of this paper, one can imagine that in addition to being able to detect each others' relative positions, blocks would also be capable of engaging in short-range communication in order to exchange information about their velocities, orientations, etc., share their memory contents, and determine the positions of nearby blocks that may be obstructed from direct view. A block can also detect the boundaries of the world, if they fall within its neighborhood. For convenience, in the simulations reported below, the neighborhood of visibility is always aligned with these boundaries (we say that it is boundary-aligned), irrespective of b's orientation. The same holds for the initial seed, and therefore, for the assembling structure.
However, blocks do not fundamentally require an absolute sense of direction, since the direction is encoded by the orientations of the seed blocks, and can propagate to additional blocks as they align themselves with the existing structure and become stationary. In some of our experiments, blocks are allowed access to a single piece of global information, which is the relative direction of the center of the world; as Section 3.3 will show, this expedites the self-assembly process, but is by no means necessary for its completion. Otherwise, anything that lies beyond a block's local neighborhood remains undetected.
Control Mechanisms
Since any given block has no direct representation of the global structure being built, no preassigned location in this structure, and can only perceive and act within a local neighborhood, it seems improbable upon first consideration that a collection of such blocks could be made to self-organize into a relatively complex predefined structure like those shown in Figure 1 . However, recent computational models provide evidence that wasp nests are constructed in this fashion [10, 11, 24, 37] , and their extension to other geometric structures assembled by randomly moving agents or components in discrete cellular spaces [1, 22] suggest the feasibility of such an approach. Still, generalizing the control mechanisms of these past models to work for predefined structures consisting of different-sized components, to support movement through a continuous space, to avoid collisions between blocks as they move, to construct temporary staircases for access to higher level parts of a structure, and in general to sequence events properly (e.g., columns should be built before the walls and the roof) remains a formidable task, whose resolution requires a diverse set of methods. The control mechanisms used by individual blocks in our model are described below, and can be characterized as distributed (each block has its own control program), localized (blocks can only perceive and act locally), and homogeneous (the same control algorithm is used by each block, although there are three physical block types).
Top Level Block Behavior
The different factors that influence a block b's behavior, outlined in Figure 2 , include the physical constraints mentioned earlier, "forces" that direct a block's movements through physical space, and a variety of if-then rules that assign it goals, change internal state variables, and trigger various actions. As is generally the case in particle swarm systems such as [32, 34, 45] , the term "force" here refers to internally generated influences on movement and not to an external physical force that acts on the block. For simplicity we assume that If b is non-stationary:
• Consider stigmergic assembly rules that are applicable in the current mode, computing a goal location where b could settle to become part of the emerging structure.
• If some other non-stationary nearby block of the same size as b is closer to the goal, or if there was difficulty pursuing goals in previous time steps, then ignore the goal.
• If no goal has been found, or if the goal is ignored, then compute the resultant influence F to perform the following possible behaviors (in accordance with the current mode): -Avoid obstacles.
-Climb up or down staircases.
-Move with other blocks in a collective fashion.
-Engage in random motion.
• Otherwise, if b is not properly oriented as it is pursuing the goal, then change the leading side.
• Otherwise, if b is at the goal, then stop, and become stationary.
• Otherwise, if b is close enough to the goal to reach it within the next time step, then do so.
• Otherwise, compute F to perform the following possible behaviors:
-Pursue the goal.
-Avoid obstacles.
-Engage in random motion. If b is stationary:
• Consider stigmergic disassembly rules that are applicable in the current mode, determining whether local conditions warrant disassembly.
• If a rule is matched and b is not supporting other blocks above it and there are no non-stationary blocks nearby, then become non-stationary and begin moving in an unobstructed direction. Test variable change rule antecedents against local conditions and modify memory variables as appropriate. each block has a mass of 1 unit (i.e., F = a), so the terms "force", "acceleration" and "influence" are used interchangeably. The resultant force on block b is computed based on the characteristics of the environment within b's local neighborhood. For example, local influences may attempt to direct a block away from nearby obstacles and towards a specific location, such as a goal. Goals are determined via the use of stigmergic rules [1, 10, 11, 37] whose antecedents are matched against local structural patterns (i.e., local arrangements of stationary blocks already part of the emerging structure). While no block has an explicit representation of the desired structure that is to be built, this structure is implicitly encoded by these rules. If a part of the emerging structure falls within b's local neighborhood, b will match it against the antecedents of stigmergic assembly rules, to determine whether there is some adjacent location where b itself can belong. This goal can change between time steps. The disassembly of sacrificial components (i.e., the staircases) is controlled by stigmergic disassembly rules; similar to the assembly rules, they specify the local conditions around a stationary block that cause it to begin moving again (see Figure 2 ).
At any given point in time, the specific stigmergic rules that are applied when attempting to match a pattern, as well as the parameters used for force computation (given later, in Table 3) , are determined by a block's mode, which is a variable in its memory. Typically, in some modes, a block attempts to climb up staircases and follow assembly rules, while in others, it tends to move down and away from structures. Mode changes generally occur in response to locally-detected events, such as the completion of a substructure.
These events are communicated via one or more message variables: when a block sees that a message variable of a nearby block is set to some particular value, it may choose to set its own message variable to that value; in this fashion, a message can propagate through the system. Such modifications to a block's memory are governed by a third, distinct set of variable change rules.
One iteration of the control loop (as performed at each time step) is sketched in Figure 3 , which shows how the distinct mechanisms are combined. It should be noted that the integration of these methods is not trivial. For example, even if a goal location is found by the stigmergic algorithm, it is sometimes best to ignore it when computing the force vector F, as stated in Figure 3 ; otherwise, a block might spend a great deal of time in attempting to pursue a goal that is currently difficult to reach, and may repeatedly collide with other blocks in the process.
Stigmergic Goal Recognition
A block is not only limited to local perception, but also holds no explicit or direct global representation of the desired final structure. How, then, is it to decide where it belongs? In simulations of wasp construction behavior, structures were encoded via sets of stigmergic rules, where each rule defines a goal location (i.e., a location where a block should be deposited) by the local arrangement around it [10, 11, 37] . Using blocks of two distinguishable types (e.g., having two separate "colors", though otherwise identical), simulations yielded structures that appear remarkably like nests observed in nature. Subsequent studies have extended the model to a much wider class of structures by using larger numbers of colors [1, 22, 23] . However, apart from the assumption of a very simple environment, a disadvantage of this approach is that the generated rule sets were not parsimonious: for example, to build a 1D row of n blocks, at least n 2 rules are required in order to be able to "measure" the distance from the center of the row to its end points, and to ensure that the construction terminates there [1] . In contrast, with our approach, an integer variable is used, so a single rule can state that a block b can be placed adjacent to the right of another block b j if the value of this variable for b j is less than n. Unlike the set of colors, the set of integers is ordered; thus, relations such as < are defined. When b is placed, it sets its own variable to b j 's value plus 
and (x o + 1, y o + 1, z o ) as locations. As another block b deposits itself adjacent to the emerging structure, it reads the memory of a nearby stationary block b j and sets its own variables to the correct relative position within the overall structure.
Each stigmergic rule is structured as an antecedent-consequent pair, specifying a target goal location g for a block when its antecedents match a specific local arrangement (pattern) of stationary blocks around g. Blocks of different sizes follow different rules. In general, a rule's antecedents can be represented by a three-dimensional grid of sites, where the inner sites correspond to a potential position for block b, and the outer sites correspond to all locations adjacent to this position (see Figure 4) . Thus, for a small block, the antecedent grid's dimensions are 3 × 3 × 3; for a medium block, they are either 4 × 3 × 3 or 3 × 4 × 3 (depending on the required orientation of the block in the goal position); and for large blocks, they are 6 × 3 × 3 or 3 × 6 × 3. Each grid site in a rule is either empty, indicating that there must be no block at that location; unspecified, allowing either the presence or the absence of a block; or full, denoting the presence of a stationary block. A full grid site can specify the dimensions of the block at the corresponding location; if the dimensions are not given, then the site simply states that there should be some block section present at that location. The site can also impose certain memory conditions on the memory of the corresponding block. These memory conditions have the form
where a is a variable and χ is an integer value, and all such conditions must hold if the rule is to be applicable. As in the simple, 1D example given above, these conditions are useful for assembling structures with prescribed dimensions, preventing, for example, the floor of the building from growing beyond 12 × 8 blocks.
An example of a specific stigmergic assembly rule is given in Figure 4a , which (using notation similar to [1, 10, 11, 37] ) shows a rule used by medium blocks that results in the construction of the temporary staircase ( Figure 5 ) employed during the assembly of the walls, and built concurrently with them. In the antecedents, three horizontal slices are given, specifying the arrangement of blocks above a potential goal location (top), around it (middle), and below it (bottom). Unspecified sites are denoted by dashed lines, while the sites that must be empty are unmarked; since a goal location must leave room for a block, the two inner sites are empty in the antecedents. Solid lines mark the two full sites, which specify that some block sections must be present just "behind" the goal location, both at the same level and above. This rule creates a natural procedure (somewhat similar to [21] ) for stair assembly where the steps are deposited as needed: since a barrier that is two or more blocks in height cannot be scaled, a block deposits itself just in front of that barrier, creating a step that other blocks can climb. Other steps will be deposited using this same rule, and in this way a new "layer" of the staircase is laid down, beginning with the top step and propagating down the emerging staircase, as shown in Figure 5 . Irrespective of its height, the assembly of a staircase can thus be accomplished in a very parsimonious fashion, with a single rule. It should be noted that the three vertical grid sites to the upper left of the goal location are empty to prevent the staircase from being built at a wall location other than what is shown in Figure 5 . Even with this restriction, it is still possible that blocks could begin to assemble staircases adjacent to the columns after they are completed; this is prevented by the memory condition M [y] < y o − 1 (Figure 4a ), since column blocks have values of M [y] that are either y o or y o + 1. Finally, the consequent states that when a block reaches a goal location that was matched by this rule, and becomes stationary, it sets the value of the substructure type variable M [τ ] to wall stair. This allows a block to determine the substructure to which another block belongs, which can play a role in force computation, as described in Section 2.3.3.
An additional example of a stigmergic assembly rule is shown in Figure 4b , in this case for initiating the walls. At most vertical levels, the first wall block is placed in the far right corner of the structure; subsequently, the wall level expands as other blocks become adjacent. The rule in Figure 4b exists specifically to begin the very first level. The full sites are emphasized with thick lines, to indicate that the blocks below the goal location must be of a small size (i.e., floor blocks), with the empty sites to the top and to the right denoting the far right corner of the floor. The memory condition M [τ ] = columns ensures that a medium block is placed on the floor, and not on top of a column; thus, the rule is further restricted to one specific location within the entire structure. Such rules are sometimes necessary: not all features of a structure can be encoded parsimoniously; in fact, by a Kolmogorov complexity argument [28] , the vast majority of possible structures cannot be built with a compact set of rules. However, it is expected that many "useful" or "interesting" structures will have repeating patterns, allowing the potential parsimony of our approach to be exploited.
In contrast to assembly rules, such as the ones discussed above, there are also disassembly rules that are used to dismantle parts of the structure that are no longer needed. The two types of rules are structured in a similar way, the difference being that the former specifies where a block should be, while the latter describes the conditions around the block where it already is. The block begins to move again only if these conditions hold and if it is safe to do so. If a stationary block begins moving,
is set, as these variables are only relevant for stationary blocks.
At every time step, each block b scans its neighborhood for existing parts of the structure to determine whether any rules are matched. If some rule is matched, the algorithm produces a vector g = p(c(b), g) to the goal location g, relative to c(b). While structures are discrete, the components of g are real-valued because the current position of b relative to any block within the structure need not be integral. For a given rule, it is possible that several locations may be matched; in this case, preference is given to locations at the same level as b. If there are several locations that are vertically closest to b, then the one with the goal location g to be pursued is chosen such that g is minimized. For disassembly rules, g = 0.
Force-based Movement Control
While destination goals are determined by stigmergic rules, reaching these goals can be a difficult task due to the continuous nature of space, coupled with block impenetrability. In fact, certain classes of motion planning problems with multiple impenetrable components are known to be PSPACE-hard [27] . Rather than resorting to computationally-expensive approaches such as path planning [27] , the control of a block's movements (regardless of whether or not it currently has a target destination) is force-based [16, 17, 26, 31, 32, 33, 34, 45] . At any given point in time, a non-stationary block is influenced by a number of forces that combine in a non-linear fashion into a resultant force F. As in many swarm intelligence systems [32, 34, 45] , these forces do not actually exist in the simulated environment; rather, they are influences computed internally that allow the block to determine its movement. Most individual force definitions are given in Table 1 . The formulas, which are explained below, were typically developed empirically, through a.
b. Figure 5 : The construction of the wall staircase at a point where the top step is required (a), and subsequently when the next block is about to be deposited (b). Climbing blocks are marked by an asterisk (*). 
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is the position of y relative to x; p b and po are reference points on the block and the obstacle, respectively.
an extensive trial-and-error process, with past studies serving as guidelines.
If a goal location g has been found by the stigmergic matching procedure, the goal approach force F ga guides a block towards it [32] . This force acts in the direction g = p(c(b), g) of the goal g relative to a block's center c(b), and is offset by b's current velocity. Without the addition of ǫ g g g , goal approach would be asymptotic and the goal would never be reached, so the block "aims" slightly past the goal, to the extent determined by the parameter ǫ g . Because a block's orientation depends directly on its velocity (Section 2.2), it is often necessary to first approach a temporary location near the actual goal, chosen such that when the goal is subsequently reached, F ga results in an appropriate orientation (details are omitted for brevity).
If no goal has been detected but the block is near some part of the existing structure, this structure may offer clues as to where assembly takes place. In particular, if a block detects a staircase, it may choose to ascend or descend it depending on the stage of the assembly process. This is accomplished for block b via the step up and step down forces F su and F sd , which are based on the nearest cubic section of a
τ ] ∈ T . The set T can be specified, for example, such that in computing these forces, staircase blocks are considered, but all other blocks are ignored. For F su , cubic sections on the same level (which can be climbed) are considered; similarly, F sd considers block sections two levels below, which can be descended upon. The magnitude of these forces is not dependent on distance, but is proportional to the volume (size) V (b) of the block.
To prevent a block from becoming "stuck" in a local attractor, it is potentially useful to add a degree of probabilistic behavior to its motion. This is achieved via the random motion force F rm whose components are independent, normally-distributed random variables. The global centering force F gc , similar to what is used in [17] , is based on the only piece of global information known to the block controllers, namely the normalized relative direction of the world's center c world , where the construction takes place. One can imagine a long-range beacon existing at the center of the world that all blocks can detect and have a tendency to move towards, although the global position of the beacon is not known and the force is distanceindependent. This exception to the principle of locality [30] is made for efficiency and because one can conceptually separate the task of finding the assembled structure from the task of finding and reaching goal locations within that structure. The former task has been studied in earlier related work, such as [34] . Our primary focus is on the more guided (by elements of existing structures) yet more constrained (by obstacles) search that is specific to self-assembly, and thus in our simulations we typically expedite the process of reaching the regions near the structure by incorporating F gc .
The obstacles that must be avoided during movement may consist of other moving blocks, stationary structures, or world boundaries. Thus, b computes a block avoidance force F ba , an obstacle avoidance force F oa and a limit (boundary) avoidance force F la , respectively. Furthermore, an edge avoidance force F ea applies to blocks that are near the edge of a high structure. It is implemented by defining a "virtual obstacle" that pushes the block away from the edge. The formulas for these forces are somewhat detailed, and thus omitted for brevity, but all are based on the inverse square law R, given in the last row of Table 1 . The parameter δ is an offset which is sometimes used in computing F oa (we then call it δ oa ) for intensifying the force near obstacles. Several vectors R are sometimes combined for a given force: for example, when The force F ba is an interactive force in that it creates a mutual repelling influence between non-stationary blocks. Two other interactions between blocks are defined here, and they are referred to as the neighbor cohesion force F nc , which attempts to move an agent towards the center of the group of neighboring blocks, and the neighbor alignment force F na , which attempts to match their velocity. An appropriate combination of cohesion, alignment, and avoidance forces can lead to remarkably realistic flock-like (or herd-like, schoollike, swarm-like, etc.) collective movements [15, 31, 34, 45] . The forces F nc and F na increase quadratically with the average distance and velocity of neighbors, respectively, as shown in the table, where N x = N y = 7.5 is the maximum range of visibility along the x or the y-axis. Since blocks of different sizes are used for different purposes, the set B f includes only blocks that are of the same size as b. This causes the emergence of collectively moving groups of like-sized blocks.
At every moment in time, each block computes a resultant force F acting on it using:
where f is a prioritized non-linear vector sum of the weighted individual forces. Nonlinearity arises in that certain forces can sometimes be ignored to prevent them from interfering with forces of greater importance [31, 32, 34] . For example, the collective forces F nc and F na are suppressed when either F su or F sd is non-zero, so that a block that wishes to climb a staircase is not pulled away from it by nearby blocks. The computation of F also varies depending on the situation that a block is currently facing, as has been done in past collective movement systems [5, 8, 33, 34] . In particular, when a block is searching for goals, all forces can come into play with the exception of F ga ; on the other hand, when a block is actively pursuing a goal, F ba , F su , F sd , F nc , F na and F gc are not used. Furthermore, parameters (such as the weights w i ) depend on the block's current mode, as discussed below.
Temporal Coordination
Environmental features such as gravity and impenetrability can impose high-level ordering constraints on the self-assembly process: it may be necessary to complete the assembly or disassembly of certain parts of the structure before commencing the assembly/disassembly of others. Stigmergy is sometimes insufficient for this purpose: when deciding whether to deposit itself at a particular location, a block that only uses stigmergy may not be able to detect whether particular substructures have been completed, due to a limited neighborhood of perception. As a result, some parts of the structure (such as the outer walls of the building) may begin to self-assemble before others (such as the inner columns) are completed, causing a problem later in the process. At the same time, it is also possible that blocks (which are initially on the ground) will be unaware that a remote part of the structure (such as the roof) must now be assembled, and will not assume appropriate movement dynamics (e.g., allowing them to climb a staircase). Therefore, certain information must somehow be communicated throughout the system, allowing blocks to coordinate their behavior over time [4, 8, 34, 40, 42] , which makes the design of control methods more challenging.
To address this issue, blocks in our model can display simple messages (signals) to neighboring blocks and thus affect each others' mode of operation, which permits the temporal sequencing of top-level events. Table 2 . Modes regular assembly and regular disassembly are used for general assembly and disassembly tasks. They have distinct associated movement dynamics: for example, with respect to stairs, in the former mode blocks attempt to climb up, while in the latter they climb down. The frame assembly mode is associated with rules that are used specifically for placing the lower parts of a door frame (Figure 1e ). To prevent the premature disassembly of the wall staircase ( Figure 5 ), an additional wall stair disassembly mode is used. Stages which are not separated by a horizontal line in Table 2 are not necessarily disjoint in time: for example, the staircase of a finished column may be disassembled while the other column and its staircase are still being completed. Furthermore, a block may switch from its typical mode into a different mode if conditions warrant. This can be useful in situations when some blocks wish to climb the wall staircase while others try to descend it. To avoid conflicts, descending blocks are given a "right of way": when an ascending block b detects a nearby block b j such that M b j [m] = regular disassembly (i.e., b j is trying to descend), it temporarily switches to mode regular disassembly as well. However, this behavior is only desired when b is actually on the staircase. Thus, when it detects a wall staircase block, it first temporarily switches to the special on wall stair mode (not given in Table 2 ), and the switch to regular disassembly can only be made from this mode.
State variable changes like the above are primarily specified via non-stigmergic variable change rules, such as the one given in Figure 6 . Such rules can impose memory conditions (as well as size and whether or not it is stationary) on the block b itself as well as other nearby blocks b j within a prescribed neighborhood.
For a given rule, when all internal conditions are satisfied and a certain number (no lower than some given threshold) of nearby blocks satisfy the external conditions, some variable in M is set to a given value. For example, the rule in Finally, one or more message variables M [µ] are used to properly transition between modes. Typically, a block sets M [µ] to some specific value when it detects that a particular part of the overall structure is complete. Through variable change rules, other nearby blocks take on this message variable value, which thus propagates through the system. In assembling the building, a single message variable is sufficient, though it takes on multiple values. For example, when the left column staircase is completely disassembled, the last block of the staircase to commence moving sets the message M [µ] = left column done (like mode values, message values are actually integers, but we present them mnemonically for convenience). The message right column done is used similarly to signify the completion of the right column. The first of these messages to be produced propagates through the rest of the system via another rule. When the second message appears, the two combine and a third message, columns done, is produced. This in turn causes small and medium blocks to switch to mode frame assembly, and to begin assembling the door frame.
In the general case of detecting the completion of n substructures, where the order of completion can be arbitrary, it is preferable to use n message variables; otherwise, the number of rules necessary to combine the messages (which can be produced in any order) becomes intractable, along with the number of variable values that are used to represent intermediate combinations.
Experimental Methods
Thus far, we have presented the self-assembly process from the "microscopic" viewpoint of an individual block. At a more "macroscopic" level, which views the entire collection of agents (blocks) interacting with each other and with their environment, we are dealing with a complex dynamical system whose behavior is difficult to predict. The existence of mutual influences between blocks gives rise to an n-body problem and chaotic effects, such that a slight change in a local variable (e.g., the position of a block) can send the system on a distinct trajectory and result in different global properties (such as the number of time steps to completion). It is possible, however, to gain insight into the typical collective functioning of the system through repeated empirical observations under various conditions.
In the experiments discussed below, we focus specifically on the self-assembly of the building illustrated in Figure 1e ,f, which consists of 146 small blocks, 116 medium blocks, and 27 large blocks. Furthermore, 10 small blocks are used to build each temporary column staircase, while the temporary wall staircase is assembled from 28 medium blocks. In practice, additional small blocks and medium blocks can be necessary. If the number of small blocks is too low, then a deadlock situation is possible, where both columns are partially completed, but neither can be finished, because all small blocks that are not a part of the floor or the columns are currently assembled as column staircases. Deadlock can also potentially occur if all medium blocks are on top of the walls, but the wall staircase is not high enough for them to climb down and continue its assembly, although this situation was never actually observed. In our experiments, block numbers are generally kept small: there are 164 small blocks, 150 medium blocks, and 27 large blocks, except where indicated. The movement control parameter values (Section 2.3.3) used in the experiments are listed in Table 3 , unless explicitly noted otherwise. For each experiment described below, 30 trials are performed, each trial making use of a distinct stream of (pseudo-) random numbers, and beginning with a different initial arrangement of blocks.
In any trial, the system's progress P (t) is defined as the number of assembly and disassembly steps in the construction process that have been completed by time t, measured as the total number of times (thus far) that some non-stationary block became stationary, plus the number of times that some stationary block became non-stationary. For example, the completion of the building floor and column assembly (including column staircase disassembly) and lower door frame assembly occurs at P (t) = 184, the roof assembly at P (t) = 353, and the task is complete at P (t) = 381, which is equal to 146 + 116 + 27 = 289 (the number of blocks in permanent structures) plus 2 times (10 + 10 + 28) = 48 (the number of staircase blocks) minus 4 (the number of seed blocks). At this point, it is verified that the structure adheres to all specifications (i.e., it is ensured that no stationary blocks are missing, or occupying incorrect locations), and the completion time is noted. Also recorded is the number of collisions that occurred during a trial, which is defined as the number of times that some block had to be forcefully stopped and returned to its previous position and orientation, as described in Section 2.2. If the self-assembly task is not complete, but progress P (t) remains unchanged for more than 30000 time steps, then the trial is terminated and considered to be unsuccessful (all trials reported below were successful, unless explicitly stated otherwise). However, quantities measured up to termination time in unsuccessful runs are included in the computed statistics for the set of trials. These While metrics such as µ t give an overall idea of the system's performance, they do not show where time was lost or gained when comparing sets of trials. An indication of the performance at various points in time can be given by the progress curve, which plots P (t) over t. Since the completion time varies between trials, a given value t could correspond to distinct stages of the self-assembly process. Due to this non-uniformity between time scales, it is difficult to present an entirely meaningful average progress curve. For this reason, rather than computing the average progress at some time t, we instead ask: for a given progress level P , how many time steps pass before the next progress level is reached (i.e., before some non-stationary block is deposited, or some stationary block begins to move again)? For a given trial, the progress level duration
A fixed level of progress still does not necessarily correspond to some specific stage of the assembly process, as the sequence of assembly is only partially ordered. However, because the number of times that a non-stationary block becomes stationary and viceversa is fixed between trials, we can take the average value of d(P ) for any P ∈ [0, 380]. Furthermore, d(P ) allows the total completion time, which can be expressed as 1 + components (it is necessary to add 1 to the sum in order to account for the final time step at P = 381). A plot of d(P ) over the range of progress values is typically very "jagged" in appearance, with sharp spikes, and comparing two or more such plots is therefore difficult. Thus, it is typically beneficial to plot a smoothed duration curve:
where L (an odd integer) is the smoothing level, which is 5 in all given plots unless otherwise indicated.
Our system is implemented in Java TM . Two sets of 30 trials typically require about 9 hours on a Dell
Precision WS machine running Linux, with two 3.2 GHz Intel Xeon processors and 1.0 GB of memory.
Each block makes use of its own instance of the random number generator (RNG) provided by the standard Java TM libraries. Another RNG is used to determine the initial arrangement of the blocks. To generate seeds for these RNGs, we first obtain random numbers from a "master" RNG instance, which is seeded with the current time. The Virtual Reality Modeling Language [19] is sometimes used to visualize the simulation through real-time animation.
EXPERIMENTAL RESULTS
In this section we describe a number of experiments performed to evaluate and analyze the performance of our system during the self-assembly of a building (Figure 1e ,f) under various conditions.
Self-Assembly at a Glance
Our initial experiments focused on the question of whether the self-assembly process outlined above, based on self-directed block movements through continuous space guided by local forces and rules, could reliably and repeatedly construct the three specific structures described in Section 2.1. The force definitions, parameters, rules, etc. described above were initially established through a trial-and-error process, guided by observing the required structural and behavioral patterns. The successful self-assembly of the building was the initial focus of our work, and designing the appropriate control mechanisms required a few personmonths of effort. Extending our methods to the pyramid and the road took considerably less time. While it was necessary to develop new sets of stigmergic and variable change rules, it was discovered that the movement control mechanisms could be effectively reused, with only minor modifications, which amounted to using different sets T su and T sd and slightly changing the assignment of the parameter values given in Table 3 to different modes. Furthermore, by making relatively simple changes to the rule sets, we were able to assemble several different versions of the pyramid and the road, with varying structural features (for example, having heights different from those shown in Figure 1b-d) . The correctness of our control meth-ods was verified by performing a large number of simulations (at least 60 for each structure) with distinct random number streams. We found that all three structures could successfully self-assemble in the absence of any global information (w gc = 0); in fact, it was observed that the global centering force interferes with the construction of the road because it extends far away from the world's center.
In the following, we concentrate exclusively on the self-assembly of the building, as an example. We found that the entire building could be assembled with 66 stigmergic rules (6 of which are used for disassembly) and 77 variable change rules. The process begins with the blocks randomly distributed on the ground as shown in Figure 1a . The progress through time of a typical and representative self-assembly process is depicted in Figure 7 . In Figure 7a , the seed "grows" to become the floor, as incoming blocks position themselves adjacent to seed blocks and to one another. Two columns then begin emerging from specific locations in the floor, as shown in Figure 7b . As these columns grow in height, some small blocks assemble into staircases that partially wind around the columns in order to allow small blocks to reach higher levels (recall that blocks can move at most one vertical level at a given time). Each layer of steps on these staircases is deposited "backwards", from top to bottom. Once a column is complete, its staircase disassembles ( Figure   7c ); as in assembly, this disassembly is also done layer by layer, in a top to bottom fashion.
After the floor and the columns are complete, the door is marked by depositing the lower sides of its frame, consisting of a small and a medium block each as shown in Figure 7d . The walls, which consist of medium blocks, are then begun along with the wall staircase, which allows other blocks to reach higher levels on top of the growing structure ( Figure 7e ). As these walls reach an appropriate height, large blocks begin to climb the staircase. One such block eventually places itself over the door, to form the top part of the door frame (Figure 7f ). In some trials, roof assembly is not begun until after the top of the door frame is in place, while in others, a number of large blocks deposit themselves as part of the roof (in this particular trial, only one such block is observed) before one of them finds the door frame and deposits itself over it.
Once the door frame is covered, any excess non-stationary large blocks remaining on top of the structure climb down the staircase, allowing the walls to be completed without excessive interference between large and medium blocks. When the walls are finished, large blocks begin to climb the staircase once again to build the two-layer roof. The second roof level (Figure 7g ) forms perpendicularly to the first level; it begins near the edges farthest from the staircase and extends towards the staircase. When the roof is complete and there are no blocks left moving above it (variable change rules are in place to ensure that this is the case), the wall staircase disassembles (Figure 7h ), resulting in the final structure (Figure 1e,f) . point in time, there exist a relatively large number of goal locations that are easy to reach, as these locations are on the ground and unobstructed by stationary obstacles. Subsequently, the task becomes more difficult, and the curve is typically considerably less steep: fewer goals are available and they are less accessible.
Minor periods of efficiency are observed in places, but only at the very end of the assembly does the curve develop a high rate of change again for a substantial amount of time. This corresponds to the disassembly of the wall staircase, which is quite efficient, with little interference between blocks.
Flat regions in the curve that extend over many time steps indicate periods of particular difficulty where the system struggles to accomplish something useful. For example, at progress level P (t) = 327 (about t = 10000), the walls are almost built with the exception of one location and the remaining medium blocks have some difficulty finding this location. Subsequently, at P (t) = 328 (just after the completion of the walls), there is a period of time when the large blocks switch back to the regular assembly mode. Because the number of large blocks is relatively small and their density is low, it takes some time for them to make this transition and find the staircase. Progress is also slow around 347 ≤ P (t) ≤ 352 when the roof is almost complete and there are few large blocks left to find the remaining goal locations and deposit themselves.
Once again, the inefficiency is caused by a lack of parallelism, which is characterized both by the low density of blocks and the low number of goals. 
Repulsion and Randomness
Here we investigate the effects of the block avoidance force F ba and the random motion force F rm without the use of collective movement influences (neighbor cohesion w nc = 0 and neighbor alignment w na = 0).
This allows us to observe the effects of these forces within a simpler dynamical context and to establish baseline values for their relative weights for use in later experiments. block moved on top of the roof in a limit cycle, bouncing between two edges and unable to break the trajectory, due to a complete lack of noise. (The same issue occurred in a different trial, where w rm = 0 and w ba = 50; apart from this, all trials were successful for w ba > 20). In the remaining unsuccessful trials, there was too much interference between blocks to finish assembling the left column staircase. For w rm values 8 and 12 the effects of a low avoidance weight were less drastic: all trials ran to completion and the average collision rates for these trials were also considerably better at w ba = 20. Thus, it appears that a higher degree of noise can compensate somewhat for low avoidance, allowing the system to resolve difficult situations (i.e., blocks repeatedly colliding, or otherwise interfering with each other) that inevitably arise when there is a lack of sufficient repulsive influences between blocks. It should also be stated that for w rm = 0, the standard deviation values σ t were particularly high. Thus, noise is also beneficial in that it provides a greater degree of reliability, "smoothing" the differences between individual trials.
Performance thus tends to be optimized in the moderate range of w ba and w rm values. While small random forces can be beneficial in certain situations (in Figure 10a , the curves for w rm = 4 and w rm = 8
generally appear below the other two curves), excessive noise does not help and appears to interfere with the functioning of the system, increasing completion time somewhat even if all trials successfully finished. For increasing values of w ba , a gradual increase in the average completion time is also observed in all curves, except for w rm = 0. The effect is not very severe because F ba is deactivated during goal pursuit.
As seen in Figure 10a , the 30 trials with the best observed µ t resulted from the values w ba = 50 and w rm = 4. These are henceforth referred to as the baseline trials and are, in fact, the trials discussed in Section 3.1. These trials were also characterized by absent collective influences (w nc = 0 and w na = 0) and 164 small, 150 medium and 27 large blocks, while other parameters were set in the course of system development in order to achieve qualitatively reasonable performance and are listed in Table 3 . The parameter values used for the baseline trials are referred to below as baseline values.
Collective vs. Independent Movements
We now consider the effects on self-assembly of the neighbor cohesion force F nc and the neighbor alignment force F na that are responsible for making blocks move in a collective fashion (i.e., like a bird flock, fish school or animal herd). Earlier work has shown that in some applications where multiple agents have a limited range of vision, the use of such forces can improve the performance of agents through a "pull effect" [34] , where the first agents to detect some target location pull the rest of the group towards it (the implicit sharing of goal information has also been studied in [15] ). To determine whether this benefit applies in the context of self-assembly, we executed a set of 30 trials with the neighbor cohesion weight w nc = 0.6 and the neighbor alignment weight w na = 0.6, the remaining parameters and block quantities set at baseline values. Under the presence of these forces, moving blocks form into "flocks", which can break apart and reform with relative ease, given the relatively low coefficient values. Table 4 (left half) gives the difference between the average completion time for the baseline trials (blocks move independently) and the collective trials (blocks move in coordinated, flock-like fashion). A twosample, two-tail t-test assuming unequal variances showed that this difference is statistically significant (p < 0.05). This indicates that collective forces benefit the efficiency of the process. Interestingly, this benefit occurs in spite of a slight increase in the collision rate between blocks. This difference between the respective collision rates is also statistically significant (p < 0.01).
The experiments described in [34] were set in the context of a search-and-collect task, which is quite different from the problem of locating and reaching specific, dynamically-changing goal locations in a 3D structure during self-assembly. Accordingly, it is of interest to determine whether the collective movement forces only help blocks when they are performing the relatively unguided and unconstrained search for the central region of the world, or when they are in the vicinity of the structure as well. Thus, we repeated our experiment with collective forces applied (w nc = w na = 0.6) only when no parts of the existing structure are available for guidance, and w nc = w na = 0 otherwise. Denoted as "semi-collective", these trials performed similarly to the collective trials, with no statistically significant differences in µ t and µ c/t (left half of Table 4 ). This suggests that cohesion and alignment are primarily useful for guiding blocks towards the structure, and do not appear to have a significant impact on blocks that are at or near the structure.
For further exploration, and to determine whether the task can be accomplished in the complete absence of any global information, we performed three additional experiments with independent, semi-collective and collective movements, but with the global centering force always turned off (w gc = 0). Table 4 (right half) shows that the absence of this force greatly slows down the completion of the process (even though the collision rate is also significantly reduced); however, self-assembly is still ultimately successful in all trials. The use of collective forces, whether at all times or only when no existing structures are visible (the difference in performance between the collective and the semi-collective trials is not significant) partially yet significantly compensates for the lack of global guidance.
The effects of collective movements can be examined more closely by a comparison of the smoothed average progress level duration curves d L (P ). Figure 11a reveals that when the global centering force is present, the chief gain in performance from moving collectively takes place in the completion of the roof, which corresponds to the largest spike in the progress level duration curve for the baseline trials, appearing around P = 350, where the inefficiency results from the low number of large blocks available to find the few remaining goals. Here, collective movements help guide these blocks towards the staircase and the goal locations. On the other hand, when the global force is not available, gains can also be observed at several other stages of the self-assembly process (Figure 11b ). This can be explained by the fact that there are many points in time when the system suffers from low block availability if the global centering force is not present.
a.
b. 
Effects of Extra Blocks
Is there a benefit to the use of extra blocks, beyond the minimal or nearly-minimal required numbers? With the baseline coefficient values established in the Section 3.2 (no collective forces were used), we conducted three sets of experiments, systematically increasing the quantity of small, medium or large blocks between experiments, while keeping the number of blocks of the remaining two sizes at the original (baseline) values given in Section 2.4. Blocks of different sizes were varied independently in order to reduce the confounding of multiple effects. Our initial expectation was that, up to a point, increased numbers of blocks would facilitate the self-assembly process until collisions become excessive.
From Figure 12 , which shows the average completion times and collision rates for each experiment has a strong negative effect on the performance of the system: µ t and µ c/t , as well as σ t and σ c/t (not shown) rise quite rapidly. On the other hand, the introduction of even just 10 additional large blocks has a small but significant positive impact. The effect of the number of small blocks is less pronounced. Insight into why such different effects occur based on block size can be obtained as follows. Figure 13a shows that at progress levels that correspond to the placement of the lower parts of the door frame (180 ≤ P ≤ 183), increasing the number of small blocks causes greater interference with the medium blocks, as is evident in the growing curve peaks. On the other hand, at slightly lower progress levels (165 ≤ P ≤ 170), the baseline number of small blocks (164) does not allow for a very efficient completion of the columns, as there are few available blocks left, and the presence of additional blocks expedites the process. These two trends oppose each other, so for the most part, the mean completion times do not vary a.
c. significantly. In the later stages of the process, small blocks are not needed, and the effect of their quantity is not well-pronounced. There can be some interference between these blocks and blocks that are still actively assembling, but it is generally very mild because most of the former blocks are typically not near the region where the assembly takes place. The small differences between the small block curves in the higher range of P can thus be largely explained by random variation.
Figure 13b reveals that the inefficiency arising from increases in the number of medium blocks can be primarily localized to the placement of a large block over the door frame, which appears as a major spike around 315 ≤ P ≤ 330. For clarity, only three curves are plotted, but they are representative of the typical trend -the spike becomes more pronounced for progressively higher quantities of medium blocks. This can be attributed to a greater interference with the relatively small number of large blocks, delaying the completion of the door frame. In fact, when 60 additional (210 total) medium blocks were used, two trials did not complete because a large block was unable to reach the top of the door frame before the trial was terminated. At the same time, extra medium blocks do not appear to provide any significant benefit at other stages of the process. The only exception to this trend that we observed is a set of trials with 160 medium blocks (only 10 extra), where the d L (P ) curve (not shown) is rather similar to the curve for the baseline trials, although the completion of the roof is actually slightly more efficient. However, the difference between the mean completion times for these two neighboring points is not statistically significant, and may once again be attributed to chance.
Finally, Figure 13c shows that the introduction of additional large blocks considerably reduces the time necessary to complete the roof (around P = 350): as with the use of collective forces, block availability is improved. Further increases in the quantity of these blocks appear to have a marginal benefit at first, with 164 small, 150 medium and 77 large blocks giving the best performance of all combinations attempted.
DISCUSSION
In this paper, we have presented a methodology for the distributed, local control of non-trivial self-assembly tasks in a continuous environment with various constraints, and using multiple-sized blocks. The approach is based on extensions to existing stigmergic construction methods [1, 22, 23] , which allow certain structural features to be expressed in a parsimonious fashion. Because stigmergic rules alone (whether parsimonious or not) are insufficient for self-assembly in non-trivial environments such as the one considered here, we integrated the stigmergic model with a force-based movement control scheme, and a coordination mechanism based on local communication between agents that allows the system to follow high-level ordering constraints on block placement. The effectiveness of our methods was verified on several target structures, and a number of experiments were performed to study the dynamics of the approach.
Through an analysis of qualitative observations and quantitative performance data (such as duration curves), we were able to infer how the attributes of the current situation, such as block availability and interference, affect the system's progress within any given trial. Between sets of trials, we determined how particular parameter settings can affect these attributes. Specifically, we found that the use of a stochastic component in computing acceleration helps to mitigate situations where blocks persistently interfere with each other. Further, we observed that the use of coordinated, flock-like motion (which has been shown in the past to improve agents' ability to find goals [34] ) also has benefits in the context of self-assembly, by drawing more blocks to the general region where the construction takes place. Finally, by varying the quantities of blocks used, we discovered that the presence of multiple-sized blocks creates additional challenges, because the interference between blocks of different sizes can be much more severe than the typical saturation effect in the context of identical components [5, 6, 40] . With the exception of a study where simple centerperiphery patterns were formed from robots that had preassigned roles (i.e., center vs. periphery) with distinct control mechanisms [35] , related past work on self-assembly has generally assumed not only simpler target structures and/or environment, but also, identical components; thus, heterogeneity issues in selfassembly have largely not been addressed. In our system, it proved possible to alleviate these issues through high-level coordination. For example, in delaying the assembly of the building's walls until after the lower parts of the door frame have been placed, interference between small and medium blocks is prevented.
However, this comes at a price, because the potential for parallelism in construction is reduced. On the other hand, by allowing wall construction to continue while a large block attempts to cover the door frame, the degree of parallelism is augmented, but at the same time, significant interference is created between medium and large blocks, and this becomes progressively worse if the number of medium blocks is increased. Thus, in designing control methods for self-assembly, it is imperative to consider the tradeoff between maximizing block availability and minimizing interference.
This work can be viewed as a step towards the ultimate goal of automating practical self-assembly [12, 36, 18] , as our environment is arguably more realistic than those considered in other studies where components were assembled into relatively complex structures [1, 22, 26] . However, it is still greatly simplified when compared to the physical world [13] . Thus, an important avenue for research is the future extension of these and other self-assembly techniques to more realistic environments, and the eventual realization of self-assembly by physical robotic devices. Recent developments that provide hope for substantial progress in the physical implementation of self-assembly include programmable parts, which float on an air table and attach to each other via magnetic latches [7] , a system of self-assembling, helium-filled blimps that is under development for artistic and research purposes [29] , and robots that can attract and release each other while situated within a fluid [42] . Nonetheless, it is expected that the difficulty of designing control mechanisms will increase with environmental complexity, and thus, an important question arises: Is it possible to automate the process of controller generation, given some desired target structure? Presently, automated procedures for generating control rules exist only for simple environments or simple structures [1, 22, 23, 26] . Research efforts are presently underway to develop a generalized procedure that will generate rules for assembling arbitrary target structures within our simulated environment. It is hoped that in due time, such procedures will find use in the physical world as well.
