Ultrafast two-dimensional infrared ͑2D-IR͒ vibrational echo spectroscopy can probe the fast structural evolution of molecular systems under thermal equilibrium conditions. Structural dynamics are tracked by observing the time evolution of the 2D-IR spectrum, which is caused by frequency fluctuations of vibrational mode͑s͒ excited during the experiment. However, there are a variety of effects that can produce line shape distortions and prevent the correct determination of the frequency-frequency correlation function ͑FFCF͒, which describes the frequency fluctuations and connects the experimental observables to a molecular level depiction of dynamics. In addition, it can be useful to analyze different parts of the 2D spectrum to determine if dynamics are different for subensembles of molecules that have different initial absorption frequencies in the inhomogeneously broadened absorption line. Here, an important extension to a theoretical method for extraction of the FFCF from 2D-IR spectra is described. The experimental observable is the center line slope ͑CLS m ͒ of the 2D-IR spectrum. The CLS m is obtained by taking slices through the 2D spectrum parallel to the detection frequency axis ͑ m ͒. Each slice is a spectrum. The slope of the line connecting the frequencies of the maxima of the sliced spectra is the CLS m . The change in slope of the CLS m as a function of time is directly related to the FFCF and can be used to obtain the complete FFCF. CLS m is immune to line shape distortions caused by destructive interference between bands arising from vibrational echo emission, from the 0-1 vibrational transition ͑positive͒, and from the 1-2 vibrational transition ͑negative͒ in the 2D-IR spectrum. The immunity to the destructive interference enables the CLS m method to compare different parts of the bands as well as comparing the 0-1 and 1-2 bands. Also, line shape distortions caused by solvent background absorption and finite pulse durations do not affect the determination of the FFCF with the CLS m method. The CLS m can also provide information on the cross correlation between frequency fluctuations of the 0-1 and 1-2 vibrational transitions.
I. INTRODUCTION
Ultrafast two-dimensional infrared ͑2D-IR͒ vibrational echo spectroscopy is a rapidly developing tool for studying fast structural dynamics under thermal equilibrium conditions in condensed matter systems.
1,2 2D-IR vibrational echo experiments have been successfully applied to study the hydrogen bonding network evolution in water [3] [4] [5] and alcohol oligomers, 6 the equilibrium dynamics of aqueous and membrane bound proteins, [7] [8] [9] [10] [11] fast chemical exchange and isomerization, [12] [13] [14] intramolecular vibrational energy relaxation, 15 and dynamical solute-solvent interactions. [16] [17] [18] In a 2D-IR vibrational echo experiment, three ultrafast mid-IR pulses tuned to the vibrational frequency of interest impinge on the sample. The delay times of the pulses are controlled, and their interactions with the vibrational oscillators generate a third-order polarization in the sample, the vibrational echo, which is emitted in the phase matched direction. The vibrational echo pulse is combined with another mid-IR pulse ͓the local oscillator ͑LO͔͒ for heterodyne detection, which provides phase information and amplifies the signal. The combined vibrational echo and LO pulse is frequency resolved using a monochromator. The time between the first pulse and second pulse is called the first coherence period. The time between the second and third pulse T w is called the population time because the second pulse takes molecules from the coherent superposition states produced by the first pulse to a population state, either in the 0 or in the 1 vibrational levels. The third pulse again excites the molecules into a coherent superposition state of either the 0-1 vibrational levels or the 1-2 vibrational levels. The oscillating electric dipole generated during the final coherence period emits the vibrational echo in the phase matched direction. 19 Qualitatively, the measurement of dynamics with 2D-IR vibrational echo spectroscopy can be understood in the following manner. During the first coherence period, the molecules are labeled with their initial frequencies. Microscopic molecular events can cause the frequency-labeled molecules to evolve to different frequencies during T w . In the second coherence period, the final frequencies are read out. The 2D spectrum is composed of the initial frequencies of molecules along a horizontal axis, the axis, and the final frequencies along a vertical axis, the m axis. A set of 2D spectra is measured as a function of T w . The frequency evolution of the molecular oscillators ͑spectral diffusion͒ during the T w period causes the shape of the 2D spectrum to change as T w is increased. The amplitude, position, and peak shape of the 2D spectra provide detailed information on molecular dynamics and structure. 2, 7 Line shape analysis is difficult to perform. Even in simple cases, like the determination of the linewidth of a linear IR spectrum, different fitting functions can produce different linewidths.
Spectral diffusion dynamics of the molecular systems can be quantified with the frequency-frequency correlation function ͑FFCF͒. [20] [21] [22] [23] [24] [25] [26] The FFCF is a key to understanding the structural evolution of molecular systems in terms of amplitudes and time scales of the dynamics. The FFCF is the joint probability distribution that the frequency has a certain initial value at t = 0 and another value at a later time t. The FFCF connects the experimental observables to the underlying dynamics. Once the FFCF is known, all linear and nonlinear optical experimental observables can be calculated by time-dependent diagrammatic perturbation theory. 21 The approach most directly related to the underlying theory for the analysis 2D-IR vibrational echo spectra is to apply a global fitting routine to extract the FFCF. The global fitting is done by fitting the multiple T w dependent 2D-IR spectra and the linear spectrum using the nonlinear and linear response functions. The functional form of the FFCF is assumed. Fluctuation amplitudes and time constants are used as fitting variables. A full response function calculation is performed to obtain the 2D and linear spectra. These are compared to the data, and the parameters in the FFCF are iterated to obtain the best fit. The complexity of this method and the questionable convergence to the global minimum of such multivariable nonlinear fitting has led to searches for observables that are sensitive to the FFCF but do not require the full fitting procedure. A variety of methods have been used with limited success to characterize and extract the FFCF of 2D spectra. These include nodal plane slope, [27] [28] [29] ellipticity, [30] [31] [32] [33] and dynamic linewidth. 24 None of these methods is wholly satisfactory. The dynamic linewidth and ellipticity can be strongly influenced by the destructive interference between the positive going 0-1 band and the negative going 1-2 band. Both of these methods require determining the linewidths of cuts through the 2D spectrum. Both methods can be used, in principle, to examine dynamics in different portions of the absorption line, but the methods abilities are limited by interference between the two bands. The nodal plane slope uses the interference of the 0-1 and 1-2 bands in the 2D spectrum. However, this nodal plane cannot be defined when the anharmonic shift is too large, and it cannot be used to analyze dynamics that may be distinct in different parts of the spectrum. The slope of the phase spectrum has been shown to be proportional to the FFCF. 30, 34 However, the relationship between the observable and the FFCF is satisfied only at the center frequency, making it difficult to compare the dynamics of unresolved subensembles.
Recently, a new method for determining the FFCF from 2D-IR vibrational echo spectra was introduced 35 and applied to a number of systems. 10, 11, 26 It was shown that the FFCF is directly related to the inverse of the slope of the line that connects the peak frequencies of spectra obtained by taking slices parallel to for a range of m . We will refer to this method as CLS because the slices are parallel to . The peak of a slice spectrum at one m in a 2D spectrum gives one point on the 2D frequency map ͑ m , * ͒, where * is the frequency of the maximum of the slice spectrum for the cut at m . Connecting these maximum points for a range of m generates a line. At short T w , the line is tilted close to the diagonal line and has a slope of ϳ1. At sufficiently long T w , spectral diffusion is complete, and the line is vertical. Therefore, the inverse of the slopes of the lines change from ϳ1 to 0 as T w increases. The details of how to recover the full FFCF including the homogeneous component from 2D and 1D IR spectra have been provided previously. 35 The method only requires the determination of peak positions, which are much easier to measure than linewidths. Furthermore, the CLS method is not affected by finite pulse durations and other complications that make other methods prone to errors. However, the direct relation between the FFCF and CLS cannot be guaranteed when destructive interference between the 0-1 and 1-2 bands causes peak position changes as well as line shape distortions in a 2D-IR spectrum.
In this paper, a modification of the CLS m method is presented. This method is called the CLS m method because slices through the 2D spectrum are taken parallel to the m axis for a range of . The points ͑ m * , ͒ are plotted, and they give a center line. The slope of this center line ͑not the inverse of the slope͒ varies from ϳ1 to 0 as T w is increased, and the change in slope is directly related to the FFCF. It is proven that the CLS m method is not affected by line shape distortion, which can be caused by peak intensity differences or by the destructive interference between the 0-1 and 1-2 bands. It is numerically demonstrated that peak shape distortion caused by background absorption does not affect the determination of the FFCF. The CLS m method can also be used to investigate possible differences in the dephasing of in the 0-1 and 1-2 bands. Piryatinski and Skinner have shown that the initial slope of the frequency resolved echo peak shift is proportional to the cross correlation function between 0-1 and 1-2 transition frequencies when the 1-2 signal is analyzed. 36 However, there has been no report of how this cross correlation function can be directly obtained from the 2D-IR vibrational echo spectra. Here, we prove that the CLS m of the 1-2 band is proportional to the cross correlation function when the anharmonicity is sufficiently large relative to the IR linewidth.
II. THEORETICAL DEVELOPMENT
A. The 2D line shape function in the short time approximation A 2D-IR vibrational echo line shape function can be derived using a two dimensional Fourier transform of the third order response functions about the two coherence periods. Within the Condon and cumulant approximation, the line shape function of the linear IR and 2D-IR spectra can be described using one common line shape function, g͑t͒. 21 A linear IR spectrum includes only the autocorrelation function between the fundamental transition frequencies because only the transition between the ground state and first excited state is probed. This is also true for the positive going band in the 2D-IR spectrum. The equivalent of ground state bleaching and stimulated emission contribute to this band and only involve the 0-1 transition between the ground state and the first excited state. As a result, the line shape of this positive band can be described using the autocorrelation function of the 0-1 transition frequencies. In contrast, the negative going band that arises from vibrational echo emission at the 1-2 transition frequency ͑equivalent to excited state absorption͒ involves the transition between the first excited state and second excited state ͑1-2͒ as well as that between the ground state and first excited state ͑0-1͒.
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To develop a tractable analytical equation for a 2D-IR spectrum, the short time approximation for each coherence period was applied and a simplified 2D-IR line shape equation including spectral diffusion is employed. This approach has been used previously. 27, 30, 35 Here, we will use the short time approximate 2D-IR line shape equation to prove the direct proportionality between the CLS m and the FFCF. Also, we will show that the CLS m is not affected by cancellation of the positive 0-1 transition band by the negative 1-2 transition band within the harmonic approximation. The method for dealing with this problem is very similar to that used to develop the CLS method. Many of the details have been presented previously. 35 Following the previous approach, the 2D-IR line shape function is
͑1͒
Here, ⌬ is the anharmonicity ͑the difference in frequency between the 0-1 and 1-2 transitions͒ and s is 21 / 10 , where ij is the transition dipole matrix element for the two transitions. s is ͱ 2 in the harmonic approximation ͑harmonic oscillator͒ and is generally ϳ ͱ 2. Three different correlation functions are defined as
The two terms for the 0-1 and 1-2 transitions in the response functions cannot be separated because destructive interference must be included to provide an actual description of the 2D-IR signal. In the previous development of CLS , only one of the three terms was considered because we assumed there was little effect from interference.
B. The m center line slope for a weakly anharmonic system
In the previous work, two points in the 2D frequency space were chosen to calculate the slope of the line that they define. The points ͑ m , * ͒ were calculated by setting the partial derivative of response function to zero at two fixed m points. Here, we derive the equivalent relationship more generally by not assuming that a straight line connects the maxima. The goal of the derivation is to calculate a general form for the slope of the curve connecting the maxima of the spectral slices, 
where D͑ , m , T w , s͒ is defined as
͑4͒
This expression cannot be simplified further, which illustrates that the slope of the maximum points is a complicated function of both frequencies and all variables appearing in the response function. Making the harmonic approximation for the three level system reduces all three correlation functions to a single function. When all three correlation functions are equal, C͑t͒ = C 1 ͑t͒ = C 2 ͑t͒ = C 3 ͑t͒, the slope becomes the normalized FFCF
It should be emphasized that this relationship is true after making the single assumption for the correlation functions. The harmonic approximation implies that the dephasing of the 0-1 transition is the same as that for the 1-2 transition, and that 21 / 10 = ͱ 2. In general, this is a good approximation, and all three correlation functions can be taken to be the same.
C. The CLS in nonoverlapping case
For an oscillator with a large anharmonicity, the 0-1 and 1-2 transition bands in a 2D-IR spectrum are well separated. Each peak can be analyzed independently without considering the effect of band overlap. This greatly simplifies the equations for CLS and CLS m because each peak can be treated separately. For CLS , which uses the slices parallel to at specific m , the equation that defines the set of ͑ m , * ͒ will be given for the 0-1 and 1-2 transition peaks. When only the 0-1 or the 1-2 peak is included in the response function, the equation for CLS using the relation ‫ץ‬R͑ m , ͒ / ‫ץ‬ =0 is
shows that CLS is proportional to the inverse of the normalized correlation function. The same result was shown previously, but here we used a more general method to obtain the CLS equation. The result also proves that within the cumulant and short time approximation the maximum points are connected by a straight line. The second equation for the 1-2 transition gives new information about the cross correlation function C 2 ͑T w ͒ normalized by the initial amplitude of autocorrelation function C 3 ͑0͒. If we neglect any differences in the three correlation functions ͑har-monic approximation͒, the 0-1 and 1-2 transitions will have the same information and the CLS for each peak will be identical. However, in the general case, the cross correlation function C 2 ͑T w ͒ can only be obtained from the vibrational echo spectroscopy. C 3 ͑0͒ can be estimated from the linear IR linewidth of the 1-2 transitions although this can be experimentally. CLS m , which uses the slices parallel to m at specific , has the equivalent equations for the case of nonoverlapping 0-1 and 1-2 bands. Using the relation ‫ץ‬R͑ m , ͒ / ‫ץ‬ m = 0, it is readily shown that,
The CLS m for the 0-1 transition is directly proportional to the FFCF. The CLS m for the 1-2 transition displays a different relation to the FFCF than CLS . It is the cross correlation function normalized by the fluctuation amplitude of the autocorrelation function, C 1 ͑0͒. C 1 ͑0͒ can be obtained by analyzing the 0-1 transition. Therefore, in principle, C 2 ͑T w ͒ can be obtained from the CLS m . In the original derivation of CLS , it was shown that the homogeneous component can be determined and errors arising from the short time approximation can be eliminated by employing the linear absorption spectrum in addition to the CLS data obtained from the 2D spectra. 35 This is also true for the 0-1 transition CLS m . We have not found a similar method for the determination of a C 2 ͑T w ͒. The time constants for the decay of C 2 ͑T w ͒ can be easily obtained and the relative amplitudes of the components can be found, but corrections for the short time approximation's effect on the amplitude of fast decay components cannot be made. However, as shown below in a model calculation, the errors are small.
III. APPLICATIONS A. CLS m independent of line shape distortion from destructive interference
If the anharmonicity is not large compared to the 2D spectral bandwidths, the 0-1 and 1-2 transitions overlap. Because the two bands have opposite signs, destructive inter-ference produces distortions of the band shapes. Numerical simulations were performed to see the effects of destructive interference on the CLS m . Two cases will be considered. The first case is when the harmonic approximation applies, that is, the correlation functions in Eqs. ͑2a͒-͑2c͒ are equal. For this example, the FFCF determined for the OD hydroxyl stretching mode of dilute HOD in water will be used. 26 The parameters are listed in Table I . The lifetime and orientational relaxation time were included in the calculations although they have little effect. In the second case treated in Sec. III C below, we will consider the consequences of the dynamics of the 1-2 transition being different from those of the 0-1 transition.
The calculated spectra are shown in Fig. 1 . At short T w ͑A, 200 fs͒, the center line connecting the maxima lies close to the diagonal. In the absence of homogeneous broadening, the line would be at 45°and have a slope of 1. At 200 fs, the combination of homogeneous dephasing and spectral diffusion makes the slope less than 1. Panel B is the long time limit. Spectral diffusion is complete, and the center line is parallel to the axis. The spectra of the slices at various points are shown for short and long T w in Figs. 1͑c͒ and 1͑d͒ . The maximum frequencies of the slice spectra m * at various form the set of points in 2D frequency space as ͑ m * , ͒. Connecting these maximum frequencies, points at multiple points forms a line. The solid line shown in Fig. 1͑a͒ is a plot of the frequencies of the positive going peaks ͑0-1 transition͒ in Fig. 1͑c͒ . Figure 1͑d͒ shows that at long time the peak frequencies of all of the slice spectra are the same, which yields the horizontal line in Fig. 1͑b͒ . At long time, all frequencies in the absorption line have been sampled by spectral diffusion, and, therefore, the slice spectra are the same for all .
To examine the effect of the overlap of the 0-1 and 1-2 bands on the CLS m , the anharmonicity and the transition dipole of the 1-2 transition were varied separately without changing other parameters in the FFCF for the OD stretch of HOD in water used in the calculations. The water 2D-IR spectra at five different anharmonicities and four different s values ͑ratios of the 0-1 and 1-2 transition dipoles͒ were calculated. To clearly show the line shape distortion from the change in the anharmonicity and transition dipole, slice spectra along the m axis at T w = 0.2 ps are shown in Figs. 2͑a͒ and 2͑b͒, respectively. As the extent of overlap increases ͓Fig. 2͑a͔͒, the slice spectrum shapes change. In Figs. 2͑a͒ and 2͑b͒, the slice spectra were taken at center frequency of the 0-1 transition, = 2508 cm −1 . If the slice spectra are taken at other positions, the spectra will shift to a lower or a higher frequency, depending on the choice of . However, the shape changes caused by the overlap display the same trend presented in the figures. The calculated linear IR spectrum with the same parameters has a 160 cm −1 full width at half maximum ͑FWHM͒. As the anharmonicity becomes small compared to the FWHM, the overlap region becomes increasingly steep, but the line shape on the high frequency side of the 0-1 band ͑positive going͒ and the low frequency side of the 1-2 band ͑negative going͒ are basically unchanged. s 2 was varied from 1 to 3 with a fixed anharmonicity of 200 cm −1 . The slice spectra are shown in Fig. 2͑b͒ . The amplitudes have been normalized by the peak intensity of the 0-1 transition. In the harmonic approximation, s 2 is 2, which results in the 0-1 and 1-2 peaks having equal intensities because there are twice as many quantum pathways that contribute to the 0-1 peak than that contribute to the 1-2 peak. In addition to the change in the relative size of the 0-1 and 1-2 bands, the line shape within the overlap region depends on s.
Figures 2͑c͒ and 2͑d͒ show that CLS m curves for the show the range of used. ͑C͒ and ͑D͒ are the projected spectra for ͑A͒ and ͑B͒ at several m . ͑C͒ shows the distribution of peak positions at short T w . In ͑D͒, all of the peak positions are identical which correspond to the horizontal line in ͑B͒. To clearly show that all of the slice spectra in ͑D͒ have the same maximum position and line shape, each slice spectrum is normalized.
various anharmonicities ͑C͒ and the transition dipole ratios ͑D͒. The curves are identical. Although there are five curves in C and four curves in D, they cannot be distinguished from each other. At each point, there are multiple symbols. As proven analytically above, line shape distortions caused by destructive interference do not change the value of the CLS m . The CLS m curves are directly related to the FFCF. The method for extracting the entire FFCF, including time constants, amplitudes, and the homogeneous component, has been described previously for the CLS method in detail. 35 However, the CLS method is susceptible to line shape distortions. Therefore, for systems in which the anharmonicity is not large compared to the FWHM, when using the CLS method, it is necessary to limit the center lines to the high frequency side of the 0-1 transition where the line shape is not affected by overlap. In contrast, line shape distortions do not affect the CLS m and, therefore, do not interfere with the determination of the FFCF.
B. CLS m not affected by background absorption
Studies of the effects of high optical density in nonlinear optical experiment have focused on the absorbance of the chromophore under investigation, usually a solute in a liquid or solid solvent. [38] [39] [40] The effect of solvent background absorption is generally not considered because the small transition dipole of solvent molecules at the wavelength of interest produces a negligible contribution to the third order polarization. The solvent can have a significant absorption due to its high concentration, but because the third order nonlinear signal depends on 8 in an intensity level experiment or 4 in a heterodyne detected polarization level experiment, the solvent does not contribute to the signal. 41 However, the solvent absorption will reduce the amplitudes of the excitation pulses and reduce the amplitude of the signal pulse as it propagates through the sample. If the solvent background absorption is uniform across the spectrum of the solute peaks of interest, it will have little effect other than reducing the amplitude of the signal. However, in general, the background absorption will not be flat, and it can cause line shape distortions and changes in the relative peak intensities. For example, consider a sample in which the solvent absorbs more strongly on the blue side of the solute spectrum than on the red side. As the vibrational echo propagates through the sample, the blue side of its frequency distribution will be attenuated more than the red side. The excitation pulses will also be attenuated more on the blue side than on the red side, resulting in the generation of more signal on the red side of the spectrum.
The influence of solvent background absorption on the CLS m can be separated into the first two excitation pulses, which are associated with the axis and the third excitation pulse and the vibrational echo pulse, which are associated with the m axis. Here, we are considering the experimental situation in which the LO pulse that combines with the vibrational echo pulse does not pass through the sample. Therefore, the LO is not changed by the sample absorption.
The first two excitation pulses produce the dependent initial population. A nonuniform solvent absorption will distort the initial population along the axis. Spectral diffusion will cause this frequency-labeled initial population to broaden and move its center frequency. However, the frequency-labeled initial population only evolves along the m axis. Spectral diffusion does not mix populations having different initial excitation frequencies along the axis. The frequency dependent absorption of the first two excitation pulses will cause the slice spectra parallel to the m axis to have distortions on their relative amplitudes. Therefore, the 2D spectrum is distorted but the peak position of each slice spectrum is not influenced by the distortion of the relative amplitudes of the slices. Thus, the center frequency along the m axis of each slice spectrum is the same in spite of skewing the amount of initial population excited by the first two excitation pulses. As a result, frequency dependent reduction in the first two excitation pulses along axis does not affect the CLS m .
The effect of nonuniform background on the third excitation pulse and the vibrational echo pulse, which are associated with m , can be described using the IR absorption spectrum. The absorption by the solvent is given by Beer's Law, I = I͑0͒e −lc , where is the frequency dependent extinction coefficient, l is the sample thickness, and c is the solvent concentration. The electric field of the third laser pulse becomes E 3 ϰ E 3 ͑0͒e −lc/2 . Also, the reduction in the generated echo field can be described in the same way as E echo ϰ E echo ͑0͒e −lc/2 . Combining these two frequency dependent absorptions and considering only the m axis, the signal is S ϰ E L ͑E echo ͑0͒E 3 ͑0͒e
−lc ͒. E L is the LO field, which does not pass through the sample. E 1 and E 2 have been omitted because they do not influence the slice spectra along the m axis. This is an approximate treatment to determine if frequency dependent distortions of the signal caused by the solvent absorption spectrum will influence the determination of the FFCF using the CLS m method. The more correct way to do the calculation is to divide the sample into slices and calculate the signal generated in each slice, with the excitation pulses and signal pulse attenuated as they pass through the sample. 42 If the polarization generated by an excitation pulse is sufficiently strong, it needs to be added to the excitation field, which is attenuated in each slice of the sample. 43 In 2D-IR experiments, the polarization generated in the sample is small. Here, we are not attempting to obtain an accurate description of the 2D spectrum as it is distorted by the nonuniform solvent absorption, but rather to see if a distortion influences the CLS m method. The simplified approach employed here is sufficient for this purpose.
To determine the effect of nonuniform solvent absorption on the CLS m method, 2D-IR vibrational echo spectra with background absorption were calculated. First, the response function without background absorption was calculated using the FFCF of the OD stretch of HOD in water as above. This absorption is centered at 2508 cm −1 . As a simple model, the solvent absorption was taken to be a Gaussian function centered at 3000 cm −1 with a 1177 cm −1 FWHM. This places a large sloping wing under the OD stretch absorption. To simulate the linear IR absorption spectrum with the solvent absorption, the IR spectrum was calculated from the Fourier transform of the linear response function with the same FFCF parameters as used for the 2D-IR calculations discussed above. Then, the model solvent absorption was added to the calculated IR spectrum. As discussed above, the absorption of the first two excitation pulses does not affect the CLS m results, so the background absorption was only taken into consideration for the third pulse and the vibrational echo pulse.
To calculate the signal as modified by the background absorption, the spectrum for the vibrational echo emission at the 0-1 and 1-2 transitions was calculated separately. The signal for the 0-1 and 1-2 transitions was reduced according to the amount of absorption in their corresponding frequency ranges, and then the two peaks are combined. The results are shown in Figs. 3͑a͒ and 3͑b͒ for 0.2 and 5 ps, respectively. These two spectra can be compared to Figs. 1͑a͒ and 1͑b͒ , which show the 2D-IR spectra without solvent absorption. The shapes are changed and because the solvent absorption is larger in the 0-1 peak region, the 0-1 peak is reduced more than the 1-2 peak, which is evident from number of contours. Figure 3͑c͒ shows slice spectra along the m axis. The slices are for at the center of the spectrum, 2508 cm −1 . The absolute value of peaks height for the 0-1 and 1-2 transitions are equal when solvent absorption is not included ͑solid curve͒. The solvent absorption is the line in the upper portion of the panel. The inset shows the solvent absorption ͑line͒ and the resulting absorption spectrum for the OD stretch and the solvent absorption. The slice spectrum calculated with the solvent absorption is shown in the main part of Fig. 3͑c͒ as the dash and dot curve. Because the background absorption is different across the spectrum, it has a nonuniform effect on the slice spectrum. Both the 0-1 and 1-2 peak amplitudes are reduced, but that of the 1-2 peak is not as reduced as much. To see the difference between the slice spectra with and without the solvent absorption more clearly, the slice spectrum with solvent absorption has been normalized at the peak of the 0-1 transition ͑dashed curve͒. The strong solvent absorption at higher frequency pushes the 0-1 peak to a lower frequency and decreases the linewidth. Also, the amplitudes of the 0-1 and 1-2 peaks are very different. CLS m were calculated using the simulated spectra with and without solvent absorption and are shown in Fig. 3͑d͒ . As is clear from Fig. 3͑d͒ , the background solvent absorption does not change the CLS m curve and, therefore, will not change the determination of the FFCF in spite of the fact that the 2D spectral shapes are distorted. Fitting of the 2D spectra by using a full response function calculation gives an incorrect determination of the FFCF. The background absorption would have to be included in the calculation. However, using the CLS m method, the correct. FFCF will be obtained without considering the spectral distortion induced by solvent absorption.
C. Determining the cross correlation function
As shown in Sec. II A, the 2D-IR signal consists of three different correlation functions ͓see Eqs. ͑2a͒-͑2c͔͒. Femtosecond mid-IR pulses can have enough bandwidth to excite a vibrational oscillator from the first to second vibrational excited state; this transition is lower in frequency than the fundamental because of the vibrational anharmonicity. There are open questions as to how the different correlation functions can be studied, if they are significantly different, and theoretical reasons why they should be similar. 36 There has not been a method for extracting the three different correlation functions from a 2D-IR spectrum. Here, we will show that the cross correlation function, C 2 ͑t͒, between 0-1 and 1-2 transition frequencies can be obtained by analyzing the 1-2 band. It is possible for the vibrational oscillator dephasing dynamics to be different when it is in the first excited state than in the ground state because of differences in solute-solvent interactions caused by the different bond lengths and dipole moments of the vibrationally excited state. Here, we calculate the 2D-IR spectra including different dynamics for the 0-1 and 1-2 transitions. Therefore, C 1 ͑t͒ C 2 ͑t͒ and C 3 ͑t͒. For these calculations, we use the OD/water FFCF parameters for the 0-1 transition, which determines C 1 ͑t͒. Different dynamics for the 1-2 transition results in a different C 3 ͑t͒, the FFCF for the 1-2 transition. There is no simple way to obtain the cross correlation, C 2 ͑t͒ from the knowledge of C 1 ͑t͒ and C 3 ͑t͒. In the calculations, C 3 ͑t͒ has little effect on the 2D line shapes. It only comes into play during the very brief second coherence period. Therefore, we will simply take C 2 ͑t͒ = C 3 ͑t͒ C 1 ͑t͒. For C 2 ͑t͒ = C 3 ͑t͒, we will use the FFCF parameters for the OD stretched of HOD in a 1.5M NaBr aqueous, which are different but not greatly different from those of pure water. 26 These input parameters are given in Table I as C 1 in ͑t͒ and C 2 in ͑t͒. We also need the lifetime of the second excited state. We use the simple harmonic oscillator result that the second excited state is a factor of 2 faster than the first excited state lifetime. 37 The orientational relaxation is taken to be the same in the 0 and 1 states, and the lifetime and orientational relaxation parameters for pure water are used. 26 The lifetime and the orientational relaxation make very little contribution to the linear or 2D line shape because the homogeneous dephasing T 2 is dominated by the pure dephasing T 2 * . As a first illustration, the anharmonicity was set to 300 cm −1 , which is large compared to the line width of 160 cm −1 , to eliminate line shape distortion from overlapping peaks. Below, the influence of the size of the anharmonicity compared to the line width will be considered. The 2D spectra were calculated ͑see Table I for input parameters͒, and the linear IR spectrum was also calculated using C 1 in ͑t͒. The linear spectrum is used in determining T 2 . First, all three correlation functions were set equal, and the 0-1 and 1-2 bands were analyzed separately to check that the analysis of the 0-1 band and the 1-2 band give the same results. The calculated CLS m are plotted in Fig. 4͑a͒ . The circles show the CLS m obtained from the 0-1 transition and the squares are the CLS m from the 1-2 band. They overlap well, but close examination reveals that there is a very small difference in the magnitude. This difference comes from the difference in lifetime used for the 2-1 relaxation and the 1-0 relaxation. The lifetime makes a small contribution to the homogeneous component of the FFCF. 35 The homogeneous component manifests itself as the initial difference between the plotted CLS m and 1. Figure 4͑b͒ shows the results of the calculations in which C 1 ͑t͒ C 2 ͑t͒ and C 3 ͑t͒. For Fig. 4͑b͒ , the anharmonicity is still taken to be 300 cm −1 . It is clear from Fig. 4͑b͒ that the CLS m obtained from the 0-1 band ͑lower curve͒ is distinguishable from that obtained from the 1-2 band ͑upper curve͒. The differences in CLS m s show that, in principle, both C 1 ͑t͒ and C 2 ͑t͒ can be measured. FIG. 4 . ͑A͒ CLS m curves obtained from the 0-1 band ͑ᮀ͒ and the 1-2 band ͑᭺͒ using the same FFCF for both transitions ͑OD of HOD in H 2 O͒. The two curves are virtually identical but have a very small difference caused by the faster vibrational decay of second excited state. ͑B͒ CLS m curves obtained from the 0-1 band ͑lower curve͒ and the 1-2 band ͑upper curve͒ from the 2D spectra calculated with response function theory using as inputs C 1 ͑t͒ C 2 ͑t͒ and C 3 ͑t͒ ͑see text͒. The difference in the curves show that it is in principle possible to obtain C 2 ͑t͒ as well as C 1 ͑t͒ using the CLS m method. ͑C͒ The effect of overlapping peaks in determination of cross correlation function is examined for 2D spectra with C 1 ͑t͒ C 2 ͑t͒ and C 3 ͑t͒ as in ͑B͒. The anharmonicity is varied from 200 to 50 cm −1 ͓200 cm −1 ͑ᮀ͒, 160 cm −1 ͑᭺͒, and 50 cm −1 ͑छ͔͒. The closed symbols represent CLS m from the 0-1 band and open symbols are for the CLS m from 1-2 band. The FWHM of the absorption line width is 160 cm −1 . C 2 ͑t͒ can be obtained as long as the anharmonicity is not small compared to the linewidth.
In Table I , C 1 ob ͑t͒ and C 2 ob ͑t͒ obtained from the CLS m analysis are compared to the inputs to the 2D response function calculations using C 1 in ͑t͒ and C 2 in ͑t͒. In the determination of the 0-1 FFCF from CLS m , it is necessary to use the absorption line shape to obtain the absolute FFCF and to determine the homogeneous component. 35 Without use of the absorption line, the FFCF time constants can be determined and the relative fractional amplitudes of the components can be determined, but the absolute values in wave numbers and an accurate T 2 in picoseconds cannot be determined. There is no equivalent of the absorption line to use in conjunction with the determination of C 2 ͑t͒. Therefore, in Table I for C 2 ob ͑t͒, the time constants and fractional amplitudes are listed. As can be seen in Table I , the agreement between the input parameters and those obtained from the CLS m analysis is very good.
In the calculations presented in Fig. 4͑b͒ , the anharmonicity ͑300 cm −1 ͒ is large compared to the linewidth ͑160 cm −1 ͒. Figure 4͑c͒ shows the results of the calculations in which the anharmonicity is varied with all other parameters identical to those used in Fig. 4͑b͒ . Three sets of calculations were performed with anharmonicities of 200, 160, and 50 cm −1 . The results for 200 and 160 cm −1 ͑as well as 300 cm −1 , not shown͒ are identical. These results are the upper curves obtained from the 1-2 band and the lower curves obtained from the 0-1 band. The two curves in Fig.  4͑c͒ that virtually overlap and are between the upper and lower curves are for 50 cm −1 anharmonicity. These cannot be distinguished. The 50 cm −1 anharmonicity is less that a third of the line width. The 0-1 and 1-2 bands overlap almost completely. Whether information on C 2 ͑t͒ can be obtained is dependent on the magnitude of the anharmonicity relative to the line width, not the absolute linewidth. To determine C 2 ͑t͒, there must be a reasonable degree of separation between the 0-1 and 1-2 bands.
IV. CONCLUDING REMARKS
We have presented a new approach, the CLS m method, for extracting the FFCF from 2D-IR vibrational echo spectra. The CLS m method is an extension and improvement on the previously described CLS method. 35 Details of the practical aspects of using the CLS m method are the same as in CLS method and are described in Ref. 35 . Here, it was demonstrated that distortions of the 2D line shapes caused by overlap of the positive going 0-1 band and the negative going 1-2 band do not affect the determination of the FFCF using the CLS m . This is not the case for the previously detailed CLS method. Because of the lack of distortion caused by overlapping bands, it is possible to use the CLS m method to examine different frequency ranges of a 2D spectrum to determine if the dynamics vary with frequency. 44 Investigation of a frequency dependence can be accomplished by using slice spectra on the blue side of the line and on the red side of the line, and comparing the CLS m . If the CLS m are different on the two sides of the line, then frequency dependent subensembles that have different dynamics that exist in the molecular system.
It was also demonstrated that the CLS m is not sensitive to distortions in the 2D spectra produced by nonuniform background absorption. Frequently, a very weak absorption of interest is riding on top of a large sloping solvent absorption. The solvent does not produce a signal because it has a small transition dipole, but it has significant absorption owing to its high concentration. Large background absorption often occurs in biological samples, where the vibration of interest produces a small absorption on top of very significant water and protein absorptions. Using the CLS m method, the FFCF can be accurately obtained in spite of distortions to the 2D spectrum produced by the solvent absorption. It was shown previously that the CLS method, whether CLS m or CLS , yields the correct FFCF even when the 2D spectra are distorted by finite pulse durations or apodization along one axis. 35 In addition, the CLS m was shown to be capable of obtaining more information than the 0-1 transition FFCF. The method is also able to obtain the cross correlation function between fluctuations of the 0-1 and 1-2 vibrational transitions.
In addition to the usefulness of the CLS m to obtain various types of information without distortion, it is also important for its speed in data analysis and its lack of sensitivity to systematic errors. In contrast to doing full response theory calculations of the 2D and linear spectra to iteratively fit the experimental spectra to obtain the FFCF, the CLS m yields the FFCF in a simple and fast set of calculations. 35 The reduction in fitting time can be a factor greater than 100. In the CLS m method, it is necessary to determine peak positions rather than linewidths or line shapes. Peak positions are much easier to obtain accurately than linewidths or line shapes. The net result is that the CLS m method can provide more information in a manner that is less susceptible to error than other approaches. Therefore, the CLS m method increases the utility of ultrafast 2D-IR vibrational echo spectroscopy for the extraction of dynamical information from complex molecular systems.
