In an error-prone transmission environment, error concealment is an effective technique to reconstruct the damaged visual content. Due to large variations of image characteristics, different concealment approaches are necessary to accommodate the different nature of the lost image content. In this paper, we address this issue and propose using classification to integrate the state-of-theart error concealment techniques. The proposed approach takes advantage of multiple concealment algorithms and adaptively selects the suitable algorithm for each damaged image area. With growing awareness that the design of sender and receiver systems should be jointly considered for efficient and reliable multimedia communications, we proposed a set of classification-based block concealment schemes, including receiver-side classification, sender-side attachment, and sender-side embedding. Our experimental results provide extensive performance comparisons and demonstrate that the proposed classification-based error concealment approaches outperform the conventional approaches.
INTRODUCTION
Due to the various kinds of distortion and failures, part of a compressed image or video can be damaged or lost during transmission or storage. The widely used block-based visual coding systems have prompted a need of block-based error concealment on the decoder side. A number of concealment approaches have been proposed in recent years [1] [2] [3] [4] [5] [6] [7] [8] . The smoothness and continuity properties in spatial or frequency domain, the repeating patterns, and other properties of visual data have been exploited to recover corrupted blocks from the survived surroundings. Through a benchmarking effort on the existing error concealment approaches, we have observed that different approaches are suitable for different image characteristics of a corrupted block and its surroundings, and none of the existing approaches is an alltime champion. This motivates us to explore a classificationbased concealment approach that can combine the better performance of two state-of-the-art approaches in the literature. The classification-based approach also helps us achieve a better tradeoff between the concealment quality and the computation complexity on the receiver side. This is because some state-of-the-art approaches have rather high computation demand, and classification allows the computation power to be spent more strategically by performing expensive computations only when they are likely to offer a substantial gain in the concealment quality.
The classification in the proposed new framework of error concealment can be done either on the receiver side or on the sender side. The receiver-side classification uses the survived surrounding pixels to determine which candidate concealment approach would give better concealment quality for each corrupted block. As will be seen in this paper, the proposed receiver-side classification approach does not require side information and the overall concealment quality can outperform each candidate alone. To provide more proactive protection and further exploit the knowledge from the original, uncorrupted image, a few recent works in the literature [9] [10] [11] have jointly considered the design of sender and receiver systems to facilitate error concealment. We explore this sender-driven perspective for our classification-based concealment framework by obtaining a small amount of classification data on the sender side. As the classification results need to be delivered as side information from the sender to the receiver, we examine and compare two approaches for delivering the side information, namely, by attaching as part of the file header and by embedding in the image signal.
The paper is organized as follows. Section 2 provides a brief description of the evaluated algorithms and presents benchmarking results on a collection of natural and artificial images. Since the performance on various images shows the advantages and disadvantages of different error concealment techniques, a classification scheme on the receiver side is proposed in Section 3 to take advantages of the sweet spots 2 EURASIP Journal on Applied Signal Processing of existing techniques. The sender-side classification-based error concealment is proposed in Section 4 to further improve the concealment quality by supplying the ground truth of concealment technique selection to a receiver. We compare the concealment performance, computation complexity, and bandwidth usage of the three proposed schemes as well as their suitable application scenarios in Section 5, and conclude the paper in Section 6.
MOTIVATION

Prior work
Early explorations on spatial domain image concealment were reviewed in [1] . Among them, the multidirectional interpolation (MDI) approach performs pixel-domain interpolation along eight possible edge directions and considers the cases of both single edge and multiple edges [2] ; the projection-onto-convex-sets (POCS) approach constrains the feasible solution set based on such prior information as smoothness and neighborhood consistency [3] ; and the maximally smooth recovery (MSR) method makes use of the smoothness property of visual signals and formulates the concealment as a constrained energy minimization problem [4] .
Three recent works in [5] [6] [7] have demonstrated the performance improvement on classic images such as "Lena" or "Barbara" over the earlier approaches. The geometricstructure-based (GSB) error concealment by Zeng and Liu [5] is a directional interpolation scheme, which uses the local geometric information extracted from the surroundings. Two layers of pixels surrounding a corrupted block are converted to a binary pattern to reveal the local geometric structure and to classify the block as flat or nonflat. For flat blocks, the projective interpolation technique of [12] is applied. For nonflat blocks, the edges inside the lost block are estimated by pairing significant transition points from the aforementioned binary pattern, and the lost pixels are recovered by bilinear interpolation along the edge directions.
The orientation adaptive sequential interpolation (OASI) scheme by Li and Orchard [6] employs a linear regression model. It first estimates the local characteristics from a neighborhood of about four layers of uncorrupted pixels, and then uses the model parameters obtained to estimate each missing pixel from its surrounding pixels. More specifically, the interpolation can be characterized by S = N k=1 α k s k , where S is an estimate of the missing pixel and s k 's are N neighboring pixels. The interpolation coefficients α k form a vector α, which can be determined using the classical least-square method from an M-pixel neighborhood M n with M > N, that is, α = (C T C) −1 Cy. Here, y is an M ×1 vector representing M pixels in the training area M n ; C is an M × N matrix, and each of its M rows consists of N neighbors around the corresponding pixel in y. When C T C is singular, α k is set to 1/N.
The long range correlation (LRC) scheme by Zhang and Wang [7] exploits the repeating patterns in an image. It extracts a ring window surrounding the corrupted area, OASI Orientation adaptive sequential interpolation [6] LRC Long range correlation [7] searches for an area in the image that best matches the pattern of this ring in a mean-squared error sense, and replaces the corrupted area with the pattern inside the best matching ring. LRC is also exploited in the recent image inpainting work by Bertalmio et al. [8] , where the basic texture synthesis procedure for concealing the lost area is similar to the LRC concealment algorithm. By simultaneously filling in the structure and texture information of missing areas, the inpainting technique demonstrates excellent subjective quality when the missing area is relatively small compared with the size of the whole image. It is worth noticing that the image inpainting technique focuses more on the overall subjective quality and is not designed to optimize an objective error measure of the concealment quality (such as MSE or PSNR) on many small blocks.
Performance benchmarking
If an image is compressed by a block-based codec and transmitted over an error-prone channel, the error impairments are likely to be in the block domain. We focus on isolated block concealment in this work because block-based codecs are dominant for image or video transmission and the interleaving techniques can be employed in packetization to significantly reduce consecutive block loss [10] . Since various error concealment techniques employ quite different "philosophies," it was not conclusive from the literature which one is the best. We attempt to address this issue through a benchmarking effort, which also sheds light on the design direction of a new concealment framework that can outperform the existing approaches. We use a collection of fifteen 8-bit gray-scaled images with different characteristics to evaluate the performance of the six approaches reviewed above, namely, MDI, POCS, MSR, GSB, OASI, and LRC. The names and the corresponding references for these approaches are listed in Table 1 . The collection of the 15 images is shown in the upper part of Figure 11 . They can be divided into roughly four categories according to the visual content, namely, portraits, artificial images, natural scenery images, and rich texture images. We test the concealment on a typical loss pattern as shown in Figure 1 , where a total of 25% blocks are lost in a checkerboard fashion and the block size is 8 × 8. This damage pattern is used in all following experiments if not specified otherwise. We examine the quality of recovered images in terms of PSNR and the computation complexity in terms of the concealment speed, and summarize the results in Tables  2 and 3 , respectively. All algorithms have been implemented in C/C++ with a moderate amount of optimization and the same speed-up settings, and tested on a 1.20 GHz Pentium-4 PC with 256 MB RAM. We can see from Table 2 that among the three recent techniques reviewed earlier, the LRC approach does not outperform the GSB and OASI approaches on most images. One reason is that the checkerboard error pattern leaves a very limited number of the candidate matching windows that do not suffer from the loss. The LRC approach does not perform well on most natural scenery images either, since there are few repeating patterns. On the other hand, the GSB and OASI approaches significantly outperform other approaches on these benchmark images, although neither of the two gives the best performance for all images. The lack of all-time champion suggests that the image characteristics vary significantly from one to another, so a single algorithm based on an assumption about one aspect of the characteristics is not suitable for all images. This motivates us to go one step further and assemble a recovered image in which each concealed block is the better one selected between the GSB and OASI concealment results. As shown in the last column ("Better-2") of Table 2 , this assembled image gives a much higher overall concealment quality than using GSB or OASI alone. In terms of computation complexity measured in concealment speed, Table 3 shows that MSR and GSB are the fastest. MDI and OASI are about an order of magnitude slower, and LRC and POCS are by far the slowest algorithms. Jointly considering the concealment quality and speed, we see that although GSB and OASI both have high performance on concealment quality, OASI has relatively high computation complexity. If we could choose the OASI method to conceal corrupted blocks only when it provides significant performance gain, we would achieve both higher concealment quality and relatively lower computation complexity. This motivates us to research on an adaptive scheme for selecting error concealment methods to combine the advantages of these two top performing schemes. 
Classification-based concealment
For a receiver to pick the better one between the two state-ofthe-art techniques correctly is a nontrivial task. This is because a receiver does not have the original undamaged image to compare with and determine which scheme gives better performance. Available to a concealment system are only the survived pixels that surround each corrupted block. If we could establish the connection between the image characteristics of the survived surrounding pixels and the correct selection between GSB and OASI using a training set, we could make a smart decision on which scheme to choose for a new damaged image.
To help exploring a rule in classifying the survived surrounding pixels, we take a close look at the "Better-2" test from Table 2 . For each block, we quantify the error concealment performance of GSB and OASI by
where K is the number of pixels in the block and is 64 in our case; O i is the original value of the ith pixel in the block; C1 i and C2 i are the corresponding recovered pixel values by GSB and OASI, respectively. We visualize in Figure 2 the scheme selection for each lost block of the "Lena" image. The gray blocks indicate that GSB and OASI do not have significant performance difference (i.e., |P1 − P2| < 96); the white blocks indicate that P2 is much smaller for the corresponding blocks; and the black blocks indicate that P1 is much smaller. From Figure 2 , we do not observe any obvious trend in determining where GSB and OASI would perform better: the black blocks appear in both edges and some texture areas and so do the white blocks.
We further explore if one could deduce some simple rules from the spatial characteristics of survived pixels surrounding the lost blocks. We define a smoothness feature from four layers of survived surrounding pixels as follows. First, we group the pixels into a total of 48 segments, and each segment has 2 × 2 pixels, as shown in Figure 3 (a). For each segment, we generate a binary value characterizing smoothness: if the range of the pixel intensity in the segment exceeds a predetermined threshold of 15, we use "1" to indicate it as a nonflat segment; otherwise, we use "0." Next, the binary values from different segments are scanned according to the order in Figure 3 (b) to form a feature vector, which is a binary sequence. We count the total number of 1s in the feature vector (i.e., the number of nonflat segments) for each of the 15 images used in our benchmark test. For each possible count of nonflat segments, we also compute the ratio of the number of blocks where OASI performs better versus those where GSB performs better. The relation is visualized in Figure 4 , where we can see a general trend that GSB is likely to perform better on smooth blocks, and OASI tends to be better for texture blocks. But the curve is not monotonic and the ratios do not deviate much from one, suggesting that we cannot reliably determine the better performing concealment scheme just based on the nonflat segment count of the surviving surroundings.
The difficulty for a receiver in arriving at a simple rule to determine the better performing scheme can be tackled in two ways. If a decision is to be made solely on the receiver side, there is a need of employing advanced classification tools to group all possible surrounding pixel patterns into two classes, one class favoring the use of OASI for concealment and the other class favoring GSB. Alternatively, we can avoid the difficult task of receiver-side classification by determining the classification information on the sender side where the uncorrupted image is available for providing ground truth, and by sending such extra information to the receiver through attachment or data embedding techniques. In the next two sections, we will present the details of the proposed receiver-side and sender-side schemes, respectively. While we use OASI and GSB as building blocks to investigate our proposed framework of classification-based concealment, the new framework is general so that it can Meng Chen et al. be easily extended to incorporate other appropriate concealment schemes and perceptual criteria.
RECEIVER-SIDE ADAPTIVE BLOCK CONCEALMENT USING SVM CLASSIFICATION
Classification based on support vector machine
We formulate a receiver's choice of concealment scheme for each block as a supervised classification problem. Each error concealment method is considered as a class, and a feature vector is extracted from the pixels that surround an image block. In the training stage, we collect a number of feature vectors from training images, and label every feature vector x i with a ground truth class corresponding to the best concealment method for the associated block. We train the classifier using these feature-class pairs. We adopt support vector machine (SVM) classifiers, as they often exhibit good generalization performance [13, 14] with theoretical insights of structural risk minimization [15, 16] . The design of an SVM classifier can be boiled down to a convex quadratic programming problem with global optimal solutions in training. For our two-class pattern classification problem that decides between the GSB and OASI concealment approaches, two kernel functions have been used to search for the optimal classification solution, namely, a linear kernel function and a radial kernel function.
Linear SVM
The linear SVM determines a linear discriminant function (a hyperplane) that gives the maximum separation margin between the two classes of training data [15] . The optimization problem can be formulated as
where x i is the ith training feature vector and y i ∈ {−1, 1} represents the corresponding class label. The separating hyperplane is parameterized by a vector w and a scalar b, where w is the norm of the separating hyperplane. The Lagrangian multiplier formulation for this constrained optimization problem is
where {α i } is a set of Lagrangian multipliers. Now, the problem is reduced to minimizing L p with respect to w and b under the following restrictions: (i) the derivatives of L p with respect to all α i 's vanish and (ii) α i ≥ 0. For this convex quadratic programming problem, it is well established that the solution can be obtained through the Karush-KuhnTucker (KKT) conditions or through an easier dual problem [15] . When the training data of the two classes is linearly separable, the linear kernel SVM approach gives a classifier in the form of a hyperplane separating the two classes of training data with the largest margin. If the training data is not linearly separable, a positive slack variable ξ i (ξ i ≥ 0) can be introduced to alleviate the sensitivity of noisy training patterns [17] :
where C is a parameter adjusting the relative penalty given to the classification errors on the training data.
To use a trained classifier to classify a new test sample z, we evaluate the sign of the following function:
Here, w is explicitly determined by a set of N s support vectors, which are such training vectors that lie closest to the hyperplane separating the two classes [15] . The sign reflects on which side of the decision boundary that z lies and thus determines the classification result.
Handling nonlinearity
The feature vector as an input to a classifier for the concealment problem can be the pixel pattern surrounding a lost block, or some statistics generated from the pattern (such as the binary feature vector defined in Section 2). and in general are far from separable by a linear discrimination function in the original vector space. The nonseparability by a linear discrimination function can be handled in two ways. One is to extend the linear SVM with the kernel technique and the other is to divide the vector space into groups and find one classifier for each group. Nonlinear classification functions [15] can be built by replacing the dot product term x i , x j = x T i x j in the linear kernel SVM by an appropriate kernel function K(x i , x j ). This is equivalent to transforming feature vectors to a higherdimensional space H through a mapping Φ : R d → H, and then finding a linear SVM classifier in this new space with
The radial basis kernel function in the form of
is commonly used for its good generalization capabilities, especially when very limited information is available about the data distribution and separability for all classes. Here, σ is the width of the radial basis. It affects the classification performance substantially and will be addressed later in this section.
An alternative way of dealing with the nonlinearity is to use a divide-and-conquer technique. The idea is illustrated by the two-dimensional example shown in Figure 5 , where the two classes of data represented in Figure 5 (a) are not linearly separable. However, if we divide the space into four stripes as shown by the dashed lines in Figure 5 (b), the data within each stripe becomes more separable by a linear function. The subdivision of the feature space naturally accommodates the nonlinearity in the class boundary, yet the training process is comprised of training a set of relatively simple linear SVMs. Subdividing the feature space into nonoverlapped subsets can be done through dividing the dynamic range of some feature elements or according to the norm of the feature vector. The latter reflects the overall smoothness of the surrounding pattern for the feature vector defined in Section 2, as the L 1 norm of the vector gives the total number of nonflat 2 × 2 segments over the 48 pixel segments surrounding a lost block. Recalling the trend seen in Figure 4 on the classes as a function of the overall smoothness, the subdivision allows us to naturally adapt to the changing characteristics.
The nonlinearity in the classification can also be handled using a combination of the above two approaches. This hybrid approach divides the feature space into subsets and provides a nonlinear SVM (such as the radial kernel function) for each subset. It offers a great amount of flexibility, allowing the subsets to use different kernel parameters (such as σ in the radial basis function) or even different kernels. The nonlinear SVM obtained for each subset of feature space can have a much smaller number of support vectors; hence can be considerably simpler than a nonlinear SVM trained for the entire space. As such, the hybrid approach has a low computational complexity in both the training and test phases.
Determining kernel parameters
In practice, the relation between the classification accuracy on the training set and on test set relies highly on the generalization capability of the classifier. In SVMs, there are several important parameters affecting the generalization capability, such as C in (5) and σ in (7) . Choosing SVM kernel parameters can be viewed as a validation process, and evaluating the performance of the trained model on a validation set is a general approach to select kernel parameters. Based on this approach, we propose the following preprocessing procedure for choosing the kernel parameters. Step 1. Dividing the training samples into two subsets, A and B: in each iteration below, we use set A for training and set B for validation.
Step 2. Choosing kernel parameters and constructing a new training set R: we adjust kernel parameters σ (1) and C (1) so that the sum of training errors on A and validation errors on B is minimized. More generally, we may employ an objective function using a weighted sum of the two types of errors, and low error rate on the validation set is often desirable to ensure a good generalization capability of the classifier. Since SVM is known to generalize well and does not usually suffer from overfitting problem as much as the conventional classifiers do, we choose to minimize the sum of errors (i.e., with equal weights) for simplicity. A new training set R is then generated consisting of the support vectors from set A and the successfully classified samples from set B.
Step 3. Switching subsets: we switch set A with set B and repeat Step 2. We record the kernel parameters as σ (2) and C (2) and denote the new training set as S. The union of set R and set S becomes the final training set T .
Step 4. Determining kernel parameters: the kernel parameters obtained from the two iterations above provide a search range for determining the final parameters. For example, σ (1) and σ (2) specify a range over which we will search for the final value of σ that can minimize the training error on set T . Other kernel parameters can be jointly determined through the search. In addition to determining kernel parameters, we also filter out the samples that have very similar values but different class labels. These samples are usually located in such region of the feature space that is difficult to classify and they can make the classification boundary very complex. Removing them from the training set helps improve the generalization capability of the classifier.
Overall algorithm
The overall algorithm of our proposed receiver-side classification-based block concealment is summarized in Figure 6 . Below we explain a few additional details of the training and concealment processes.
Selection of training data
We choose a set of training images that represent a variety of characteristics. Because of the spatial correlation in most natural images, we use about one fourth of blocks in the checkerboard pattern from each training image as candidates to form a training set. As discussed earlier, we further filter out the blocks where different concealment schemes do not give substantially different performance.
Construction of feature vectors
Since different spatial block concealment techniques may use different sets of surrounding pixels, the feature vectors derived for classification should come from the union of the sets of pixels used by these techniques. For example, GSB often uses two surrounding layers to extract the geometric structure information, while OASI uses four surrounding layers to compute the interpolation coefficients. The classification region should therefore includes four surrounding layers of pixels. For block size of 8 × 8, 192 pixels are involved in classification.
While pixels can be used directly as features, they often require a sophisticated kernel function to ensure separability and thus incur high computation complexity. We generate a more compact feature vector from pixel values using a similar approach as described in Section 2.3 and summarized as follows. We first partition the four surrounding layers of pixels into segments, as illustrated in Figure 3(a) . For the ith segment of four pixels, the feature value v i characterizes the smoothness of the segment and is computed as (8) where {p k } are the pixels in the ith segment, the floor function returns the largest integer less than or equal to the input. The two parameters s and Q v control the sensitivity of the feature. We choose s = 15 and Q v = 50 based on our experimental results. We then put these feature values into 8 EURASIP Journal on Applied Signal Processing 
Subgrouping
As discussed earlier, to handle the nonlinearity of the class boundary, we divide the feature space into n subsets and train an SVM classifier for each subset. We use a simple empirical partitioning rule based on the number of nonzero values in a feature vector.
Preprocessing of training samples
The feature vectors we used for training are divided into sets A and B. Each set includes images from all four representative categories mentioned before, namely, portraits, artificial images, natural scenery images, and rich texture images. We determine in this step the kernel parameters and training set using the approaches described in Section 3.1.3.
Concealment process
After the training process is performed off-line, the parameters of trained SVM classifiers are stored in the receiver system. To conceal a corrupted image block, the receiver system use the same approach as in the training process to construct feature vector and identify to which subgroup the feature vector belongs. The classification result will then determine which concealment scheme to use.
Experimental results and performance analysis
In this section, we present the experimental results on the proposed block concealment method using receiver-side classification. We use the SVM light toolkit [18] to accomplish this classification task. SVM light is an implementation of SVM based on the optimization algorithm in [19] . A total of 15 images are used for training and 13 for testing, which are shown in Figure 11 . There are a total of 5 562 blocks in the training images and 3 804 blocks in the test images having substantially different concealment performance by GSB and OASI. These blocks are used to evaluate the classification accuracy.
We first train a linear SVM using the 48-dimension feature vectors of all training blocks. The classification accuracy of this trained linear SVM on the test blocks is only 50.55%. The failure of this classification experiment indicates the high nonlinearity in the boundary of the two classes.
We then examine the effects of various approaches in handling the nonlinearity. The simulation results of this exploration are shown in the first row of Table 4 . We compare the cases of no subgrouping, 16-group subgrouping, and 48-group subgrouping. For these three cases, the kernel parameters are chosen that can provide the highest classification accuracy on three of the training images, "Lena," "Barbara," and "Bassharbor." We also consider the case of applying preprocessing with 48-group subgrouping for thorough selection of kernel parameters and filter out noisy samples, using the approaches described in Section 3.1.3. As shown in the table, subgrouping significantly improves the classification accuracy by more than 15%; and preprocessing and finer subgrouping can further improve the classification accuracy.
Based on results from the above exploration, we adopt 48 subgroups with preprocessing procedure for our training process and examine the concealment performance of the proposed receiver-side classification-based scheme on the thirteen 8-bit gray-scaled test images. The classification accuracy for each subgroup ranges from 58.82% to 83.09%, and the overall classification accuracy is 67.11%. From the comparison of concealment results with that of GSB [5] and OASI [6] in Table 5 , we can see that the classification-based method with a linear kernel has up to 0.84 dB gain when compared to the GSB method and up to 1.06 dB gain when compared to the OASI method.
We then train a radial basis kernel SVM to evaluate how well it handles the nonlinearity of training data. The preprocessing and subgrouping are also evaluated for this nonlinear kernel. As with the linear kernel, the radial basis kernel can also benefit from the preprocessing and finer subgrouping for improving the classification accuracy, although the improvement due to grouping is less significant on the radial basis kernel than on the linear kernel. This latter aspect is expected as the radial basis kernel has a good capability of handling the nonlinear classification boundary even without subgrouping. The classification accuracy for each group ranges from 60.00% to 80.53%, and the overall classification accuracy is 70.16%. As shown in Table 5 , the classificationbased method using the radial basis kernel SVM has up to 0.94 dB gain compared to the GSB method and up to 1.26 dB gain when compared to the OASI method. The proposed scheme consistently outperforms the two prior algorithms on all test images. As an example, we show a portion of the "Nickel" image in Figure 7 , and we can see that the proposed concealment scheme provides better visual quality and leaves fewer artifacts.
It is worth noting that a radial basis kernel gives about 3% higher classification accuracy than a linear kernel, under the same 48-group subgrouping and preprocessing procedure. The small improvement in classification accuracy, however, does not always translate into the improvement of concealment quality. For example, we can see from Table 5 that radial basis kernel provides slightly better concealment for some test images, while linear kernel is better for others. This is because the set of accurately classified blocks may be different by the two kernel techniques, and the quality gain on the slightly bigger set of accurately classified blocks may not always offset the quality loss on the falsely classified ones. On the other hand, we see that the classification-based schemes give consistently higher concealment quality than the two current state-of-the-art algorithms. With more accurate classification, the concealment quality can be further improved. Along the line of seeking more accurate classification information, we are inspired by the growing importance of involving both sender and receiver in efficient and reliable multimedia communications. In the next section, we investigate what role the sender system can play in facilitating classification-based concealment.
BLOCK CONCEALMENT WITH SENDER-SUPPLIED CLASSIFICATION INFORMATION
The receiver-side classification algorithm proposed in Section 3 outperforms the conventional error concealment approaches. Coming with such benefit is the increase in computation complexity at receiver-side for performing classification. The increased complexity may pose a challenge for systems that have very limited computation resources and/or stringent real-time rendering constraints. If some parts of the concealment task could be moved to the sender side, it would help reduce the computation burden on the receiver side, as demonstrated in several recent works [9, 10] . An important benefit of moving the classification task from a receiver to a sender is that it allows for an easy access of the perfect classification information. This is because the sender has full reference to the original, uncorrupted image, and can compare the concealment quality by various techniques to obtain the ground truth about which technique works better. The higher accuracy of the classification information can further improve the overall concealment quality upon what we have achieved in Section 3, which is an even more attractive advantage than the reduced receiverside computation complexity.
In this section, we extend the classification-based concealment framework from a sender-driven perspective to design and evaluate error concealment schemes with sendersupplied classification information. We will examine two main approaches to conveying the classification information from a sender to a receiver: one is to attach the side information in the header and the other is to embed the side information in the image signal using data hiding technique.
Conveying classification information by attachment
A quite straightforward way to convey the classification information from the sender to the receiver is to transmit the information along with the image, for example, in the image header. The side information requires extra bandwidth, and therefore, the appropriateness of the attachment approach depends on the application and the image/video size. An alternative approach to avoid the increase in bandwidth is to encode the image at a lower rate to spare room for side information. This would reduce the image quality, leading to a similar tradeoff as in the data embedding approach to be discussed in the next subsection. We present the system block diagram of the sender-side attachment scheme in Figure 8 . On the sender side, in addition to encoding an image as usual, the system would perform the following tasks:
(1) perform error concealment on each block or on selected blocks using multiple error concealment methods; (2) compare the quality of the images obtained by these concealment methods and classify each block according to the winning technique; (3) encode the classification information for each block, possibly using lossless compression techniques; (4) attach the classification information to the compressed image bit stream.
On the receiver side, upon detecting the corrupted blocks, the receiver will extract the classification information from the received stream and use this side information to select the appropriate method for concealing each corrupted block. We can further apply forward error correction coding with appropriate strengths to protect the image stream and the side information.
Regarding the detailed encoding method for side information, we denote the side information for the GSB concealment method as "0" and that for OASI as "1." The side information for all blocks can be put together as a binary sequence. Recall that GSB concealment has lower computation complexity than OASI. So as before, we choose the error concealment technique with lower computation complexity for the blocks where the performance of the two concealment methods are not significantly different. This also helps give a long run of "0" in the side-information encoding. We then apply run-length coding and arithmetic coding to compress the binary sequence of classification information.
It can be seen that the attachment scheme trades additional bandwidth for improved concealment quality. The tradeoff can be adjusted as follows. For each block, the performance of each algorithm (P1 and P2) is calculated according to (1) . The binary-valued side information L for the block is determined by
where Δ th is a threshold. An experiment with different settings of Δ th is performed on the JPEG-compressed "Lena" image with quality factor Q = 80%, where the image size is 512 × 512 and the JPEG file size is 303 072 bits. As shown in Figure 9 , the larger Δ th we choose, the lower PSNR we get. On the other hand, since more blocks are labeled as "0" with a larger Δ th , compressing the classification information using run-length coding and arithmetic coding will achieve a higher compression ratio. The results in Figure 9 shows that when Δ th is around 96, the gain in error concealment quality is significant, yet the additional bandwidth for classification side information is quite moderate and only about one percent of the image file size. Thus we use this value to evaluate the overall concealment quality.
The simulation results of the attachment scheme are listed in Table 6 . The results suggest that our proposed concealment scheme by attaching classification information outperforms each individual receiver-side concealment approach. The error concealment quality can be improved by about 1 ∼ 2 dB when compared to the better one between the two individual methods. Readers may notice that the attachment scheme has 0 dB gain on the "Circletrain" image when compared to GSB. As shown in Figure 11 , this artificial image has uniform background and smooth edges. GSB gives better concealment quality in terms of PSNR for every recovered blocks, so we cannot get any improvement compared to GSB.
Conveying classification information by embedding
Although the attachment scheme has excellent performance, the additional bandwidth for side information may not be available or too pricey in some systems. Recoding the image part to a slightly lower rate requires a nontrivial amount of computation complexity to ensure that the total bandwidth Figure 9 : Relation of the threshold Δ th versus the concealment quality and the bandwidth required for side information, respectively, when applying the sender-side attachment approach on the "Lena" image.
of the image plus the side information is unchanged. A viable alternative to convey side information with little additional bandwidth is embedding it in the image. More specifically, we embed 1-bit classification information of a block into its neighboring block. The embedding will be incorporated in the visual communication system along with interleaved packetization mentioned at the beginning of the paper, so that the neighboring blocks are packed into different packets. In such a way, it is unlikely for a block and its neighbor holding its classification information to be corrupted simultaneously. As we will see later in this subsection, the embedding in the neighboring block has additional advantage when dealing with smooth blocks. We summarize the system block diagram in Figure 10 and explain a few details of embedding below. As can be seen from the previous subsection, the amount of classification information is on the order of a couple of thousand bits, which calls upon an embedding technique with quite high embedding rate. Unlike many copyright protection applications, there is no major adversary to circumvent the embedded data in error concealment application, where the side information helps improve the performance of image communications [20] . The quantizationbased data embedding is a viable choice to meet these requirements [21] .
We use a simple version of quantization embedding, known as the odd-even embedding technique [22] , to embed the classification information in an image. To avoid a Figure 11 : The first fifteen 8-bit gray-scaled images are used for training and the next thirteen 8-bit gray-scaled images are used for testing in the classification-based concealment. The image sizes are listed in parentheses after the image names. substantial impact on compression size and visual quality of the image, the classification information for each block is embedded into the last quantized nonzero DCT coefficient in a zigzag scan order. The coefficient is forced to be an even value if we want to embed "0," or an odd value if to embed "1," and the embedding tries to make minimum necessary changes to enforce such a relation. If all the quantized AC coefficients in a block are zero, which we would encounter for smooth blocks, we will not make any changes on the coefficients. In this case, the receiver would consider a "0" to be embedded in the block based on the above-mentioned rules, and apply the concealment technique of lower computation complexity (i.e., GSB) for the corrupted block. Such an arrangement works well in practice. This is because GSB usually performs better for blocks with relatively "flat" surrounding; in the mean time, the characteristics of nearby blocks are likely to be similar and can be fully exploited by neighborhood embedding presented earlier, where classification information is embedded into neighboring block. The experimental results of the embedding scheme are shown in Table 7 . The improvement of concealment quality on most images is significant: we have a 0.14 ∼ 1.94 dB gain compared to GSB and 0.24 ∼ 1.14 dB gain compared to OASI. For most images, GSB performs better on some blocks and OASI performs better on some other blocks. As such, the quality degradation introduced by the embedding procedure is overcome by the substantial concealment gain compared to either GSB or OASI alone. An interesting exception appears on the "Circletrain" image. Different from other images, GSB is the better selection for all blocks in the "Circletrain" image and the concealed quality is very high (with the PSNR dB value being in high forty). The sender-supplied classification information thus provides no gain when compared to using GSB alone. On the other hand, the embedding technique inevitably introduces a moderate amount of quality degradation. As a result, for the "Circletrain" image, the embedding scheme achieves a net loss of 2.8 dB in PSNR compared to GSB, although little visual difference could be visible at such high PSNR levels. In comparison with OASI, the gain over OASI is over 8 dB and is much more noticeable.
COMPARISONS AND DISCUSSIONS
In the previous two sections, we have proposed three classification-based error concealment schemes to improve the concealment quality. Among the three schemes, one performs classification on the receiver side using an SVM classifier and features derived from the survived pixels surrounding a corrupted block, and the other two schemes convey the sender-supplied classification information to receiver by attachment and embedding, respectively. As we can see from Tables 5, 6 , and 7, they all improve the concealment quality quite substantially. In this section, we compare the three schemes, discuss their advantages and shortcomings, and identify the application scenarios that each scheme is suitable for. We also discuss a few directions for further extension and generalization.
We first compare the quality of concealed images by these three schemes and show the results in Table 8 . For each image, we use the uncorrupted JPEG compressed version with a quality factor of 80% as reference. Since the attachment scheme provides the ground truth of concealment technique selection to the receiver, it gives the highest concealment quality among the three schemes. The improvement over the individual concealment schemes is in the range of 0.5 ∼ 1.5 dB. While the embedding scheme also provides the ground truth of most blocks to receiver (except for some very smooth blocks), its performance is lower than the attachment scheme by about 0.3 ∼ 0.5 dB. This small loss is due to the distortion introduced by embedding, a price paid for sending side information without additional bandwidth. The receiver-side classification scheme has the smallest improvement over individual scheme because the classification result at the receiver is not always accurate. In addition to the visual quality of concealed image, other important issues include computational complexity, bandwidth usage, and complexity associated with overall system deployment. The receiver-side classification-based error concealment requires neither side information to be sent nor any special involvement of a sender. It can be therefore integrated in a standard-compliant coding system. The training involves a large amount of computation but can be performed off-line. A moderate amount of run-time computation power is required from the receiver to extract features and feed them into a trained SVM classifier to determine which concealment scheme to use, and this is done only for corrupted blocks. As the classification results are not always perfect and depend heavily on the generalization capability of the classifier, the concealment performance may vary substantially from one image to another. This scheme is suitable for applications where there is limited design flexibility on the sender side.
The schemes with sender-supplied classification information provide more proactive protection. They require a significant amount of computation power and cooperation on the sender side to perform concealment, provide ground truth on the concealment scheme to use for every block, and encode or embed the classification information with the image. The attachment scheme requires additional bandwidth to deliver the ground truth of classification. After such an attachment, the resulting media stream may not be standardcompliant. In contrast, the embedding scheme can maintain standard compliance of the resulting media stream. This is at an expense of minor reduction of the perceptual quality in the transmitted image, even when the transmission is free from error. On the other hand, the more accurate sender-supplied classification information provides substantial improvement in concealment quality and also eliminates the computation needed on the receiver side for classification. These schemes are suitable for applications with powerful sender and simple receiver and for scenarios where the visual data is encoded once but delivered and consumed by many users.
The spatial concealment schemes investigated in this paper can be used for both image and video transmissions. They can be applied to each corrupted video frame and can be used in conjunction with other temporal concealment methods [23, 24] . The schemes that maintain standardcompliance of the transmitted video, such as the receiver-end classification and the embedding schemes, allow image/video to be handled by a number of existing visual communication systems that support the standard, with few additional changes to the system.
In addition to conveying side information to facilitate concealment, data embedding can also be used for detecting corrupted blocks [25] . For this error detection purpose on each block, the parity information or some known patterns should be embedded inside the corresponding block. The receiver will check the correctness of the parity or the integrity of the patterns to determine whether the block is corrupted. On the other hand, the side information of a block for facilitating its concealment must be stored outside that block, as seen in the algorithm presented in Section 4.
We have so far assumed that the block damage is isolated (i.e., all neighboring blocks of the damaged one are correctly received). Since consecutive block damage is a challenge to most error concealment techniques, interleaving techniques have been suggested in packetization to avoid packing neighboring blocks together [1, 10] . As such, consecutive block losses rarely happen at a moderate loss rate. In case when there remain some consecutive block losses, both GSB and OASI techniques have been demonstrated to handle a small number of consecutive blocks [5, 6] . The classification can also be extended to cope with this case, for example, to incorporate the loss of two horizontal or vertical neighboring blocks by training additional classifiers. And since what we have proposed is a general framework, it can be further extended to incorporate other concealment techniques and accommodate more than two candidate techniques.
CONCLUSIONS
In this paper, we present a new, classification-based spatial error concealment framework for visual communications. Our proposed framework takes advantages of state-of-theart concealment techniques and adaptively selects the best suitable one for concealing each corrupted block. Under this new framework, we have proposed a receiver-side classification scheme to combine the sweet spots of several current state-of-the-art techniques, while maintaining standard compliance and requiring no special involvement on transmitter. We have also examined a sender-driven perspective to provide perfect classification information to a receiver through attachment or embedding, and thus further enhance the error concealment performance. The advantages of each of the three proposed schemes have been analyzed and the suitable application scenarios suggested. Our experiments on a diverse set of images have shown that the proposed classification-based concealment framework provides up to 2 dB higher concealment quality over the current state-ofthe-art algorithms. 
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Special Issue on Transforming Signal Processing Applications into Parallel Implementations Call for Papers
There is an increasing need to develop efficient "systemlevel" models, methods, and tools to support designers to quickly transform signal processing application specification to heterogeneous hardware and software architectures such as arrays of DSPs, heterogeneous platforms involving microprocessors, DSPs and FPGAs, and other evolving multiprocessor SoC architectures. Typically, the design process involves aspects of application and architecture modeling as well as transformations to translate the application models to architecture models for subsequent performance analysis and design space exploration. Accurate predictions are indispensable because next generation signal processing applications, for example, audio, video, and array signal processing impose high throughput, real-time and energy constraints that can no longer be served by a single DSP.
There are a number of key issues in transforming application models into parallel implementations that are not addressed in current approaches. These are engineering the application specification, transforming application specification, or representation of the architecture specification as well as communication models such as data transfer and synchronization primitives in both models.
The purpose of this call for papers is to address approaches that include application transformations in the performance, analysis, and design space exploration efforts when taking signal processing applications to concurrent and parallel implementations. The Guest Editors are soliciting contributions in joint application and architecture space exploration that outperform the current architecture-only design space exploration methods and tools.
Topics of interest for this special issue include but are not limited to:
• modeling applications in terms of (abstract) control-dataflow graph, dataflow graph, and process network models of computation (MoC) • transforming application models or algorithmic engineering • transforming application MoCs to architecture MoCs • joint application and architecture space exploration 
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It is broadly acknowledged that the development of enabling technologies for new forms of interactive multimedia services requires a targeted confluence of knowledge, semantics, and low-level media processing. The convergence of these areas is key to many applications including interactive TV, networked medical imaging, vision-based surveillance and multimedia visualization, navigation, search, and retrieval. The latter is a crucial application since the exponential growth of audiovisual data, along with the critical lack of tools to record the data in a well-structured form, is rendering useless vast portions of available content. To overcome this problem, there is need for technology that is able to produce accurate levels of abstraction in order to annotate and retrieve content using queries that are natural to humans. Such technology will help narrow the gap between low-level features or content descriptors that can be computed automatically, and the richness and subjectivity of semantics in user queries and high-level human interpretations of audiovisual media. This special issue focuses on truly integrative research targeting of what can be disparate disciplines including image processing, knowledge engineering, information retrieval, semantic, analysis, and artificial intelligence. High-quality and novel contributions addressing theoretical and practical aspects are solicited. Specifically, the following topics are of interest:
• Semantics-based multimedia analysis • Context-based multimedia mining • Intelligent exploitation of user relevance feedback • Knowledge acquisition from multimedia contents • Semantics based interaction with multimedia • Integration of multimedia processing and Semantic Web technologies to enable automatic content sharing, processing, and interpretation • Content, user, and network aware media engineering • Multimodal techniques, high-dimensionality reduction, and low level feature fusion
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When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide fieldof-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view. In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term "optical SR" to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as "detector SR." Note that some methods may seek to perform both optical and detector SR.
Detector SR algorithms generally process a set of lowresolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.
With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:
• Detector and optical SR algorithms for video 
In recent years, increased demand for fast Internet access and new multimedia services, the development of new and feasible signal processing techniques associated with faster and low-cost digital signal processors, as well as the deregulation of the telecommunications market have placed major emphasis on the value of investigating hostile media, such as powerline (PL) channels for high-rate data transmissions.
Nowadays, some companies are offering powerline communications (PLC) modems with mean and peak bit-rates around 100 Mbps and 200 Mbps, respectively. However, advanced broadband powerline communications (BPLC) modems will surpass this performance. For accomplishing it, some special schemes or solutions for coping with the following issues should be addressed: (i) considerable differences between powerline network topologies; (ii) hostile properties of PL channels, such as attenuation proportional to high frequencies and long distances, high-power impulse noise occurrences, time-varying behavior, and strong inter-symbol interference (ISI) effects; (iv) electromagnetic compatibility with other well-established communication systems working in the same spectrum, (v) climatic conditions in different parts of the world; (vii) reliability and QoS guarantee for video and voice transmissions; and (vi) different demands and needs from developed, developing, and poor countries.
These issues can lead to exciting research frontiers with very promising results if signal processing, digital communication, and computational intelligence techniques are effectively and efficiently combined.
The goal of this special issue is to introduce signal processing, digital communication, and computational intelligence tools either individually or in combined form for advancing reliable and powerful future generations of powerline communication solutions that can be suited with for applications in developed, developing, and poor countries.
Topics of interest include (but are not limited to)
• Multicarrier, spread spectrum, and single carrier techniques • Channel modeling 
