We utilise characteristic identities to construct eigenvalue formulae for invariants and reduced matrix elements corresponding to irreducible representations of osp(m|n). In presenting these results, we further develop our programme of constructive representation theory via characteristic identities.
Introduction
It is widely accepted that Lie superalgebras and their representations [1, 2] play an essential role in the analysis, utilization and ultimate understanding of supersymmetry in physical systems. Such structures first came about in the setting of elementary particle physics (see [3] and references therein) but have since been applied in a variety of fields, including high energy physics [4, 5] and condensed matter physics [6] . To provide some archetypes, Lie superalgebras appear as symmetry algebras of quantum many-body boson-fermion systems, particularly those relating to the shell model of nuclear physics [7] , they occur in the context of integrability in string theory [8, 9] , and also supersymmetric Yang-Mills theory [10, 11] . In most cases, it is not only the algebraic structure which is important, but also the representations.
Various aspects of the representation theory of basic classical Lie superalgebras (in the sense of Kac) have been developed over the years, but the most relevant to the current work are those that present matrix element formulae for various types of representations, particularly in the articles [12] [13] [14] [15] [16] [17] [18] , all of which are related to gl(m|n). Of these articles, [17, 18] exhibit work undertaken by the current authors in order to develop techniques that make use of characteristic identities. Specifically, the first paper [17] constructed invariants and reduced matrix elements associated with representations of gl(m|n), and the second article made use of these results to produce matrix element formulae for the type 1 unitary representations of gl(m|n). In [18] , we highlight the significance of unitary representations in the context of canonical subalgebra embeddings. In particular, due to the inner product (positive definite sesquilinear form) inherited by the subalgebra, complete reducibility of a unitary representation follows immediately down the subalgebra chain.
By contrast, the representations of osp(m|2k) are in general not unitary, particularly due to the fact that there is not a positive definite sesquilinear form defined on the irreducible modules. The one exceptional case is osp(2|2k) (i.e. when m = 2), which is precisely the Lie superalgebra C(k + 1) in the notation of Kac's classification [1] . The Lie superalgebra osp(2|2k) is in fact a type I basic classical Lie superalgebra [2] , the set of which also includes gl(m|n). The type I basic classical Lie superalgebras are well known to be the only Lie superalgebras that give rise to unitary representations [19] , and such unitary representations have been studied and classified by Gould and Zhang in a series of papers [20] [21] [22] .
In this paper, we consider the canonical subalgebra chain osp(m + 1|2k) ⊃ osp(m|2k) ⊃ · · · ⊃ osp(2|2k) ⊃ osp(1|2k) · · ·
Since the representations are not unitary in general, the question of complete reducibility is not as straightforward. The matrix element formulae that will arise from these calculations will still be valid, however, so what becomes challenging is to be able to interpret such formulae in a particular circumstance. This problem will be addressed in a forthcoming article. The current article, however, develops the important reduced matrix element formulae that enable such full matrix element formulae to be expressed. In a sense, the work done in the current article is analogous to our previous article [17] , which dealt with gl(m|n).
There has been a substantial amount of interest in the representation theory of osp(m|2k). Apart from Jarvis and Green's [23, 24] and Gould's [25] earlier work on characteristic identities for Lie superalgebras, there are important works that deal with representations of orthosymplectic superalgebras via their connection with parastatistics such as [26] [27] [28] [29] and a wide variety of perspectives on developing and understanding the representation theory [30] [31] [32] [33] [34] [35] [36] [37] [38] . Notably, the recent paper of [26] has exhibited a very constructive approach to the representation theory of orthosymplectic Lie superalgebras, which is ultimately where our interest lies. The current paper is therefore dedicated to laying the foundations for further work in developing matrix element formulae similar in nature to the Gelfand-Tsetlin type formulae [39, 40] .
It is worth remarking that we have chosen to work with the canonical subalgebra chain (1) above, since it most naturally generalises the subalgebra chain used in the representation theory of the orthogonal Lie algebras. The alternative of proceeding down the subalgebra chain
gives rise to a state labelling problem which will not be considered here. As one can tell, however, continuing down the chain beyond what is written in (1) will take us to the symplectic Lie algebra sp(2k). The problem for the symplectic Lie algebra has been solved in a sense by Molev [41] and also looked at by Gould and Kalnins [42] and Gould [43] . Note, however, that the subalgebra chain (2) is particularly convenient when dealing with the case osp(m|n) for n ≤ 4, where no state labelling problem arises. The paper is organised as follows. After establishing notation, conventions, and some algebraic structural aspects -including root systems -in Sections 2 to 7, we look at the representation theory of osp(m|2k). In particular, in Section 8 we introduce the characteristic identities and in Section 9 give branching conditions as a set of necessary conditions satisfied by the representations of the canonical subalgebra. After discussing vector operators in Section 10, we derive formulae for the reduced matrix elements in Sections 11 and 12.
2 osp(m|n = 2k) as a subalgebra of gl(m|n)
Using the same fundamental notation as in [17, 18] , we have even indices {i | 1 ≤ i ≤ m}, odd indices {µ | 1 ≤ µ ≤ n = 2k}, and the grading defined by (i) = 0, (µ) = 1.
Recall that gl(m|n) is spanned by the elementary generators (in ungraded index notation)
We also recall, given an (m + n) × (m + n) homogeneous matrix X so that
the definition of supertranspose:
We note the following property:
To introduce the subalgebra osp(m|n) we first need an even metric
with g 0 symmetric and g 1 anti-symmetric. Thus we have the symmetry
and note that g pq = 0 unless (p) = (q). Letting t denote the usual matrix transpose, it is also worth noting that
is the grading automorphism.
Remark: In general if X is an even matrix, X T = X t , i.e. graded transpose reduces to normal transpose for even operators.
Then it is easily seen that the set of matrices leaving the form g invariant, i.e.
where T is supertransposition, forms a Lie superalgebra, called the orthosymplectic Lie superalgebra, denoted osp(m|n).
To obtain a convenient basis for this Lie superalgebra we note that
We call a homogeneous matrix X anti-supersymmetric if
with γ the grading automorphism. Then we must have
unless both indices are odd in which case X pq = X qp . Therefore X is anti-supersymmetric if and only if
The anti-supersymmetric matrices have a basis consisting of the matrices
This gives rise to the osp(m|n) generators:
Under the assumption g is orthogonal, so g t = g −1 , which we will do, we obtain the osp(m|n) generators
where we have adopted the summation convention over repeated indices. Here e pq are the gl(m|n) generators satisfying the graded commutation relations [e pq , e rs ] = δ rq e ps − (−1) ((p)+(q))((r)+(s)) δ ps e rq .
Using this it can be shown that the generators (6) satisfy the symmetry property
as well as the graded commutation relations
We shall also work with the generators
where g pr ≡ (g −1 ) pr . This gives the generators
which will depend on the explicit choice of metric g.
Adjoint tensors
Operators X pq are said to form an osp(m|n) adjoint tensor operator if they satisfy the same relations as the σ pq under graded commutation:
where the left hand side is the usual graded commutator. We immediately have the following.
Lemma 1 Let X pq be an adjoint tensor. Then
(ii) If W pq is another adjoint tensor, then so too is
Proof: The result of (i) is easily obtained by substituting x = g pq X qp into the graded commutator [σ pq , x] and making use of the symmetry property (4) of the metric, along with g sr g rq = δ s r . The result of (ii) also follows by straightforward application of these properties, in addition to the graded derivation rule
The above suggests we define matrix powerŝ
Note that as a matrixσ = γσ, with γ the grading automorphism. Then it is easily seen that
transforms as an adjoint tensor, so we arrive at the Casimir invariants
In particular we have the second order invariant
which we will see is actually twice the universal Casimir element, while the first order invariant vanishes identically. Indeed 
Racah generators
To obtain the relations satisfied by the osp(m|n) generators σ p q we need to make a choice for our metric g. We choose g to give the Racah o(m) generators which respect the subalgebra embedding osp(m|n) ⊃ osp(m − 1|n).
Thus we take g as in (3) with g 0 = I (i.e. m × m identity matrix), and
Hence with this choice we have
where θ µ is the step function defined by
Then g is indeed orthogonal since
Thus our generators σ p q are given, from (8) , by
Now observe that
where we now define for even indices p = i, θ i = 1 and the opposite indexp is given bỹ
i.e.ĩ = i,μ = µ. In this notation we have
Finally observe that
which are the Racah generators. They satisfy the symmetry relation
Remark: Explicitly we have
The above Racah generators satisfy the following graded commutation relations
as we would expect in view of the symmetry relation (12).
Cartan-Weyl generators
The trouble with the above Racah generators is that they are not in Cartan-Weyl form.
Thus it is necessary to find a Cartan subalgebra for osp(m|n) in the above basis and furthermore to find the Cartan-Weyl generators in terms of the Racah generators. This problem was first considered for the Lie algebra o(m) by Wong [44] and Pang and Hecht [45] .
Here we consider a simplified approach to this problem based on previous work of Gould [46] . Following the latter we introduce the numerical o(m) matrix which, for m = 2h even, is given by
with all other entries being zero. When m = 2h + 1 is odd we add an extra row and column to give
so we have an additional non-zero entry M m h+1 = 1. We note that the columns of the matrix M form an orthonormal basis so that M is a unitary matrix, i.e.
as may be easily shown. We note also the following additional symmetry:
where now i (the opposite index) is given by i = m + 1 − i. Combining these we have:
i.e. the columns of M are orthogonal in this sense. Similarly
as required. Similarly for the second statement.
We extend M to an (m + n) × (m + n) matrix in a trivial way by defining
We now introduce the Cartan-Weyl generators
In view of equation (13) we have the graded commutation relations
Using Lemma 2 we have
Thus in either case,
Similarly using
where now Mq (15) above). In a similar way we may show that
Remark: For index p we now define the opposite index p by
Substituting into the previous relation we arrive at the graded commutation relations
Recall
. By case splitting it is easily seen that the generators S p q satisfy the symmetry relation
In particular, setting p = q into equation (17) we obtain
Thus the diagonal generators commute and thus span a Cartan subalgebra, while relations (18) show that our generators are indeed in Cartan-Weyl form.
To be explicit, as a Cartan subalgebra, we take the diagonal generators
Notes:
(1) Thus for m = 2h + 1 (an odd number) we have for the index i = h + 1,
i.e., this generator is identically zero in that case.
(2) Further for even indices we always have
which is consistent with the fact that the weight 2ε i is not a root for o(m).
6 Root system, positive roots and Z-grading (m ≥ 2)
In ungraded index notation it follows that the generator S r s has weight ε r − ε s , where we define weights ε p by
with ε h+1 = 0 for m = 2h + 1 and
denote our elementary even and odd weights with 1 in position i (respectively µ) and zeros elsewhere. Thus our roots are ε r − ε s = 0 or, in graded index notation, we have the even roots
together with ±ε i (1 ≤ i ≤ h) for odd m = 2h + 1. Our odd roots are
To obtain the corresponding positive roots we need to look at the Z-graded structure of L = osp(m|n). Here our odd positive roots are given by the weights
In the case m = 2h + 1 is odd, this includes the odd roots δ µ = ε h+1 + δ µ , 1 ≤ µ ≤ k. Thus the set of odd positive roots is given by
The even positive roots are given by Φ + 0 which is the set of (even) positive roots of the even subalgebra L 0 = o(m) ⊕ sp(n). Thus our even positive roots are given by
is the underlying even sub-Lie algebra and
where
Note that the set of even positive roots is given by
The result of this discussion is that the above choice of positive roots is consistent with the Z-grading (19) on L = osp(m|n). Note: In the case m = 2, corresponding to the case L = C(k +1), the above Z-grading and hence the choice of simple roots -particularly the odd positive roots -is quite different to Kac's distinguished choice. See Appendix C for details.
Highest weights, irreducible L-modules and Z-gradings
Consistent with the Z-gradation (19), every finite dimensional irreducible L-module V (Λ), with highest weight Λ, admits a Z-gradation
It follows that the components of
(dominant condition for sp(n)) and
so that the even components of Λ are simultaneously either all integers (tensor representations) or all 1/2-odd integers (spinor representations). Thus, unlike type I Lie superalgebras (in the sense of Kac), we do not in general obtain one-parameter families of irreducible modules. The eigenvalues of the universal Casimir element C L on V (Λ) are well known to be given by
where ρ = ρ 0 − ρ 1 ,
is the graded 1/2-sum of the positive roots, and ( , ) is the bilinear form induced on our weights defined by
We have explicitly
To see how the sign in the definition of the bilinear form ( , ) arises, it is instructive to consider the quadratic invariant
+ is the maximal weight vector of V (Λ), we have (summation over repeated indices)
where we have used the fact that the raising generators vanish on v Λ + . Now
is twice the Casimir element of o(m), so
is the projection of Λ onto the space of even weights. Similarly setting
µ is twice the universal Casimir element of sp(n) and where the negative sign needs to be incorporated in the definition of the form ( , ) as in (22) above.
For the remaining two terms we have
and similarly
Thus the eigenvalue χ Λ (I 2 ) of I 2 on V (Λ) is given by
By comparison with our expression for ρ 1 given in (21), we may write
which is consistent with equation (20) . The important point here is that we in fact have
i.e. the second order invariant is actually twice the universal Casimir element.
Characteristic identities
Let U = U(L) be the universal enveloping algebra of L = osp(m|n) and ∆ : U → U ⊗ U the usual co-product defined by
where 1 is the unit element of U. This implies that
Now let π * be the dual vector irreducible representation so that
with T the supertranspose. Then by definition,
We now consider the matrix
where we have utilised the symmetry
Thus we arrive at our characteristic matrix
with entries
Note: The entries of this matrix are in Racah form. It follows immediately that this matrix satisfies the polynomial identity
where the characteristic roots are given by
Note: Here we have used the fact that for the vector module V ∼ = V * , we have the
where V 0 is the vector module of gl(k), V 1 the vector module of o(m) and V 2 the dual vector module of gl(k). The weights in V are the ε p (1 ≤ p ≤ m + n) and the highest weight is actually δ 1 .
Thus we have the odd characteristic roots, with 1 ≤ µ ≤ k,
together with the even characteristic roots, with 1 ≤ i ≤ h,
and the additional even root
when m = 2h + 1 is odd.
If we define odd weight labels Λ µ , for µ > k, by
then the above characteristic roots can be written in the unified form
Similarly if we define even weight labels Λ i , for i > h, according to
which is consistent with Λ h+1 = 1 2 for odd m = 2h + 1, the even characteristic roots can also be expressed in the unified form
Thus with these conventions we arrive at the osp(m|n) identity
where we define labels Λ p for all p = 1, 2, . . . , m + n according to the above, and our even and odd roots are
osp(m + 1|n) ⊃ osp(m|n) branching condition
Here we add an extra even index i = 0, to give the Racah generators σ p q , 0 ≤ p, q ≤ m + n of osp(m + 1|n) = K containing the canonical subalgebra L = osp(m|n). We have, by analogy with equation (19) , the Z-grading
We also find it convenient to set
and similarly for L − , K − . Now letṼ (Λ) be an irreducible K = osp(m + 1|n) module with highest Z-graded componentṼ 0 (Λ), constituting an irreducible K 0 -module, such that
On the other hand,Ṽ 0 (Λ) is an irreducible K 0 -module and K = K − ⊕ K 0 ⊕ K + . By the PBW theorem we haveṼ
Hence setting W = U(M − )Ṽ 0 (Λ), we havẽ
Note: L − and M − both transform as L 0 -modules under the adjoint action. AlsoṼ 0 (Λ) decomposes into irreducible L 0 -modules according to the usual o(m+1) ⊃ o(m) branching rule.
If we setΛ =Λ 0 +Λ 1 , then we write the above decomposition into irreducible L 0 -modules according toṼ
where the components of Λ 0 ,Λ 0 obey the usual betweenness conditions
with each such module occurring exactly once. It follows that the irreducible L 0 -modules occurring in W have highest weights of the form
We now note that every finite dimensional irreducible K-module admits a non-degenerate sesquilinear form which is invariant in the sense
for all v, w ∈Ṽ (Λ), x ∈ K, where now ‡ is a super-conjugation operation (see Appendix A). Such a form, which is induced by an inner product on the maximal Z-graded componentṼ 0 (Λ) in a natural way, has all the properties of an inner product except it is not generally positive definite. Note that in comparison to the C(k + 1) = osp(2|2k) case this inner product has a different definition. See, for example, the article [20] . From Appendix A, we note that
Following our gl(m|n) approach [17] we have the following result.
Lemma 3 Suppose v + is an L-maximal weight vector inṼ (Λ). Then v + , W = (0).
Proof: Otherwise we would have
Finally following exactly the same approach as for gl(m|n) [17] we arrive at the following branching condition. The details of the proof are given in Appendix B.
Theorem 1 LetṼ (Λ) be a finite dimensional irreducible osp(m+1|n) module with highest weightΛ and v + a maximal weight vector of osp(m|n) of highest weight Λ. Then (a) v + is unique (up to scalar multiples), (b) the components of Λ must satisfy the betweenness conditions (28)-(29) and
It follows that our previous approach for evaluating the reduced matrix elements and certain Wigner coefficients based on the characteristic identities, should extend to osp(m|n). Note: The above also extends to osp(1|n = 2k) but with even index generator
which vanishes identically. In this case the even subalgebra is simply L 0 = sp(n = 2k).
osp(m|n) vector operators
Recall that the osp(m|n) matrix has entries given by equation (25), i.e. A = γσ, with γ the grading automorphism introduced in (5) . Now let V be the vector module and π the irreducible representation of L = osp(m|n) afforded by V . Then a vector operator ψ is equivalent to an intertwining operator on an irreducible L-module V (Λ),
with W =Imψ some L-module. Thus for x ∈ L we have
∀v ∈ V (Λ), with {e p } the usual basis for V . Equivalently we have a collection of components ψ p , defined by
so that, for all v ∈ V (Λ),
Therefore, by abstraction, we arrive at the transformation law of osp(m|n) vector operators:
with the bracket on the left hand side being the usual graded commutator. Thus a vector operator satisfies
where now e pq is an elementary matrix, it follows that
this is the transformation law for a vector operator. Similarly we say that the operators φ p transform as a contragredient vector operator if
Motivating example: osp(m + 1|n) ⊃ osp(m|n)
Here we have the additional index i = 0 giving rise to the operators
which are easily seen to transform as vector (respectively contragredient vector) operators with respect to osp(m|n).
Characteristic identities and reduced matrix elements
We now let A p q = (−1) (p) σ p q , 1 ≤ p, q ≤ m + n be the osp(m|n) matrix with characteristic roots α r and
the corresponding osp(m + 1|n) matrix with characteristic roots β r (0 ≤ r ≤ m + n). We have also the associated projections
which satisfy
and the identity resolutions Remark: As we have pointed out in our previous work relating to gl(m|n) [17] , there may exist irreducible representations for which the characteristic roots coincide. In such a case, the projections defined above in (31) or (32) would be undefined. To circumvent this issue, as in the case of gl(m|n), we point out that the set of highest weights to which such characteristic roots correspond is closed in the Zariski topology [47] on H * , the Cartan subalgebra dual. It follows that there is a dense subset of H * on which the characteristic roots are distinct. Without loss of generality, we therefore make the assumption that all characterstic roots are distinct. This means that in practice, when applying the final formulae for the invariants which appear as rational polynomial functions of the characteristic roots, we must always be mindful of the fact that we are relying on analytic continuation to define the function in certain pathological cases, and that terms in the numerator and denominator should be cancelled where required. This can always be done since polynomial functions on H * are continuous in the Zariski topology.
Following our gl(m|n) derivation [17] we have for 1 ≤ r ≤ m + n,
where C q denotes the osp(m|n) invariant
which has eigenvalues that determine the squares of a certain Wigner coefficient. Note: Recall that for osp(m|n),
with a similar expression for β r . The important point is that P [r], Q[r] project onto a submodule with highest weight Λ − ε r in the tensor product module V ⊗ V (Λ) (with V the vector module).
Thus rearranging we may write
is a vector operator of osp(m|n) as we have seen.
At this point we note degeneracies between the odd roots of osp(m + 1|n) and those of osp(m|n) which parallels the situation with gl(m|n) (but with even roots in that case). In terms of the osp(m + 1|n) representation labelsΛ µ (1 ≤ µ ≤ k) we have the characteristic roots
where we define the representation labelsΛ µ for µ > k = n/2 bỹ
as before. If Λ µ are the osp(m|n) representation labels so
we have from the branching condition (30) of Theorem 1 that
We now introduce the odd index set I 1 as follows. For 1 ≤ µ ≤ k we take
otherwise we take µ ∈ I 1 , i.e.
We define I 1 by
since Λ µ =Λ µ already takes its maximum value, whilst if µ ∈ I 1 we have C µ = 0. Thus for every odd index, µ, we have
Note: As for gl(m|n), we have also the full index sets
where I 0 = {i = 1, 2, . . . , m} is the set of even indices.
We shall also consider the contragredient vector operator
Then φ r , ψ r may be resolved into shift components in the usual way: Inverting equation (33) and resolving ψ r into its shift components allows us to write
where we have used the fact that ψ[s] r , Q[q] r 0 and C q all vanish for s, q ∈ I 1 . Using the easily established relation
except for odd m = 2h + 1 where we have
equation (36) may be expressed in the form
where the term δ s,h+1 only contributes when m = 2h + 1 is odd. Note: Using the relation σ
we have the easily established relations
Thus resolving into shift components
This can also be seen by noting for our osp(m|n) matrix A that
and more generally or matrix powers
The matrix A acts naturally on the right of φ r = B 0 r = σ 0 r so that
Our analysis now follows closely that of gl(m|n) [17] . Summing equation (37) over q gives (−1)
Also using the resolution
we obtain |I| + 1 equations in |Ĩ| = |I| + 1 unknowns which uniquely determines the osp(m|n) invariants C q . By this means we arrive at the formula
Note: Again, the term δ r,h+1 only applies when m = 2h + 1 is odd. Thus, to be precise, we have the following formulae:
However, it is convenient to use the unified formula of equation (40).
We now invert equation (37) by writing
for suitable coefficients γ ps , p ∈ I, s ∈Ĩ. This leads us to consider the unique solutions γ ps to the set of equations
Then for each p ∈ I this yields |Ĩ| = |I| + 1 equations in |Ĩ| unknowns γ ps , s ∈Ĩ.
Remark: Since then we obtain
r as required.
The above equations (42) and (43) are easily solved using matrix methods and yield the unique solution
As for the case of gl(m|n) these invariants have a natural interpretation. From the remarks above we have
r 0 γ ps so that (summation over repeated indices here and below)
where we have utilised the osp(m + 1, n) characteristic identity. Also using
Remarks: It follows that the invariants γ p , given explicitly by formula (44) above, are closely related to the reduced matrix elements of the vector operator ψ r = σ r 0 (c.f. the case of gl(m|n) in [17] ).
Reduced matrix elements and reduced Wigner coefficients
Since P [r] and Q[r] both determine projections, it can be shown that
for some osp(m|n)-invariant λ commuting with both Q[s] and P [r] (generalised angle operator). On the other hand from the osp(m + 1|n) characteristic identity we have
(summation on r from 1 to m + n), or
Multiplication on the left by P [t] we obtain in view of equation (34) and the osp(m|n) characteristic identity
which may be rearranged to give
On the other hand the osp(m + 1|n) characteristic identity also implies
In this case we multiply on the right by P [t] to give
for t ∈ I, s ∈Ĩ. Thus multiplying equation (46) on the right by P [t] gives
Note: Since C s is expressible in terms of the β q , α r in accordance with equation (40), it follows that we must have
for some function λ ′ of the β q , α r .
It then follows from equation (45) that we may write
where µ t is some invariant. On the other hand we note that
with ν some function of the β t , α t (c.f. equation (44) . Since
we notice that X is idempotent, i.e. X 2 = X, which implies that ν 2 = ν or ν(ν − 1) = 0. Thus for a non-zero contribution we must have ν = 1 which gives
By comparison with equation (49) above, we must have
p from which we obtain
Note: It is understood that the term δ s,t only contributes when t = i is even. When t is odd and t ∈ I, clearly t / ∈ I so this term vanishes. Now returning to equation (48), we note, from formula (40) that
and we letṼ 0 (Λ) be the maximal Z-graded component which constitutes an irreducible
Following our previous approach we set
and observe that M − ,Ṽ 0 (Λ) both determine L 0 -modules. Following Lemma 3, we have
However direct application of this lemma is not quite straightforward. We first observe that
Using this we may write
is spanned by all generator products
By definition we observe that the σ 0 µ anti-commute modulo L −2 . Now utilising equation (55) we write
Then we have the following strengthened version of Lemma 4:
and the result follows from Lemma 4.
Now we observe that W − is a completely reducible L 0 -module and decomposes into irreducible L 0 -submodules with highest weights precisely of the form of the branching theorem, Theorem 1, with each such module occurring at most once.
The result of Theorem 1 also holds for the low order cases which we summarise below.
have highest weights of the form
with each occurring at most once.
As above except now ℓ can be any complex number and the allowed L-highest weights are of the form
osp(1|n)) ⊃ sp(n)
As above except now
The branching condition of Section 9 (c.f. Appendix B) extends to the cases m = 1, 2 except that in the former case the canonical subalgebra of osp(1|n) is actually the even subalgebra L 0 = sp(n). It also applies to the embedding osp(3|n) ⊃ osp(2|n). However, in the case of the subalgebra L = osp(2|n) = C(k + 1) (recall n = 2k) it is necessary to adopt the Z-gradation of the other algebras osp(m|n), m = 2 (see equation (19) ).
Since the case m = 2, (that is, C(k + 1) = osp(2|n)) is of independent interest, it is worth giving further discussion of this case which is somewhat unusual in some respects. Now in this case our o(m) = o(2) subalgebra is 1-dimensional and spanned by the Racah generator
. Our previous choice of Z-grading is equivalent to choosing the following odd positive roots:
The corresponding odd generators are given by
and we have the usual Z-grading
are as before and L 1 is spanned by generators (56), with a similar result for L −1 = (L 1 ) ‡ . In this case L 1 is a direct sum of two irreducible L 0 -modules corresponding to i = 1, 2 in equation (56).
The above is in fact equivalent to making the following choice of simple roots:
±ε + δ k , δ 1 − δ 2 , . . . , δ k−1 − δ k .
Hence with this choice we have two odd simple roots (as distinct from the standard distinguished choice of Kac [1, 2] ). Provided this is done our results above on characteristic identities, branching conditions, reduced matrix elements, etc. all apply to the subalgebra chain osp(m|n) ⊃ osp(m − 1|n) ⊃ · · · ⊃ osp(2|n) ⊃ osp(1|n) ⊃ osp(0|n)
where we set osp(0|n) ≡ sp(n), with the appropriate identifications of characteristic roots.
To highlight the differences with the distinguished choice of simple roots usually made in discussing osp(2|n), it is convenient to work with Cartan-Weyl generators S 
where L 0 = o(2) ⊕ sp(n) is the even subalgebra and
corresponding to eigenvectors of our o(2) generator Ω, under the adjoint action, with eigenvalues ±1 respectively. Thus in this case Ω is actually a level operator for L = osp(2|n) = C(k + 1). This is equivalent to the following choice for our simple roots (n − 2µ + 2)δ µ − n 2 ε which is quite different to the expression determined in equation (24) .
As an example, to highlight the difference between the above two conventions for L = osp(2|n) it is useful to consider the vector module V , which is (n + 2)-dimensional with even basis vectors {e i | i = 1, 2} and odd basis vectors {e µ | 1 ≤ µ ≤ n}. Our previous formulae for ρ 0 , ρ 1 and ρ = ρ 0 − ρ 1 hold exactly as before by setting m = 2. Thus our previous formulae apply with m = 2 to give the even characteristic roots (n − 2µ + 2)δ µ which is the same as before if we formally set m = h = 0. In this case there are no even characteristic roots and our odd characteristic roots are α µ = −Λ µ + µ − 1 + m − n = −Λ µ + µ − 1 − n, α µ = Λ µ − µ + 1 which are given by our previous formula by setting m = 0.
