We prove the weak convergence in C([0, T ]) of the laws of the Itô and Stratonovich multiple integrals of some classes of deterministic functions with respect to the fractional Brownian motion, B H , with Hurst parameter H > 1/2, to the law of the corresponding multiple integral with respect to B H 0 , when H tends to H 0 ∈ [1/2, 1).
Introduction
Consider the laws in C([0, T ]) of the family {B H , H ∈ (0, 1)}, where B H = {B H T , t ∈ [0, T ]} is a fractional Brownian motion with Hurst parameter H ∈ (0, 1). It is easily seen that these laws converge weakly to that of B H 0 , when H tends to H 0 ∈ (0, 1) (see Theorem 2.1).
It is interesting to study whether certain functionals of the fractional Brownian motion conserve this property. That is, we ask if their law (in C([0, T ])) remains near to that of the corresponding functional for B H 0 when H is near to H 0 . This kind of result justifies the use of BĤ as a model in applied situations where the true value of the Hurst parameter is unknown and H is some estimation of it.
In this work, we have considered the functionals of B H given by the multiple integrals with respect to B H of some deterministic function. We have studied the Itô-type and the Stratonovichtype integrals, and we have proved the desired results of stability in law for large classes of integrands.
The first notion of multiple integral of a deterministic function f (with respect to the Brownian motion) was introduced by Wiener [23] . Later, Itô [10] modified the definition of Wiener and constructed a multiple integral with the property of orthogonality of different order integrals. On the other hand, Huang and Cambanis [9] generalized this last construction to any Gaussian process.
In another important paper, Hu and Meyer [8] introduced a multiple integral with respect to the Wiener process, called the multiple Stratonovich integral, in order to give a new approach to the Feynman integrals. This integral is closer in spirit than Itô's integral to the construction of Wiener. Hu and Meyer also obtained a formula (named the Hu-Meyer formula) which expresses the Stratonovich integral of a function in terms of Itô's integrals of less than or equal order.
Other authors developed the work of Hu and Meyer and gave different approaches to the Stratonovich-type integrals. See, for instance, Solé and Utzet [20] and Johnson and Kallianpur [11] .
More recently, a multiple integral of Stratonovich type with respect to the fractional Brownian motion with Hurst parameter H > 1 2 was constructed by Dasgupta and Kallianpur [5] . The corresponding Hu-Meyer formula was proved in Dasgupta and Kallianpur [6] . Duncan et al. [7] defined the Itô-type integral by means of Wick products and also introduced the Stratonovich integral, obtaining the corresponding Hu-Meyer formula.
In this paper we will consider the Stratonovich integral in the sense of Solé and Utzet [20] . We will use also a work of one or us (see Jolis [12] ) in which a Stratonovich-type integral is constructed for general Gaussian processes with covariance function of bounded variation (this includes the case of the fractional Brownian motion with Hurst parameter H > 1/2).
Our results can be considered as non-central limit theorems in the sense that we are considering nonlinear functionals of a Gaussian process (the multiple integrals with respect to fractional Brownian motions with Hurst parameter H ) that converge to a non-Gaussian process (the multiple integral with respect to B H 0 ). A general review for non-central limit theorems, including a discussion of several classical criteria ensuring that multiple Itô-type integrals converge to another multiple Itô-type integral, can be found in Surgailis [22] . We point out that the multiple Itô-type integrals considered in this last paper are integrals with respect to independently scattered random measures controlled by finite diffuse measures on B([0, T ] n ), that do not include the case of fractional Brownian motion.
We also quote the results of Nualart and Peccati [16] , where conditions for obtaining a central limit theorem (that is, the limit law is Gaussian) are obtained for multiple Itô-type integrals with respect to isonormal Gaussian processes (including the fractional Brownian motion case). See also the review of central limit theorem results for random polynomials, with special attention to Itô-type integrals, given in Surgailis [21] .
We point out that in the results cited above, the multiple integrals are considered as single random variables and in our paper we consider them as continuous processes and study the convergence in law in C([0, T ]). This forces us to prove the tightness of the laws for which we have proved estimations of the fourth-order moments of the increments of the processes in order to apply Billingsley's criterion. This is one of the reasons for restricting our study to the case H 1 2 because, if we try to prove analogous results for H ∈ (0, 1 2 ) with our approach, we would need moments of order greater than four. Moreover, as is seen in Bardina and Jolis [1] the domains and the second-order moments of the multiple integrals are much more complicated than in the case of H > 1 2 . On the other hand, the case of H > 1 2 is the most encountered in practice because B H possesses the long-range dependence property.
Finally, notice that our results can constitute a first step towards proving continuity in law of other more complicated functionals for which one can find a chaos decomposition with the kernels of the multiple integrals good enough functions.
We have organized the paper as follows. Section 2 is devoted to some preliminaries. In Section 3 we outline the construction and some properties of the first-order integral I H 1 on the space L 2 ([0, T ]) and prove that the laws in
) converge weakly to that of (I
Section 4 gives first the main properties of the multiple Itô-type integral, denoted by I H n , and then the convergence in law of
The first result is given in Proposition 4.2 and the second one in Theorem 4.2.
Finally, in Section 5, we introduce the Stratonovich multiple integral, I
S,H n , and prove that the law of {I 
Preliminaries

Let B H
= {B H t , t ∈ [0, T ]} be a fractional Brownian motion with Hurst parameter H ∈ (0, 1). That is, B H is a centered Gaussian process with covariance function given by
For such processes it is easy to prove the following result of weak convergence:
Theorem 2.1. The family of laws in C([0, T ]) of the fractional Brownian motions {B H } H ∈(0,1) converges weakly to the law of a fractional Brownian motion of parameter H 0 ∈ (0, 1), when H → H 0 .
From now on we only consider fractional Brownian motion with Hurst parameter H > 1 2 although H 0 may also be equal to 1 2 . Next, we state (in terms of our particular setting) a general lemma that will be the main tool used in order to prove the convergence of the finite dimensional distributions of the processes considered in the paper. 
Suppose also that, for some dense subset D ⊂ E, we have
3. Convergence in law of the integral of first order
We introduce the integral of first order of a deterministic function with respect to B H in the standard way. First of all, we consider the set S of all step functions on [0, T ] of the form
where [a j , b j ) ⊂ [0, T ] and f j ∈ R. It is clear that S is a vectorial space. We define the firstorder integral of f with respect to B H as
It follows that this is a good definition and that I H 1 is linear. If we introduce in S the scalar product
where d 2 R H (s, t) = H (2H − 1)|t − s| 2H −2 dsdt, we can extend the integral in a standard way to a Hilbert space that we denote by Λ 2 (R H ) (see Huang and Cambanis [9] ). This space is the completion of S with respect to the scalar product , H . We notice that Λ 2 (R H ) is a space that contains distributions (see Jolis [13] , for instance). Pippiras and Taqqu [18] proved that the space of functions
Denote by H the norm in Λ 2 (R H ), that is,
The following lemma gives us a majoration of the second-order moment of
Proof. By using the Cauchy-Schwarz inequality, we have that
.
This fact concludes the proof.
We will denote by
T ]} the first-order integral of f with respect to B H as a process. [15] we know that, for f ∈ L 2 ([0, T ]), the process I H has continuous paths almost surely. In fact, taking p = 2 in Theorem 4 of this last paper, we obtain that the paths of I H belong (a.s.) to the Besov spaces B α 2, q for any α ∈ (1/2, H ) and any q ∈ [1, ∞], these spaces being included in C([0, T ]).
Remark 1. From the work of Nualart and Ouknine
In the following theorem we will prove the convergence in law of the family of k-dimensional
Proof. We start by proving the tightness of the family of laws of
By using that I H 1 ( f ) is Gaussian and Lemma 3.1 some calculations yield
Then, the tightness is obtained by using Billingsley's criterion (see Theorem 12.3, Billingsley [4] ).
We will see now that the finite dimensional distributions of the vector processes
We apply Lemma 2.1 with E = (L 2 ([0, T ])) k endowed with its usual norm, and 
Convergence in law of the Itô-type multiple integral
Definition and properties of the multiple Itô-type integral
Let S n be the set of all step functions on [0, T ] n . Consider the bilinear, symmetric and nonnegative defined form on S n × S n given by
where we write
We denote by Λ 2 (⊗ n R H ) the completion of S n with respect to the inner product ·, · n . From Huang and Cambanis [9] the Itô-type multiple integral, denoted by I H n , is constructed on the space Λ 2 (⊗ n R H ).
As in the case n = 1 the space (L H ) ⊗n is contained in the domain of the integral,
As a consequence,
We summarize in the following theorem the properties of I H n that will be more important in the sequel.
Theorem 4.1 (See Theorem 2.1 of Huang and Cambanis [9] ). The multiple Itô-type integrals have the following properties:
, where we denote byf the symmetrized of f ∈ Λ 2 (⊗ n R H ).
, where H n denotes the n-th normalized Hermite polynomial. Recall that this polynomial is defined as
, n 1,
where H n (λ, x) denotes the n-th normalized Hermite polynomial in two variables given by
For every n 1 we will denote by
Itô-type integral with respect to B H process associated with f .
Convergence in law of
Let E n be the space of elementary functions of the form
We give first a remark on notation concerning the case H = Remark 2. If H = 1 2 , the fractional Brownian motion is a Wiener process and its covariance function, given by
has bounded variation. Then, it defines a measure on B([0, T ] 2 ) that is singular with respect to the Lebesgue measure. In fact, it is the uniform measure concentrated on the diagonal. Observe that we can express the norm
The following proposition is an important tool for proving the convergence in law of the Itô-type multiple integrals.
Proof. If H 0 > 1 2 , the result follows easily from arguments of dominated convergence. So, we will assume that
We can also assume that
Observe that
By using inequalities (3.1), (4.2) and (4.3), we can bound the term A 1 in the following way:
By doing some analogous calculations, we can prove that, for all ε > 0, the term A 3 is bounded by C f,T ε.
Finally, we will see that
To prove this, we use two identities obtained by the integration by parts formula. For H > we have that
The idea behind the use of these expressions comes from the fact that the measures defined by d 2 R H (x, y) and d 2 R 1 2 (x, y) are derivatives, in the sense of distributions of R H and R 1 2 , respectively.
We will see the uniform convergence to 0, when H → 1 2 , of the differences of the corresponding terms on the right-hand side of (4.5) and (4.6). It is readily seen that
The expression
2 by an argument of dominated convergence. Finally, we have that
and this last term converges to 0, as H → 1/2, also by dominated convergence.
The next proposition proves, for all f ∈ E n , the convergence in law of the family {I H n ( f ), H > Proof. We can assume without loss of generality that f is a symmetric function. We know that any symmetric function f ∈ E n can be expressed as
. From (4.1), we have that
As a consequence, I H n ( f ) possesses a continuous version.
By using Proposition 4.1 and Theorem 3.1, we have that
converges in law to
From this and the fact that the Hermite polynomials in two variables are continuous functions, we deduce the desired result.
Now, we will prove the convergence in law in C([0, T ]) of the family of processes {I H n ( f )} when H tends to H 0 , for all f ∈ L ∞ ([0, T ] n ). In order to prove this, we need some previous results.
Proof. By using the Schwarz inequality, we have that
By integrating the last expression with respect to the variables t 1 , . . . , t n , it can be bounded by
Proof. This inequality is known for H = 1 2 . By using property (iii) of Theorem 4.1 and Lemma 4.1, we have that
where ∆ i are the intervals of the partition π and
The following proposition gives a formula for the product of two multiple Itô-type integrals similar to that proved by Shigekawa [19] for the Brownian motion. It is a particular case of the product formula of two multiple integrals with respect to a general isonormal Gaussian process (see, for instance, Nualart [14] ). One can find the formula presented here in Pérez-Abreu and Tudor [17] .
for all m, n 1.
In particular, if m = n then
We will prove now two technical lemmas that will be useful to check the tightness of the family of laws of
Proof. By using (4.9) and properties (iii) and (iv) of Theorem 4.1, we have that , x k+1 , . . . , s n , x n , t k+1 , y k+1 , . . . , t n , y n ).
The symbol ∼ denotes the symmetrization in the 2n − 2k free variables. By using the Cauchy-Schwarz inequality we have that , x k+1 , . . . , s n , x n , t k+1 , y k+1 , . . . , t n , y n ) , x k+1 , . . . , s n , x n , t k+1 , y k+1 , . . . , t n , y n ).
Now, by integrating with respect the variables x k+1 , . . . , x n , y k+1 , . . . , y n , we obtain that
From this, the result follows easily.
Lemma 4.4. For all k = 0, . . . , n, there exists a positive constant C T,n not dependent on the parameter H such that
for all s t, with s, t ∈ [0, T ]. Here, x denotes the 2k-dimensional vector (x 1 , . . . , x 2k ). The symbol ∼ denotes the symmetrization in the last 2n − 2k variables.
Proof. To prove inequality (4.10), we will need the following upper bounds obtained by simple computations:
is contained in the set of points of [0, t] 2n such that at least one of their first n coordinates is in [s, t] and another of their last n coordinates is in [s, t]. By symmetrizing the indicator function, we obtain a sum of indicators of sets whose elements have at least two of the 2n coordinates in [s, t]. Taking this into account, we study the following cases:
• If at least one of the first 2k (in the case k = 0) coordinates is in [s, t], then in the integral on the left-hand side of (4.10) we have either a factor
by using inequality (4.12), or a factor
by using inequality (4.13).
• If two of the last 2n − 2k coordinates are in [s, t], then we obtain a term From this and applying inequality (4.11), it is easy to prove (4.10).
Proof. First of all, we will see that the processes I H n ( f ) have continuous versions. Using Lemmas 4.3 and 4.4 we have that
So, we obtain the existence of a continuous version of I H n ( f ) and also the tightness of the laws in
equipped with the L 2 -norm and
. By Lemma 4.2, condition (C) of Lemma 2.1 is satisfied. Then, the result follows by applying Proposition 4.2, because E n is a dense subspace of E. We will introduce now the multiple Stratonovich-type integral in the sense of Solé and Utzet [20] .
−→ R, we will say that there exists a fractional Stratonovich integral of f if there exists a limit in L 2 (Ω ), as |π | → 0, of
where the {∆ π Remark 3. Bardina et al. [3] (see Proposition 2.3 of this last paper) proved that for f ∈ L 2 (µ H n ) the integral of Dasgupta and Kallianpur [5] is the limit in L 2 (Ω ) of the Riemann sums considered by Solé and Utzet [20] (see Definition 5.1). We notice that
There is another construction of the multiple Stratonovich integral with respect to the fractional Brownian motion with Hurst parameter H > 1/2 that we outline in the sequel (see Jolis [12] , where general Gaussian processes with a covariance function of bounded variation are considered). If f ∈ E n is of the following form:
where
and a i ∈ R, for all i = 1, . . . , m, we define its Stratonovich integral as
From this definition, it follows that I S,H n is a linear map on E n and that I S,H n ( f ) = I S,H n (f ), wheref is the symmetrization of f .
The following Hu-Meyer formula (stated in the particular case of the fractional Brownian motion with H > 1/2) follows for an elementary function. 
with the convention that if k = 0, the corresponding term equals I H n ( f ). Now, we consider E s n the space of all symmetric elementary functions on [0, T ] n . By using Theorem 5.1 and the properties of Itô-type integrals we have that, for f ∈ E s n , 4) where the measure λ H is defined by
By using inequality (5.4), we can extend the integral to a Banach space denoted by L s,H n , that we define in the sequel. Set
and define
N is the space of all f ∈ L 1 (ν n ) that are symmetric and such that f * < ∞.
It can be seen that [12] ). The following lemma gives an expected result for the Stratonovich-type integrals.
, we have the following equality:
Proof. This is an easy consequence of the fact that
where we use the notation established in (4.8).
All the results on the multiple Stratonovich integral stated so far refer only to the case H > 1/2. When H = 1/2, the fact that the measure that defines the covariance function is singular with respect to the Lebesgue measure implies that the Stratonovich integral with respect to the Wiener process is a more complicated object. For instance, if we define the integral in the sense of Solé and Utzet [20] , the functions that are integrable must satisfy that there exist some other functions called "traces" defined by a limit procedure (see Solé and Utzet [20] ), and, in general, it is difficult to find classes of functions with this property. Nevertheless, one can prove the following result. Proof. For the summand f 1 ∈ E n , the result is a direct consequence of the definition of the traces and the Hu-Meyer formula of Solé and Utzet [20] . For the part of f 2 ∈ C([0, T ] n ), we can apply Lemma A1 of Bardina and Jolis [2] .
As a consequence of this theorem, we can state the following corollary. Condition (C) of Lemma 2.1 is satisfied because, by the same inequality as gives tightness, we have that for any g ∈ L ∞ ([0, T ] n ), and H > Finally, the result follows by Proposition 5.1, because the symmetric functions of E n ∩ L ∞ ([0, T ] n ) form a dense subset of E.
