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Abstract. We present an embedded-atom-method (EAM) model that accurately
describes vibrational dynamics in the alkali metals Li, Na, K, Rb, and Cs. Bulk
dispersion curves, frequency-moment Debye temperatures, and temperature-dependent
entropy Debye temperatures are all in excellent agreement with experimental results.
The model is also well suited for studying surface vibrational dynamics in these
materials, as illustrated by calculations for the Na(110) surface.
PACS numbers: 63.20.dh, 68.35.Ja
1. Introduction
The embedded atom method (EAM), originally developed by Daw and Baskes to study
fcc metals [1, 2], is a semi-empirical, many-body approach that can be used to calculate
a wide variety of materials properties such as lattice stability, thermal expansion, surface
and interface structure, defect properties, and vibrational dynamics [3]. EAM models
have had particular success at predicting both bulk and surface phonons in fcc metals
such as Cu and Ag [3, 4, 5, 6, 7].
In contrast, many EAM models do a rather poor job of predicting the vibrational
properties of bcc metals, including the simple metals Li, Na, K, Rb, and Cs. This
can partly be ascribed to the longer range and/or angular nature of the forces in the
less closed packed bcc lattice, which makes appropriate EAM modeling more complex
than for fcc materials. The lack of success can also be ascribed, in some cases, to
the use of less-than-ideal input parameters in constructing the EAM potentials. There
are, however, a few encouraging counterexamples to this generally poor performance,
notably the EAM potentials of Chantasiriwan and Milstein (CM) for Li and K, which do
a relatively good job at predicting phonon dispersion for these two metals [8]. The CM
results suggest that the EAM has the potential to accurately describe the vibrational
properties of the alkali metals and also, perhaps, other bcc metals.
Here we present a normalized EAM model, based on the pair-potential formulation
of Wang and Boercker (WB) [9] and analytic embedding energy of Johnson and Oh
(JO) [10], that accurately predicts bulk vibrational properties associated with all of the
alkali metals. These properties include not only dispersion curves, but also frequency-
moment and vibrational-entropy Debye temperatures. The quantitative agreement that
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we obtain with experiment is superior to that obtained from other EAM treatments
of alkali-metal lattice dynamics. We also apply the model to the most studied allkali-
metal surface, Na(110). We identify surface localized modes and calculate directionally
resolved Debye temperatures for near-surface planes of atoms.
2. EAM model
The EAM describes the total potential energy associated with the atomic positions as










where i and j (i 6= j) label the atoms in the solid, rij is the distance between atoms i
and j, and i is the electron density at the position of atom i due to all of the other






Specifying the functions (r), F (), and f(r) establishes an EAM model for a particular
material.
To describe the alkali metals we use previously introduced forms for these three
functions. Our choices for these functions are predicated on the ability of the resulting
models to (i) accurately describe bulk-phonon spectra and (ii) produce realistic values
for surface relaxation. Both abilities are necessary for accurately predicting surface
phonons. After considering a number of potential functions we settled on the pair-



















and the embedding-energy functions of JO [10, 11],























In (3) { (5) the parameter r1 is the nearest-neighbor distance, Ecoh the cohesive energy,
and EUF1v the (unrelaxed) vacancy formation energy; all are obtained from experimental
measurements. The parameters Kn in (3) are also determined from experimental inputs,
as described below. The exact value of the nearest-neighbor density f1 in (4) does not
impact the model because the embedding function F () only depends upon the ratio
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of the charge density  to its equilibrium value e; for simplicity we set its value to 1.
Following JO we choose  to have the value of 6 [10]. Because F () is a minimum at
the equilibrium density e, this model is known as a normalized EAM model.
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In these equations 0i = d=dr and 
00
i = d
2=dr2 evaluated at ri, where ri is the
equilibrium distance to the i th shell of neighbors. In addition to the vacancy formation
energy EUF1v , experimental inputs to these equations are the atomic mass M , atomic
volume 
 = a30=2 (a0 = lattice constant), elastic constants G = (C11   C12 + 3C44)=5
and C 0 = (C11   C12)=2, and three longitudinal-mode (angular) frequencies !ijk, where
the subscript denotes the location of the mode at the boundary of the Brillouin zone
(BZ). As is evident in (6) { (12) the pair potential for neighbors beyond the fth shell
is assumed to be zero. A simple scheme can be used to smoothly cut o the potential,
as expressed by (3), between the fth and sixth neighbor distances [12]. Similarly, f(r)
is assumed to smoothly go to zero for r between r5 and r6.
We determine the best values for the exponents  and  by comparing calculated
and experimental dispersion curves (discussed in detail in section 3). Surface relaxation
(see section 4.1) is also considered in choosing . This approach diers from that
of JO, who use a universal value,  =
q
1=8 (= 0:354), based on a comparison of
their model with early rst-principles calculations of the atomic potentials [10]. This
is fairly close to our values for Li and Na. However, we nd that  = 0:354 results
in [100] longitudinal frequencies for K, Rb, and Cs that are signicantly smaller than
the experimental measurements. We also note that our values of  for all of the alkali
metals (which are all close to 0.5) contrast with the choice made by WB, who set  = 0
for their modeling of Li, Na, and K [9].
Table 1 lists values of the experimental parameters that we have used to construct
the EAM potentials for the alkali metals. We emphasize that accurate values of
the experimentally determined parameters are crucial in order to successfully predict
3
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Table 1. Experimental and adjustable ( and ) parameters used to construct the
EAM potentials for the alkali metals.
Li Na K Rb Cs
M (amu) 6.94 23.0 39.1 85.5 132.9
Ecoh (eV)
a 1.63 1.11 0.93 0.85 0.80
EUF1v (eV)
b 0.40 0.36 0.35 0.30 0.28
T (K) 98 90 9 12 50
a0 (nm)
c 0.348 0.424 0.524 0.559 0.605
G (100 Mbar)d 6.90 3.80 1.86 1.42 1.00
C 0 (100 Mbar)d 1.10 0.72 0.37 0.27 0.21
100 (Thz)












(Thz)e 9.10 3.82 2.40 1.50 1.07
 0.505 0.514 0.470 0.495 0.450
 0.30 0.38 0.48 0.45 0.48
a Cohesive energies from [13].
b Vacancy formation energies from [14] (Li), [15] (Na), [16] (K), [17] (Rb, Cs).
c Lattice constants from [18] (Li), [19, 20] (Na), [21] (K), [20] (Rb), [18] (Cs).
d Elastic constants from [22] (Li), [23, 24] (Na), [25] (K), [26] (Rb), [27] (Cs).
e Vibrational frequencies from [28] (Li), [29] (Na), [30] (K), [31] (Rb), [32] (Cs).
vibrational properties, and so we have carefully perused the literature to obtain what
we judge to be the most accurate values. The temperature listed for each metal is
the lowest temperature where neutron scattering has been used to obtain dispersion
curves for that metal. The values for the lattice constants a0 and elastic constants G
and C 0 are appropriate for the listed temperatures. The frequencies ijk = !ijk=(2)
are obtained from the experimental dispersion curves shown in gure 1. Table 1 also
lists best values for the two adjustable parameters  and . Table 2 lists the values
of the pair-potential parameters Kn, which are determined using (6) - (12) with the
input parameters displayed in table 1. (As an aside, we note that in addition to the
following discussion of vibrational properties, in Appendix A we briey discuss the
relative stability of bcc, fcc, and hcp lattices as calculated with our EAM potentials.)
3. Bulk dynamics
3.1. Dispersion curves
Figure 1 displays bulk phonon-dispersion curves for all of the alkali metals. Our
calculations (solid lines) are displayed along with experimental results obtained using
neutron scattering (lled circles). For comparison, results from two other models are
also displayed in the gure: the dashed lines are calculated using the original bcc EAM
model of JO [10], and the dotted lines are calculated using the EAM potentials of CM
[8].
As is evident in the gure, our calculated dispersion curves are in excellent
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Table 2. Pair-potential parameters Kn for the alkali metals.
Li Na K Rb Cs
K0  0.06480  0.04760  0.04455  0.04589  0.03328
K1  0.02748  0.06872  0.11352  0.10437  0.13750
K2 1.93532 1.58403 1.60760 1.58272 1.45194
K3  12.89694  6.00685  5.29804  5.94188  4.64698
K4 48.45565 15.59265 11.08178 15.63272 9.92710
K5  84.11401  25.44532  14.96996  24.48760  13.75393
K6 52.07501 16.50906 8.64077 15.00282 8.07422
agreement with the experimental results, with two slight systematic deviations: (i)
the higher frequency transverse mode along [qq0] is overestimated near the zone edge,
and (ii) the longitudinal frequencies near [qqq]=[0.75,0.75,0.75] are also overestimated.
As discussed in detail below, this excellent agreement can be attributed to the use of
(i) accurate elastic constants and (ii) bulk-phonon frequencies in constructing the pair
potentials.
The JO model [10], which only considers interactions between nearest neighbors
(NN) and next nearest neighbors (NNN) is the precursor to the model that we use here.
The JO model's inputs for the pair potential are simply a0, Ecoh, G, and C
0. For the
curves displayed in gure 1 we have used the same values for these parameters (and )
as for the curves calculated with our model. Thus, there is good agreement between
our model and the JO model near the zone center, where the elastic constants and
 largely determine the frequencies. Near the BZ zone edge, however, the JO model
systematically underestimates the frequencies of most of the modes. This discrepancy
illustrates the advantage of the WB pair potential, in that it also uses three phonon
frequencies as inputs. With regards to the JO model, we note that Guellil and Adams
(GA) previously published dispersion curves using this model [12]; however, owing to
their use of room-temperature (RT) elastic constants (rather than values appropriate
for the temperatures associated with the experimental dispersion curves), all frequencies
calculated by GA are systematically lower than the experimental frequencies [12].
EAM potentials for Li, Na, K, and Rb have been presented by CM in conjunction
with their model, which uses not only second-order elastic constants (Cij) but also
third-order elastic constants (Cijk) to construct the model [8]. As gure 1 shows, the
CM potentials for Li, Na, and K produce dispersion curves that are overall somewhat
better that the JO curves, but still inferior to the results from our model. For Rb
it is curious that the CM model underestimates all frequencies. As with the curves
calculated by GA using the JO model, this appears to be the result of using inaccurate
second-order elastic constants in constructing the Rb potential.
We note that several other EAM models have been used to calculate alkali-metal
dispersion curves [33, 34, 35]. All of these are modied analytic EAM (MAEAM) models,
which have an additional potential-energy term that depends upon the square of the
5
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Figure 1. Bulk alkali-metal phonon-dispersion curves. Filled circles are experimental
data, [28] (Li), [29] (Na), [30] (K), [31] (Rb), [32] (Cs). Solid, dashed, and dotted lines
are present, JO, and CM EAM model calculations, respectively. See text for details.
electron density. The MAEAM model discussed by Hu and Masahiro (HM) produces
results similar to the those of the CM model [33]. Zhang and coworkers have published
two sets of dispersion curves based on the MAEAM approach; overall, the degree of
agreement with experiment is comparable to that of the JO-model calculated curves
displayed in gure 1 [34, 35].
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3.2. Debye temperatures
Being able to match experimental frequencies along high-symmetry directions is
certainly a prerequisite for accurate modeling of vibrational dynamics. However, such
accuracy does not necessarily guarantee likewise success throughout the BZ. In order to
assess our model's accuracy at describing all vibrational modes, we calculate the bulk


























: (n = 0) (14)
In addition to these Debye temperatures the n =  3 Debye temperature is dened as the
Debye temperature that describes the low-temperature limit of the vibrational specic
heat. For a Debye-model description of vibrations (where g(!)  !2) all frequency-
moment D(n)'s are identical; for a real solid the variations in D(n) with n provide
insight into variations of the actual density of states from that of the simple Debye model.
Importantly, certain moments govern specic physical properties: in addition to the
low-temperature specic heat being governed by n =  3, the high-temperature mean-
squared amplitude is governed by n =  2, the low-temperature mean-squared amplitude
by n =  1, the high-temperature entropy by n = 0, and the high-temperature specic
heat by n = 2 [36]. This means, for example, that the Debye temperature deduced
from the temperature dependence of x-ray diraction-peak intensity is equal to D( 2)
when the measurements are made near room temperature. As will be seen below, this
Debye temperature may be substantially dierent from a Debye temperature deduced
with with another experimental probe.
In gure 2 we compare our calculated values (squares) of D(n) with experimental
values (circles with error bars) extracted from temperature-dependent specic-heat
measurements [17]. Values calculated with the JO (triangles) and CM (diamonds)
models are also displayed. Our calculated values for Na, K, and Rb all lie within
the experimental error bars. For Cs the agreement is also excellent at small values of
n; at larger values of n the calculated values are slightly low, but still within 5% of
the experimental values. The disagreement for Li at small values of n is due to the 80
K martensitic bcc to closed-packed phase transition [37]. While Na undergoes a similar
transition, it is possible to determine the low-temperature thermodynamic properties
of bcc Na [17]. As expected from the comparisons of dispersion curves in gure 1, the
JO model does reasonably well for the smallest values of n but becomes progressively
worse as n increases. Results using the CM model are also commensurate with the
dispersion-curve comparisons, particularly the too-high values for larger n values for K
and Na and the overall low values for Rb.
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Figure 2. Bulk Debye temperatures for the alkali metals. (a) Frequency-moment
Debye temperatures D(n). Circles with error bars are experimental results; squares
with solid lines, present EAM models; triangles with dashed lines, JO EAM models;
diamonds with dotted lines, CM EAM models. (b) Temperature-dependent entropy
Debye temperatures SD(T ). Circles are experimental results; solid lines, present EAM
models; dashed lines, JO EAM models; dotted lines, CM EAM models.
Also plotted in gure 2 are values for the temperature-dependent entropy Debye
temperatures SD(T ); the experimental results are again obtained from temperature-
dependent specic-heat measurements [17]. Similar to the results for the dispersion
curves and frequency-moment Debye temperatures, the predictions from our EAM
potentials are generally superior to those from the JO and CM EAM models.
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4. Surface dynamics
4.1. Surface relaxation
Because the localization of vibrational modes at a surface can be quite sensitive to
structure, it is desirable that any theory used to calculate surface vibrations be able to
accurately predict surface relaxation. As shown in table 3 our EAM potentials predict
relaxations for low-index Li and Na surfaces that are quite similar to those predicted
by density-functional theory (DFT): predicted relaxations are all inward (or zero) and
at most only a few percent of the inter-layer spacing.
It is instructive to compare our computed relaxations with those predicted by
two other EAM models, also listed in table 3. The values calculated by GA with
the JO model are almost identical to ours [12]. In contrast, the rst-layer relaxations
calculated by Sklyadneva, Bertsch, and Chulkov (SBC) [38, 39], using an EAM model
that is based on the original Daw and Baskes fcc model, are all positive (expansion),
in disagreement with all other calculations shown in table 3. From these comparisons
we can infer the following. First, the fact that the JO model uses a dierent pair
potential but the same embedding-energy description that we do indicates that the
embedding-energy formulation is key to correctly predicting accurate relaxations. This
is not surprising because without the embedding-energy contribution the (typically)
repulsive pair interaction between nearest neighbors usually produces an expansion
between the rst and second surface layers. Thus, the fact that the SBC model predicts
positive expansions for all four surfaces suggests that their embedding energy does not
vary strongly enough with lattice constant, allowing the pair-potential interaction to
dominate near-surface relaxation.
4.2. Na(110) vibrations
To investigate vibrational dynamics at alkali-metal surfaces we have used our EAM
model to calculate the vibrational modes of oriented slabs of alkali-metal atoms. A
more complete discussion of alkali-metal surface vibrations will be published elsewhere;
here we illustrate our calculations with results for the Na(110) surface. We choose to
discuss this specic surface because it has received the most theoretical and experimental
attention of all the alkali-metal surfaces. In particular, we note that there are two prior
calculations of Na(110) surface phonons, a preliminary one based on DFT by Rodach et
al. [42] and a rather extensive EAM investigation by SBC [38, 39]. These calculations,
however, did not consider near-surface Debye temperatures.
Because the allowed vibrational modes are modied by the nite thickness of the
slab, the vibrational structure in the interior of the slab is not identical to that calculated
for the bulk. The biggest dierence is associated with long-wavelength modes that have
wavelengths comparable to or longer than the thickness of the slab. Coupled with
this eect is a dependence of the layer resolved Debye temperatures on the number of
sampled k-space points. In order to determine the most reliable values for calculated
9
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Table 3. Surface relaxations of Li and Na low-index surfaces. Negative (positive)
values signify inward (outward) relaxation. Values are the percentage of the interlayer
spacing for a given surface. ij represents the change in distance (compared to the
bulk) between layers i and j.
Surface 12(%) 23(%) Technique
Li(110)  0.5 DFT b
 1.9  0.06 EAM (present calculation)
 2.1  0.08 EAM (GA) e
1:3 0:0 EAM (SBC) f
Na(110) 0 DFT a
0 DFT b
 1.60:5 0.00:5 DFT c
 1.6  0.0 EAM (present calculation)
 1.5  0.07 EAM (GA) e
2.4 0.1 EAM (SBC) f
Li(100)  3.0 DFT b
 3.2  0.8 EAM (present calculation)
 2.6  0.88 EAM (GA) e
5.3 0 EAM (SBC) f
Na(100)  2.0 DFT a
 0.7 DFT b
0 DFT d
 0.36  1.1 EAM (present calculation)
 0.34  0.91 EAM (GA) e







Debye temperatures we have thus investigated their dependence on these two factors. We
nd for 1600 sampled k-space points that a slab thickness 30 times the lattice constant
is sucient to produce n   2 center-layer Debye temperatures that are within 5%
of bulk Debye temperatures, which we set as our criterion for accuracy. We note that
because they are extremely sensitive to the longest wavelength modes, n =  3 Debye
temperatures cannot be accurately calculated in a slab geometry with a reasonable
number of layers and sampled k-space points.
Dispersion curves for Na(110) along high-symmetry directions in the surface
Brillouin zone (SBZ) are shown in gure 3 for a 51 layer slab. The three panels of
this gure highlight strong longitudinal (L), shear horizontal (SH), and shear vertical
(SV) motions in the rst layer with the degree of localization indicated by the degree
10
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of the shading. Strongly localized modes of all three symmetry types are found at this
surface.
Although there is general overall qualitative agreement with vibrational spectra
previously calculated by SBC using their EAM model [38, 39], the results shown in gure
3 have several notable dierences. (i) The range of frequencies for a given wavevector are
much smaller for our model than for the SBC model. For example, at N our calculated
frequencies range from 0.8 to 3.8 THz while those of the SBC model range from 0.3
to 4.5 THz. These dierences are a consequence of the SBC model underestimating
and overestimating the lowest and highest frequencies, respectively, along the bulk [110]
direction [39]. (ii) The strong SH mode in the   to H direction was not identied
by SBC. (iii) In the   to N direction the Rayleigh mode in the SBC calculation is
signicantly below the bottom of the bulk bands. For example, at N SBC calculate the
Rayleigh-mode frequency to be about half that of the lowest bulk mode. In contrast,
along   to N our calculation predicts the Rayleigh mode to be just below the bulk
bands. Observations (ii) and (iii) are likely related to the unphysical outward expansion
of the rst layer in the SBC model (see table 3).
Our calculated vibrational structure also has signicant dierences compared with
results from the early DFT calculations of Rodach et al. [42]. The main dierences
in the spectra of Rodach et al. are (i) the absence of a rst-layer longitudinal mode
between P and H below the highest part of the bulk spectrum and (ii) the presence of
a surface-localized mode above much of the bulk spectrum. These dierences can be
traced to a signicant stiening (compared to the bulk) of the surface force constants
in the Rodach et al. model.
Further insight into near-surface vibrational dynamics is provided by layer resolved
Debye temperatures, which are listed in table 4 for n =  2, 0, and 2. Also listed are
results for the center layer and results obtained from the bulk calculation. In addition to
being layer resolved, the tabulated Debye temperatures are resolved for motions parallel
(x and y) and perpendicular (z) to the surface normal. Because the n =  2 Debye
temperatures are most sensitive to longer wavelength modes, the center-layer values do
not converge as readily to the bulk value as do the n = 0 and 2 values, although all are
within 5% of the bulk values.
The major qualitative aspects of the near-surface Debye temperatures can be
understood by considering the coordination of the atoms in each layer. As table 4 shows,
the Debye temperatures of the rst atomic layer are all less than the corresponding Debye
temperatures of deeper layers, and motion perpendicular to the surface is softer than
parallel motion. The relative overall softness of the vibrations in the rst layer is not
unexpected as a rst-layer atom is missing 2 of 8 nearest neighbor (NN) atoms and 2 of
6 next-nearest neighbor (NNN) atoms. The rst-layer directional dependence can also
be understood in terms of coordination as a rst-layer atom has the same intralayer NN
and NNN coordinations as a bulk atom, but is missing half of its out-of-layer nearest
and next-nearest neighbors. For the bcc(110) surface a second-layer atom is coordinated
by all of its nearest and next-nearest neighbors. Thus, on the length scale of 2a0 the
11
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Figure 3. Phonon dispersion curves along high-symmetry directions of SBZ for a 51-
layer Na(110) slab. Strong longitudinal (L), shear horizontal (SH), and shear vertical
(SV) motions in the rst layer are highlighted, with the degree of shading indicating
the degree of localization.
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Table 4. Directionally resolved frequency-moment Debye temperatures for layers
parallel to the Na(110) surface for a 41-layer slab. The x, y, and z directions are
parallel to (110), (001), and (110) directions, respectively. Bulk Debye temperatures
are also shown for comparison.
Layer n x y z
1  2 126 117 106
0 147 131 112
2 158 142 125
2  2 138 130 121
0 156 154 152
2 166 167 168
3  2 141 136 130
0 156 156 155
2 166 166 165
4  2 142 139 134
0 156 156 156
2 166 166 166
center  2 145 144 142
0 157 157 157




environment of a second-layer atom is very bulk like, and so the higher order (n =
0 and 2) Debye temperatures (which are more sensitive to shorter wavelength modes)
are very close to the bulk Debye temperatures, while the n =  2 Debye temperatures
(which are more sensitive to longer wavelength modes) are still signicantly lower than
the corresponding bulk Debye temperatures. As table 4 shows, even the fourth-layer,
n =  2 Debye temperatures are somewhat lower than the center-layer values.
Quantitatively, our results are in good agreement with low energy electron
diraction (LEED) measurements by Andersson et al. of a Debye temperature at the
Na(110) surface [44]. In that study the intensity of the specularly reected beam was
measured as a function of sample temperature between 180 and 270 K. As (i) these
measurements are at temperatures above 1/3 of a typical Na Debye temperature, (ii)
the specular beam corresponds to momentum transfer perpendicular to the surface,
and (iii) the inelastic mean-free path of the incident electrons in the experiment is
0.5 nm [45], the measured Debye temperature corresponds to a near-surface averaged,
z-direction, n =  2 Debye temperature. From their measurements Anderson et
al. extracted Debye temperatures of 103, 114, and 113 K for incident beam energies
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of 14, 35.5 and 65.5 eV, respectively. These values are all very close to the average
value (113.5 K) of our calculated rst and second layer n =  2, z-direction Debye
temperatures.
5. Summary
We have presented results for alkali-metal vibrational dynamics calculated with an
analytic EAM model. Keys to the construction of the EAM potentials include (i) the use
of the best available physical parameters (elastic constants, vibrational frequencies, etc.),
(ii) a careful search for the best value of the pair-potential free parameter , and (iii)
consideration of surface relaxation in setting the value of the embedding-energy exponent
. As we have demonstrated, this model is able to accurately model bulk dispersion
curves, frequency-moment Debye temperatures, and (temperature dependent) entropy
Debye temperatures of all ve alkali metals.
Given the model's accurate descriptions of bulk-phonon spectra and surface
relaxation, we expect it to be able to accurately describe surface vibrations. We have
illustrated this ability with calculations of vibrations at the Na(110) surface. The
surface-phonon dispersion curves show signicant dierences when compared with other
calculations of this surface. Satisfyingly, the near-surface n =  2, perpendicular Debye
temperature is in excellent agreement with experimental LEED results. By investigating
layer dependent directional Debye temperatures, we have gained insight into the near-
surface dynamics. Such near-surface information is important in the interpretation of a
number of surface-sensitive techniques, including LEED, core-level photoemission, and
grazing-incidence x-ray measurements. We are currently extending these calculations
to other surfaces [Na(100), Na(111), and Na(211)] to investigate the eects that surface
orientation has on the near-surface vibrational dynamics.
Appendix A. Lattice Stability
Owing to the history of lattice-stability calculations with various EAM formulations, we
include here a brief discussion of the relative stability of the bcc, fcc, and hcp lattices
for the ve alkali metals. Using our potentials we have calculated the cohesive energy
for each lattice type; the cohesive energy dierences Efcc   Ebcc and Ehcp   Ebcc are
reported in table A1. As indicated in the table, for all ve alkali metals our potentials
predict the bcc lattice to be more stable than either the fcc or hcp lattices, with the
cohesive energy dierences ranging from +0 to 9 meV. Insofar as our Efcc Ebcc values
for Li, Na, and K all lie within the respective range of EAM-calculated values that have
been previously reported (also shown in table A1), our results are typical for an EAM
model.
It is informative to compare the EAM calculated results with those of rst-principles
theory (FPT), which are also tabulated in table A1. Due to the transformation of Li
from the bcc phase to a close-packed conguration as the temperature is decreased
14
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Table A1. Theoretical cohesive energy dierences Efcc   Ebcc and Ehcp   Ebcc for
the alkali metals. A positive (negative) number indicates that bcc is the more (less)
stable lattice. All values have been rounded to the nearest meV. Acronyms associated
with the FPT results are from the individual references and serve to identify important
aspects of the calculations; see references for details.
Efcc   Ebcc (meV) Ehcp   Ebcc (meV)
Technique
Li Na K Rb Cs Li Na K Rb Cs
4 9 5 0 2 3 6 6 1 2 EAM (this study)
21 36 28 EAM (JO) [10]
10 10 10  1  0  0 EAM [46]
 11  0 1 1 EAM (CM) [8]
 1 0 1 1 1  0 0 1 1 1 EAM (HM) [33] a
10 22 EAM [47]
 12  12 EAM [48]
 2 0 0 0 0  2 0 0 0 0 FPT (LMTO) [49]
 6 FPT (KSG) [50]
 12 FPT (RSK) [50]
 3 1 1  9  2 5 FPT (PW) [51]
 3  4 FPT (LMTO) [52]
2 2 FPT (Rel LMTO) [53]
 6  4 FPT (FLAPW) [54]
 3  4 FPT (FLAPW) [55]
 4  1 FPT (FLAPW) [56]
 4 FPT (PWGGA) [57]
 7  8 FPT (CC) [58]
1 1 0 FPT (LPM) [59]
 3  0  2 FPT (FLAPW) [60]
 2 0 FPT (VWN) [61]
 2  2 FPT (PW) [62]
 1  1 FPT (PWGGA 4s3p1d) [63]
aValues are obtained from gure 5 of [33]; these not the same energy dierences
reported in table 3 of [33], which do not correspond to equilibrium fcc and hcp lattice
constants.
below 80 K [37], the relative stability of dierent phases of Li has garnered the most
attention. Taken en mass, the results of the rst-principles calculations for Li indicate
that the close-packed fcc and hcp phases are more stable than the bcc phase. For both
Efcc   Ebcc and Ehcp   Ebcc the average of the FPT calculations is  4 meV with a
standard deviation of 3 meV. It has been previously noted that a result in this range is
consistent with the experimentally observed transition temperature [54]. As shown in
table A1, several EAM potentials do produce a negative value for Efcc   Ebcc and/or
Ehcp   Ebcc for Li. Using the FPT results as a standard, the model of HM [33] is the
most accurate of the EAM models in describing alkali-metal lattice stability.
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