In this paper we present the fastest known algorithm for the fundamental problem of deterministic broadcast in ad-hoc radio networks with unknown topology, which completes the task in O(n log D log log D∆ n ) time-steps, where n is the number of nodes in the network, ∆ is the maximum in-degree of any node, and D is the eccentricity of the network. This comes within a log-logarithmic factor of the Ω(n log D) lower bound due to Clementi et. al.
In accordance with the standard model of unknown (ad-hoc) radio networks, (for more elaborate discussion about our model, see, e.g., [1, 2, 3, 6, 7, 11, 13, 15, 16] ). we assume that a node does not have any prior knowledge about the topology of the network, its in-degree and out-degree, or the set of its neighbors. We assume that the only knowledge of each node is the size of the network n, and the eccentricity of the network D, which is the maximum distance from the source node to any node in N, and the maximum in-degree of any node ∆. The assumption of knowledge of n, D, ∆ is integral to the result, and is common in the study of radio networks. In fact, we could slightly relax this assumption by inferring only the knowledge only about upper bounds for the size of the network n * , the eccentricity D * , and the maximum in-degree ∆ * , respectively, and then allowing the IDs to be distinct numbers in {1, . . . , n * }. In that case, our algorithm would work correctly (this claim is straightforward), completing the broadcast in O(n * log D * log log D * ∆ * n * ) time steps.
In fact, it is not necessary that any upper bound for n is known to all nodes, since one could apply a standard doubling technique to execute broadcasting within the promised asymptotic time bound. The drawback of that approach is that even if the algorithm completes broadcasting in O(n log D log log D∆ n ) time-steps, the nodes in N would not know that the broadcasting has been completed and they would continue transmitting forever. This feature cannot be avoided, since as shown in [3] , broadcasting with acknowledgement is not possible in this model if n is unknown.
Nodes operate in discrete, synchronous time steps, but we do not need to assume knowledge of a global clock, since current time can be appended to the source's message as it propagates through the network. We assume that nodes do not participate until they receive the source's message and are thus 'woken up'. When we refer to the "running time" of an algorithm, we mean the number of time steps which elapse before completion (i.e., we are not concerned with the number of calculations nodes perform within time steps). In each time step a node can either transmit the message received from the source to all of its out-neighbors at once or can remain silent and listen to the messages from its in-neighbors. The distinguishing feature of radio networks is the interfering behavior of transmissions. In the most standard radio networks model, the model without collision detection which is studied in this paper, if a node v listens in a given round and precisely one of its in-neighbors transmits, then v receives the message. In all other cases v receives nothing; in particular, the lack of collision detection means that v is unable to distinguish between zero of its in-neighbors transmitting and more than one. The model without collision detection describes the most restrictive interfering behavior of transmissions; in the literature one has been also considering a less restrictive variant, the model with collision detection, where a node listening in a given round can distinguish between zero of its in-neighbors transmitting and more than one.
Previous work. Broadcasting is a fundamental problem in communication networks that has been extensively studied for various network models for many decades (see, e.g., [16] and the references therein). For the model studied in this paper, the broadcasting problem in directed radio networks with unknown structure, without collision detection, the first sub-quadratic deterministic broadcasting algorithm has been proposed by Chlebus et al. [3] , who gave an O(n 11/6 )-time broadcasting algorithm. After several small improvements (cf. [4, 10] ), Chrobak et al. [6] were the first who designed an almost optimal algorithm that completes the broadcasting in O(n log 2 n) time. Kowalski and Pelc [13] improved this bound to obtain a non-oblivious algorithm of complexity O(n log n log D) and Czumaj and Rytter [8] gave a broadcasting algorithm running in time O(n log 2 D). Finally, De Marco [9] designed an algorithm that completes the broadcasting in O(n log n log log n) time steps. Thus, in summary, the state of the art result for deterministic broadcasting in directed radio networks with unknown structure (without collision detection) is the complexity of O(n min{log n log log n, log 2 D}) [8, 9] . The best known lower bound is Ω(n log D) due to Clementi et al. [7] . (Note that all known O(n poly-log(n)) algorithms (including those in [6, 8, 9, 13] and the one in the current paper) are non-constructive. The best constructive algorithm known to date is by Indyk [12] .)
Broadcasting has been also studied in various related models, including undirected networks, randomized broadcasting protocols, models with collision detection, and models in which the entire network structure is known. For example, if the underlying network is undirected, then Kowalski and Pelc [14] gave a broadcasting algorithm running in time O(n log n). Combining this with the algorithm for directed networks from [8] , the current complexity of deterministic broadcasting in undirected radio networks with unknown structure (without collision detection) is O(n min{log n, log 2 D}), which almost matches the lower bound Ω(n log n log(n/D) ) from [14] . If spontaneous transmissions are allowed and a global clock available, then broadcast can be performed in O(n) time in undirected networks [3] . Randomized broadcasting has been also extensively studied, and in a seminal paper, Bar-Yehuda et al. [2] designed an almost optimal broadcasting algorithm achieving the running time of O((D + log n) · log n). This bound has been later improved by Czumaj and Rytter [8] , and independently Kowalski and Pelc [14] , who gave randomized broadcasting algorithms that complete the task in O(D log n D + log 2 n) time with high probability. For more details, see e.g., [16] and the references therein.
Our results. We present a new deterministic broadcasting algorithm in ad-hoc radio directed networks with unknown structure, without collision detection, that for any directed network N with n nodes, with eccentricity D, and maximum in-degree ∆, completes broadcasting in O(n log D log log D∆ n ) time-steps. This result almost matches a lower bound of Ω(n log D) [7] , and improves upon an earlier algorithm due to De Marco [9] , which requires O(n log n log log n) time steps.
Our algorithm for directed networks allows us also to improve the complexity of broadcasting in undirected networks. When we combine our result with the result due to Kowalski and Pelc [14] , we obtain a deterministic broadcasting protocol in ad-hoc radio undirected networks with unknown structure that completes broadcast in O(n min{log n, log D log log D∆ n }) times steps, almost matching the lower bound Ω(n log n log(n/D) ) due to Kowalski and Pelc [14] . Our result has also direct implications on the fastest deterministic leader election algorithm in directed and undirected radio networks. For directed networks the best leader election time is log n times broadcast (assuming the broadcast algorithm still works from multiple sources, which is the case here assuming a global clock), and so our result improves the bound to achieve a deterministic leader election algorithm running in O(n log n log D log log D∆ n ) time. For undirected networks, our result gives a deterministic leader election algorithm working in O(n log n log D log log D∆ n ) times, which favorably compares for shallow networks (for small D) with the fastest known algorithm for this problem running in O(n log 3/2 n √ log log n) time [5] . Our result reveals that a non-trivial speed-up can be achieved for a broad spectrum of network parameters. Since D∆ n ≤ D, our algorithm has the complexity at most O(n log D log log D). Therefore, in particular, it significantly improves the complexity of broadcasting for shallow networks, where D n o (1) . Furthermore, the dependency on ∆ allows the complexity to go down even further for networks where the product D∆ is at most linear in n (including sparse networks which can appear in many natural scenarios), in which case we obtain an optimal bound of O(n log D) for the complexity of broadcasting.
Our algorithmic result of O(n log D log log D∆ n ) time broadcasting almost matches the current lower bound for this problem, which is Ω(n log D) [7] . We do not know which of these bounds is closer to the truth, though we would not be surprised if in fact the double-logarithmic term was necessary in the complexity of broadcasting in directed radio networks with unknown structure, without collision detection.
Overview of the approach
In the synchronous radio networks model, at any time step, any node can be in one of three stages: dormant (waiting to receive the message and has no informed in-neighbours), anticipating (waiting to receive the message but has at least one informed in-neighbour), and active (has received the message and is ready to transmit it to further nodes). If a node is dormant or anticipating, it does not actively participate in the broadcast. When a node is active, then because of the collision feature of the model, it will need to have a transmission pattern that describes in which time step to transmit. To understand how the transmission pattern should be defined, we will take two different perspectives at the same time, one from the point of view of anticipating nodes and another from the point of view of active nodes. If a node is anticipating, then it will be waiting to receive the message from the source. It is expected than the number of active in-neighbors of an anticipating node will be increasing in time, what must be taken into account when designing transmission patterns for active nodes. Intuitively, we would expect that an active node should initially transmit very frequently, then less frequently, and further reducing its transmission frequency rate gradually. The precise analysis of the transmission pattern is the central technical contribution of this paper. For each active node, we will define its transmission pattern in two separate modes: to capture the situation when a node competes for the transmission with at most n D other active nodes, and when it competes with more active nodes. The first mode is related to the algorithms studied in the past, and we will show that it can be processed efficiently using the so-called selectors (cf. Section 2.1). The second mode is more complex, and we will rely on a new extension of a machinery developed by De Marco [9] . The key features of our construction in the second mode are as follows:
• We will allow the nodes to actively start the transmissions only in specific time steps (first time step of any block, where blocks partition the time into intervals of length O( n D log D log log D∆ n )). • The transmission pattern will rely on the expected frequency rate a node want to transmit at any given time step. Informally, when a node is in the 2 i th block after becoming active, then it will repeat the following pattern in the next 2 i blocks: it will split these 2 i blocks into intervals of length 2 log log D∆ n , and then in each interval, a node will first attempt to transmit with frequency rate D 2 i n , then half of that frequency rate, then a quarter of that frequency rate, and so on, until the last time step in the interval will have the frequency rate
The notion of frequency rate describes how frequently we would like a given node to transmit and is a deterministic analogue of the contribution of a given node to the expected number of nodes transmitting in a given time step. The idea here is (informally) as follows: when a node is in the 2 i th block after becoming active, then we would like the node to serve only its out-neighbors that have at least 2 i n D active in-neighbors (this is in fact only an intuition; some additional details make it more complex). Therefore, we would like to consider the transmission pattern such that typically, only one of these Ω( 2 i n D ) active in-neighbors transmit. To ensure that, we would like them to transmit with the appropriate frequency rate, which is approximately D 2 i n . The technical challenge in this approach is that unfortunately, we cannot precisely estimate the number of in-neighbors for this step, and therefore we will extend this approach to the case when the number of in-
To deal with this case, we will first require the frequency rate to be D 2 i n , then D 2 i+1 n , until we obtain the frequency rate
; this is what we will do in a given interval of length 2 log log D∆ n . The intuitive description above could fit well a randomized algorithm, but to design such a scheme deterministically, we need to use probabilistic arguments. Intuitively, when we say that in a given time step a node should transmit with frequency rate F , then we will make this node transmitting with probability F , and being silent with the remaining probability 1 − F . In order to make this deterministic, we will define a transmission matrix for every node. The existence of the set of transmission matrices that will ensure that it will work as needed for all nodes and for all networks is obtained in a probabilistic (non-constructive) manner. That is, for any entry in transmission matrices, if the relevant node should maintain transmission frequency rate F , then we will randomly let the node to transmit with probability F . Then, we will prove that with strictly positive probability the transmission matrices defined probabilistically in such way will work as required, proving the existence of at least one set of transmission matrices that will behave as required for all nodes and for all networks.
Using the framework that we outlined above, we can formally prove our key technical result that if an anticipating node has ≤ n D in-neighbors, then it will become active (will receive the message) after O( n D log D) time steps (though in fact we will prove a weaker bound, which is sufficient for our analysis, that this will take O( n D log D log log D∆ n ) time steps, see Corollary 27); if an anticipating node has > n D inneighbors, then we can ensure that it will become active after O( log D log log D∆ n ) time steps (cf. Lemma 28). By combining these two results, we will be able to conclude that our algorithm completes broadcasting in O(n log D log log D∆ n ) time steps (cf. Theorem 29).
Comparison to previous approaches. Our approach can be seen as a non-trivial combination of two approaches used earlier: one is to use selectors (see, e.g., [6, 7, 8, 13] ) and another is to use transmission pattern for individual nodes (cf. [9] ). The key aspect leading to our improvement is a better choice of the parameters in the broadcast protocols, tighter analysis of the transmission schedule from [9] , and making the algorithm more flexible, being able adjust better to the parameters of the broadcast. Another important development is the definition of cores, which allows us to combine groups of circumstances which behave in the same way under the algorithm, and thereby reduce the number of possibilities we require our transmission schedule to account for.
Preliminaries
In our presentation we will omit floor and ceiling functions for ease of notation since they do not affect our asymptotic results (similarly, one could assume, without loss of generality, that n, D, ∆ are powers of 2). All logarithms will be base 2. Moreover, each time we write an expression of the type log x, we mean max{ log 2 x , 1}; this is to avoid the case x ≤ 1, when we want "log x" to be equal to O(1) rather than 0.
For any natural number k, we define [k] = {1, 2, . . . , k}, and 2 [k] to be the set of all subsets of [k].
Selectors
We begin with a brief discussion about selectors, whose importance in the context of broadcasting protocols has been first observed by Chrobak et al. [6] .
Definition 1 An (n, 2 k )-selector is a family S ⊆ 2 [n] with the property that, for any disjoint X, Y ⊆ [n] with 2 k−1 ≤ |X| ≤ 2 k and |Y | ≤ 2 k , there exists a set H ∈ S with |H ∩ X| = 1 and |H ∩ Y | = 0.
Clementi et al. [7] used probabilistic arguments to prove the existence of selectors of small size.
Lemma 2 ([7])
There exists an (n, 2 k )-selector of size s k = C2 k log n 2 k , for some constant C.
In our paper, we will use a natural extension of selectors to cover all sets up to a given size.
Definition 3 For any k, let S k be an (n, 2 k )-selector. An (n, 2 m )-complete selector is the concatenation of selectors S 0 , S 1 , S 2 , . . . , S m in that order.
Using Lemma 2, we can prove the following claim about complete selectors.
Lemma 4 There exists an (n, 2 m )-complete selector of size L m = C2 m+2 log n 2 m , for some constant C.
Proof. The length of a complete selector is the sum of the lengths of its component selectors. Therefore, by Lemma 2, there exists an (n, 2 m )-complete selector of length
Transmission pattern for anticipating nodes with large in-degrees
The central part of our analysis is a broadcast protocol dealing with the nodes with in-degree greater than n D . As described in Introduction, our focus here is on the analysis of anticipating nodes with large indegree which are awaiting for the first successful transmission from an in-neighbor. Since no node knows its in-degree and its in-neighbors, the algorithm ensuring that the anticipating node will receive the message promptly will have to consider all possible scenarios. Therefore, we will consider all possible scenarios of large sets of in-neighbors, where each neighbor can become active at any possible time step. To facilitate this, we will consider any possible sets of nodes, of size between n D and ∆, and any possible moment for such nodes to become active. For any such combination, we will define an insertion matrix to model the process. Next, on the basis of the insertion matrix, we will define a transmission matrix which will tell every node whether it should transmit at any time step, or not. We will show, using probabilistic arguments, that there exists at least one good transmission matrix which for any possible configuration ensures that, as we mentioned in Introduction, if any anticipating node has > n D in-neighbors, then it will become active after O( log D log log D∆ n ) time steps. We will set b = 8cn log D log log D∆ n to be the maximum time step to be considered by the algorithm, where c is a constant to be determined later. (We will ensure that broadcasting will complete not later than in time step b − 1.) We will divide the time interval [0, b) into 4D blocks of length B = 2c n D log D log log D∆ n , i.e., block k is the time interval [kB, (k + 1)B) for k ∈ [0, 4D). We will also use a parameter a = log D∆ n , which will be the number of possible frequency rates to be considered by the algorithm.
Insertion sets
We will want to consider an arbitrary anticipating node and we will analyze the time slots when its inneighbors become informed. Notice that since the node does not know its in-neighbors, nor we do not know when its in-neighbors will become informed, we have to consider all possible patters describing this scenario. This setting will be formally described by insertions sets. Here x will represent a node (an in-neighbor of the anticipating node under consideration) and k(x) the index of the block in which the node x was informed, that is, if x is informed in time-step j, then: k(x) = j B . k(x) will sometimes be denoted as simply k, when x is understood from the context. In the definition above, we will bound q ≤ ∆, since as described earlier, any insertion set will correspond only to the in-neighbors of a single node, and we know that any node has at most ∆ in-neighbors.
Frequency rates and transmission matrix
Nodes will transmit with decreasing frequency rates over time. To decide whether or not it will transmit in a particular time-step, a node will refer the entry in a transmission matrix (defined later) for which the column corresponds to the current time-step, and the row corresponds to the node's frequency rate (which is dependent upon the time since it was informed). The entries of the matrix will be subsets of [n], and node x will transmit if it knows the message, and the relevant matrix entry contains x.
The row a node will refer to is determined as follows: define r(1) = 0 and r(m) = log m − 1 for all m, 2 ≤ m < 2 a = D∆ n . With this definition, we can now describe the protocol for any node x. When a node x is informed, in block k(x), for the remainder of that block it does nothing. Then, during block k(x) + m, it will decide whether to transmit by referring to row r(m) in the transmission matrix. After block k(x) + D∆ n , it ceases transmission entirely. We define µ(x) to be the time-step beginning the first block after x is informed, i.e., µ(x) = (k(x)+1)B. We will denote the row a particular node x refers to in time-step j by row(x, j), that is
Definition 6 (Insertion matrix) For a given insertion set I, the insertion matrix of I, denoted I, is an a × b matrix, whose entries are subsets of [n] determined by
The insertion matrix is introduced to keep track of the rows of all of the nodes in the particular insertion set, in every time-step. Each node follows the same-shaped pattern through the matrix, remaining at row i for 2 i blocks (i.e., for 2 i B = 2 i+1 c n D log D log log D∆ n time-steps) before dropping to the next (with the exception of row 0, where it remains for 2 blocks).
Lemma 7
For any 1 ≤ s ≤ a−1, the value of row(x, j) reaches s for the first time at time-step µ(x)+2 s B.
Proof. Beginning at µ(x), x spends 2B time steps at row 0, and then 2 i B time at row i for 1 ≤ i ≤ s − 1. This sums to
The following fact is obvious from the definition of insertion matrix:
Fact 1 For any given insertion set I, for any time steps j and j within the same block, and for any i, 0 ≤ i ≤ a − 1, it holds that I i,j = I i,j . Phases and 0-column. In addition to grouping into blocks, columns of the insertion matrix are grouped further into phases, each phase of length 2 log log D∆ n . Let ρ(j) = j mod 2 log log D∆ n . The first column of a phase, i.e., a column j with ρ(j) = 0, will be called a 0-column.
With that, we can describe our intention regarding the transmission pattern of any node. We will informally attempt to ensure that at any time step j, if a given active node is in row i, then it will have the transmission frequency rate equal to D n2 i+ρ(j) .
Properties of insertion sets
We begin with the definition of the start and the end time of an insertion set. Finally, denote I β = |I(β(I))|.
The start and end times enclose the period of time which is actually relevant in consideration of the insertion set; in our analysis we will be looking at insertion sets corresponding to in-neighbourhoods of particular anticipating nodes, and the end time marks the point at which that particular node must have been informed (which will be shown later). Because of this, we only care about the nodes in I(β(I)), which are actually active during this time, so I β is the size of the important part of the insertion set.
Since our focus is on anticipating nodes with large in-degree, we have the following definition.
Definition 9 (Good insertion set) We will call an insertion set good if
For any insertion set I and for any α(I) ≤ j ≤ β(I) − 1, we have the following facts: Proof. The value row(x, j ) is defined for any time-step j in blocks k(x) + 1 to k(x) + D∆ n , so it suffices to show that j is within this interval. Since j ≥ µ(x), j's block is at least k(x) + 1, and since
by definition of β(I), j's block is at most k(x) + D∆ n as required. Corollary 11 For any insertion set I and for any j, α(I) ≤ j ≤ β(I) − 1, it holds that
Proof. By Lemma 10, every element of I(j) is precisely one set I i,j , and therefore,
Lemma 12 Let I be a good insertion set, let α(I) + B ≤ j < β(I), and let s = max{0 ≤ i ≤ a − 1 : I i,j = ∅}. Then, 2 s ≤ |I(j)| n D . Proof. If s = 0, then the claim follows trivially from the assumption that I is good. Otherwise, let x ∈ I(j) be such that row(x, j) = s. Then, by Lemma 7, we obtain the following:
Furthermore, since j < β(I),
from the definition of β(I), which gives:
and so 2 s < |I(j)| n D + 1, i.e., 2 s ≤ |I(j)| n D . Since, as mentioned, we omit floor and ceiling functions for ease of notation since they do not affect our asymptotic results, we reach the form stated.
Transmission load and its properties
We now define the transmission load of a column of the insertion matrix. (Let us reminder the reader that we defined ρ(j) = j mod 2 log log D∆ n .)
Definition 13 (Transmission load)
The transmission load of a column j, denoted by f (j), is defined to be:
Intuitively, transmission load is a deterministic analogue of the expected number of nodes transmitting in our given insertion set and time step (assuming that a node in row i at time j has frequency rate D n2 i+ρ(j) ). We wish to bound transmission load for our insertion sets by constants, both from above and from below, in order to then obtain bounds on the probability that a randomly generated matrix hits the insertion sets.
Lemma 14
Let I be a good insertion set and let j be a 0-column with α(I)+B ≤ j < β(I) and |I(j)| ≥ n D . Then, f (j) ≥ 1.
Proof. Again, let s = max{0 ≤ i ≤ a − 1 : I i,j = ∅}. Then, we can bound f (j) as follows:
where in the first equality we use the fact that all |I i,j | with i > s are 0, in the last identity we use Corollary 11, and the last inequality follows from Lemma 12.
We are especially interested in 0-columns j for which f (j) is small. This is because for such 0-columns, we have a good approximation of the sum of frequency rates of the participating nodes, and with this we can use probabilistic method to design a deterministic protocol that will ensure that in one time step a single participating node will transmit. To facilitate this intuition, for any good insertion set I, let us define
The following lower bound for the size F I for any good insertion set is central for our analysis.
Lemma 15 For any good insertion set I, the following inequality holds:
Proof. For any insertion (x, k) with x ∈ I(β(I)) and for any 1 ≤ i ≤ a − 1, x appears in at most 2 i B sets I i,j with α(I) + B ≤ j ≤ β(I) − 1. It therefore appears in at most 2 i c n D log D 0-columns in the same interval. Denote Z = {j : α(I) ≤ j ≤ β(I) − 1 and ρ(j) = 0}. Then,
For i = 0, any x appears in at most 2c n D log D 0-columns, so j∈Z |I 0,j | ≤ I β 2c n D log D.
where the last inequality follows from Lemma 12.
Observe that
Therefore,
where the last inequality uses the definition of β(I).
Lemma 15 refers to 0-columns and we now extend it to arbitrary columns for a significantly smaller range of f (j), which allows to very well predict the transmission frequency. For a good insertion set I, let
Lemma 16 For any good insertion set I, the following inequality holds: |F I | ≥ 1 2 cI β log n.
Proof. For any j ∈ F I , let j = j + log f (j). Then, since j < j + log(2 log(2I β n D )) < j + 2 log log Dδ n , j is in the same phase as j. Hence,
(The range of between 1 and 2 given in the definition stems from the fact that we are omitting floor functions and j may not actually be an integer). This mapping of j to j is an injection from F I to F I , and therefore |F I | ≥ |F I | ≥ 1 2 cI β log n.
Randomly chosen transmission matrix
Now that we have good bounds on transmission load for a large number of columns (Lemmas 15 and 16), we can begin the proof of existence of a suitable transmission matrix. (I i,j ∩ T i,j )| = 1 .
We will now define a transmission matrix T at random, using the following process: for any x ∈ [n] and any T i,j , x is placed in T i,j with probability D n2 i+ρ(j) , independently of all other decisions.
Lemma 18
The probability of an arbitrary column j of T hitting I is at least f (j)3 −f (j) .
Proof. Let A(i, j) be the event that |I i,j ∩ T i,j | = 1 and let B(i, j) be the event that for all i , with 0 ≤ i ≤ a − 1 and i = i, it holds that |I i ,j ∩ T i ,j | = 0. We observe that column j hits I if and only if B(i, j) ) .
The probabilities of events A and B are given by:
Since A(i, j) and B(i, j) are independent,
Since for any fixed j, the events A(i, j) ∩ B(i, j) are mutually exclusive, we have the following,
Transmission schedule
We will now show how the randomly selected transmission matrix T , as described in Section 3.5, can be used to obtain a transmission schedule with properties required by our protocol.
Definition 19 (Transmission schedule) An a×b matrix T is said to be an (n, D, ∆)-transmission schedule if for any good insertion set I, T has a column j < β(I) that hits I.
Since we are only concerned with how insertion sets I behave in the time period [α(I), β(I)), we make the following definition.
Definition 20 (Core) The core c(I) of an insertion set I is {(x, k(x)) ∈ I : µ(x) < β(I)}.
Lemma 21
The core c(I) of a good insertion set I is of size greater than n D .
Proof. Since by definition, β(I) − α(I) > B, we can conclude that |c(I)| ≥ |I(β(I) − 1)| ≥ |I(α(I) + B)| > n D by assumption that I is good.
Our next lemma upper bounds the number of possible cores of good insertion sets of a given size.
Lemma 22
The number of possible size-q cores of good insertion sets is at most 2 2q log D .
Proof. In constructing a possible core, we first choose an element (x , k ) which will have minimal k within the core. There are nD possible choices for the pair. By definition of β(I), all other elements (x, k(x)) in the core must satisfy k ≤ k(x) ≤ k + qD n . There are therefore (n − 1)( qD n + 1) choices for any such element, and so no more than (n−1)( qD n +1) q−1 for all q − 1 remaining elements of the core. The total number of possible cores is thus no greater than:
With Lemma 22, we are ready to prove our central technical result.
Theorem 23 For sufficiently large n, y, ∆, there exists an (n, D, ∆)-transmission schedule.
Proof. Let T be constructed at random, as described in Section 3.5, with Pr[x ∈ T i,j ] = D n2 i+ρ(j) independently for all x ∈ [n]. Let I be any good insertion set I, and let E(I) be the event that "T has no column j < β(I) that hits I." By Lemma 18,
where the last inequality follows from Lemma 16. Let E be the event that "there exists good insertion set I which is not hit by T before β(I)." Since insertion sets with the same core behave in the same way until their end times β(I), we need only consider cores. By Lemma 22, the number of cores of size q is at most 2 2q log D . Therefore, by the union bound,
This means that with positive probability T is an (n, D, ∆)-transmission schedule, which implies that such schedules must exist.
Broadcasting algorithm
The idea of the algorithm is that we intersperse a selector-based part (that is designed to process the nodes with in-degree at most n D ) from Section 2.1 and a transmission schedule-based part (that is designed to process the nodes with larger in-degree) from Section 3, alternating between steps of each. In analysing the running time, we will only consider one of the two parts at a time. We note that, while focusing on a particular interval of one part, progress made in the other can only aid our end goal, i.e., the worst case is that no node is informed during the interspersed steps.
Let T be an (n, D, ∆)-transmission schedule and let S = (S 0 , S 1 , . . . , S L n D −1 ) be an (n, n D )-complete selector. (Recall that L m is defined in Lemma 4 as L m = C2 m+2 log n 2 m for some constant C.)
For consistency with previous sections, when we refer to time-steps in the analysis of this algorithm we will mean the value j, i.e., each step will actually be a pair of time-step 2j and 2j + 1.
Analysis
To begin the analysis, fix some arbitrary node v and let P be a shortest path from the source to v. Number the nodes in this path consecutively, numbering the source 0 and v some number(v) ≤ D. Classify all other nodes into layers dependent upon the furthest node along the path P to which they are an in-neighbour (some nodes may not be an in-neighbour to any node in P ; these can be discounted from the analysis). That is, layer = {u ∈ V : max x∈P, u in-neighbour to x number(x) = } for ∈ [D]. We separately define layer D + 1 to be {v}. At any time step, we call a layer leading if it is the foremost layer containing an informed node, and our goal is to progress through the network until the final layer is leading, i.e., v has been informed. The use of layers allows us to restrict the set of nodes in which we need to be interested in: if we focus on the path node whose in-neighbourhood contains the leading layer, we cannot have interference from earlier layers since they contain no in-neighbours of this path node, and we cannot have interference from later layers since they are not yet informed.
Lemma 24 If layer is leading, then after application of an (n, 2 m )-complete selector it will either contain more than 2 m informed nodes, or it will no longer be leading.
Proof. We will prove by induction on k that, after the (n, 2 k )-selector phase of the complete selector, either the layer contains more than 2 k informed nodes, or the next layer has been informed (specifically, the node in the path P to which all of the nodes in the current layer are in-neighbours). The j = 0 base case follows since either the layer already contained more than one informed node, or at least one node became active during the application of the (n, 1)-selector, or the selector successfully informed the path node. For the inductive step, at the start of application of the (n, 2 k )-selector, we can assume by the inductive assumption that either the next layer has been informed (in which case we are done), or there are more than 2 k−1 active nodes in the layer. Then, as in the base case, either there are already more than 2 k active nodes, or more than 2 k−1 nodes become active during the application of the selector, or the selector successfully informs the path node in the next layer. Therefore the claim holds for all 0 ≤ k ≤ m by induction.
Corollary 25 If the leading layer is of size s, with s ≤ 2 k , then after application of an (n, 2 k )-complete selector it will no longer be leading.
Proof. By Lemma 24 the layer must either contain more than 2 k informed nodes, or no longer be leading. But the former case is impossible since the layer is of size no more than 2 k , so the latter must be true.
For a layer , let I be the insertion set given by
is the number of the block in which x is informed} Note also that since we have not yet proven that the algorithm correctly performs broadcast, we must allow the possibility k(x) = ∞.
Lemma 26 If layer becomes leading at time-step t, then at time-step t + B either it is no longer leading or layer + 1 contains more than n D informed nodes.
Proof. An (n, n D )-selector will be performed in full within
time-steps. Hence, the claim follows by Lemma 24.
Corollary 27 If layer − 1 becomes leading at time-step t and the size of layer is smaller than or equal to n D , then at time-step t + B it is no longer leading.
Lemma 28 If layer becomes leading at time-step t and | | > n D , then at time-step t+6c| | log D log log D∆ n it is no longer leading.
Proof. By Lemma 26, at time-step t + B < α(I ) + B, is either no longer leading (in which case we are done), or it contains more than n D informed nodes, in which case |I (α(I ) + B)| > n D , so I is good. Then, by definition of an (n, D, ∆)-transmission matrix, T has a column j < β(I ) which hits I . This means that ceases to be leading before time-step β(I ) ≤ α(I) + 2c|I β | log D log log D∆ n + B ≤ t + 2c| | log D log log D∆ n + 2B
≤ t + (| | + 2 n D )2c log D log log D∆ n < t + 6c| | log D log log D∆ n .
Theorem 29 Algorithm 1 completes broadcast within b = 8cn log D log log D∆ n time-steps.
Proof. Let L be the set of layers (note that |L| ≤ D, and ∈L | | ≤ n), and let t be the number of time-periods between layer becoming the leading layer and ceasing to be leading. The total time for the message to reach v is:
D∆ n ≤ DB + 6cn log D log log D∆ n = 8cn log D log log D∆ n .
Conclusions
The task of deterministic broadcasting in radio networks is a longstanding and fundamental problem in the model. Our result for deterministic broadcasting in radio networks combines and refines elements from several of the previous works on the problem, along with some new techniques, and, in doing so, makes a significant improvement to the best known running time. Our O(n log D log log D∆ n ) is almost optimal, coming within a log-logarithmic factor of the O(n log D) lower bound. Apart from the obvious task of closing this gap, there are several other open questions regarding deterministic broadcasting in radio networks. Firstly, the lower bound for undirected networks is weaker than that for directed networks [14] , and so one avenue of research would be to find at least an O(n log D) lower bound in undirected networks. Secondly, the algorithm given here, along with almost all previous work, is non-explicit, and therefore it remains an important challenge to develop explicit algorithms that can come close to the upper bound. The best constructive algorithm known to date is by Indyk [12] , but it is a long way from optimality.
There are some variants of the problem which are also interesting; it is unknown whether the capacity for collision detection improves optimal running time, as it does for randomized algorithms [11] . Collision detection does remove the requirement of spontaneous transmissions for the use of the O(n) algorithm of [3] , but a synchronized global clock would still be required. Another variant is that of large node labels, where we assume the range of labels is not linear in n but is instead some higher polynomial. The best running time in this case is O(n log 2 n) [6] .
