Spin rotation by resonant electric field in few-level quantum dots:
  Floquet dynamics and tunneling by Khomitsky, D. V. et al.
ar
X
iv
:1
91
2.
09
05
4v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
30
 Ju
l 2
02
0
Spin rotation by resonant electric field in few-level quantum dots: Floquet dynamics
and tunneling
D.V. Khomitsky,1, ∗ E.A. Lavrukhina,1 and E.Ya. Sherman2, 3
1Department of Physics, National Research Lobachevsky State University of Nizhni Novgorod,
603950 Gagarin Avenue 23, Nizhny Novgorod, Russian Federation
2Department of Physical Chemistry, The University of the Basque Country, 48080 Bilbao, Spain
3IKERBASQUE Basque Foundation for Science, Bilbao, Spain
(Dated: July 31, 2020)
We study electric dipole spin resonance caused by sub-terahertz (THz) radiation in a multilevel
finite-size quantum dot formed in a nanowire focusing on the range of driving electric fields ampli-
tudes where a strong interplay between the Rabi spin oscillations and tunneling from the dot to
continuum states can occur. A strong effect of the tunneling on the spin evolution in this regime
occurs due to formation of mixed spin states. As a result, the tunneling strongly limits possible
spin manipulations time. We demonstrate a backaction of the spin dynamics on the tunneling and
position of the electron. The analysis of the efficiency of the spin manipulation in terms of the
system energy shows that tunneling decreases this efficiency. Fourier spectra of the time-dependent
expectation value of the electron position show a strong effect of the spin-orbit coupling on their
low-frequency components. This results can be applied to operational properties of spin-based
nanodevices and extending the range of possible spin resonance frequencies to the THz domain.
I. INTRODUCTION
Implementation of electron spins in nanoscale semicon-
ductors such as quantum dots and other heterostructures
as scalable hardware elements for quantum information
processing [1, 2] requires tools for fast and efficient spin
manipulation in these systems. A preferable way of such
manipulations is related to application by electric rather
than by magnetic fields since well-controllable electric
field can be produced on demand by modern nanoscale
electrical engineering tools. The venue for such a manip-
ulation is offered either by the natural or by engineered
presence of spin-orbit coupling (SOC) in these semicon-
ductor structures, leading to the electric dipole spin res-
onance (EDSR) [3–6], and making it an efficient tool of
manipulation of electron spins in solids. This ability to
manipulate spin by electric field appears, in general, due
to the fact that spin precession is related to the electron
displacement caused by application of external electric
field [7].
There are three basic systems where the electric dipole
spin resonance can be observed [8]. First realization is
given by itinerant electrons in bulk crystals [3–6], surfaces
[9] with spin-orbit coupling [10], and in artificial semicon-
ductor structures such as heterojunctions and quantum
wells [11] and superlattices [12]. Second realization, the-
oretically analyzed in Refs. [13–23] and experimentally
realized for electrons [24] and holes [25], is related to car-
riers in single and double semiconductor quantum dots
(a similar approach can be applied for carriers in carbon
nanotubes [26]). Due to a strong confinement by external
potential, here the spectrum of carriers is discrete, and
the carrier always remains in the dot, either two- [24] or
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one-dimensional [27], even when a strong electric field is
applied. Third realization occurs for potentials vanish-
ing at large distances with the examples being: electrons
(holes) on donors (acceptors) [28–31], in finite-range po-
tential produced by various charged gates [32–36], and in
surface-based self-assembled quantum dots [37–39].
An important example of spin manipulation in system
with the confining potential vanishing at large distances
is given by gate-defined quantum dots- [40] and P donors
in Si [41], where the hyperfine coupling to donor nuclear
spins results in experimentally achieved possibilities of
spin qubit manipulations [42–46]. In a spin ensemble of
these donors, the coherent Rabi dynamics has been ob-
served [47]. However, the effect of SOC in these systems
is weaker than that achievable in other nanostructures
such as InSb quantum wires and dots and other materials
with large tunable SOC. Since the large SOC generally
leads to faster spin flip and shorter operating times, these
semiconductor structures are of interest for the applica-
tions, and will be considered here in detail.
This third realization is of our interest here since low-
frequency electric fields can ionize the electron states by
tunneling and, thus, cause additional nontrivial spin dy-
namics resulting from the spatial spread of the electron
wavefunction. For example, even for the inter-minima
tunneling in a double quantum dot at relatively short
distances the coupled spin and spatial dynamics may
cause strong nonlinearities in the spin precession Rabi
frequency dependence on the driving field amplitude [16].
Thus, we are interested in Floquet dynamics in a tun-
neling system, where a combination of two long time
scales becomes important. The first long time scale is
the time of spin flip driven by electric field, inversely pro-
portional to the field amplitude. The second one is the
tunneling time due to driving by electric field produc-
ing coupling of localized stats to the continuum, being
strongly, approximately exponentially, dependent on the
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FIG. 1. Schematic presentation of a structure including a
gated nanowire on a doped bulk substrate.
inverse field amplitude. If both these times are of the
same order of magnitude, the coupled spin and charge
density dynamics, studied in this paper, becomes highly
nontrivial. In a multilevel quantum dot the tunneling is
a well-defined semiclassical process, in contrast to that in
shallow quantum dots [48]. As a result of a stronger con-
finement, the amplitude of the electric field required to
operate a spin flip is considerably larger and, therefore,
the involvement of the continuum states is qualitatively
different.
A relevant issue here is the range of the frequencies
required for the spin resonance. The major part of ex-
perimental setups produces frequencies within the tens
GHz-range. However, fast and decoherence-robust spin
manipulation may require higher, sub-THz frequencies.
The reason for this request is due to the fact that the pos-
sible spin Rabi frequencies decrease with the decrease in
the Zeeman splitting, and, therefore will require stronger
driving fields. Combination of progress in development
of THz sources [49–51] and demand for high driving fre-
quencies for the EDSR in two-dimensional systems [52]
and for fast spin manipulation in conventional nanos-
tructures will make these techniques applicable in spin-
manipulation technologies.
An interesting aspect of this dynamics is that usu-
ally the EDSR assumes a pure spin state, defined on the
Bloch sphere, where the spin rotation occurs with a minor
change in the electron orbital state. However, in the pres-
ence of spin-orbit coupling the spin states become mixed.
This circumstance strongly modifies the entire spin evo-
lution. For applications, the efficiency of the spin-flip
process, that is the ratio of the Zeeman energy to the to-
tal energy acquired by electron as a result of the electric
field action, is of interest. We will demonstrate how the
efficiency depends on the system parameters. Moreover,
the spin-orbit coupling causes a feedback of the spin dy-
namics on the tunneling efficiency and resulting electron
position. Even at a relatively weak spin-orbit coupling
this effect can be strong, as we will demonstrate below.
This paper is organized as follows. In Sec. II we in-
troduce the Hamiltonian of our system and discuss time-
independent and periodic contributions to the electron
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FIG. 2. Schematic illustration of combined tunneling and
spin precession caused by a periodic external field. Arrows in
the circles located at the points of tunneling-induced escape
show that dependent on the direction of the tunneling, spin
precesses in opposite directions.
energy. In Sec. III we describe the computational model
of electron states and their dynamics and provide the
specific system parameters. In Sec. IV the main results
are presented: spin dynamics, structure of the electron
wavefunction, time dependencies of mean energy and ef-
ficiency of spin flip, localization probabilities, coordinate
evolution, and its Fourier power spectra. Finally, in Sec.
V we give our conclusions and make relation to the design
of devices using the effects described in the paper.
II. HAMILTONIAN AND OBSERVABLES
We consider a narrow nanowire, elongated along the
x− axis located on the top of a doped substrate, as
schematically presented in Fig. 1. Assuming that
the transversal modes are not excited, we characterize
the electron motion by a two-component wave function
ψ(x, t) = [ψ1(x, t), ψ2(x, t)]
T, where T stands for the
transposition, and use the effective mass approximation
Hamiltonian with:
H(t) =
h¯2k2
2m
+ V (x, t) +
∆
2
σz + ασyk. (1)
Here m is the electron effective mass, and k = −i∂/∂x is
the wave vector operator. The time-dependent potential
is the sum of the static confinement potential U(x), as
can be produced by electrostatic gate shown schemati-
cally by a rectangle above the nanowire in Fig. 1, and
external driving giving
V (x, t) = U(x) + Fx sinωdt, (2)
where F ≡ eE0, e is the fundamental charge and E0
is the field amplitude. The Rashba SOC HR = ασyk
while, more complicated forms of spin-orbit coupling can
3be found in Refs. [53–56]. The constant magnetic field
B = (0, 0, B) produces the Zeeman term in the Hamil-
tonian. Here the Zeeman splitting |∆| = µB|gB|, where
µB is the Bohr magneton, and g is the Lande´-factor.
The spin-split Zeeman partners participate in the spin
resonance driven by the external periodic electric field in
(2). The reason for this participation is that due to the
presence of SOC the eigenstates of (1) at F = 0 always
contain both spin components. Therefore, spin-flip tran-
sitions still be caused by the electric field described with
the position operator, producing the EDSR. In this case,
the well-defined spin Rabi oscillations occur if one ne-
glects the tunneling effects, that is coupling to the other
orbital and continuum states. The dynamical interac-
tion between discrete and continuum states during the
evolution driven by periodic electric field causes nontriv-
ial effects to be discussed in the following Sections. One
of the effects is illustrated schematically in Fig. 2: in the
presence of SOC the direction of spin precession is differ-
ent, depending on the direction of the tunneling escape,
making a controlled spin flip rather challenging task es-
pecially if the tunneling is triggered by the alternating
field responsible for the spin evolution.
To describe the evolution we solve the nonstationary
Schro¨dinger equation
ih¯∂tψ(x, t) = H(t)ψ(x, t), (3)
where ∂t ≡ ∂/∂t, and calculate expectation values for
experimentally measurable observables O as:
〈O(t)〉 =
∫ ∞
−∞
ψ†(x, t)Oψ(x, t)dx. (4)
The observables will be specified later in the text.
III. MODEL AND NUMERICAL APPROACH
A. Basis states and model of the dynamics
We choose the static potential U(x) =
−U0/ cosh2(x/d), assuming that it is deep such
that the parameter ξ ≡ U0md2/h¯2 ≫ 1. Although the
exact bound states for this potential are well-known
analytically [60] in terms of the Legendre functions, it
is practical to consider simple approximations based on
the expansion at x ≪ d as U(x) = −U0
(
1− x2/d2) .
As a result, the lowest bound states can be described
in terms of a harmonic oscillator with the energy
interval h¯ωho = U0/
√
ξ/2≪ U0 and the Gaussian width
d/(2ξ)1/4 ≪ d. The numerically accurate eigenenergies
E
(0)
n and basis states of the Hamiltonian h¯
2k2/2m+U(x)
are found by expansion in the basis of periodic functions
sin(x/λn + δn) where λn = 2L/(pin) and δn = pin/2,
n = 1, 2, . . . satisfying zero boundary conditions at
x = ±L, where 2L is a large wire length.
Then, we numerically produce basis of two-component
eigenstates φn(x) of the spinful Hamiltonian
H0 =
h¯2k2
2m
+ U(x) +
∆
2
σz + ασyk (5)
with the spin-split eigenenergies En such as H0φn(x) =
Enφn(x). As a result, the evolution of wave function is
presented as
ψ(x, t) =
∑
n
cn(t)e
−iEnt/h¯φn(x). (6)
Thus, the problem is reduced to obtaining full set of co-
efficients cn(t) by numerical solution of a large system
of linear differential equations, as will be presented be-
low with some computations details given in Ref. [48].
Here we choose the interval 2L = 320d and take 4000 ba-
sis states φn(x). The initial state is chosen as ψ(x, 0) =
φ1(x), that is the ground state of H0, where for the re-
alistic parameters one has 〈σz(0)〉 ≈ 1.
B. System parameters
In the following analysis we consider a gate-formed
quantum dot based on InSb quantum wire, see Fig. 1.
For this material m = 0.0136 of a free electron mass [57]
and g = −50.6. The magnitude of SOC α in InSb can be
tuned by the gate voltage up to 100 meVnm [58, 59].
For the quantum dot parameters we accept U0 =
27 meV and d = 50 nm with five discrete quantum
dot levels E
(0)
1 , . . . , E
(0)
5 being formed [60] with ω0 =
(E
(0)
2 − E(0)1 )/h¯ = 13.43 ps−1, and the associated period
T0 = 2pi/ω0 = 0.468 ps gives the natural time scale for
the evolution. We consider the magnetic field B = 0.447
T, providing the Zeeman splitting of the ground state
corresponding to the resonant driving frequency (includ-
ing the contribution of spin-orbit coupling) ωd = 2 ps
−1
(0.32 THz), giving the ratio to the fundamental frequency
ωd/ω0 = 0.149. Such Zeeman splitting requires a sub-
THz-range driving hardware, as it has been discussed in
the Introduction. The advantages of this large splitting
come from the following circumstances: it is known that
smaller Zeeman splitting gives smaller values of spin-flip
matrix elements of the nonstationary part in (2) [48],
which results in a higher driving field amplitude F re-
quired to operate the spin flip in a desired time. As
a result, the leakage to the continuum will be strongly
enhanced, as we show below. Thus, the larger driving
frequencies may provide the desired spin flip time with
lower operating field which fosters the applicability of the
proposed mechanism.
We consider the effect of a relatively weak SOC α = 5
meVnm and a relatively strong α = 25 meVnm for vari-
ous driving amplitudes. Taking into account the material
parameters for spin-obit coupling produced by external
electric field in InSb [61], we obtain that the effective two-
dimensional donor dopant layer concentration, as shown
4in Fig. 1, corresponding to this spin-orbit coupling, is in
the range of 1011−1012 cm−2. Since the nonuniform static
electric field forming the quantum dot has a z− compo-
nent, it can contribute to the Rashba coupling. Tak-
ing into account that this field component cannot exceed
∼ U0/ed, and using the corresponding material param-
eter [61], we obtain that this contribution to the SOC
coupling is less than 2.5 meVnm, considerably smaller
than the accepted values for InSb nanowire.
Now we discuss the effect of the Dresselhaus SOC, typ-
ical for III-V semiconductors. The corresponding Hamil-
tonian has the formHD = αD (κσ), where αD is the cou-
pling constant and κx = kx
(
k2y − k2z
)
, with other com-
ponents obtained by cyclic permutation. This κ− depen-
dence makes the Dresselhaus SOC in nanowires strongly
dependent on their shape and orientation. For exam-
ple, for the wire grown along the crystallographic x-axis,
we obtain H
[x]
D = αDkx
(〈k2y〉 − 〈k2z〉), where 〈k2i 〉 is the
shape-dependent expectation value of the corresponding
operator [62, 63]. As a result, this coupling can be made
zero for the highly symmetric wires of the appropriate
cross-section. For this growth direction, the Dresselhaus
coupling is similar to the Rashba coupling in Eq. (5).
For the wires grown along the y or z-axis, it will modify
only the direction of the SOC field without considerable
changes in the spin dynamics. Taking into account the
estimate αD ≈ 0.76 eVnm3 [61] we obtain for typical val-
ues
(〈k2y〉 − 〈k2z〉) ∼ 10−2 nm−2 the coupling of the order
of 10 meVnm, not considerably modifying the parameters
of the driving fields of interest for the present work.
IV. SPIN DYNAMICS AND FEEDBACK ON
THE TUNNELING AND POSITION
A. Time dependence of spin: the role of the
tunneling
In Fig. 3 we show the time dependence of 〈σz(t)〉 cor-
responding to Eq. (4) with O = σz giving
〈σz(t)〉 =
∑
n1,n2
c∗n1(t)cn2(t)e
−i(En2−En1)t/h¯〈φn1 |σz |φn2〉.
(7)
Here and below the time is measured in the units of T0,
and we track the evolution on calculation time scales of
about 650T0 for small SOC and 200T0 for large SOC.
These ranges are determined by the spin flip process
which needs to be well-developed. As a result, one can
obtain from the spin dynamics the characteristic spin
evolution time. One can see that a sizable decrease in
this time can be observed for moderate increase of F from
0.16 to 0.2 meV/nm which is in the framework of usual
Rabi frequency dependence on the driving field ampli-
tude. When the field grows further, the electron escapes
the quantum dot quickly, before well-established Rabi
spin oscillations are developed. This effect is stronger at
lower values of SOC α = 5 meVnm. One can see also that
at the fields F ≥ 0.2 meV/nm the Rabi oscillations are
accompanied by visible damping. We attribute this ef-
fect to the interactions between localized and continuum
states which is enhanced at higher driving fields. The
continuum states form a dense set of levels with alter-
nating spin projections due to the Zeeman splitting [48].
Transitions to these states driven by external electric field
lead to the wavefunction consisting of spin-up and spin-
down states, and their relative contributions to the total
norm have a tendency to equalize when the electron is
pushed into the continuum.
To understand the interplay of tunneling and spin flip
we first evaluate the upper limit for the semiclassical tun-
neling rate wtun in the model triangular potential Fx
neglecting tunneling from the excited states as [64]:
ln
ω0
wtun
<
4
√
2
3
ξ1/2
U0
Fd
. (8)
Equation (8) gives the upper estimate of the quantity
since the real tunneling barrier is lower and more narrow
than the triangular one. Although this equation shows
that the tunneling probability rapidly increases at Fd
being a sizable fraction of U0, the actual tunneling rate,
very strongly F− dependent, can only be obtained nu-
merically. Since spin-flip Rabi frequency ΩR is a linear
function of F (being strictly linear when the two-level
approximation is applicable) with ΩRT0 ≪ 1, the effect
of tunneling on the spin-flip processes occurs in a rela-
tively narrow range of the driving fields when two rates
are comparable.
For a stronger Rashba coupling the spin dynamics
becomes faster and well-defined Rabi oscillations have
enough time to develop before the tunneling occurs, as it
can be seen in Fig. 3(b). However, when the field exceeds
0.2 meV/nm, the electron tunnels from the dot so quickly
that the spin flip has no time to be established, regard-
less of the spin-orbit coupling strength, and the contin-
uum states play the dominant role. In other words, high
values of F produce the tunneling rate wtun (see Eq.(8))
satisfying the inequality ΩR <∼ wtun, where the spin flip
time is longer than the tunneling escape time. As to
the driving field range desired for controlling spin flips,
a small amplitude produces slow Rabi oscillations, which
on long times may be hampered by various decoherence
processes. So, it is one of our goals to estimate accurately
the optimal range of electric fields where the driving is
strong enough to trigger fast spin flips while being not
sufficiently strong to cause the quantum dot ionization.
It is important that the spin states we consider are
mixed rather than pure. This can be seen with the (2×2)
spin density matrix
ρ(t) =
∫ L
−L
ψ(x, t)ψ†(x, t)dx. (9)
At t = 0, we have |ψ2(x, 0)| ≪ |ψ1(x, 0)| with 〈σz(0)〉 ≈
1, such that the initial spin state has a high purity with
trρ2(0) ≈ 1. Note that a state is pure if and only if
50 100 200 300 400 500 600
t/T0
-1
0
1
 
〈σ z
(t)
〉
0 50 100 150
 t/T0
0
1
〈σ z
(t)
〉
 α=5 meVnm
0.16 meV/nm
0.22 meV/nm
α=25 meVnm
0.2 meV/nm
0.22 meV/nm
0.18 meV/nm
0.16 meV/nm
0.18 meV/nm
0.2 meV/nm0.5
-0.5
-0.5
0.5
(a)
(b)
FIG. 3. Spin projection 〈σz(t)〉 for α = 5 meVnm (a) and
α = 25 meVnm (b) for various driving field amplitudes
as marked near the curves. At a relatively high F ≥ 0.2
meV/nm the spin dynamics demonstrates visible damping of
the Rabi oscillations, as caused by the interaction with con-
tinuum states increasing with the driving field amplitude.
ψ1(x, t) = cψ2(x, t), where c is a complex constant. With
the course of time, two components of ψ(x, t) begin to
develop different shapes, producing spin density matrix
in Eq. (9) with trρ2(t) < 1 characterizing a mixed spin
state [65]. An example of the structure of mixed spin
states in the driven spin dynamics is shown in Fig. 4
at the end of the computational evolution t = 655T0 for
α = 5 meVnm and F = 0.2 meV/nm. Although at this
time and driving field, the electron density still has a
well-defined peak inside the confining potential, a broad
contribution of the continuum states with a relatively
low total probability density has already been formed at
d < |x| < L, possessing more than half of the total norm.
This Figure shows that ψ1(x, t) and ψ2(x, t) are
strongly different, both in the real and imaginary parts.
Densities of spin components |ψ1(x, t)|2 and |ψ2(x, t)|2
(not shown in the Figure) are shifted with respect to
each other, corresponding to Fig. 2, where direction of
the tunneling determines the direction of the spin preces-
sion.
By evaluating the spin flip times in Fig. 3 one may
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FIG. 4. Components of the electron spinor ψ(x, t) function
at t = 655T0 : (a) real parts, (b) imaginary parts.
notice that they are of the order of (30 . . . 40)Td for α = 5
meVnm and (5 . . . 8)Td for α = 25 meVnm where Td =
6.71T0 is the driving field period. A difference to Ref. [48]
is that the electric field amplitude required to operate a
spin flip in a multilevel dot is three orders of magnitude
larger than that for the shallow dot. We attribute these
differences to the considerably stronger localization and
energy scales of a multilevel dot, where one needs larger
electric fields to induce the spin flip in a desired time.
These larger fields lead to a broader energy interval of
the continuum states contributing to the position and
spin evolution.
To summarize this subsection, we mention that with
the expression for spin-flip matrix elements of coordinate
[28, 29] for the Zeeman-split ground state in quantum
dots of interest, one can estimate the tunneling-limited
maximal Rabi spin frequency Ω
[max]
R as Ω
[max]
R ∼ ωdd/Lso,
where Lso = h¯
2/mα is the spin precession length. In gen-
eral, the length Lso is determined by the joint effect of the
Rashba and Dresselhaus couplings, and the existence of
this maximal Rabi frequency is model-independent. Tak-
ing into account that for our set of parameters at α = 5
meVnm, Lso ≈ 10−4 cm, we obtain a good agreement
with the numerical results presented in Fig. 3. Note
that such a limit has to exist for all finite-potential sys-
tems, including P donors in Si. However, every realiza-
tion needs a special analysis, which can be a topic of a
further research.
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FIG. 5. Time dependence of mean energy 〈E(t)〉 (a) for SOC
parameter α = 5 meVnm and the same electric field ampli-
tudes as in Fig. 3, and (b) for fixed F0 = 0.2 meV/nm and
different SOC parameters α = 0, α = 5, and α = 25 meVnm.
B. Efficiency of spin flip
The studies of coupled spin and coordinate dynamics
can be facilitated by tracking the time dependence of the
energy-related variables such as 〈E(t)〉 defined as
〈E(t)〉 =
∑
n
|cn(t)|2En (10)
where the sum is taken over all basis states with coeffi-
cients cn(t) in the wavefunction (6) for En defined with
(4) for the unperturbed Hamiltonian (5).
With the external driving, the energy is pumped into
the system, and the period-averaged expectation value
of 〈E(t)〉 grows with time. When 〈E(t)〉 passes the
threshold 〈E(t)〉 = 0 between the localized and contin-
uum states, the electron has effectively tunneled from the
quantum dot into the continuum.
In Fig. 5(a) we plot 〈E(t)〉 for α = 5 meVnm and the
same electric fields as in Fig. 3, and in Fig. 5(b) we show
examples for fixed F = 0.2 meV/nm and different SOC
parameters. As expected, the tunneling time quickly de-
creases with increasing field amplitude, and for strong
fields greater than 0.2 meV/nm the electron escapes into
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FIG. 6. Time dependent spin-flip efficiency (11): (a) α = 5
meVnm, (b) α = 25 meVnm, for some of the driving fields
(marking the plots) from Fig. 3.
continuum during ∼ 10 periods of driving. The influ-
ence of SOC on the energy evolution can be illustrated
by Fig. 5(b): at the given time interval and at zero SOC
the energy grows faster than for finite SOC presented
in the Figure. This effect can be attributed to stronger
coupling of all spin-resolved α−dependent states via the
SOC, which slows to some extent the motion to higher
energy states.
In addition to the time dependence 〈E(t)〉, it is of in-
terest to study the spin-flip efficiency η(t) defined as the
ratio of the energy pumped into the spin degree of free-
dom to the total change of the mean energy:
η(t) =
∆
2
〈σz(t)〉 − 〈σz(0)〉
〈E(t)〉 − 〈E(0)〉 , (11)
where 〈E(0)〉 ≡ E1. In Fig. 6 we show this η(t) for some
of the electric fields from Fig. 3. One can see that its
time dependence is qualitatively independent of the SOC
strength. It reaches the maximum when the first full or
almost full spin flip is achieved. After this, the mag-
nitude of η(t) decreases with time. The explanation is
straightforward: the spin dynamics and in particular the
Zeeman energy have an oscillating character (at low driv-
ing strength) or oscillating plus decaying character (at
7high driving strength). So, the numerator in (11) does
not grow with time, while the denominator in general in-
creases, as it can be seen from the energy dependence in
Fig. 5. As to the magnitude of (11), it is greater for big-
ger SOC strength since the stronger SOC coupling pro-
vides a quicker spin flip with lower corresponding change
of the mean energy, giving the smaller denominator in
(11) at the moment when the maximum numerator is
reached.
C. Feedback on the tunneling
To visualize the electron escape from the quantum dot,
we use the stay probability defining the weight of the lo-
calized eigenfunctions in the discrete part of the spectrum
as:
P (t) =
∑
i(loc)
|ci(t)|2, (12)
where summation is taken over the contribution of local-
ized φi(x)−states.
The localization probability (12) is shown in Fig. 7 for
two time intervals. One can see that for short evolution
times shown in Fig. 7(a) both values of SOC strength
produce similar evolution P (t), and the values of (12) for
smaller α are in general slightly higher than for the bigger
one. The situation is, however, somewhat different on
long times to 600T0 shown in Fig. 7(b) for small value
of α = 5 meVnm together with the α = 0 realization.
Here two P (t)−curves for a given driving strength and
different SOC swap more frequently than in Fig. 7(a).
An important element for understanding of the feed-
back effect of spin motion on the time-dependent position
and tunneling is the anomalous [66] spin-dependent ve-
locity [60]:
vso =
i
h¯
[ασyk, x] =
α
h¯
σy, (13)
and the corresponding acceleration:
d
dt
vso =
i
h¯
∆
2
α
h¯
[σz , σy] =
α∆
h¯2
σx. (14)
This term leads to variation in the velocity due to the
spin precession, as was observed in experiments on high-
frequency conductivity of two-dimensional electron gas
[67], and the effect of time-dependent 〈σy(t)〉 on 〈x(t)〉
appears as a result. The corresponding local probability
flux satisfying equation ∂t(ψ
†(x, t)ψ(x, t)) + ∂xj(x, t) =
0, where ∂x ≡ ∂/∂ x, is given by:
j(x, t) =
ih¯
2m
[
ψ(x, t)∂xψ
†(x, t)−ψ†(x, t)∂xψ(x, t)
]
+
α
h¯
ψ†(x, t)σyψ(x, t). (15)
Note that for a relatively small coupling constant α =
5 meVnm, the maximum value of the vso velocity α/h¯ ≈
8 nm/ps can sufficiently modify the tunneling process.
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FIG. 7. Time dependence of localization probability (12) for
(a) short evolution times for α = 5 (dashed lines) and α = 25
(solid lines) meVnm and (b) long evolution times for α = 0
(solid lines) and α = 5 (dashed lines) meVnm. The plots are
marked with the values of the driving field amplitudes.
D. Evolution of the position
1. Time-dependence of the expectation values
Along with the spin evolution, the expectation value
of the coordinate 〈x(t)〉, is of interest for understanding
of the dynamics. It provides information of the electron
localization domain, and can help in studies of the tun-
neling effect. For example, the sufficient criteria for tun-
neling into the continuum may be formulated in terms of
the 〈x(t)〉 amplitude: if it steadily exceeds the quantum
dot size d, the electron is out of the dot. Also, this ex-
pectation value produces a time-dependent electric field
outside of the quantum dot, which under certain condi-
tions, can be experimentally tracked.
We calculate the dynamics of 〈x(t)〉 in analogy with
(7) where the spin operator is replaced by x with some
examples of coordinate dynamics presented in Fig. 8.
The upper panel shows the dynamics for the low ampli-
tude F = 0.16 meV/nm and the bottom panel shows the
dynamics for F = 0.22 meV/nm. By looking in Fig. 8(a)
one can conclude that for low driving amplitude F = 0.16
8meV/nm the electron is still confined within the quan-
tum dot, and its spin exhibits well-defined Rabi oscilla-
tions (see Fig. 3). When the driving amplitude grows,
the delocalization trend is manifested, and for the high-
est amplitude F = 0.22 meV/nm the amplitude of 〈x(t)〉
well exceeds the quantum dot size, as one can see in Fig.
8(b).
One may compare the results presented in Fig. 8 with
the evolution of the localization probability (12) in Fig.
7. It is clear that for the given time t the localization
probability is significantly lower at higher driving fields as
manifested both in small P (t) and in large 〈x(t)〉 ampli-
tude. Thus, the delocalization trend is tracked simultane-
ously in the coordinate and Hilbert spaces. The strong
dependence of the delocalization (ionization in atomic
physics) probability on the low-frequency electric field
amplitude has an exponential character [64] albeit with a
rather undetermined model-dependent prefactor. Thus,
our numerical findings shed light onto the amplitudes
above which an efficient tunneling to continuum takes
place. In addition, we note that despite two possible
directions of escape in a periodic field, the probability
density becomes broad, but remains single-peaked, as it
is seen in Fig.4, making 〈x(t)〉 a reliable characteristic of
the expectation value of the electron position.
The displacements presented in Fig. 8 can be com-
pared with the results for oscillations amplitude x
[loc]
0 for
a particle localized in the potential U0x
2/d2, and a free
electron driven by a periodic field, x
[cl]
0 , where
x
[loc]
0 =
d2
2U0
F, x
[cl]
0 =
1
mω2d
F. (16)
For F = 0.16 meV/nm, estimated amplitude x
[loc]
0 ≈
8 nm, in a good agreement with the calculations at
t < 100T0 (not shown in the Figure). Here the ve-
locity amplitude v
[loc]
0 = ωdx
[loc]
0 ≈ 16 nm/ps, mean-
ing that the anomalous velocity α/h¯ plays essential role
in the electron dynamics. For a delocalized electron,
Eq. (16) yields for F = 0.22 meV/nm, the amplitude
x
[cl]
0 ≈ 720 nm, considerably larger than the calculated
values. This difference is due to the fact that in the
tunneling ionization a broadly distributed probability
density rather than a well-defined wavepacket is being
formed, resulting in a relatively small amplitude of 〈x(t)〉.
This can be illustrated by the example for the wave-
function component profile shown in Fig. 4 which can
be compared with the localization probability in Fig.
7(b): for F = 0.2 meV/nm the low value of localiza-
tion probability for the final moment of computation
(P ≈ 0.2) corresponds to Fig. 4 which describes a wave-
function with substantial impact of continuum states
demonstrating a widely delocalized profile rather than
a well-localized wavepacket. As to the velocity, taking
into account that the numerically obtained amplitude,
x
[tun]
0 ≈ 150 nm we find that the corresponding veloc-
ity amplitude v
[tun]
0 ≈ 300 nm/ps, being comparable to
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FIG. 8. Time dependence of mean value for the coordinate
〈x(t)〉 for α = 0 and for high α = 25 meVnm, shown for
the driving field amplitude (a) F = 0.16 meV/nm and (b)
F = 0.22 meV/nm. For low driving amplitude F = 0.16
meV/nm |〈x(t)〉| ≪ d, while for F = 0.22 meV/nm the
amplitude of 〈x(t)〉 exceeds the quantum dot size. Here
max{|〈x(t)〉|} < 3d, meaning that the electron motion is still
strongly influenced by the U(x)−potential and approximately
limited by the tunneling escape points at ±E1/F where E1 is
the ground state energy.
the maximum anomalous velocity at α = 25 meVnm,
confirming the importance of spin-orbit coupling for the
electron displacement. At this point, we can define the
corresponding wavevector, k
[tun]
0 ≡ v[tun]0 m/h¯ and the
spin precession rate Ω
[tun]
0 = 2αk
[tun]
0 /h¯. For the given
set of system parameters and α = 5 meVnm, we obtain
at F = 0.22 meVnm, Ω
[tun]
0 ≈ 0.53 ps−1. In the panel
(a) of Fig. 3 on can see that at F = 0.22 meV/nm, the
characteristic time of spin evolution (time, at which the
expectation value 〈σz(t)〉 = 0), is close to 45 ps, consid-
erably larger than pi/Ω
[tun]
0 ≈ 6 ps. This difference means
that the main effect of the tunneling on the spin evolu-
tion is due to formation of the mixed states rather than
due to the driven tunneling-induced spin precession.
By analyzing the results in Fig. 3 - Fig. 8, one can
see that the tunneling becomes efficient at few periods
of driving field when the driving amplitude exceeds the
values of about 0.18 . . .0.2 meV/nm. At lower fields the
9tunneling is slow enough to allow for a well-defined spin
flip. For the fields higher than 0.22 meV/nm the po-
tential well opens so effectively that the electron escapes
into continuum before the well-established Rabi oscilla-
tions are developed. So, one needs to choose some opti-
mal intermediate driving fields to achieve good spin flip
in a proper time. Besides, the very strong dependence of
the tunneling probability on the driving field amplitude
requires a well-defined window of the field amplitude in
order to achieve the desired spin flip if one is interested
in still keeping the electron inside the hosting quantum
dot.
As for the α−dependence of the tunneling, one can
see that the patterns of position 〈x(t)〉, the localization
P (t), and the energy 〈E(t)〉 are similar but still quanti-
tatively different depending on the SOC strength. For
example, for a stronger SOC the localization probability
is slightly lower at all times and for most of the driving
fields, i.e. the tunneling, in general, becomes faster with
increasing SOC. We attribute this effect to a more in-
tense EDSR development at higher SOC. Stronger SOC
enlarges the matrix elements for the states with opposite
spins, leading not only to a faster spin flip but also to a
larger occupation of higher energy levels, speeding up, to
some extent, the tunneling.
2. Fourier analysis of the dynamics
It is of interest to study the driven evolution in terms
of its spectral properties, namely, the Fourier power spec-
trum applied to a finite sequence of data for 〈x(t)〉 col-
lected on the evolution interval T = NT0 with N points
spaced by T0. Here it is appropriate to use the discrete
version of the Fourier transform written as:
Xp =
N−1∑
n=0
〈x(nT0)〉e−inωp/ω0 . (17)
In (17) Xp is the output for the Fourier harmonic at
frequency ωp = ω0p/N, and (17) gives Fourier data for
the frequency interval 0 . . . ω0/2 with frequency spacing
ω0/N , so the index p takes the values 1 . . .N/2, where it
is convenient to express the frequencies in units the of ωd.
For our numerical simulations we have the values N =
200 . . .600, where the discrete spectra obtained from (17)
form a dense quasicontinous set of states.
Here one may expect the local maxima at both driving
frequency ωd and in the low-frequency part associated
with slow spin evolution coupled to the coordinate via
SOC. In Fig. 9 we show examples of Fourier power spec-
tra to compare the α = 0 system with the system hav-
ing moderate SOC for driving with F = 0.16 meV/nm
and F = 0.22 meV/nm. We may see that the presence
of SOC modifies mainly the low frequency part of Xp
in the ∼ 10−2 THz frequency domain. This is natu-
ral due to the SOC coupling of the coordinate with spin
which affects mainly lower frequencies associated with
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FIG. 9. Fourier intensities |Xp|
2 for α = 0 and α = 5 meVnm
(as marked near the plots): (a) F = 0.16 meV/nm, (b) F =
0.22 meV/nm.
the spin evolution which is lower than the driving fre-
quency of the electric field. The peak at ωp/ωd = 1
is present for all SOC parameters and driving field am-
plitudes and corresponds to the dominant frequency of
driven dynamics. Another interesting feature of Fourier
spectra is the difference between the zero- and nonzero
SOC cases which increases at high driving fields as it
can be seen by comparing panels (a) and (b) in Fig. 9.
With the increase in the driving field, at α = 0, the
contribution of the large-displacement dynamics at fre-
quency ωd dominates over the low-frequency part of the
displacement spectrum. However, a finite SOC due to
the anomalous velocity produces a still relatively intense
low-frequency motion.
It is interesting to note that in the non-relativistic non-
linear atomic optics, frequent recollisions of a driven elec-
tron with the singular Coulomb potential of the remain-
ing ion [68] lead to a strong enhancement in the high-
frequency radiation. In our calculations we take into ac-
count a relativistic effect in the form of the spin-orbit
couping, albeit for a nonsingular potential, where a re-
sult of these frequent recollisions is seen as a relatively
small amplitude of 〈x(t)〉 compared to x[cl]0 in Eq. (16),
as shown in Fig. 8(b). It will be of a future interest to
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FIG. 10. Sketch of a device utilizing the joint effect of spin
rotation and tunneling to the continuum. At t = t0 the EDSR
spin manipulation starts, and at some t1 > t0 the readout be-
gins for the electron outside of the dot. The readout process is
be performed outside of the QD, thus reducing the perturba-
tion effects of the measurement on the electron spin rotation
in the dot and, in turn, of the spin rotation on the readout.
study high-frequency harmonics produced in the presence
of these relativistic effects.
V. CONCLUSIONS AND DISCUSSION
We studied the electric dipole spin resonance with si-
multaneous tunneling and position evolution in a multi-
level quantum dot formed in a nanowire as caused by a
driving field in the sub-THz range. We demonstrated a
strong effect of tunneling on the driven spin flip processes
with disappearance of well-defined Rabi spin oscillations
when the tunneling rate is of the order of the correspond-
ing Rabi frequency. For multilevel quantum dots this
matching happens in the electric field amplitudes of the
order of 0.1 meV/nm, being in our realization close to
0.2 meV/nm. Thus, the tunneling induced by the driv-
ing electric field, strongly limits the maximal spin-flip
Rabi frequency and the reliability of the spin manipu-
lation. Although this effect is common for all systems,
where electrons are localized in finite-size potential such
as donors, gate-based quantum dots, and lattice defects,
every realization requires a system-specific analysis. The
strong effect of the tunneling on the spin dynamics is
due to the formation of the mixed spin states, shifting
the spin vector inside the Bloch sphere. In addition,
we demonstrated backaction of the spin dynamics on the
tunneling probability and position of the electron. This
backaction is qualitatively attributed to the anomalous
spin-dependent velocity, proportional to the spin-orbit
coupling strength. These effects should be taken into
account in the development of techniques for fast oper-
ations in the electron spin-based qubit architecture in
semiconductor nanostructures.
Finally, we would like to briefly discuss possible device
implementation of the above predicted effects. A sketch
of a device utilizing the tunneling to the continuum ac-
companying the spin rotation is shown in Fig.10. The
EDSR spin manipulation for electron in the QD starts at
t = t0, and at t = t1 the readout begins at the readout
area for the electron tunneled to continuum as shown in
Fig.10. At the arrival at the readout point, the electron
has the spin components determined both by the spin
manipulation in the dot and by the propagation to the
readout point. The latter can be accurately found from
the knowledge of the spin precession in the nanowire in-
cluding the spin precession length discussed in Sec.IV.A.
Thus, the abilities of spin manipulations can be enhanced
by the tunneling process. The readout process shown in
Fig.10 is performed outside of the QD area due to the de-
localization of the electron wavefunction, thus reducing
the mutually perturbing effects of the EDSR spin ma-
nipulation and spin measurement. This is illustrated by
Fig.4 where the sizable out-of-the-dot contribution of the
wavefunction is visible and the corresponding spin com-
ponents can be detected with high fidelity. Such setup is
different from the setup using the second QD required for
spin readout in the EDSR experiments [24, 27] where the
Pauli spin blockade has been utilized to enhance or sup-
press the current through the whole structure indicating
the spin flip. We expect that our scheme with spatially
separated spin rotation and readout intervals can provide
alternative ways for experimental spin manipulation se-
tups and their applications.
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