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Write _=(_1 , ..., _n) for an element of the sphere 7n&1 and let d_ denote
Lebesgue measure on 7n&1 . For functions f1 , ..., fn on R, define
T( f1 , ..., fn)(x)=|
7n&1
f1(x&_1) } } } fn(x&_n) d_, x # R.
Let R=R(n) denote the closed convex hull in R2 of the points (0, 0), (1n, 1),
((n+1)(n+2), 1), ((n+1)(n+3), 2(n+3)), ((n&1)(n+1), 0). We show that
if n3, then the inequality
&T( f1 , ..., fn)&qC & f1 &p } } } & fn &p
holds if and only if (1p, 1q) # R. Our results fill in the gap in the necessary and
sufficient conditions when n3 in Oberlin’s previous work.
A negative result is given along with some positive results, when n=2, thus
narrowing the gap in the necessary and sufficient conditions in this case.  1998
Academic Press
1. INTRODUCTION
Write _=(_1 , ..., _n) for an element of the unit sphere 7n&1 in Rn, n2,
and let d_ denote Lebesgue measure on 7n&1 . Define an n-linear operator
T by
T( f1 , ..., fn)(x)=|
7n&1
f1(x&_1) } } } fn(x&_n) d_, x # R,
for, say, bounded Borel functions f1 , ..., fn on R.
We would like to consider the problem of determining all pairs (1p, 1q)
# [0, 1]_[0, 1] such that there is an inequality
&T( f1 , ..., fn)&qC & f1&p } } } & fn&p . (1)
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Here & }&p is the L p norm with respect to Lebesgue measure on R.
Throughout, C denotes a positive constant which may not be the same at
each occurrence, but which is always independent of the functions f1 , ..., fn .
Let R=R(n) denote the closed convex hull in R2 of the points O=(0, 0),
F=(1n, 1), A=((n+1)(n+2), 1), M=((n+1)(n+3), 2(n+3)), B=
((n&1)(n+1), 0). If L=(n(n+2), 0) and W=(1, 1), then M is the point
of intersection of the line segments AL and BW. (See Figure 1.) Oberlin
[O1] proved the following result.
Theorem A. If (1) holds, then (1p, 1q) lies in the region R. Conversely,
if (1p, 1q) is in the region R and not on the two closed line segments forming
the right-hand boundary D of R, then (1) holds. If the functions f1 , ..., fn are
restricted to be characteristic functions of subsets of R, then (1) holds also
when (1p, 1q) # D.
The purpose of this paper is to fill in the gap between the necessary and
sufficient conditions in Theorem A when n3. That is, we have the following
Theorem 1. If n3, then (1) holds if and only if (1p, 1q) # R.
FIGURE 1
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In view of the necessary condition and the positive results at O, F in
Theorem A, Theorem 1 follows by the multilinear RieszThorin theorem
from parts (A), (B), (C) of the next result. Let us write & }&p, q for the L p, q
(Lorentz space) norm on R. Recall that L p, p=L p and L p, q/L p, r if qr.
(See [SW, BS] for the basic definitions and facts on Lorentz spaces.)
Proposition 2. (A) If n2, then (1) holds when (1p, 1q)=A=
((n+1)(n+2), 1).
(B) If n3, then (1) holds when (1p, 1q)=B=((n&1)(n+1), 0).
(C) If n3, then (1) holds when (1p, 1q)=M=((n+1)(n+3),
2(n+3)).
(D) Let n=2 and s>0. There is an inequality
&T( f1 , f2)&C & f1&3, s & f2&3, s (2)
if and only if s2. In particular, (1) fails if (1p, 1q)=B=(13, 0).
(E) If n=2, and H=( 12 ,
1
4), A=(
3
4 , 1), M=(
3
5 ,
2
5), then (1) holds when
(1p, 1q) is on either of the closed line segments AM and MH.
Part (D) contains a negative result in dimension 2, and part (E) gives
some positive results in this case. (It is unknown at the moment whether
(1) holds on the open segment BH when n=2.)
The proof of part (A) is based on the methods in [O1] combined with
the estimates in Lemma 2 and the so-called ‘‘multilinear trick’’ of Christ [C],
which concerns multilinear interpolation in Lorentz spaces. (See Lemma 3
below. See also [O2].) A rough outline of the proof is as follows. We
decompose the sphere 7n&1 into certain subsets G1 , ..., GN . (This decompo-
sition is based on the fact that various favorable estimates, i.e., (2.1), (2.2)
of Lemma 2 and (6), (7) below, are available if the domain of integration
of T is restricted to suitable subsets.) Let Tj be the operator obtained by
restricting the domain of integration of T to Gj . Writing /E for the charac-
teristic function of a Borel set E/R and |E | for the Lebesgue measure of E,
we consider an estimate of the form
&Tj (/E1 , ..., /En)&1C |E1|
1p1 } } } |En|1pn ,
which is of course equivalent to the Lorentz space estimate
&Tj ( f1 , ..., fn)&1C & f1&p1 , 1 } } } & fn&pn , 1 .
We establish this estimate when (1p1 , ..., 1pn ) # [0, 1]n is any of the n
vertices of a certain nontrivial (n&1)-simplex which contains the point
(1p, ..., 1p)=((n+1)(n+2), ..., (n+1)(n+2)) in the interior. This implies
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that Tj (and so T ) is bounded from L p_ } } } _L p to Lq when (1p, 1q)=A=
((n+1)(n+2), 1), by the multilinear trick mentioned above.
To carry out the proofs we need to consider an operator more general
than T : given linearly independent vectors v1 , ..., vn in Rn, define
Tv( f1 , ..., fn)(x)=|
7n&1
f1(x&v1 } _) } } } fn(x&vn } _) d_, x # R,
where v=(v1 , ..., vn) and x } y stands for the dot product of x, y # Rn. Since
our positive results are actually proved for this more general operator Tv ,
there is no danger of confusion in omitting the subscript in Tv in what
follows.
Proposition 2(A) will be deduced from the next result, which contains
the bulk of our work.
Proposition 3. Let n2. If v1 , ..., vn are linearly independent vectors
in Rn, then there exists a finite collection of sets G1 , ..., GN/7n&1 with
7n&1=Nj=1 Gj which satisfy the following properties:
For each j=1, ..., N, there exist points Q1 , ..., Qn in [0, 1]n such that their
closed convex hull 7 is a nontrivial (n&1)-simplex which contains the point
Q(n)=((n+1)(n+2), ..., (n+1)(n+2)) in the interior and which is not
parallel to any of the coordinate axes, and if
Tj ( f1 , ..., fn)(x)=|
Gj
f1(x&v1 } _) } } } fn(x&vn } _) d_, (a)
then
&Tj (/E1 , ..., /En)&1C ‘
n
i=1
|Ei |1pi, (b)
whenever (1p1 , ..., 1pn) is in 7.
In Section 2 we present three lemmas and then prove (parts (A), (B),
and (D) of) Proposition 2 assuming Proposition 3. (The proofs of (C) and
(E) of Proposition 2 are postponed until the end of the paper.) The proof
of Proposition 3 is given in Section 3. We may clearly assume that all the
functions f, g, and fj appearing below are non-negative.
2. PROOF OF PROPOSITION 2
Lemma 1. Let (Sg)(x)=2?0 g(x&r cos %) d%, where x, r # R, and r{0.
Write T( f, g) for T( f1 , f2). Then
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(1.1) &Sg&C &g&2, 1 ,
(1.2) &T( f, g)&C & f &2, 1 &g& , &T( f, g)&C & f & &g&2, 1 ,
(1.3) &T( f, g)&1C & f &2, 1 &g&1 , &T( f, g)&1C & f &1 &g&2, 1 .
Proof. (1.1) The change of variable y=r cos % and Ho lder’s inequality
for Lorentz spaces give
(Sg)(x)=2 |
r
&r
g(x& y)
1
- r2& y2
dy
C &g&2, 1 &(r2& y2)&12+ &2, 
C &g&2, 1 .
(1.2) We have T( f, g)(x)=2?0 f (x&v1 } e(%)) g(x&v2 } e(%)) d%, where
e(%)=(cos %, sin %). Write vj=rje(,j) with rj=|vj | for j=1, 2. It follows from
(1.1) that
T( f, g)(x)=|
2?
0
f (x&r1 cos(%&,1)) g(x&r2 cos(%&,2)) d%
C & f &2, 1 &g& .
(1.3) Again by (1.1),
&T( f, g)&1=|

&
g(x) |
2?
0
f (x&(v1&v2) } e(%)) d% dx
=|

&
g(x) |
2?
0
f (x&|v1&v2 | cos(%&Arg(v1&v2))) d% dx
C & f &2, 1 &g&1 . K
Lemma 2. (2.1) Let n2. For =>0 and 1 jn, define
Uj ( f1 , ..., fn)(x)=|
[_ # 7n&1 : |vj } _|>=]
‘
n
k=1
fk(x&vk } _) d_.
Then
&Uj ( f1 , ..., fn)&C & f j& ‘
k{j
& fk&1 .
(2.2) If n3, then
&T( f1 , ..., fn)&C & fj&1 ‘
k{j
& fk&(n&1)(n&3) , 1 jn.
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Proof. (2.1) It is enough to prove this for j=n. Rotate the axes such
that v1 points in the direction of e1=(1, 0, ..., 0). Rotate the axes again
leaving e1 fixed and choose e2=(0, 1, 0, ..., 0) such that v2 lies in the linear
span of [e1 , e2]. Continuing in this way, we may parametrize the sphere
7n&1 by _=nj=1 _ jej , where _n=\- 1&_21& } } } &_2n&1 , such that vj
lies in the linear span of [e1 , ..., ej], 1 jn. Thus
Un( f1 , ..., fn)(x)
=|
[_ # 7n&1 : |vn | |_n |>=]
‘
n
k=1
fk \x& :
k
j=1
ckj_ j+ d_1 } } } d_n&1- 1&_21& } } } &_2n&1
for some constants ckj # R. Here cjj{0, 1 jn, since v1 , ..., vn are linearly
independent. So it follows that
&Un( f1 , ..., fn)&

|vn |
=
& fn& |
[&1, 1] n&1
‘
n&1
k=1
fk \x& :
k
j=1
ckj_j+ d_1 } } } d_n&1
C & fn& ‘
n&1
k=1
& fk&1 ,
where C==&1 |vn | >n&1j=1 |cjj |
&1.
(2.2) We may assume that j=1. We will first show that
&T( f1 , ..., fn)&C ‘
n
k=1
& fk&pk (3)
if two of the pk are  and the rest are 1. It is enough to do this for
(1p1 , ..., 1pn)=(1, ..., 1, 0, 0). Using the coordinates introduced above and
the polar coordinates in Rn, we reparametrize 7n&1 by
_1=cos ,1
_2=sin ,1 cos ,2
} } }
_n&1=sin ,1 sin ,2 } } } sin ,n&2 cos ,n&1
_n=sin ,1 sin ,2 } } } sin ,n&1 ,
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where 0,j?, 1 jn&2, and 0,n&12?. Then
d_=(sin ,1)n&2 (sin ,2)n&3 } } } (sin ,n&2) d,1 } } } d,n&1 .
Thus
T( f1 , ..., fn)(x)& fn&1& & fn& |
2?
0
|
[0, ?] n&2
‘
n&2
k=1
fk \x& :
k
j=1
ckj_j+
_(sin ,1)n&2 (sin ,2)n&3 } } } (sin ,n&2) d,1 } } } d,n&2 d,n&1
for the same constants ckj as in the proof of (2.1). The change of variables
(,1 , ..., ,n&2) [ (_1 , ..., _n&2) now shows that
T( f1 , ..., fn)(x)& fn&1& & fn&
_|
2?
0
|
[&1, 1] n&2
‘
n&2
k=1
fk \x& :
k
j=1
ckj _j+ d_1 } } } d_n&2 d,n&1
C & fn&1& & fn& ‘
n&2
k=1
& fk&1 ,
since the absolute value of the Jacobian is given by
}(_1 , ..., _n&2)(,1 , ..., ,n&2) }=(sin ,1)n&2 (sin ,2)n&3 } } } (sin ,n&2).
For 2in&1, let Qi=(1, ..., 1, 0, 0, 1, ..., 1) be the vector in Rn with 0 in
the i th and the (i+1)st places and 1 elsewhere. Also let Qn=(1, 0, 1,
1, ..., 1, 0) be the vector with 0 in the second and the nth places and 1 elsewhere.
The above argument shows that (3) holds at Qi , 2in. Interpolating these
estimates shows (2.2) with j=1, since (1(n&1))(Q2+ } } } +Qn)=(1, (n&3)
(n&1), ..., (n&3)(n&1)). K
The following formulation of an observation of Christ (see pp. 227228
in [C]) about multilinear interpolation of Lorentz spaces is due to Drury [D],
where it is stated for Y=C.
Lemma 3. Let 7 be a nontrivial closed (n&1)-simplex contained in [0, 1]n.
Assume that the hyperplane H generated by 7 is not parallel to any of the
coordinates axes. Let Y be a Banach space and T an n-linear operator such
that
T : L p1 , 1_ } } } _L pn , 1  Y
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is bounded whenever (1p1 , ..., 1pn ) is a vertex of 7. Then for (1p1 , ..., 1pn )
an interior point of 7 (relative to H ) and qj such that 1qj and
nj=1 (1qj)=1 we have that
T : L p1 , q1_ } } } _L pn , qn  Y
is a bounded map.
Proof of (A), (B), and (D) of Proposition 2. (A) Fix n2, and let Gj
and Tj (1 jN ) be as in Proposition 3. (In fact, the case n=2 follows
from Ho lder’s inequality and the fractional integration theorem; see [O1].)
Fix j. An application of Lemma 3 with Y=L1 to the estimates (b) of
Proposition 3 gives
&Tj ( f1 , ..., fn)&1C ‘
n
i=1
& fi &(n+2)(n+1), nC ‘
n
i=1
& f i &(n+2)(n+1) .
Since 7n&1=Nj=1 Gj , we have T( f1 , ..., fn)
N
j=1 Tj ( f1 , ..., fn). Therefore,
summing the last estimates over j completes the proof of (A).
(B) Define Uj as in Lemma 2. Interpolating the estimates in (2.1) and
(2.2) of Lemma 2, using the multilinear RieszThorin theorem, yields
&Uj ( f1 , ..., fn)&C & f1&(n+1)(n&1) } } } & fn&(n+1)(n&1)
since (2(n+1))(0, 1)+((n&1)(n+1))(1, (n&3)(n&1))=((n&1)(n+1),
(n&1)(n+1)). If =>0 is chosen small enough, then T( f1 , ..., fn)
nj=1 Uj ( f1 , ..., fn). So adding up the last estimates finishes the proof.
(D) Interpolating the estimate (2.1), for n=2, j=1, and (1.2) in
Lemma 1, by using Lemma 3 with Y=L, yields
&U1( f, g)&C & f &3, 2 &g&3, 2 . (4)
This, together with a similar estimate for U2 , implies that (2) holds if s2,
because & f &3, 2C & f &3, s if s2.
To show that the condition s2 is necessary for (2) to hold, it suffices
to show that (2) fails when s # (2, ). For simplicity we will do this for the
original operator T. That is, we take v1=e1=(1, 0), v2=e2=(0, 1). Let us
put
g(t)=/[0, 12]( |t| ) |t| &13 |log |t| |&12,
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and f (t)= g(t+1). Then
& f &s3, s=&g&
s
3, s=|

0
(t13g*(t))s
dt
t
r|
12
0
|log t| &s2
dt
t
,
which converges for s>2. (Here g* is the decreasing rearrangement of g.)
On the other hand, for some small positive constants = and c,
T( f, g)(0)c |
=
0
y&1 |log y|&1 dy=.
Thus the monotone convergence theorem shows that T( f, g)(x)   as
x  0+, and so (2) fails if s>2. K
3. PROOF OF PROPOSITION 3
We first present a lemma, which is used in proving Proposition 3 along
with Lemmas 1 and 2 given in Section 2.
Lemma 4. Let n3, and a{\1, a{n&1. Suppose that M=[bij] is
an n_n matrix such that the diagonal entries are 0 (i.e. bii=0), and for each
i=1, ..., n, there exists some j=1, ..., n, j{i such that bij=1&a. Suppose
also that the remaining entries of M are 1. Then M is nonsingular.
Proof. Let J be the n_n matrix with all the entries 1. Let us consider
the matrix M+xJ=[bij+x], for x # R. Note that nj=1 bij=s=n&1&a{0,
for i=1, ..., n. The determinant of M+xJ does not change if the first n&1
columns are added to the n th column. This gives a new matrix M$, all of
whose n th column entries are s+nx. Therefore, we get
det(M+xJ)=(s+nx) y,
where y is the determinant of the matrix that is obtained from M by replacing
all the entries in the n th column by 1. We will now show that y{0. If M1
=&(M&J)=[cij], then M1 has the diagonal entries cjj=1, and each row
contains exactly one entry of a, and all the remaining entries are 0. We may
assume that no more than n2 entries of a are above the diagonal. Eliminate
the a in the first row by adding &a times the first column to the column
containing the a in the first row. Successive elimination of the nonzero
entries above the diagonal, going down the rows, produces a lower triangular
matrix, each of whose diagonal entries is either 1 or of the form 1&(&a)m,
2mn. Since a{\1, we have det M1{0, and y=(&1)n (det M1)(s&n)
=(&1)n+1 (det M1)(1+a){0. Therefore, det M=sy=(n&1&a) y{0,
proving Lemma 4. K
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Proof of Proposition 3. If n=2, the proposition holds with G1=71 and
Q1=(1, 12), Q2=(
1
2 , 1). This is a consequence of (1.3) of Lemma 1.
Now suppose that the case n&1 of the proposition holds for some fixed
n3. We will show that the proposition holds also for n. By mathematical
induction this will imply that the proposition is true for all n2. (The
reader may find it helpful to read the following proof first in dimension 3.
In fact, in dimension 3 the proof can be simplified considerably.)
Following [O1] we define a linear map 4: Rn  Rn by 4x=(v1 } x, ...,
vn } x), x # Rn. Fix a unit vector un with 4un=c(1, ..., 1) for some c # R, and
let [u1 , ..., un] be an orthonormal basis for Rn. Let d’ be Lebesgue measure
on 7n&2 . Parametrize 7n&1 by
_= :
n&1
k=1
r’k uk+sgn(r) - 1&r2 un ,
where ’=(’1 , ..., ’n&1) # 7n&2 , &1r1. Then
d_=d’ |r|n&2
dr
- 1&r2
and
T( f1 , ..., fn)(x)=|
7n&1
f1(x&e1 } 4_) } } } fn(x&en } 4_) d_
=|
1
&1
|
7n&2
‘
n
j=1
f j \x&sgn(r) c - 1&r2
&rej } 4 \ :
n&1
k=1
’kuk++ d’ |r|n&2 dr- 1&r2 .
Here e1 , ..., en stand for the standard basis vectors in Rn. Thus
&T( f1 , ..., fn)&1=|
1
&1
F(r) |r| n&2
dr
- 1&r2
,
where
F(r)=|

&
|
7n&2
‘
n
j=1
f j \x&re j } 4 \ :
n&1
k=1
’kuk++ d’ dx.
The following inequality is (23) in [O1].
|
1
&1
F(r) |r|n&2 drC ‘
n
k=1
& fk &1 . (5)
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For some small =>0, let
T 1( f1 , ..., fn)(x)=|
[_ # 7n&1 : |_ } un|>=]
f1(x&v1 } _) } } } fn(x&vn } _) d_
=|
- 1&= 2
&- 1&=2
|
7n&2
‘
n
j=1
fj \x&sgn(r) c - 1&r2
&rej } 4 \ :
n&1
k=1
’kuk++ d’ |r|n&2 dr- 1&r2 ,
and let T 2=T&T 1. The following inequalities are (22) and (28) in [O1]:
&T 1( f1 , ..., fn)&1C ‘
n
j=1
& f j&1 , (6)
&T 2(/E1 , ..., /En)&C ‘
n
j=1
|Ej | n(n+2). (7)
In fact, (6) is an immediate consequence of (5), since
&T 1( f1 , ..., fn)&1=|
- 1&= 2
&- 1&= 2
F(r) |r|n&2
dr
- 1&r2
.
Note that (6) and (7) are estimates at the points W and L in Figure 1.
Let us now give an outline of the inductive proof in [O1] that (1) holds
at A when the fj are characteristic functions. Assuming (1) holds at A in
dimension n&1, the estimates (6) and (7), in dimension n&1, are inter-
polated with the estimates at B and A to show that (1) holds at M when
the fj are characteristic functions. The estimate at M in dimension n&1
is then used together with Ho lder’s inequality to prove estimates at A in
dimension n. Our argument is similar, but in order to obtain n estimates
for A, i.e., the estimates (b), we decompose T suitably and for each decom-
posed operator we replace the single estimates for T at B and A, used in
the above outline, with the several estimates available at B (coming from
Lemma 2) and A (coming from the induction hypothesis).
We have for i=1, ..., n,
F(r)=r |

&
f ri(x) |
7n&2
‘
j{i
f rj(x&wij } ’) d’ dx,
where f rj(x)= f j (rx) and
wij=((ej&ei) } 4u1 , ..., (ej&ei) } 4un&1), 1 jn, j{i.
544 BAK AND SHIM
It follows from the fact that v1 , ..., vn are linearly independent that, for each
i=1, ..., n, the n&1 vectors wij , 1 jn, j{i, are linearly independent in
Rn&1. (See pp. 829831 in [O1].)
Now set
Si ( f1 , ..., f i , ..., fn)(x)=|
7n&2
‘
j{i
fj (x&wij } ’) d’,
where the notation f i means that the f i term is dropped. Observe that Si is
in the same form as T, but it is in dimension n&1. Thus we apply the
above procedure of parametrizing 7n&1 to 7n&2 . Fix i=1, ..., n and define
a linear map L i : Rn&1  Rn&1 by Lix=(w1 } x, ..., (wi } x)t, ..., wn } x),
x # Rn&1, where the wi } x term is dropped. Choose a unit vector + i # Rn&1
so that Li +i=ci (1, ..., 1) for some ci # R, and let [&i, 1 , ..., &i, n&2 , +i] be an
orthonormal basis for Rn&1. Let d‘ be Lebesgue measure on 7n&3 , and
parametrize 7n&2 by
’= :
n&2
j=1
\‘j& ij+sgn(\) - 1&\2 +i ,
where ‘=(‘1 , ..., ‘n&2) # 7n&3 , &1\1. (If n=3, take 7n&3=[&1, 1].)
Then
d’=d‘ |\|n&3
d\
- 1&\2
.
Now define subsets Hi of 7n&2 , 1in, by
Hi=[’ # 7n&2 : |’ } +i |>=]
={’= :
n&2
j=1
\‘j &ij+sgn(\) - 1&\2 +i :
(‘1 , ..., ‘n&2) # 7n&3 , |\|<- 1&=2=
for some small = # (0, 1), and let Ki=7n&2"Hi . Put
S 1i ( f1 , ..., f i , ..., fn)(x)=|
Hi
‘
j{i
fj (x&wij } ’) d’,
and S 2i =S i&S
1
i , that is,
S 2i ( f1 , ..., f i , ..., fn)(x)=|
Ki
‘
j{i
fj (x&wij } ’) d’.
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It follows from the inequalities (6) and (7) in dimension n&1, respectively,
that
&S 1i ( f1 , ..., f i , ..., fn)&1C ‘
j{i
& f j &1 , (8)
&S 2i (/E1 , ..., /~ Ei , ..., /En)&C ‘
j{i
|Ej | (n&1)(n+1). (9)
We first decompose 7n&2 into 2n sets of the form ni=1 Bi , where each
Bi may be chosen to be either Ki or Hi . Each Bi is decomposed further as
follows. If Bi is Ki , let
Bij=Kij=K i & Gij , 1 jN,
where Gi1 , ..., G iN are the sets coming from the induction hypothesis when
the given vectors are wi1 , ..., w~ ii , ..., win . Taking the union of Kij over j gives
Ki . If Bi is Hi , let
Bij=H ij=Hi & Wij ,
where
Wij=[’ # 7n&2 : |’ } wij |>=], 1 jn, j{i,
for a sufficiently small =>0. (Since for each fixed i, the n&1 vectors wij ,
j{i, are linearly independent in Rn&1, it is easy to see that =>0 can be
chosen so small that 7n&2= j{i Wij . Hence, taking the union of H ij over
j gives Hi .)
Estimates for Kij . Define
S 2ij( f1 , ..., f i , ..., fn)(x)=|
Kij
‘
k{i
fk(x&wik } ’) d’. (10)
The case i=1 is typical. Fix j. Since K1j/G1j , it follows from the induction
hypothesis that there exist points Q1 , ..., Qn&1 # [0, 1]n&1 and numbers
t1 , ..., tn&1 # (0, 1), whose sum is 1, such that
:
n&1
l=1
tlQl=Q(n&1)=\ nn+1, ...,
n
n+1+ , (11)
and if we put Ql=(1pl2 , ..., 1pln), then
&S 21j(/E2 , ..., /En )&1C ‘
n
k=2
|Ek |1plk, l=1, ..., n&1. (12)
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Also, since K1 j/K1 , the inequality
&S 21 j(/E2 , ..., /En)&C ‘
n
k=2
|Ek | (n&1)(n+1) (13)
follows from (9). By interpolation, (12) and (13) imply that
&S 21 j(/E2 , ..., /En)&(n+2)2C ‘
n
k=2
|Ek |:k, (14)
where
:k=:lk=
n(n&1)
(n+2)(n+1)
+
2
(n+2) plk
.
Write F
*
(r) for
F 21j(r)=|

&
|
K1 j
‘
n
k=1
fk \x&rek } 4 \ :
n&1
m=1
’mum++ d’ dx
=r |

&
f r1(x) S
2
1 j( f
r
2 , ..., f
r
n)(x) dx.
Put
T
*
( f1 , ..., fn)(x)=T 21 j( f1 , ..., fn)(x)
=|
1
&1
|
K1 j
‘
n
k=1
fk \x&sgn(r) c - 1&r2
&rek } 4 \ :
n&1
m=1
’mum++ d’ |r| n&2 dr- 1&r2 .
Then
&T
*
( f1 , ..., fn)&1=|
1
&1
F
*
(r) |r|n&2
dr
- 1&r2
. (15)
Let us now set fk=/Ek and write Ak for |Ek |. It follows from Ho lder’s
inequality and (14) that
F
*
(r)|r| & f r1 &n+2n &S 21 j ( f r2 , ..., f rn)&(n+2)2
C |r| |r|&n(n+2) An(n+2)1 ‘
n
k=2
( |r|&1 Ak):k.
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Hence,
F
*
(r)C |r|&b An(n+2)1 ‘
n
k=2
A:kk (16)
for some real number bn&2 (for n3).
Now put $=A2(n+2)1 >
n
k=2 A
1&:k
k . If 0<$<12, we split the integral
10 F*(r) r
n&2(1&r2)&12 dr. It follows from (5) that
|
1&$
0
F
*
(r) rn&2
dr
- 1&r2
C$&12 |
1
0
F
*
(r) rn&2 dr
C$&12 ‘
n
k=1
Ak
CA (n+1)(n+2)1 ‘
n
k=2
A:+1((n+2) plk)k ,
where
:=
1
2
+
n(n&1)
2(n+2)(n+1)
.
Also, (16) implies that
|
1
1&$
F
*
(r) rn&2
dr
- 1&r2
|
1
1&$
rn&2&b
dr
- 1&r2
CAn(n+2)1 ‘
n
k=2
A:kk
C$12An(n+2)1 ‘
n
k=2
A:kk
=CA (n+1)(n+2)1 ‘
n
k=2
A:+1((n+2) plk)k .
On the other hand, if $12, then again by (16)
|
1
0
F
*
(r) rn&2
dr
- 1&r2
|
1
0
rn&2&b
dr
- 1&r2
CAn(n+2)1 ‘
n
k=2
A:kk
CAn(n+2)1 ‘
n
k=2
A:kk
CA (n+1)(n+2)1 ‘
n
k=2
A:+1((n+2) plk)k .
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Thus, in view of (15), we have just shown that
&T
*
(/E1 , ..., /En )&1C ‘
n
k=1
|Ek | #lk, (17)
where T
*
=T 21 j and
(#l1 , ..., #ln)=Pl=\n+1n+2, :+
1
(n+2) pl2
, ..., :+
1
(n+2) pln + ,
for := 12+n(n&1)(2(n+2)(n+1)) and l=1, ..., n&1. It follows from
(11) that
:
n&1
l=1
tlPl=Q(n)=\n+1n+2, ...,
n+1
n+2+ . (18)
Estimates for Hij . Define S 1ij as in (10) with K ij replaced by Hij .
Likewise define F
*
=F 1ij and T*=T
1
ij as in the definitions right above (15),
with obvious modifications. To simplify notation let us take, say, i=1
and j=2. By (8) we have
&S 11, 2( f2 , ..., fn)&1C ‘
n
k=2
& fk&1 . (19)
The following inequalities are immediate consequences of Lemma 2:
&S 11, 2( f2 , ..., fn)&C & f2 & ‘
k{2
& fk&1 if n3; (20)
&S 11, 2( f2 , ..., fn)&C & f2 &1 ‘
k{2
& fk&(n&2)(n&4) if n4. (21)
If n=3, (21) should be replaced by
&S 11, 2( f2 , f3)&C & f2 &2, 1& f3 & , (21$)
which follows from (1.2) of Lemma 1.
If n3, then (19) and (20) imply that
&S 11, 2( f2 , ..., fn)&(n+2)2C & f2&(n+2)2 ‘
n
k=3
& fk &1 .
Therefore, arguing exactly as one deduces (17) from (14), we obtain
|
1
0
F
*
(r) rn&2
dr
- 1&r2
C |E1 | (n+1)(n+2) |E2 | (n+4)(2(n+2)) ‘
n
k=3
|Ek |,
549MULTILINEAR CONVOLUTIONS
where we again set fk=/Ek . Thus we have shown that T*=T
1
1, 2 satisfies
(17) at
(#0, 1 , ..., #0, n)=P0=\n+1n+2,
n+4
2(n+2)
, 1, ..., 1+ .
Similarly, if n4, (19) and (21) imply that T 11, 2 satisfies (17) at
(#1, 1 , ..., #1, n)=P1=\n+1n+2, 1, ;, ..., ;+ ,
where
;=
1
2
+
n2&2n&4
2(n+2)(n&2)
.
Note that
2
n
P0+
n&2
n
P1=Q(n)=\n+1n+2, ...,
n+1
n+2+ .
When n=3, i=1, and j=2, we get P0=( 45 ,
7
10 , 1), and P1=(
4
5 ,
17
20 ,
7
10),
which satisfy
1
3P0+
2
3P1=Q(3)=(
4
5 ,
4
5 ,
4
5).
If T
*
=T 1ij , j{i, an analogous argument shows that, when n4, T*
satisfies (17) at the points Pi0 , P
i
1 , where P
i
0 has (n+1)(n+2) in the i th
place, (n+4)(2(n+2)) in the j th place, and 1 elsewhere, and Pi1 has
(n+1)(n+2) in the i th place, 1 in the j th place, and ; elsewhere.
Completion of the Proof of Proposition 3. Consider the finite collection
of sets
{_= :
n&1
i=1
r’ iu i+sgn(r) - 1&r2 un # 7n&1 :
’=(’1 , ..., ’n&1) # B1, j1 & } } } & Bn, jn , &1r1= ,
where each set Bij (writing j for ji) may be either Kij or Hij , and the indices
j1 , ..., jn range over all possible values. Call these sets G1 , ..., GN . Clearly,
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we have 7n&1=Nk=1 Gk . Let T1 , ..., TN be the associated operators given
by (a).
Fix k=1, ..., N. Let B1, j1 & } } } & Bn, jn be the set associated with Tk .
First suppose that there is some i=1, ..., n such that the set Bij is Kij . We
may assume i=1 without loss of generality. Let P1 , ..., Pn&1 be the points
obtained above for K1j , at which (17) holds for T*=T
2
1 j . Since TkT
2
1 j ,
it follows that Tk satisfies (b) at these points. Each of the points P1 , ..., Pn&1
has the first coordinate x1=(n+1)(n+2), and their convex hull is a non-
trivial (n&2)-simplex, which contains the point Q(n) in the interior by (18).
We can pick two additional points P$, P", at which Tk satisfies (b), as
follows. If Bmj=Hmj for some m=2, ..., n, then let P$, P" be the points that
were obtained above for Hmj , at which (17) holds for T*=T
1
mj . And if
Bmj=Kmj for all m=2, ..., n, then let 7$ be the (n&2)-simplex with vertices
at P$1 , ..., P$n&1 (with xn=(n+1)(n+2)) at which (17) holds for T 2nj . Pick
two points P$, P" from 7$ such that P$, P" satisfy the conditions that
(1&t) P$+tP"=Q(n) for some 0<t<1 and that P$, P" have x1{(n+1)
(n+2). This last condition can be satisfied, for it follows from the induction
hypothesis that 7$ is not parallel to any of the coordinate axes.
Now let 0 be the closed convex hull of the selected points P1 , ..., Pn&1 ,
P$, P". Then Tk satisfies (b) in all of 0, by interpolation (or by taking
suitable asymmetric geometric means of (b) at P1 , ..., Pn&1 , P$, and P").
Thus it follows that in this case 0 contains a nontrivial (n&1)-simplex 7
satisfying the required properties.
Suppose next that Bij is Hij for all i=1, ..., n. Then the statement at
the end of the section ‘‘Estimates for Hij ’’ implies that Tk satisfies (b) at
the n pairs of points P i0 , P
i
1 , 1in. When n4, the point P
i
0 has
(n+1)(n+2) in the i th place, (n+4)(2(n+2)) in the j th place for some
j{i, and 1 elsewhere, and P i1 has (n+1)(n+2) in the i th place, 1 in
the j th place for the same j as above, and ; elsewhere. So the line
segment P i0P
i
1 is parallel to the vector Vi=(bi1 , ..., bin), where bii=0 and
bij=1&n2 for some j{i and the remaining n&2 components are 1. An
application of Lemma 4 with a=n2 and M=[bij] shows that V1 , ..., Vn
are linearly independent. So the linear span of the points P i0 , P
i
1 , 1in,
has dimension n. Thus the closed convex hull 0 of the points P i0 , P
i
1 ,
1in, contains an open ball centered at Q(n), and so 0 certainly
contains a non-trivial (n&1)-simplex 7 satisfying the requirements.
(When n=3, the points P i1 take a slightly different form. For example,
when i=1 and j=2, we have P10=(
4
5 ,
7
10 , 1), and P
1
1=(
4
5 ,
17
20 ,
7
10). But Vi
still have the same form, e.g. V1=(0, &12, 1). So we may apply Lemma 4
with a=32.)
Therefore, we may conclude that the proposition holds for n, as desired.
This completes the proof of Proposition 3. K
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Remark. Given n3, the above proof shows that Tk satisfies (b) in an
open ball in Rn centered at Q(n) for most values of k. However, there is
also some Tk , say T1 , such that (b) holds only when (1p1 , ..., 1pn ) lies on
the hyperplane x1+ } } } +xn=n(n+1)(n+2). This is the case when all
the Bij are Kij in the sets mi=1 Bi, ji (m) (m=3, ..., n) which appear in the
n&2 induction steps leading up to G1 and T1 . Thus the above proof is
consistent with the necessary condition in Theorem A. K
Now we will give the proof of Proposition 2(C). (In fact, the proof of
this result is implicitly contained in the proof of Proposition 3.)
Proof of (C) and (E) of Proposition 2. (C) Write T=T 1+T 2 as in
the part preceding (6). It follows from (6) and Proposition 2(B) that T 1
is bounded at M, that is, bounded from L p_ } } } _L p to Lq when
(1p, 1q)=M. So it is enough to show that T 2 is bounded at M. With Gj
and Tj as in Proposition 3, let
T 2j ( f1 , ..., fn)(x)=|
Gj & [_ # 7n&1 : |_ } un|<=]
f1(x&v1 } _) } } } fn(x&vn } _) d_,
where un is the unit vector defined right above (5). Interpolating the
estimates (b) at Ql in Proposition 3 and (7) gives
&T 2j (/E1 , ..., /En)&(n+3)2C |E1 |
1pl1 } } } |En | 1pln,
where
\ 1pl1 , ...,
1
pln+=Pl=
2
n+3
Ql+
n+1
n+3 \
n
n+2
, ...,
n
n+2+ , 1ln.
From the fact that nl=1 tlQl=Q(n)=((n+1)(n+2), ..., (n+1)(n+2)),
for some numbers tl # (0, 1), whose sum is 1, it follows that nl=1 tlPl=
((n+1)(n+3), ..., (n+1)(n+3)). Thus the convex hull of P1 , ..., Pn is a non-
trivial (n&1)-simplex containing the point ((n+1)(n+3), ..., (n+1)(n+3))
in the interior. An application of Lemma 3 with Y=L(n+3)2 now shows that
T 2j is bounded at M. Therefore, we conclude that T
2 is bounded at M.
(E) The proof that (1) holds on AM and MH is similar to the proof
of (C). We omit the details. K
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