any previous information that can be determined by straightforward algorithms. On the other hand, some feaWe study various cellular automata as algorithms for elementary image enhancement, which refers to methods used to im-tures of the image, such edges, boundaries, specific shapes prove features of an image without previous information about (lines for instance), the skeleton, the connexity property, them that can be implemented by straightforward techniques. and so on, can be used in further analysis of it. This is Cellular automata appear as natural tools for image processing the area of the segmentation, description, and recognition due to their local nature and simple parallel computer imple-techniques in image processing.
INTRODUCTION
ata. For more information about these functionals see Refs. [3, 4] . This operator allows us to characterize the steady Image processing techniques [1, 2] can be classified into three areas: digitization and compression; enhancement, state of the automata as a set of fixed points or two cycles and to give bounds for the transient time, which are not restoration, and reconstruction; and finally segmentation, description, and recognition. Digitization and compression usually tight.
As the objective of this work is to characterize some are methods related to the conversion of pictures to the data-image format and their effcient storage. In restoration cellular automata as algorithms for enhancement, in Section 3 we compare the relative performance of these celluand reconstruction methods the objective is to improve the image by application of some error minimization technique lar automata with the classical techniques for real two dimensional images, in terms of convergence rate, effect, based on the available information. Therefore a priori knowledge of the target image is needed to recover the stability in front of noise, and computational efficiency. missing features. In contrast, enhancement, segmentation, description, and recognition techniques, at an elementary
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IMAGE ENHANCEMENT level, are methods used to get features of the image without Cellular automata techniques appear as a natural tool 1 Permanent Address: DIM, U. de Chile; e-mail: ghernan@dim.
for image processing due to their local nature and simple uchile.cl. parallel computing implementation. In this section, we will image processing. Four of these automata will correspond are the local extreme values on the neighborhood of vertex i. The definition of the rule implies that a node does not to extremal automata, ER, and will be applied for sharpening, while the last one will correspond to a generalized change whenever it is outside the range defined by the extreme values of its neighborhood. Otherwise, if it Potts automaton and will be applied for smoothing purposes. The performance quality of such methods depends changes, it takes the maximum or the minimum value of its neighborhood depending on the specific ER. strongly on the cellular automata defined for such purposes (the local rule, the lattice, the neighborhood used, and the In Ref. [5] the dynamical behavior of the sequential iteration of the ER was fully characterized through the number of steps performed by the automata). Examples of the application of these cellular automata techniques Lyapunov functional: to real two dimensional images will be presented, which together with the results from theory and numerical data, ).
(6) present four cellular automata that produce such effects. They are extremal automata, ER [5] [6] [7] [8] [9] , where the local differences are increased (if they exist) by choosing the Therefore, for some particular ER polynomials, sharp extreme local values in a way that depends on the particu-bounds were also obtained in Ref. [5] . lar rules.
A Lyapunov functional which drives parallel iteration The extremal automata or extremal rules, ER, were de-for extremal rules cannot easily be deduced from the sefined in Ref. [5] as a generalization of FES Rules (FES ϭ quential one. But the dynamical steady state behavior conforced-move and stay constraints) [6] , which were intro-sists only of fixed points. duced in Refs. [7, 8] as image processing techniques. PROPOSITION 2.1. The parallel iteration of ER converges Let G ϭ (V, E) be an undirected, connected, finite graph only to fixed points. (V set of vertices and E set of edges), with ͉V ͉ ϭ N. To each vertex or site i ʦ V we assign values x i ʦ Q ϭ ͕0, ..., Proof. Since Q N is a finite configuration space and the q Ϫ 1͖, with q Ն 3. The set Q is the local set of states of transition functions are deterministic, the steady state of each vertex and Q N is the configuration space. We will say a trajectory ͕x(t)͖ tՆ0 defined by the ER automata must be that f i , the local transition function of vertex i, is an Extrea cycle. Then ᭙x(0) ʦ Q N ᭚ T Ն 1 and Ն 2 such that mal Rule ER iff.
Since the steady state of the automata is a cycle of period
where V i is the neighborhood of vertex i, i.e.,
for some 1 Յ t 1 Յ ( Ϫ 1). In any case the state of a vertex that varies during the period of the cycle must decrease and then increase its value or vice versa. Thus, if a vertex and changes its value, to return to the value that it had at the beginning of the cycle, it must increase its value during m i ϭ min Suppose first that x i (T ) ϭ (q Ϫ 1), the global maximum This rule, introduced in Ref. [7] , chooses the extreme value value. It is clear that the x i (t) remains constant for t Ն T.
closer to the central site.
, which is a contradiction. Thus, neighbors of a vertex that has the global maximum
value remains constant in time for t Ն T.
We will proof the results by induction. Let 1 Յ p Յ q. We must prove that
(9) We have proven this statement for p ϭ 1. Let us assume that the statement is true ᭙k Յ r, and suppose that
. If vertex i changes its state, by definition of the rule it is clear that x i (T ϩ ) Ն (q Ϫ r), In this case, the evolution goes to the extreme that is better which is a contradiction. Moreover, if ᭚ j ʦ V i such that represented locally. x j (T) Ͻ x i (T ), which changes its state, then x j (T ϩ ) Ն Mean Extremum Rule: MR. (q Ϫ r), since vertex i remains constant and the graph is symmetric, which is a contradiction. Then the period ϵ 1. Ⅲ In Ref.
[9] the parallel iteration of the following ER was
(10) studied numerically on the Connection Machine CM2:
where
In this case, the local difference is increased by taking the extreme value of the neighborhood, which together with the mean value defines the interval containing the central site value. This rule takes the extreme which together with the central damage spreading in this context is the distance between the final (steady) configurations obtained from the initial site value defines the interval that contains more values of the neighborhood intensity pixels, which defines a kind of one and the initial perturbed one. It is clear that this quantity measures the stability of a dynamical system, in this ''median'' rule.
case the ER cellular automata. In Ref.
[9] the Hamming In Ref.
[9] it was concluded that the former automata distance was chosen, since a measurement of the exact can be used as sharpening algorithms for random generated differences between the images was similar to it. Both images. All these automata present very fast convergence kinds of damage studied present a linear response without to fixed points, an average logarithmic convergence rate discontinuity at the origin for the small damage limit, i.e., in the linear size of the lattice. If l is the average transient very stable behavior, length, then
where N ϭ n 2 and the constant a and b depends on the where C by random or smoothing perturbation and differs from C initial 1 in a p ȃ 0 fraction ER as shown in Table 1 .
Another interesting feature of the ER rules studied in of sites (which corresponds to the initial damage). We have summarized these results in Tables 2 and 3 . As can be Ref.
[9] was the damage or noise spreading response of uniformly distributed random images due to random and seen from the tables and taking into account the statistical fluctuations, the constant b in the linear model can be smoothing damage. The first kind of damage consists of randomly replacing the state of a site by another uniformly considered equal to zero, which gives nondiscontinuity of the spreading damage, in the limit of zero damage. distributed state, and the second consists of replacing the state of a random site by its neighborhood average, which
In Fig. 1 the result of the application of these ER can be observed. In this case we took a two dimensional digiticorresponds to the opposite effect to that of the ER. The zated image and apply the rules until they reached steady The dynamical behavior of these automata is completely state. From this figure the sharpening effect of these determined by Lyapunov operators for sequential and parrules is clear, with the exception of the Potts extremum allel update, since it belongs to the class of generalized rule, which produces the most destructive effect on Potts automata; see Ref. [4] . the image.
Generally, elementary smoothing techniques are conIn Fig. 2 we observe the effect of the NE rule on a real ceived to achieve local uniformity in a neighborhood. For image that has been perturbed with random smoothing this reason they are based on operators which try to locally damage. The image was degraded by the following process: minimize the differences between pixel values. In this confrom the initial image we obtained another one with 30% text, rules that depend on the average or on the median of the pixels chosen at random. Then its state was changed of the neighborhood are natural candidates. But these rules to the neighborhood average and finally the NE rule was produce blurred images and erase some features of the applied until steady state was reached. The resulting image image. In order to avoid this undesired effect, more careful presents defects when compared with the initial one due techniques must be applied. An interesting application of to the discretization, the kind of neighborhood used (a smoothing techniques is the reduction of uniformly distribnearest neighbor one), and the number of parallel steps uted random noise [1, 2] . Following the generalized Potts of the automata. But its ''cleaning'' effect on the damaged automata point of view [4] , we introduce a cellular automand smoothed image is clear. ata technique for smoothing purposes.
To minimize this blurring effect, an algorithm based on 2.2. Smoothing Potts Automata the neighborhood median computation is preferred. In this context we present the median rule automaton. It was In this section we will present cellular automata that can be applied as a smoothing algorithm in image processing. defined in Ref. [4] as a Potts generalized automaton: 
The typical (average) transient length of this rule was studied on the Connection Machine CM2 of the GMD, on a square lattice with von Neumann (nearest neighbors) neighborhood and free boundary conditions, with sizes
otherwise. between N ϭ 128 2 and N ϭ 1024 2 , q ϭ 256 possible graylevels values, and over a set of 10,000 random images. We obtained, for l, the average transient time Lyapunov operators drive the sequential and parallel dynamics in such a way that fixed points alone and fixed points l ϭ a и log(n) ϩ b,
and two-cycles are the steady behavior of the automata, respectively. The transient time is at most O(qN 2 ): where n 2 ϭ N is the linear size of the lattice and
which implies a very fast convergence to the steady state.
It is interesting to note that the average transient time l is of the same shape that that obtained for the ER rules ing algorithm consist in global gray-level histogram modification. The gray levels of the image are concentrated studied in Ref.
[9], a fact that can be explained from the antisymmetric relation between the ER and smoothing around the extreme gray level of the image. In Fig. 5 , the effect of two iterations of the blurring 3 ϫ 3 mask rules.
In Fig. 3 we show the application of this automata on a convolution algorithm (the low pass filter) is shown. From  Figs. 1, 3 , 4, and 5 we can conclude that the cellular automreal two dimensional image, until its steady state was reached.
ata defined as elementary enhancement algorithms present improvements in sharpening and smoothing which are comparable to those obtained by a widely used public
COMPARISON OF CELLULAR AUTOMATA ALGORITHMS AND CLASSICAL TECHNIQUES FOR
domain software.
ELEMENTARY IMAGE ENHANCEMENT 4. CONCLUSIONS In order to determine the performance of the cellular automata defined here for enhancement purposes, in this
In this work we have presented cellular automata for elementary image enhancement whose dynamical behavior section we compare their effects with the sharpening and smoothing algorithms supported by the public domain soft-is completely determined by strictly decreasing operators with the dynamics of the automata, called Lyapunov funcware XV, release 3.00, for SunSparc architectures.
The Connection Machine CM2 has an image file inter-tionals. These operators allow us to prove that their steady state consist only in fixed points or two cycles, and to obtain face, which corresponds to a set of routines that allows us to load a ''real image,'' initially obtained in the TIFF Re-not usually tight bounds for the maximal transient time.
Since these automata will be used as image processing lease 5.0 format, and to convert it to a parallel array for further processing by the cellular automata rules defined algorithms, a performance numerical study on random and real two dimensional images are necessary to determine in Section 2. With this process, the fast parallel array operations of the CM2 can be efficiently implemented for the their typical behavior. In this numerical study we have found that all the automata present very fast convergence different automata. Once the processing is completed, i.e., the fixed point (steady state) is reached, the parallel array to fixed points, stability in front of random noisy images, and simple parallel computing implementation. The peris converted to the TIFF format, for visualization on workstations.
formance results over real images compared with a common use image processing software, allow us to propose In Fig. 4 , we show the sharpening effect of the XV software, until no further steps can be made. This sharpen-them as a first level enhancement image processing tech-
