Let A be a Weyl arrangement. We introduce and study the notion of A-Eulerian polynomial producing an Eulerian-like polynomial for any subarrangement of A. This polynomial together with shift operator describe how the characteristic quasi-polynomial of a subarrangement of A can be expressed in terms of the Ehrhart quasi-polynomial of the fundamental alcove. The method can also be extended to define two types of deformed Weyl subarrangements containing the families of the extended Shi, Catalan, Linial arrangements and to compute their characteristic quasi-polynomials. We obtain several known results in the literature as specializations, including the formula of the characteristic polynomial of A via Ehrhart theory due to Athanasiadis (1996) , Blass-Sagan (1998 ), Suter (1998 and Kamiya-Takemura-Terao (2010); and the formula relating the number of coweight lattice points in the fundamental parallelepiped with the Lam-Postnikov's Eulerian polynomial due to the third author. As an application to graph polynomials, we give a new description for the generating function of a reduction of the chromatic polynomial.
INTRODUCTION
Motivation. One of typical problems in enumerative combinatorics is to count the sizes of sets depending upon a positive integer q. This often gives rise to polynomials, for instance, the chromatic polynomial of an undirected graph, going back to Birkhoff and Whitney, encodes the number of ways of coloring the vertices with q colors so that adjacent vertices get different colors. However, it may happen that enumerating the cardinalities of sets leads to quasi-polynomials. Generally speaking, a quasi-polynomial is a refinement of polynomials, of which the coefficients may not come from a ring but instead are periodic functions with integral period. Thus a quasi-polynomial is made of a bunch of polynomials, the constituents of the quasi-polynomial. One of the most classical examples in the theory is that the number of integral points in the q-fold dilation of a rational polytope agrees with a quasi-polynomial in q, broadly known as the Ehrhart quasi-polynomial.
We are interested in the connection between the counting problems and the arrangement theory. A finite list (multiset) A of vectors in Z ℓ determines an arrangement A(R) of hyperplanes in the vector space R ℓ , an arrangement A(S 1 ) of subtori in the torus (S 1 ) ℓ , and especially an arrangement A(Z q ) of subgroups in the finite abelian group Z ℓ q . Enumerating the cardinality of the complement of A(Z q ) produces a quasi-polynomial, the characteristic quasi-polynomial χ quasi A (q) of A [KTT08] . This single quasi-polynomial encodes a number of combinatorial and topological information of several types of arrangements and has generated increasing interest recently (e.g., [CW12, BM14, Yos18a, Yos18b, TY19, Tra19] ). Among the others, χ quasi A (q) has the first constituent identical with the characteristic polynomial χ A(R) (t) of A(R) which justified its name (e.g., [Ath96, KTT08] ), and the last constituent identical with the characteristic polynomial χ A(S 1 ) (t) of A(S 1 ) [LTY, TY19] . One of the methods used in [KTT08] for showing that χ quasi A (q) is indeed a quasi-polynomial is to express it as a sum of the Ehrhart quasi-polynomials of rational polytopes, or in the sense of [BZ06] , as the Ehrhart quasi-polynomial of an "inside-out" polytope. Such an expression is certainly interesting as it reveals the connection between two seemingly unrelated quasi-polynomials, one would hope for a more explicit expression if the list A was chosen to be a more special vector configuration.
Objective. A particularly well-behaved class of the hyperplane arrangements is that of Weyl arrangements. More precisely, if A = Φ + is a positive system of an irreducible root system Φ, then A(R) is called the Weyl arrangement of A. It is proved that χ quasi Φ + (q) is expressed in terms of the Ehrhart quasi-polynomial L A • (q) of the fundamental alcove A • , the Weyl group, and the index of connection of Φ (e.g., [Ath96, BS98, Sut98, KTT10] ). Thus we arrive at a natural and essential problem that how we can compute χ quasi Ψ (q) for any subset Ψ ⊆ Φ + by using the invariants of Φ, and more importantly, by means of the Ehrhart quasi-polynomials. Some partial results are known. If the root system Φ is of the classical type and Ψ is an ideal of Φ + , then χ quasi Ψ (q) can be computed from information of the signed graph associated with Ψ [Tra19]. However, the computation was numerical and had to be treated in a case-by-case fashion. A result due to [Yos18b] applied to any root system, but Ψ has to be the empty set, asserts that χ quasi ∅ (q) (or simply q ℓ ) can be written in terms of the Lam-Postnikov's Eulerian polynomial [LP18] , shift operator, and L A • (q).
Results. Inspired by the works of [LP18] and [Yos18b] , we introduce the notion of A-Eulerian polynomial E Ψ (t), an arrangement theoretical generalization of the classical Eulerian polynomial, for any Ψ ⊆ Φ + and prove a formula expressing χ quasi Ψ (q) in terms of E Ψ (t), shift operator, and L A • (q). The formula specializes correctly to the two formulas in the extreme cases (Ψ = Φ + and Ψ = ∅) mentioned above. Our method relies greatly on the Worpitzky partition of Φ (e.g., [Yos18b, Hum90] ), and is free of caseby-case considerations. Using the similar methods, we further define two types of deformed Weyl subarrangements containing the families of the extended Shi, Catalan, Linial arrangements and compute their characteristic quasi-polynomials. Finally, we give new combinatorial description for the generating function of a reduction of the chromatic polynomial as an application when the root system is of type A.
Organization of the paper. The remainder of the paper is organized as follows. In Section 2, we recall definitions and basic facts of the irreducible root systems, their (affine) Weyl groups and the Worpitzky partition. In Section 3, we recall the definitions of the characteristic and Ehrhart quasipolynomials and specify the choices of lattices for these quasi-polynomials (Remarks 3.4 and 3.6). We also recall the formula between the quasipolynomials in the extreme case Ψ = Φ + (Theorem 3.8), and derive a generalization of it (Proposition 3.11). In Section 4, we introduce the notion of A-Eulerian polynomial (Definition 4.2), of which the main specialization is the Lam-Postnikov's Eulerian polynomial (Remark 4.3). We prove that this polynomial is an essential tool to compute χ quasi Ψ (q) for any Ψ ⊆ Φ + (Theorem 4.9) and its generating function (Theorem 4.13). In Section 5, we define two types of the deformed Weyl subarrangements (Definition 5.1), which the main examples are the truncated affine Weyl and deleted Shi arrangements (Remark 5.2). Then we compute the characteristic quasi-polynomials of these deformed arrangements according to two special choices of intervals (Theorem 5.6 and 5.8). In Section 6, we obtain a formula for the generating function of a reduction of the chromatic polynomial as a specialization of Theorem 4.13 when the root system is of type A (Theorem 6.3). We also recall a formula for the generating function of the chromatic polynomial itself (Theorem 6.9). Then we obtain a relation between these generating functions as a graphical generalization of the Eulerian recurrence (Corollary 6.10, Remark 6.11).
ROOT SYSTEMS AND WORPITZKY PARTITION
Our standard references for root systems and their Weyl groups is [Hum90] . Assume that V = R ℓ with the standard inner product (·, ·). Let Φ be an irreducible (crystallographic) root system in V with the Coxeter number h and the Weyl group W . Fix a positive system Φ + ⊆ Φ and let ∆ := {α 1 , . . . , α ℓ } be the set of simple roots (base) of Φ associated with Φ + . The highest root, denoted byα ∈ Φ + , can be expressed uniquely as a linear combinationα = ℓ i=1 c i α i (c i ∈ Z >0 ). Set α 0 := −α, c 0 := 1, and ∆ := ∆ ∪ {α 0 }. Then we have the linear relation
The coefficients c i are important in our study and will appear frequently throughout the paper.
For
. For m ∈ Z and α ∈ Φ, the affine hyperplane H α,m is defined by
The walls (supporting hyperplanes) of A • are H α 1 ,0 , . . . , H α ℓ ,0 , H α 0 ,−1 . The affine Weyl group W aff := W ⋉ Q(Φ ∨ ) acts simply transitively on the set of alcoves and admits A • as a fundamental domain for its action on V .
The fundamental domain P ♦ of the coweight lattice Z(Φ ∨ ), called the fundamental parallelepiped, is defined by
Let N := #W f , and denote [N] := {1, 2, . . . , N}. Then the cardinality of the set Σ of all alcoves contained in P ♦ equals N (see, e.g., [Hum90, Theorem 4.9]). Let us write
indicate the constraints on x ∈ V according to the inequality symbols >, <, respectively.
Theorem 2.2 (Worpitzky partition).
Proof. See, e.g., [Yos18b, Proposition 2.5], [Hum90, Exercise 4.3].
CHARACTERISTIC AND EHRHART QUASI-POLYNOMIALS
. The number ρ is called a period and the polynomial f k (t) is called the kconstituent of the quasi-polynomial g.
Let
Given a vector m = (m α ) α∈L ∈ Z L , we can define the Z q -plexification (or q-reduced) arrangement of (L, m) by
The complement of (L, m)(Z q ) is defined by
The quasi-polynomial is called the characteristic quasi-polynomial of (L, m) with respect to the lattice Γ, and denoted by
We can also define the R-plexification (in fact, the real hyperplane arrangement) of (L, m) as follows:
For a real hyperplane arrangement A, denote by χ A (t) the characteristic polynomial (e.g., [OT92, Definition 2.52]) of A.
Theorem 3.2. The first constituent of χ quasi (L,m) (q) coincides with the characteristic polynomial of (L, m)(R), i.e., Convention: When m = (0) the zero vector, we simply write L, H α,Zq , H α,R instead of (L, m), H α,0,Zq , H α,0,R , respectively.
Remark 3.3. L(Z q ) and L(R) are examples of a more abstract concept, the G-plexifications (G is an abelian group) introduced in [LTY] (see also [TY19] for more information on their combinatorial properties) by viewing G = Z q , R, respectively. In addition, the characteristic quasi-polynomial can be generalized to the chromatic quasi-polynomial by replacing the lattice Γ by a finitely generated abelian group, see, e.g., [Tra18] for more details.
Remark 3.4. Throughout the paper, for every Ψ ⊆ Φ + (⊆ Q(Φ)), the characteristic quasi-polynomial χ quasi Ψ (q) is always defined with respect to the root lattice Γ = Q(Φ).
It is not hard to see that H α ≃ H α,R (as vector spaces), thus we can view A Ψ as the R-plexification of Ψ, i.e., A Ψ = Ψ(R). In standard terminology, A Φ + is known with the name Weyl (or Coxeter) arrangement, and clearly
Remark 3.5. Sometimes, when we say "the" characteristic quasi-polynomial of (L, m)(Z q ) or of (L, m)(R), we literally mean χ quasi (L,m) (q). In particular, χ quasi Ψ (q) will be referred to the characteristic quasi-polynomial χ quasi A Ψ (q) of A Ψ . We will use this notation later in Section 5 when we deal with deformed Weyl arrangements of Ψ.
Let Γ be a lattice. For a polytope P with vertices in the rational vector space generated by Γ, the Ehrhart quasi-polynomial L P (q) of P with respect to Γ is defined by
We denote by P • the relative interior of P. Similarly, we can define
For q > 0, the following reciprocity law holds:
Remark 3.6. Throughout the paper, the Ehrhart quasi-polynomials L A • (q), L A • (q) are defined with respect to the coweight lattice Γ = Z(Φ ∨ ).
Then the number of coweight lattice points in qA • after removing some walls can be computed by L A • with the scale factor of dilation being reduced.
In particular, for q ∈ Z,
Proof. See [Yos18b, Corollaries 3.4 and 3.5].
In general, it is not easy to find explicit formulas which involve both characteristic and Ehrhart quasi-polynomials. With regards to root systems, there is an interesting relation between these quasi-polynomials.
Theorem 3.8.
Proof. See, e.g., [KTT10] , [Yos18b, Proposition 3.7].
Theorem 3.9. The minimum period of Corollary 3.10.
We can generalize the result above to have a formula for χ quasi Ψ (q) for any Ψ ⊆ Φ + in terms of lattice point counting functions. It will also explain why the choice of lattices for the characteristic and Ehrhart quasipolynomials is important. In the proposition below, we view Ψ as a list with possible repetitions of elements.
Proposition 3.11. Let m = (m α ) α∈Ψ be a vector in Z Ψ . Set
We have bijections between sets
As a result,
Proof. The bijection
We can use exactly the same argument applied to any Ψ. The proof of
for an arbitrary Ψ ⊆ Φ + runs as follows:
EULERIAN POLYNOMIALS FOR WEYL SUBARRANGEMENTS
Let Ψ ⊆ Φ + , and set Ψ c := Φ + Ψ.
Definition 4.1. The descent dsc Ψ with respect to Ψ is the function dsc Ψ :
Definition 4.2. The (arrangement theoretical Eulerian or) A-Eulerian polynomial of Ψ is defined by Proof. If Ψ = Φ + , then the statements are clearly true by Remark 4.3(a). Let A ′ be an arbitrary alcove. We can write A ′ = w(A • ) + γ for some w ∈ W and γ ∈ Q(Φ ∨ ). By Lemma 4.5, we can extend dsc Ψ to a function on the set of all alcoves (in particular, on the set Σ of alcoves contained in P ♦ ) as follows:
Proof. Similar to [Yos18b, Theorem 4.7]. Proof. The proof is similar in spirit to [Yos18b, Proof of Theorem 4.8].
Since both sides are quasi-polynomials, it is sufficient to prove the formula for q ≫ 0 (actually, q > h is sufficient). For i ∈ [N], we have
Note that we used Definition 2.1 of A ♦ i in the first equality. We applied Proposition 3.7 and Definition 4.6 in the second equality. More precisely, if A • i = w(A • ) + γ for some w ∈ W and γ ∈ Q(Φ ∨ ), then qA • i can be written as
.
Thus the half-spaces defined by (δ, x) ≤ qk δ (δ ∈ J ∩ Ψ c ) correspond exactly to the roots α i ∈ ∆ satisfying w(α i ) ∈ −Ψ c . By the Worpitzky partition (Theorem 2.2) and Proposition 3.11, we have
Now using Theorem 4.7 together with the shift operator (Definition 4.8), we conclude that
Remark 4.10. It would be interesting to compare Theorem 4.9 with the computations in [Tra19] when Ψ is an ideal of Φ + .
Proposition 4.11.
Proof. See, e.g., [KTT10, Proof of Theorem 3.1].
Theorem 4.12.
Proof. For a proof of (i), see, e.g., [Ath96] , [ 
Proof. By Theorem 4.9, Corollary 3.10 and Proposition 4.11, we have
. 
DEFORMATIONS OF WEYL SUBARRANGEMENTS
Let Ψ ⊆ Φ + , and recall the notation
Definition 5.1. Let a ≤ b, c ≤ d be integers. Define two types of the deformed Weyl arrangements of Ψ as follows: 
Obviously, asc Ψ (w)+asc Ψ (w)+dsc Ψ (w)+dsc Ψ (w) = h for all w ∈ W . Similar to Lemma 4.4, each function defined above takes values in [0, h−1]. Furthermore,
Similar to Definition 4.6, we can extend the functions above to functions on the set of all alcoves. Now let us formulate a deformed version of Proposition 3.7. Set
Proof. The formula was implicitly used in [Yos18b, §5] and its proof is very similar to the non-deformed case. Note that if i ∈ [ℓ], then
Here the last equality follows from the bijection x → x + (b i + 1)̟ ∨ 1 . The proof for i = 0 is similar. Then apply the formula above repeatedly.
Remark 5.5. If we replace the interval [0, b i j ] in Proposition 5.4 by [a, b i j ] with a ≥ 1, there might be a large change in the right-hand side of the formula above. For example, if 1 ≤ a 1 ≤ b 1 , then
Theorem 5.6.
Proof. Proofs of (i) and (ii) are similar, and both are similar in spirit to the proof of [Yos18b, Theorem 5.1]. See also Proof of Theorem 4.9 in this paper. First, we give a proof for (i). Since both sides are quasi-polynomials, it is sufficient to prove the equality for q ≫ 0 (actually, q > (a + b + 3)h is sufficient). By Proposition 5.4, for i ∈ [N],
By Proposition 3.11, we have
For (ii), note that for i ∈ [N],
Remark 5.7. Theorem 5.6 is a generalization of several known results. By using the same method, we have the following result for the arrangements of type II.
Theorem 5.8. 
Remark 5.9. (a) One can work with other intervals [a, b] but the computation may become more complicated (see Remark 5.5).
(b) One can define and study the arrangement n k=1 I
See, e.g., [Ath96, Theorem 3.11] for an example when n = 3. We choose not to develop this direction here.
It is interesting to compare the following result with [AR12, Theorem 3.2] and [Ath96, Theorem 3.9] (see also Remark 6.4 for a more concrete formula when the root system is of type A). 
A REDUCTION OF THE CHROMATIC POLYNOMIAL
Let G = (V(G), E(G)) be a graph on ℓ vertices labeled by the elements of V(G) = [ℓ] = {1, 2, . . . , ℓ}, with no loops and no multiple edges. Let χ G (t) be the chromatic polynomial of G. It is well-known that χ G (t) is divisible by t, and we are interested in the polynomial χ G (t) t , a reduction of χ G (t). The generating function of the reduction is computed in terms of the h-vector of a certain relative complex, see, e.g., [Jon05, Theorem 3.5] . In this section, we will give a new combinatorial interpretation for its generating function.
Let G c be the complement graph of G, i.e., G c is the graph so that V(G c ) = V(G) and {i, j} ∈ E(G c ) if and only if {i, j} / ∈ E(G). Denote by S ℓ the symmetric group on [ℓ]. We use the notation w = w 1 . . . w ℓ to denote a permutation w in S ℓ . Definition 6.1. We say that w has a A-descent at i ∈ [ℓ] if w i > w i+1 and
Let E G (t) := ℓ k=1 e k (G)t k . Remark 6.2. From Definition 6.1, it is not hard to show the following facts.
It is related to the notion of cyclic descents, see, e.g., [Pet15, Exercise 1.11]. (c) The polynomial E G (t) has positive integer coefficients. This fact is already mentioned in [Pet15, Proof of Exercise 1.11] when G is edgeless, the same arguments apply to the general case (this fact will also be clear from Proof of Theorem 6.3). Let τ = 23 . . . ℓ1, then τ cyclically shifts the numbers 1 to ℓ. The action of τ on S ℓ by right multiplication partitions S ℓ into (ℓ − 1)! orbits of size ℓ. Also, the number of A-descents is constant on each orbit.
Our main result in this section is the following:
As a result, the polynomial
q t q has positive coefficients. Proof. Theorem 6.3 is nothing but a consequence of Theorem 4.13 when the root system Φ is of type A ℓ−1 . We give a detailed proof for the sake of completeness.
Let {ǫ 1 , . . . , ǫ ℓ } be an orthonormal basis for an ℓ-dimensional Euclidean space U, and define V :
is a root system of type A ℓ−1 . We may choose a positive system
is the set of simple roots associated with Φ + . Define
Let A G := {H α | α ∈ Θ G } be the graphic arrangement defined by G (see, e.g., [OT92, Definition 2.73]) in U. Let χ A G (t) be the characteristic polynomial of A G . Then χ G (t) = χ A G (t) (e.g., [OT92, Theorem 2.88]).
We may view Φ + as a set of elements in Γ = ℓ−1 i=1 Zα i (root lattice) by writing
The minimum period of χ quasi Θ G (q) is exactly 1, which can be explained by, e.g., Theorem 3.9. By Theorem 3.2, χ quasi Θ G (q) = χ Θ G (R) (q). It is a standard fact that A G is the product of the one dimensional empty arrangement and Θ G (R). It implies that χ(A G , q) = qχ Θ G (R) (q). Thus χ G (q) = qχ quasi Θ G (q). From Definition 4.2, we can define the A-Eulerian polynomial E Θ G (t) of Θ G with respect to the type A ℓ−1 root system Φ. From Definitions 4.1 and 6.1, we see that E G (t) = E Θ G (t). Theorem 4.13 completes the proof. Remark 6.4. From the construction in Proof of Theorem 6.3, the characteristic polynomial of the deleted Shi arrangement mentioned in Remark 5.2(b) and Corollary 5.10 is given by
Assume that the edge set of G contains at least one element g. Denote by G ′ := G\g and G ′′ := G/g the deletion and contraction of G with respect to the edge g. Then the Deletion-Contraction formula χ G ′ (t) = χ G (t)+χ G ′′ (t) gives rise to a recursive formula for E G (t).
Equivalently, for every 1 ≤ k ≤ ℓ,
In the remainder of this section, we focus on the chromatic polynomial χ G (t) itself. The problem of describing the generating function of χ G (q) is well-studied, for examples, it appears in the works of Brenti [Bre92, §4], Chung-Graham [CG95, §5] and Steingrímsson [Ste01, §1] . In this paper, we will follow the last two and let us recall the description therein. Definition 6.6. For w = w 1 . . . w ℓ ∈ S ℓ , an increasing (G, w)-path to w i is a sequence of distinct vertices w i 1 , w i 2 , . . . , w im such that (1) 1 ≤ i 1 < i 2 < · · · < i m = i, and (2) {w i j , w i j+1 } ∈ E(G) for each j ∈ [m − 1]. Let P i (G, w) denote the set of all increasing (G, w)-paths to w i . The rank r(w i ) of w i is defined to be the length of the longest (G, w)-path to w i , i.e.,
Definition 6.7. We say that w has a G-descent (or cut) at i ∈ [ℓ−1] if either (1) r(w i ) > r(w i+1 ), or (2) r(w i ) = r(w i+1 ) and w i > w i+1 . The G-Eulerian numbers f k (G) (1 ≤ k ≤ ℓ) are defined by f k (G) = |{w ∈ S ℓ | w has exactly ℓ − k G-descents}|.
The polynomial F G (t) := ℓ k=1 f k (G)t k is called the G-Eulerian polynomial. Remark 6.8. From Definitions 6.6 and 6.7, the following facts are immediate. (a) If G is complete, then F G (t) = ℓ!t ℓ . (b) If G is edgeless, then F G (t) = A ℓ (t), the ℓ-th Eulerian polynomial. Theorem 6.9.
Equivalently,
Proof. See, e.g., [CG95, Theorem 2] or [Ste01, Theorem 6].
Corollary 6.10. The polynomials E G (t) and F G (t) satisfy the following formula
Equivalently, for every 1 ≤ k ≤ ℓ, (6.1) f k (G) = ke k (G) + (ℓ − k + 1)e k−1 (G).
Proof. It is an easy consequence of Theorems 6.3 and 6.9.
Remark 6.11. If G is edgeless, then F G (t) = A ℓ (t) (Remark 6.8(b)) and E G (t) = A ℓ−1 (t) (Remark 6.2(b)). The classical Eulerian polynomials A ℓ (t) and A ℓ−1 (t) are known to satisfy the Eulerian recurrence (e.g., [Sta11, Formula (1.39) in Proof of Proposition 1.4.4]). Thus Corollary 6.10 gives a graphical generalization of the Eulerian recurrence.
Remark 6.12. One may wish to find for Corollary 6.10 a more direct proof relying mainly on Definitions 6.1 and 6.7. An idea is to prove that the formula (6.1) holds true at "the level of sets", more precisely, we wish to find two isomorphic sets whose cardinalities are given by f k (G) and ke k (G) + (ℓ − k + 1)e k−1 (G). We may naturally expect that every permutation w ∈ S ℓ that has ℓ − k G-descents (i.e., w contributes to f k (G)) should have either ℓ−k or ℓ−k+1 A-descents (it is true when G is edgeless as in the proof of the Eulerian recurrence mentioned above). However, this is a false prediction as we will see in Example 6.13 that it may happen that the permutation w has ℓ − k + 2 A-descents.
Example 6.13. Consider a graph G with 4 vertices as in Figure 1 . The computation of E G (t) and F G (t) is illustrated in Table 1 . Let τ = 2341.
There are 8 permutations having 2 A-descents and 16 having 1 A-descent. Thus E G (t) = 4t 3 + 2t 2 . There are 4 permutations having 2 G-descents (cells in green), 16 having 1 G-descent (cells in white) and 4 having 0 Gdescent (cells in red). The permutation 1423 has 2 A-descents and 0 Gdescent. Thus F G (t) = 4t 4 + 16t 3 + 2t 2 . The calculation is consistent with Corollary 6.10. 
