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The aim of this thesis is to investigate applications of laser wakefield acceleration to
other fields of experimental physics i.e. measurement of strong-field QED effects in
electrons, and industrial radiography using a laser-driven bremsstrahlung source. The
importance of detector design in each of these cases is also discussed.
Chapter 4 investigates the possibility of direct, on-shot measurement of strong-field
effects, namely radiation reaction, in the interaction between a high-intensity laser
pulse, and an ultra-relativistic electron bunch. QED-PIC simulations of these interac-
tions indicate that, by incorporating a pre-interaction, mm-scale drift, the signature of
radiation reaction can be preserved in a localised region of an electron bunch. Conse-
quently, unaffected regions which retain the original spectral structure can be used as
a direct comparison, potentially enabling discrimination between models.
Chapter 5 reports the results of an X-ray source development project. Industrially-
relevant, additively manufactured materials were imaged using a bremsstrahlung source
driven by LWFA. Making use of a range of converter materials, and by having control
of the plasma density in the LWFA source, it is possible to tune the resulting X-ray
characteristics for different material properties. The results demonstrate the possibility
that such a source, driven by a compact, high-power laser, is a commercially viable
solution to industry demands for high-resolution imaging of dense materials.
Chapter 6 shows progress made in the development of caesium iodide-based X-
ray detectors for various applications. Small stacks of crystals mounted to a camera,
offer a compact method of detecting X-rays with high angular resolution. A large,
2D array is a useful diagnostic in detecting directional X-rays, and offers a means
to recover spectral information. Extending this idea, it is possible to capture the
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The applications of energetic beams of electrons to scientific research are numerous.
Synchrotron sources such as the Diamond Light Source, accelerate electrons to ener-
gies around 2 GeV to produce bright X-rays for biochemical, medical, and materials
research.
The synchrotron light produced by such facilities is often the purpose, rather than
a by-product. Particles in circular accelerators radiate with power P ∝ 1/m4 for a
given energy, so electrons radiate 1013 more power than protons. Energy emitted is
energy lost, however, and the electrons maximum attainable energy is limited by the
radius of the accelerator.
We can overcome this to a large extent by using linear accelerators (linac), since
longitudinal acceleration results in negligible radiation losses. Linear accelerator facil-
ities like SLAC (now LCLS) produce some of the most energetic electron beams in the
world, up to 50 GeV, which are used to probe subatomic structure. The next iteration
of linacs is the International Linear Collider (ILC), due to be constructed in Japan, is
expected to reach energies of 250 GeV [2].
It may be apparent from figure 1.1 that the ILC is not a small facility. In fact,
the proposed location for the ILC in Iwate Prefecture is an area around 32 km long.
The reason for this is to avoid a key limitation of linear accelerators: RF breakdown.
A linac can only sustain an electric field of around 150 MV m−1 before electrons are
ripped from the cavity. To increase the energy gain, therefore, we must build ever
larger accelerators. This cannot continue indefinitely, and we must eventually look to
other means to reach higher energy regimes.
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Figure 1.1: Proposed Location of the International Linear Collider in Iwate Prefecture,
Japan. Source: JAHEP ILC Steering Panel 2021 Update [3]
1.1 Laser-Plasma Accelerators
A plasma can support electric fields several orders of magnitude larger than a conven-
tional accelerator, and was suggested as an alternative acceleration medium in 1956
by Veksler [4]. The method described charged particles being used to drive oscillations
in a plasma, which had sufficient amplitude to accelerate additional charged particles.
This technique is referred to as ‘plasma wakefield acceleration’ (PWFA). A particularly
striking example is that published by Blumenfeld et al. [5], in which electrons acceler-
ated to 42 GeV along the 3.2 km linac at SLAC, were more than doubled in energy in
1 m of plasma.
Instead of charged particles, the idea of using a laser to drive plasma waves (i.e.
laser wakefield acceleration, or LWFA) was first reported by Tajima and Dawson in
1979 [6]. At the time, lasers capable of driving high-amplitude plasma waves were not
available. However the invention of chirped pulse amplification (CPA) techniques in
1985 [7] started a revolution in laser technology which granted access to the relativistic
intensities required.
Reports of laser-driven plasma waves quickly followed [8], with suggestions elec-
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tron acceleration as early as 1986 [9]. The standard method at the time was to use
copropagating laser pulses of slightly different frequencies, which produced a beatwave
corresponding to the resonant frequency of the plasma [10]. Several results in the early
1990’s demonstrated electron energy gain beyond 10 MeV [11–13] using this technique,
referred to as ‘plasma beatwave acceleration’ (PBWA).
In 1993, a paper by Krall [14] described an alternative scheme using a single laser
pulse. The interaction between a plasma wave and a laser pulse causes a modulation
in the latter, decomposing it into a train of shorter pulses which resonantly drive
the plasma wave. This ‘self-modulated’ (SM-LWFA) technique results in enhanced
acceleration compared to PBWA [15–17], with energies reaching 94 MeV [18].
Up to this point, LWFA electron beams were broadband in energy, in contrast to
the highly controlled beams produced in conventional accelerators. In 2004, however,
the outlook changed with the simultaneous publication of three reports showing quasi-
monoenergetic electron bunches [19–21]. These results were made possible by advances
in CPA which allowed production of laser pulses on the order of 10 fs and intensities ex-
ceeding 1× 1018 W cm−2. Ultra-short, high-intensity pulses which are shorter than the
plasma wavelength self-focus as they propagate. By matching the plasma density and
focal spot size, this process can be precisely tuned to drive plasma waves to the point
where electrons break from the wave in a short, self-terminating burst. This causes the
electrons to be (almost) uniformly accelerated, resulting in low energy spread.
Since the 2004 results, there has been a huge push towards understanding the mech-
anisms for controlling electron beam parameters, by control of laser polarisation [22],
plasma composition [23], or density tailoring [24, 25]. Naturally, the most attention-
grabbing headlines are related to the maximum energy. The record currently stands
at 7.8 GeV [26].
Figure 1.2 shows an aerial view of the Rutherford Appleton Laboratory, home to
the Diamond Light source and the Gemini laser facility. Both of these facilities are
capable of accelerating electrons to around 2 GeV, clearly demonstrating the potential
for laser-driven sources as a compact means of particle acceleration.
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Figure 1.2: Aerial view of the Rutherford Appleton Laboratory. The Diamond Light
Source (large red box) and the Gemini Laser (small) are both capable of producing
2 GeV electron beams. Source: https://www.flickr.com/photos/stfcpix/16889192337/.
Licensed under Creative Commons BY-SA 2.0
1.2 Applications of Laser-Plasma Acceleration
Much of the research into laser plasma acceleration (LPA) has been focussed on un-
derstanding the mechanisms at work, but its value to the broader scientific community
hinges on applying this knowledge to develop LPA into a tool for scientific research,
rather than the object of it. Over the last five years, several groups have demon-
strated techniques based on machine learning to automate control of particle acceler-
ators [27, 28], and laser plasma accelerators alike [29–31].
The purpose of this thesis is to describe in detail some of the key applications of
LPA, which make it a useful tool for cutting edge research. The range of possible
applications is of course much more extensive than can be covered in this thesis (see
figure 1.3). Interested readers should refer to the report published by the Plasma
Wakefield Accelerator Steering Committee (PWASC) for a comprehensive overview
[32].
Strong-Field QED Measurements
Using high-power lasers to accelerate particles allows for all-optical laser-electron colli-
sion experiments. With modern laser systems reaching intensities of 1× 1022 W cm−2,
it is possible to explore regimes where quantum effects dominate [33]. One such effect
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Figure 4: Schematic diagram showing a subset of potential applications of plasma wakefield accelerators, with impact
across various areas of science and industry.
by plasma accelerators will lead to FEL operation into the X-ray spectral range.
We note that future advanced radiation sources driven by conventional accelerators are likely to employ ultra-short
electron bunches, which in turn will require the development of new diagnostics for characterizing electron bunches of
ultra-short duration and low emittance. The bunches generated by plasma accelerators could provide an ideal source
for testing and characterizing the new diagnostics which will be required. Diagnostics are therefore another area, in
addition to driver technology, where conventional and novel plasma accelerator mechanisms merge and cross-fertilise
each other.
6.2 Medical applications
Plasma-based accelerators, especially those driven by laser fields have the key advantage of being able to drive
multiple bright sources of energetic particles and high energy X-rays beams from a single machine. With appropriate
optimisation, these beams have the potential to provide a unique capability for biomedical imaging, cancer diagnosis
and therapy from a single facility.
6.2.1 High-resolution X-rays sources for biomedical imaging
Early detection of cancer is one of the crucial factors determining the probability of surviving it. Existing screening
methods such as digital mammography and CT have poor discrimination between glandular and tumour tissues
because of their similar X-ray attenuation. A new imaging method sensitive to the phase of X-rays, rather than just
their absorption, yields enhanced intra-tumour soft-tissue contrast and improved visualization of cancerous structures,
especially in soft tissues, and can potentially be achieved with a lower dose to the patient. However, improved patient
outcome so far has only been demonstrated at large and expensive synchrotron sources, which have limited access for
medical use. Compact betatron radiation sources driven by plasma accelerators could make earlier diagnosis routinely
available, transforming treatment planning, delivery, and monitoring.
The high flux of LWFA-driven betatron sources means that images can be acquired in a single laser pulse, over-
coming the disadvantage of a micro-CT system which require a long exposure time for a high-resolution tomographic
scan. Figure 5 shows the results of phase contrast and tomographic imaging of human tissue samples obtained
at CLF by UK groups. The small size of the laser-based source makes them suitable for deployment in a hospital
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Figure 1.3: Applications of plasma acceleration. Source: [32]
is radiation re ction (RR), which is the force experien ed by an lectron as it radiates.
RR is a direct consequence of energy conservation, yet it eludes description by clas-
sical means. The Lorentz-Abraham-Dirac equation describes the motion of radiating
charge, but it is plagued by runaway solutions and non-causal effects (see Chapter 2).
Some of these undesirable characteristics can be overcome: Landau and Lifshitz [34]
derived a self-consistent relativistic equation, but its validity is limited to low field
strength. Others [35–37] have developed their own equations, but there is currently no
consens s supporting ny of them. For a particularly fiery exchange, se [38, 39].
More recen attempts t solve this problem inv ke strong-field QED [40], bu again
there is little consensus as to the correct approach [41]. To resolve this, we turn to
experi ent.
The first evidence of RR ffects in l ser-plasma interactions was publis ed in 2018
by Cole et al. and Poder et al. [42, 43]. They showed that RR could be measured by
colliding electrons accelerated by LWFA with tightly focussed laser pulses. RR effects
have also been observed in collisions between high-energy electrons produced in a linac
and crystals (Wistisen et al. [44]). Both of these results rely on the interaction of
electrons with high-intensity fields, the first from a laser, the second from nuclei. The
results of Wistisen et al. show that linear accelerators still have an advantage over
laser driven techniques, but this method is limited fundamentally by both the size of
the accelerator facility, and the fixed nuclear field. An all-optical inverse Compton
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approach has the potential to exceed these limits in the near future.
Hard X-ray Sources
Continuing the theme of bashing conventional particle accelerators, the development
of laser-driven X-ray sources has the potential to fill a ‘gap in the market’ for compact,
high-energy radiography facilities. In recent years, additive manufacturing has become
a strong contender to replace traditional manufacturing techniques, due to reduced
waste production and the ability to ‘print’ complex structures.
In cases where reliability of parts is paramount, e.g. aircraft, satellites, etc. the use
of X-ray radiography to characterise materials is particularly beneficial. The ability to
see through an object without dismantling it is critical for quality control, and enables
detection of structural flaws which may be catastrophic.
X-rays can be produced in laser-plasma accelerators by several methods. Betatron
radiation [45], which occurs as a result of transverse electron oscillations inside plasma
waves, is typically on the order of 10 keV. Its low energy makes it useful for imaging
low-density materials such as bone [46] and carbon fibre [47]. Betatron emission is also
highly coherent, enabling phase-enhanced contrast imaging [48–50].
For imaging of heavier materials, i.e. metals, bremsstrahlung emission is more ap-
propriate due to its higher energy. A laser plasma accelerator can be made into a
bremsstrahlung source simply by placing a converter material such as aluminium in
the path of the electron beam. The potential of such sources for radiography has been
demonstrated by several groups [51–54].
Inverse Compton scattering (ICS) sources have the potential to combine the co-
herence of betatron with the energy of bremsstrahlung. By scattering a counter-
propagating laser pulse from accelerated electrons, ultra-short X-ray pulses with MeV-
scale energy can be generated [55–57]. As described above, ICS is also a useful technique
for studying QED effects. One might not imagine that the areas of strong-field QED
and industrial radiography intersect, but ICS sources are of relevance to both: The
development of high-energy inverse Compton sources for imaging of dense materials
requires understanding of the fundamental processes at work, as pair production at
high-intensities will degrade the efficiency of the source [58].
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Detectors
Efficient characterisation of X-rays is critical for applications. The penetrating power
of a source depends on its spectral composition, and its usefulness in high-resolution
radiography relies on both the size of the source and the divergence angle.
Low energy sources, such as betatron sources are relatively straightforward to char-
acterise. Image plate, or X-ray cameras, can directly detect incident photons, and a
multi-layered filter can be used to extract the spectral characteristics. For simple ra-
diography, image plate provides high resolution and dynamic range, although it must
be scanned and wiped after each shot.
For X-rays with energy above 100 keV, detection requires a scintillator material
capable of absorbing the photons. Commonly used materials are caesium iodide (CsI)
and LYSO. Using arrays of scintillator crystals it is possible to characterise X-ray
sources of hundreds of MeV [59, 60].
1.3 Thesis Outline
Chapter 2: Laser-Plasma Fundamentals
Key concepts relating to the results are outlined, including electron motion in electro-
magnetic fields, laser-wakefield acceleration, and radiation from accelerated charges.
Chapter 3: Apparatus and Methodology
Presentation of the main experimental methods and diagnostics relevant to the results.
This chapter discusses electron spectrometry, interferometry, the operating principles
of scintillators, and some image processing techniques for data analysis.
Chapter 4: Single-Shot Measurements of Radiation Reaction
Simulation results from EPOCH3D exploring the possibility of measuring radiation
reaction effects in laser-electron collision experiments. We use a pre-interaction drift
to induce a phase-space correlation between electron beam position and momentum
(x − px), which preserves the depletion zone after interaction with a laser pulse. The
depletion zone is used to characterise the degree of energy loss. We find that this effect
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should be measurable using currently available techniques, by careful engineering of
the electron beam characteristics. Expands upon work published by the author [1].
Chapter 5: Bremsstrahlung Imaging of Industrial Materials
Application of laser-wakefield accelerated electrons to drive a bremsstrahlung source
capable of imaging industrially-relevant materials. In particular we describe how the
source can be tuned for different materials by modification of a few key parameters.
Imaging capability using scintillators achieves detector-limited resolution of 150 µm,
with > 20 % contrast. The results presented here are based on work published by the
author [61].
Chapter 6: Scintillators as High-Energy X-ray Detectors
Explores the use of caesium iodide crystals as high-energy X-ray detectors for a range
of applications, including characterisation of angular distribution, spectral content of




Plasma physics is not your friend. – Anonymous
The interaction between a high-powered laser and a plasma is the foundation of an
enormous body of research, spanning fields from astrophysics to quantum electrody-
namics. As such, to cover the entire range of applications would be time-consuming
and tedious for the reader (and the author). We must therefore restrict ourselves to
the ‘hot takes’. In this chapter, we will develop the theory of laser-plasma interactions
as it relates to the results presented in Chapters 4, 5, and 6.
2.1 High-Power Lasers
Laser pulses can be amplified in stages to produce extremely high-energies. But non-
linear effects in the gain medium will degrade the quality of the pulse, and eventually
damage or destroy the medium itself. Beyond a certain intensity, Kerr lensing effec-
tively prohibits further amplification. This is the reason for the several year plateau in
laser intensity before 1985 (Figure 2.1).
The simplest solution to this problem is to reduce the intensity of the pulse by ex-
panding it in the transverse direction, increasing the area. Unfortunately, this requires
the optics and gain medium to be large enough to accommodate it. In general it is
impractical to construct lasers with large optical elements.
Ultimately, the solution to this problem is to expand the pulse temporally. The fre-
quency components of the pulse can be dispersed to produce a ‘chirped pulse’ of several
nanoseconds. The chirped pulse is then amplified as normal, and then recompressed to
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Figure 2.1: Increase in peak laser intensity since 1960. The invention of CPA enabled
access to the relativistic regime. Image Source: Mourou et al. 2007 [62]
its original length. The advent of Chirped Pulse Amplification (CPA) [7] revolutionised
laser technology and continues to facilitate the ever-increasing peak power of modern
laser systems.
Figure 2.2 shows the principle of CPA. A short pulse is spatially and temporally
dispersed by a pair of reflective gratings; the stretcher. The pulse may pass through
the stretcher again to undo the spatial chirp, leaving only a temporal chirp.
After amplification, the pulse is compressed by a complementary pair of gratings;
the compressor. The final result is an amplified, short pulse1.
2.2 Charged Particle Motion in Laser Fields
For a charged particle of mass m and charge e in a field described by 4-potential Aµ,










1As well as undamaged optics and a greatly reduced burden on the taxpayer.
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Figure 2.2: Principle of chirped pulse amplification. Image Source: Asplund et al. [63].
where
Aµ = (φ, A). (2.2)







A · v − eφ. (2.3)











































The momentum p = γmev of an electron in an oscillating field can be characterised by
the so-called laser strength parameter a0. Assuming an electromagnetic wave described









Note that here we assume the particle is non-relativistic, and so the v/c term can be
neglected.






We now normalise the electron momentum to mec to find,





In an electromagnetic field with a0 = 1, an initially stationary electron will be ac-
celerated to v ' c within a single cycle. The field is therefore described as being
‘relativistically intense’. For a laser with λ = 1 µm, this occurs for I = cE2/8π &
1.4× 1018 W cm−2.
Particle Motion
From the momentum equation (2.6), and an equation for the particle energy,
d(γmc2)
dt
= −e (v ·E) , (2.11)
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the orbit of an electron in a linearly polarised field is found to be [65]
x = −a0 cosφ (2.12a)










We see from (2.12c) that the electron will experience a drift in the z direction. In the
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p (2.14)
and using the vector identity [66]




− v × [∇× (γmv)] (2.15)





































From above, we can see that if Ω = ∇×(γmv − eA/mc) is zero at some initial time,
then it will remain zero for all future times. Ω may be referred to as the ‘generalised
vorticity’ [67], by analogy with the expression in classical fluid mechanics (ω = ∇×v).
















where the last term on the RHS is the ponderomotive force contribution. The
consequence of the result in (2.18) is clearer in the non-relativistic case. For v  c,










implying that the particle experiences a force away from regions of high field strength.
For a Gaussian laser pulse, then, electrons are driven away from the central region.
This effect is crucial in the formation of wakefields, which will be discussed later.
2.3 Plasmas
Often called the fourth state of matter, plasma is the most common observable state
of matter in the universe. A plasma is characterised by its collective behavior and
electromagnetic properties, which allow it to support high electric and magnetic fields.
2.3.1 Plasma Oscillations
Here we examine the response of electrons in a plasma to a small spatial displacement
from equilibrium. To illustrate the general behaviour, it is sufficient to consider a 1D
system where the ions are stationary on account of their larger mass.
Starting with an intially quasi-neutral plasma, we displace a ‘slab’ of electrons a
















This result is a second-order ODE, corresponding to simple-harmonic motion with a
characteristic frequency ωp.
ẍ = −ω2px (2.23)






This equation can be generalised for relativistic electron velocity by including the
Lorentz factor γ, such that me → γme.
In the cold plasma approximation, the maximum amplitude of plasma oscillations





Above this limit, the oscillation breaks down as ‘sheets’ of charge overlap. Dawson’s
model is non-relativistic, and must be modified for the case of relativistic plasma os-
cillations. Katsouleas and Mori [69] derive the relativistic wavebreaking limit, in this
case for a ‘warm’ plasma,
EWB =
√
2 (γp − 1)E0, (2.26)
where γp is the lorentz factor of the plasma wave.
2.3.2 Electromagnetic Waves in Plasmas
Electromagnetic waves propagate in plasmas according to the dispersion relation,
ω2L = ω
2
p − k2c2. (2.27)
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From the dispersion relation, it can be seen that if the laser frequency ωL is equal to
the plasma frequency, the wavenumber vanishes, i.e. the wave does not propagate in








This quantity is referred to as the ‘critical density’ and is the density for which electron
oscillations in the plasma match the electric field oscillations of the incident wave,
cancelling them out.








It can be seen from eq. 2.28 and eq. 2.31 that the velocity of EM waves in a plasma
depends on the ratio ne/ncrit which will prove important for wakefield acceleration.
Self-Focussing
The density perturbations caused by plasma waves cause changes in the local refractive
index. For the particular case of a laser pulse propagating through a plasma, the low
density region around the pulse generates a refractive index gradient directed away
from the centre of the pulse [71]. The result of this is that the laser pulse ‘self-focusses’
as it moves through the plasma. Matching the plasma density to the laser intensity
allows the pulse to be guided for long distances through the plasma.
1Notice that the phase velocity is strictly greater than c, which precludes the emission of Cherenkov
radiation in plasmas.
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Figure 2.3: Plasma waves in the linear and non-linear regimes. Left: Electron density
(δn/n0) and electric field profile (Ez) for driving laser with a0 = 0.5. Right: Density
and electric field for driver a0 = 2. Potential φ also shown. Image source: Sprangle et
al. 1990 [70].
2.4 Laser Wakefield Acceleration
Particle acceleration by laser-driven wakefields is a product of various plasma effects
described in the previous section, and is one (albeit rare) example which contradicts
the pessimistic outlook portrayed by the quote at the start of this chapter. In this
section we will discuss the generation of wakefields by intense lasers and the physics of
electron acceleration.
2.4.1 Wake Generation
In the previous sections, we discussed several nonlinear effects which occur when lasers
interact with plasmas. Under the proper conditions, these effects work synergistically
to accelerate electrons to high energies, forming the basis of a laser-plasma accelerator.
The process of laser-wakefield acceleration relies on the generation of electron-plasma
waves, which can trap and accelerate electrons.
An intense laser pulse propagating in a plasma will tend to drive electrons away from
its path due to the ponderomotive force. This creates an area of low electron density
behind the pulse1. The electric field established by the charge separation produces a
restoring force on the electrons, and causes them to oscillate at the plasma frequency.
The wave structure behind the laser pulse resembles that of a wake generated by
a boat moving along a river, as seen in Figure 2.3. In the linear regime, that is where
1We assume that the much heavier ions remain stationary over the interaction time.
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δn/n0  1, the shape of the plasma wave is a sinusoid with frequency ωp, and is












By driving the wave more strongly, we increase the relative size of the density
perturbation and the shape becomes more complex. The non-linear plasma wave rep-
resents a departure from the linear oscillation frequency in Section 2.3.1. The sharp
peaks in electron density, shown in Figure 2.3, result in a sawtooth-shaped electric field
structure, with an amplitude exceeding E0 (Eq. 2.25).
This plasma wave propagates at the same velocity as the laser pulse (i.e. c − vg),
and the high electric field gradient can trap and accelerate electrons to extremely high
energies. The plasma wave can sustain field gradients of over 100 GV m−1, three orders
of magnitude greater than that of a conventional accelerator [6].
2.4.2 Wavebreaking and Injection
Driving the wave above the wavebreaking limit, EWB (eq. 2.26), will cast electrons into
the low density regions in a process known as ‘wavebreaking injection’ or ‘self-injection’
[72]. As electrons break from the wave, the density peak decreases and the field drops
below EWB, preventing further injection. This process was exploited to produce the
first reported monoenergetic electron beams [19–21].
Generating consistent electron beams via self-injection is challenging since the den-
sity perturbations depend non-linearly on the intensity of the driving laser pulse, which
is subject to fluctuations. There are several techniques in use which facilitate greater
control over the injection process, and allow tuning of the electron beam characteristics.
Ionisation Injection
LWFA experiments commonly use helium gas due to its low ionisation potential1, so
that the plasma will be fully ionised by the foot of the laser pulse. An alternative
method is to use a gas which will not be fully ionised by the driver, and trigger further
ionisation by external means. Chen et al. [73] describe a technique in which a wakefield
1A helium atom will be fully ionised at around 8.8× 1015 W cm−2.
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is driven in a partially ionised neon plasma. Injection is then stimulated by a second
laser pulse of sufficient a0 to ionise the remaining electrons. The delivery of the second
beam is timed to cause injection in the positively charged region of the wakefield,
maximising acceleration potential.
A similar effect can also be achieved with a single laser pulse. In plasma gener-
ated from mixed gases, e.g. helium mixed with a small fraction of nitrogen, the inner
electrons of the dopant will not be liberated from the nucleus until they encounter
the highest intensity region of the driving pulse [23, 74]. This effectively enables elec-
trons to be injected directly into the accelerating region. Electron beams generated
via this method are typically broadband, with the energy spread scaling with a0, since
electrons are continually injected as the pulse propagates through the plasma. This
continuous injection also results in higher charge electron beams than those produced
by self-injection, which can limit the acceleration potential due to beam-loading [75].
Shock Injection
Injection can be stimulated by introducing a density perturbation by way of a shock
front in the plasma. This is achieved experimentally by placing a razor blade, or similar
sharp objects such as cleaved crystals, into the gas. As the plasma wave passes the
density ramp, the sudden change in plasma wavelength displaces trapped electrons
relative to the density peaks. These electrons then find themselves in the accelerating
region. Density-ramp injection, or shock-injection has been shown to produce stable,
narrow bandwidth electron beams [24, 76] of up to 1 GeV [77].
Trojan Horse Method
Electron beams generated by LWFA can themselves drive wakefields in a process known
as ‘Plasma Wakefield Acceleration’ (PWFA). These can be combined in a two-stage
accelerator scheme known as ‘Trojan Horse’. An electron bunch generated by LWFA
is used to drive a wakefield in a plasma which is not fully ionised. A co-propagating
laser pulse is then focussed into the accelerating region of the wake structure, ionising
the remaining electrons. By using a fast-focussing pulse, the injection can be precisely
timed, resulting in very low energy spread bunches with low divergence [78].
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2.4.3 Energy Gain and Dephasing
Once trapped in the low density region behind the pulse, the electrons are accelerated
in the longitudinal direction by the surrounding net positive charge. As they do so,
they quickly approach the speed of light and begin to catch up to the driving pulse.
An electron which moves a distance of λp/2 from the peak of the wake will experience
a decelerating force and begin to ‘dephase’ from the wakefield. In the lab frame, the
distance an electron must travel before it dephases is the ‘dephasing length’ and is










2.5 Radiation from Moving Charges
As a consequence of the finite speed of electromagnetic waves, a charge in accelerated

















For a highly relativistic particle accelerated along the direction of motion, i.e. β ×













where θ is the angle of emission with θ = 0 corresponding to the direction of motion.
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(1− β cos θ)3
[
1− sin
2 θ cos2 φ
γ2 (1− β cos θ)2
]
(2.38)
The denominator in each case indicates that the radiation will be emitted preferen-
tially in the propagation direction. This is a consequence of the ‘relativistic beaming’
effect caused by a Lorentz transformation into a relativistic frame. As a result, the





Electromagnetic waves, e.g. from a laser, interact with electrons by inducing oscilla-
tions. As a result, the electron emits dipole radiation. This process can be interpreted
as the electron scattering incident radiation, and is known as Thomson scattering.
If we consider a monochromatic, linearly-polarised plane wave interacting with an















where we have substituted the intensity I = cE20/8π. The bracketed term in eq. 2.41
is the squared electron radius (r0 = e


















Figure 2.4: Compton scattering from electron. Incident photon transfers momentum
to the electron, and is redshifted.










Upon integration, we obtain eq. (2.43).
2.5.2 Compton Scattering
In the previous section, we considered the radiation emitted by an electron in the field
of a plane wave. In this case the frequency of the radiation is identical to that of the
incident radiation, as no net momentum transfer occurs.
We now consider the interaction of a photon of energy ~ω0 with a stationary electron
from a kinematic perspective.
A schematic of the interaction is portrayed in Fig. 2.4. Conservation of 4-momentum







Rewriting eq. (2.45) as,
λ1 = λ0 + λc (1− cos θ) (2.46)





Figure 2.5: Inverse Compton Scattering. Photon energy is upshifted after scatter-
ing from electron in motion. In the lab frame, the photon energy is increased by
γ2e (1− cosθ)
2.
change in energy is negligible, i.e. the collision is elastic. Thus Thomson scattering is
simply Compton scattering in the low energy limit.
Inverse Compton Scattering
The derivation of Compton scattering began with an electron at rest. We now consider
the more general case of an electron in motion. This is quite straightforward, since the
principle of relativity allows us to transform into the rest frame of the electron. The
interaction therefore reduces to Compton scattering by Lorentz transformation.
Relative to the lab frame, the energy of the photon in the electron’s rest frame is
Doppler shifted by a factor of γ(1− cos θ). Assuming the resulting energy is low, such
that λ λc, we can use the approximation of Thomson scattering to find the resulting
photon energy ~ω1 ' ~ω0. Transforming back into the lab frame requires an additional
Doppler shift of γ(1− cos θ), giving the observed photon energy as
~ω1 = ~ω0γ2 (1− cos θ)2 . (2.47)
It is clear from eq. (2.47) that the maximum upshift occurs for an incident angle of
180°, which results in an increase of 4γ2~ω0.
This is an important result. In principle, the double Doppler shift allows the pro-
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duction of X-rays by scattering visible light from relativistic electrons.
Non-linear Effects
For the simple case of a single photon scattering from a single electron, the energy
upshift is as described by equation 2.47. However, the interaction of a high-intensity
laser with an electron (relativistic or not) requires some additional considerations.
An electron interacting with an EM field of a0 > 1 will be accelerated to relativistic
velocities, therefore its mass will increase [82]:
m = m0
√
1 + a20. (2.48)
A high a0 also means a high photon density, which increases the probability of multi-
photon scattering, resulting in harmonic generation.








Here, n ∈ Z is the number of scattered photons, and thus also the harmonic number.
The consequence of eq. 2.49 for high-intensity laser-electron interactions is that,
as we increase a0 beyond 1, the spectrum of emitted radiation broadens and the fun-
damental wavelength increases. For a0  1, the spectrum becomes quasi-continuous
[84, 85].
Quantum Effects
The Compton wavelength λc can be interpreted as a quantum-mechanical scale length
below which the classical wave description of electromagnetic radiation is no longer
valid. In our discussion of Compton scattering, we took a kinematic approach, im-
plicitly modelling photons and electrons as rigid spheres1. Unfortunately, this is too
simplistic and ultimately results in an incorrect value for the cross-section. To find the
correct description we require a fully quantum-mechanical treatment which accounts
for the spin of the electron. The derivation is outside the scope of this work, so we shall
1This is essentially the route taken by Compton himself in his derivation [86]
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simply state the result and refer the interested reader to Klein et al. [87] or Heitler




















e- X-raysθ ~ 1/γ
bmin
φ
Figure 2.6: Schematic of bremsstrahlung emission. Electron is accelerated by the
nuclear charge, resulting in emission of radiation in a cone of angle 1/γe.
An electron passing close to an atomic nucleus will have its trajectory altered by
the interaction with the Coulomb field. The change in trajectory amounts to an accel-
eration, and therefore by Larmor’s formula we expect the electron to radiate. Bremss-
trahlung (braking-radiation) occurs when charged particles in motion are slowed or
deflected by external electric fields. For the purposes of this thesis, we will only con-
sider the scattering of relativistic electrons from atomic nuclei (free-bound), although
bremsstrahlung is also generated by electron-electron, electron-ion, or ion-ion collisions.
The schematic in Figure 2.6 illustrates the bremsstrahlung process: An electron on
an intial trajectory encounters a nuclear field at a minimum distance bmin (the impact
parameter) and is deflected by an angle φ, resulting in the emission of a photon. For
highly relativistic electrons, the radiation is concentrated in a cone in the forward
direction with opening angle θ ∼ 1/γ, as is typical.
For a relativistic electron colliding with a nucleus of charge Ze, the cross-section
























where the primed quantities denote the post-interaction conditions.
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2.5.4 Synchrotron Radiation
In Sec. 2.5.1 we discussed the emission of radiation by electrons oscillating in electric
fields. We now discuss the related case of electrons undergoing circular motion in
magnetic fields. The emission in this case is known as cyclotron radiation, and has a
frequency equal to that of the circular motion.
For highly relativistic particles, the radiation is beamed according to eq. 2.39 and
the frequency spectrum becomes broadband. The energy emitted per unit frequency













Here K5/3 is a modified Bessel function and ωc is the critical frequency, defined for








2.6 Radiation Reaction Effects
Energy loss by electrons as they are accelerated is key to the radiative processes dis-
cussed above. That energy should be conserved in such an interaction is among the
least controversial requirements one could impose. However, the consequences of this
—at least in the classical regime— are quite the opposite, as we shall see in this section.
Also in this section we will discuss how the model of radiation and its reaction on
charged particles can be improved with quasi-classical considerations.
2.6.1 Classical Radiation Reaction
We can derive a simple relation describing the reaction force on an electron as it radiates
starting with the assumption that energy is conserved during the process. To (2.6) we












We start by making the bold assertion that the work done on the particle by this force





































































If we recast this equation in terms of Newtonian mechanics, i.e. replacing 4-vectors
by their 3-vector equivalents, we obtain the Lorentz equation for the damping force on
a non-relativistic particle1. The Lorentz equation is known to admit some unphysical
solutions, such as runaway acceleration due to self-interaction, and acausal interaction
1Although in this case the boundary term in the integration vanishes by requiring that the accel-
eration be zero at t1 and t2
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with applied forces.
However, within the framework of special relativity, this equation is inconsistent.
Since vµa
µ = 0 (4-velocity and 4-acceleration are orthogonal), we can eliminate the






vµ = 0 (2.62)
The first term is zero, since F µν = −F νµ and vνvµ = vµvν . Thus when the com-
ponents are summed over (per convention), the positive and negative terms all cancel,
and F is zero along the diagonal.





vµ = 0 (2.63)
which implies that Fr = 0, and is therefore inconsistent. Moreover, since Fr is a
force and therefore proportional to an acceleration term, we require that F µr vµ = 0 to
be consistent with relativistic mechanics.
The radiation damping force was rederived by Dirac [90] in the context of special
















which, when contracted with vµ, vanishes as it should.
Despite Dirac’s efforts, the LAD equation still suffers from pathological solutions
(for an in depth discussion see [91]). The equation has been modified by several others,
including Rohrlich [39], Ford and O’Connell [37], and most notably Landau and Lif-
shitz [34], to eliminate these solutions. The standard approach is to expand the LAD
equation in powers of τ0, dropping terms which are second order or higher. In each




= F µνuν + g
µ, (2.65)
1Abraham actually derived this result before Dirac, but assumed a finite electron radius, which is
problematic under Lorentz transformation. Dirac’s result is based on a point-like electron.
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σ) (F ντvτ ) v
µ (2.66)
For highly relativistic particles, this can be simplified by noting that the first term
contains the 4-velocity squared, the second term 4-velocity, and the final term con-






σ) (F ντvτ ) v
µ (2.67)




γ2 (Ey −Bz)2 + (Ez +By)2 (2.68)
The γ2 term indicates that the damping force on the particle is proportional to the
square of its energy. This is a key characteristic of radiation damping in the classi-
cal regime. In essence, particles of higher energy radiate energy more rapidly in the
presence of an electromagnetic field, resulting in a reduction in energy spread.
2.6.2 Quantum Corrections
In preparation for the discussion of quantum effects, we first rewrite the classical equa-
tions for synchrotron radiation, and the power emitted by an accelerated electron, in







Here we have introduced the Compton time, τC = λc/c = ~/mc2, and the quantum
nonlinearity parameter η.

















Figure 2.7: Synchrotron spectra for two values of η in classical (dashed) and quantum
(solid) models. As η → 1, the classical synchrotron power overestimates the emitted
power, particularly at high energies.
which, for relativistic electrons, can be expressed in terms of the field quantities as,
η = γ
|E + v ×B|
ESch
, (2.71)
where ESch = e~/m2c3 is the Schwinger critical field [94]. η can be interpreted as a
measure of the importance of quantum effects in interactions between electrons and
radiation fields [95]. For η  1 we should expect purely classical behaviour, whereas
for η ≥ 1, interactions are dominated by quantum effects, such as stochastic emission,
and prolific pair production [96].
It is well-known from quantum electrodynamics that the synchrotron power is re-
duced compared to the classical case, most notably for high field strengths; η ∼ 1.
The reason for the classical overestimate is that the energy of the electron as it emits
is not taken into consideration, and as such radiation (i.e. photons) may be emitted
with energy higher than that of the electron. In Figure 2.7, the different predictions
are illustrated.
For η  1, the classical expression is valid, and for larger values the QED result
can be approximated by including a Gaunt factor g(η), such that,






Table 2.1: g(η) for some example values of η
10 5 10 4 10 3 10 2 10 1 100
log( )
100
2 × 10 1
3 × 10 1
4 × 10 1





Figure 2.8: Plot of g(η). The power radiated is modified by a factor in the range [0,1].















Despite its complexity, the effect of g(η) is straightforward: the power radiated is
modified by a correction factor in the range [0, 1]. Some illustrative examples are
shown in Table 2.1.
Effect of g(η) on the Radiation Reaction Force
The modification of the radiated power by g(η) affects the radiation damping force.
Since the RR force is derived from the radiated power, the corrected force term is
simply the classical value multiplied by g(η).
2.6.3 Stochastic Emission
While the modification of the classical synchrotron function correctly predicts the radi-
ated power, it does not account for the quantum nature of the process. In the quantum
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Figure 2.9: Energy loss due to RR in different regimes for a 1 GeV electron bunch.
Both the classical and semi-classical models result in compression of the spectrum.
The QED result has the same mean as the semi-classical, but is broader than the
initial spectrum on account of the stochasticity. Plot generated using epoch1D.
regime, electrons do not emit continuously, but rather stochastically. Furthermore, un-
like in the classical case, the electron’s initial energy merely sets an upper bound on
the energy of the emitted photon; the photon energy is not deterministic.
In the interaction of a laser with a relativistic electron, the laser pulse typically
has a Gaussian intensity profile, which means that the value of η in the centre of the
pulse will be higher than the edges. Classically, the electron encounters the front of
the pulse first and begins to radiate immediately. In the quantum picture, however,
the electron may chance upon the centre of the pulse without radiating at all. In this
case, the electron experiences a higher η than it would classically and moreover may
emit a photon of much higher energy. This process is called ‘straggling’ [98].
2.6.4 Radiation Reaction in Laser-Plasma Interactions
The validity of the various models of RR discussed above are still very much in question.
Although these results are derived from a well-established framework, approximations
are required to render the calculations tractable. Whether such approaches are valid




Historically, radiation reaction effects have been largely ignored due to their relatively
small effect on electron motion. Under certain conditions, however, the damping force
makes a contribution comparable to the Lorentz force, i.e. FRR ∼ FL. This regime,
described by Bulanov et al. [99], occurs when electrons encounter sufficiently high-fields.
Specifically, by equating the Lorentz and radiative terms in the LAD equation, Bulanov
estimates that the ‘radiation dominated regime’ (RDR) occurs when a0 ' 440. For
comparison, the record intensity achieved by the Hercules laser corresponds to a0 ' 97.
However, with the goal of measuring RR in mind, the requirement that the RR
force be equal in magnitude to the Lorentz force is too strict. Koga et al. [100] and
Thomas et al. [92] define the RDR to occur when ‘significant’ energy loss has occurred.
For the following discussion we shall use the definition of Thomas1.
For a relativistic electron interacting with a counterpropagating gaussian pulse of
























Here, the term trad refers to a characteristic timescale for radiation damping. Choosing







For t = trad, then, the electron loses around 10% of its energy within a laser cycle.
From this definition, ψ ≥ 1 corresponds to the RDR. For a laser with λ = 800 nm,








1The work by Thomas et al. is based on experiments conducted using laser and electron param-
eters achievable with Gemini or Hercules, and therefore the definition of the RDR used here is more
appropriate to the results in chapter 4.
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Thus, for electrons of 500 MeV, the RDR occurs when a0 ≥ 29.
2.7 Summary
In this chapter we have explored the basic properties of plasmas and how they can
be exploited to accelerate electrons using laser-wakefield acceleration. We have also
discussed the primary mechanisms by which radiation is emitted by electrons undergo-
ing acceleration. The means of acceleration, e.g. scattering from electrons, nuclei, etc.,
determines what we call the process, but the underlying concepts are the same.
The emission of radiation by accelerated charges is accompanied by a loss of energy,
termed ‘Radiation Reaction’. Despite the simple concept, we have seen that modelling





3.1.1 The Gemini Laser
Commissioned in 2008, the Gemini laser (Figure 3.1) was built upon the pre-existing
Astra system at the Central Laser Facility. Gemini is a petawatt-class, titanium-
sapphire (Ti:S) system consisting of, as the name suggests, two independent beamlines.
Each beam delivers up to 15 J at 800 nm (the bandwidth is approximately 35 nm [101]).
Although the system was designed to produce 15 J in 30 fs for each beam, the minimum
pulse length upon commissioning was 45 fs [102]. Presently, the typical operating pulse
length on Gemini is 45 fs to 55 fs.
Astra and Gemini are fed by a single oscillator, and share the first 3 amplification
stages. The output from the third amplifier is nominally 1.2 J at a repetition rate of
10 Hz. A rotating waveplate acts as a pulse switcher, sending every alternate pulse to
the Astra target area (ATA2).
Pulses sent to the Gemini laser area are split and sent into a fourth amplification
stage, producing 25 J of laser energy. The pulses are then compressed, and delivered
to the target area (TA3). Due to energy loss in the compression process, around 15 J













Figure 3.1: Schematic of the Gemini laser system. The stretched Astra beam is split
in two and passed into Ti:Sapphire amplifiers, increasing the energy in each beam to
around 25 J. The beams are separately compressed and directed into the target area
below via beam pipes.
3.1.2 Pulse Modification and Laser Diagnostics
Laser-plasma phenomena, e.g. LWFA are extremely sensitive to the properties of the
driving laser pulse, thus it is crucial to control —and measure— pulse parameters as
accurately as possible.
Wavefront Sensing and Adaptive Optics
The quality of a focal spot, i.e. the Strehl ratio, may be degraded by various factors.
Imperfect optical elements along a beamline will alter the spatial structure of the beam;
thermal lensing in the amplifiers creates ‘hotspots’. In order to achieve a high-quality
focal spot, aberrations in the wavefront must be corrected.
A Shack-Hartmann sensor measures the pointing of small regions of the beam with
an array of lenses, thereby inferring the relative phase across the wavefront. By pairing
the sensor with an adaptive optic (AO), the phase aberrations can be corrected.
An AO is a deformable mirror with an array of actuators that displace local regions
of the surface to compensate for phase offsets. To correct the wavefront, the degree of
offset is first measured by the sensor. Each of the actuators is then moved in turn to
establish the effect on the wavefront. Finally, the required pattern of actuator motion
is calculated, and the corrections applied to the AO.
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Energy Calibration
The energy contained in the laser pulse can be measured directly using a calorimeter.
However, it is rarely practical to include such a device in the experimental setup.
Instead it is sufficient to calibrate a CCD camera using the leakage behind an optic
such that the relationship between the integrated pixel counts and the pulse energy is
known. In the Gemini system, a beam profile monitor serves this purpose. Energy loss
in the compressor is measured during maintenance, and a correction factor applied to
the integrated image. This method allows unobtrusive, on-shot measurement of the
energy in the pulse.
Pulse-Shaping
The pulse duration in a CPA laser system is set by the arrangement of the compres-
sor gratings. An optimally compressed pulse in Gemini is around 44 fs (FWHM). For
LWFA applications, the pulse length should be chosen for a given plasma wavelength
(i.e. electron density). Adjusting the compressor gratings is a time-consuming and del-
icate process, and so this is not a suited to the high repetition rate required for electron
acceleration experiments. The temporal shape of the laser pulse can be adjusted in
the front-end of the system by using an Acousto-Optic Programmable Dispersive Filter
(AOPDF) [103]. Despite its catchy title, the AOPDF used in Gemini is referred to by
its brand name, the Dazzler 1
Pulse Length Measurement
Optical pulses as short as 100 ps can be detected and characterised by photodiodes.
However, the characterisation of femtosecond pulses can only be done by optical means.
A single-shot autocorrelator [104] splits the pulse with a beamsplitter, then re-
combines the light inside an SHG crystal. As the pulses pass through the crystal,
second-harmonic light is produced where they overlap, which is then detected by a
camera. The autocorrelation process effectively encodes the temporal characteristics
of the pulse into a spatial representation which can be measured directly. An impor-
tant caveat is that the temporal shape of the pulse does not uniquely determine the
autocorrelation signal, and so an initial pulse shape must be assumed.







Figure 3.2: Dispersion of electrons by dipole magnet. High energy electrons are de-
flected less than low energy ones, enabling energy discrimination at the screen.
In addition to the temporal shape of the pulse, the spectral phase can also be re-
covered by a technique known as ‘Frequency-Resolved Optical Gating’ (FROG) [105].
The FROG technique combines a single-shot autocorrelator with a dispersive element,
such as a grating, to obtain the frequency components of the pulse. The resulting
2-dimensional image encodes the temporal information along one axis, and the spec-
tral components along the other. Recovering the pulse shape from this data is quite
involved, however. See [106] for a detailed discussion.
3.2 LWFA Diagnostics
Whether LWFA is the object of research, or used to generate an electron source for other
applications (e.g. X-ray sources), it is important to make quantitative measurements
of the electron beam properties. In the following sections, we will describe the main
diagnostic techniques which apply to the results in Chapters 4 and 5.
3.2.1 Electron Spectrometry
Knowledge of the electron energy distribution is often crucial, particularly for secondary
sources such as bremsstrahlung, as the resulting X-rays depend strongly on the incident
electron spectrum.
The standard approach in laser-plasma experiments is to disperse the electrons
with a dipole magnet. By placing a scintillating screen in the path of the particles,
the energy spectrum can be obtained using a calibrated optical camera. Figure 3.2 is
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a schematic of a typical electron spectrometer.
The most common technique for detecting electrons is to use an inorganic, scintil-
lating screen such as Lanex (Gd2O2S:Tb) which emits light at 546 nm (5 nm FWHM)
when struck by electrons [107]. For electrons above around 1 MeV, the energy de-
posited in the Lanex is constant, thus the light emitted is directly proportional to the
charge [108, 109]. The camera imaging system can then be calibrated by comparing
the images to data taken from image plate in front of the Lanex, which also has linear
charge-to-signal response above 3 MeV [110, 111].
To calculate the trajectory of the electrons through the magnet, we can use the
Lorentz force equation derived in Chapter 2 (2.6) which describes the motion of charged
particles in electromagnetic fields. For a purely magnetic field, as in a dipole magnet,




The work done on the particle, dW , by the magnetic field over a distance dx is




v · (v ×B) = 0. (3.2)
Thus the energy of the particle remains constant in the magnetic field, and only the
direction of propagation is affected. By solving (3.1) for the particle trajectories, we





where v⊥ is the velocity component perpendicular to B, and B0 = |B|.
Since the gyroradius scales with the particle momentum p = γmv, the energy of an
electron passing through a dipole magnet can be determined from the deflection angle.
By considering the geometry of the magnet in question, the intersection of dispersed
electrons with the scintillating screen can be calculated analytically [112], however, this
assumes an idealised magnet with a uniform field between the poles, and no fringe fields.
Experimentally, the spectrometer calibration is carried out by first generating a field





Figure 3.3: Schematic of a Mach-Zehnder interferometer. The input beam is split by
a beamsplitter, with one line used as a reference. The data and reference lines are
recombined to produce an interference pattern.
simulation which gives the trajectories of the dispersed electrons.
3.2.2 Plasma Density Measurement
The electron density inside a plasma channel is a quantity of interest for LWFA, and
can be diagnosed by transverse optical probing of the gas target during the interaction.
A direct measurement of the density can be obtained by interferometry, which exploits
the variation in refractive index, and therefore optical path, across the channel.
A simple interferometer consists of a beam of incident light which is split into
two components of equal intensity, and then recombined after some distance. One
of the beams passes through the region of interest, while the other does not. Upon
recombination, the two beams produce an interference pattern as a result of the varying
path length. Figure 3.3 shows a schematic of a Mach-Zehnder style of interferometer.
A change in refractive index in the plasma will cause a localised fringe shift in the











The mathematical procedure of electron density reconstruction lies outside the scope
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Figure 3.4: Simulated interferogram of plasma channel. The phase shift is related to







Figure 3.5: Interferometry using an offset probe. The probe beam is offset from the
target, such that only part of the beam passes through the plasma. The remainder of
the beam is used as a reference.
of this thesis, however the general principles can be found in [113]. For a detailed
discussion of the process, see [112].
A convenient modification to the Mach-Zehnder interferometer for LWFA experi-
ments is to place the entire setup after the gas target. This results in two identical
images of the target. Provided the plasma channel does not fill the field of view of the
incident probe beam, the images can be offset slightly to obtain a single image of the
plasma as before (see figure 3.5). The main advantages of this approach are that it
vastly reduces the size of the diagnostic, and also makes it considerably easier to match
the timing between the arms of the interferometer.
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3.3 Image Processing Techniques
Experimental data from LWFA is often collected by way of optical systems. For ex-
ample, an electron spectrometer might consist of a scintillating screen imaged by a
CCD camera. To translate camera images into quantitative data usually requires some
post-processing in order to compensate for background noise, optical aberrations, or
perspective.
3.3.1 Kernel Convolution
The term ‘Kernel Convolution’ refers to a class of operations designed to modify images
for the purpose of filtering noise, or enhancing features such as edges. Essentially, the
value of each pixel in the image is recalculated based on the values of its immediate
neighbours.
We achieve this by convolving a matrix, or kernel, with the image. The values
contained in the kernel are specific to the desired operation. As an example, consider









 ; B =

2 2 2 2 2
2 2 2 2 2
2 2 2 2 2
2 2 2 2 2
2 2 2 2 2

. (3.5)
Each entry in the resulting image is calculated by first overlapping the centre of the
kernel with the target pixel. The kernel is then multiplied elementwise with the region
of the image it overlaps, and the resulting values summed. The target pixel value is
then replaced with the result of this sum. Using the examples above, each new pixel
value is calculated as follows:







Thus the pixel values in our ‘image’ B are reduced by half.
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Figure 3.6: Effect of Gaussian Blur.
Gaussian Filter
A more interesting kernel is the Gaussian filter (or Gaussian blur), in which the values
are weighted according to a normal distibution. For example, a 3 × 3 Gaussian filter









The effect of this kernel when applied to an image is to redistribute the value of each
pixel among its neighbours, as illustrated in figure 3.6. This smooths out prominent
features of the image, such as hard edges. A Gaussian filter is useful for removing
background noise from an image, which can obscure data. As an example, consider
the image on the left of figure 3.7. We imagine that this represents a signal we wish to
measure, e.g an X-ray beam profile (see Chapter 5 for a real example). An experimental
measurement of this signal may look more like the middle image, in which the signal is
masked by a large amount of background noise. To the human eye, the original signal
is still apparent, but quantifying the signal is difficult. The height and position of the
peak are ambiguous, for instance.
Applying a Gaussian filter to the middle image we remove almost all of this noise
without sacrificing the original signal. The image on the right and its corresponding
lineout are slightly degraded compared to the true signal, however the key features can
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Figure 3.7: Example of signal recovery using Gaussian filter.
be extracted with very little error.
Median Filter
Another useful filtering technique is the median filter. Although not strictly a kernel
convolution, the process is similar enough to justify including it here. To operate on
an image, rather than a pre-defined kernel, we use a window of a chosen size. For each
pixel in the image, we overlap the window and replace the target pixel with the median
of its neighbours, including itself (Eq. 3.8).
aij → median

. . . · · ·
... aij
...
· · · . . .
 (3.8)
Median filtering is particularly useful for processing data from laser-plasma ex-
periments, since we often encounter large numbers of ‘hot-pixels’ on camera images.
Unlike the background noise generated by the camera electronics, these occur when
the camera chip is struck by high energy particles such as electrons or X-rays. They
are typically quite diffuse, having the appearance of salt and pepper scattered on the
image. Also unlike the previous example, hot pixels are often of comparable magnitude
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Original Under-filtered Correct Filter Over-filtered
Figure 3.8: Effect of different levels of median filter on image.
to the signal we are trying to measure, and may even saturate regions of the sensor.
Using a Gaussian filter would be ineffective in this case, as we would simply be
spreading the value of the hot pixel over a larger area, while also degrading our signal.
Instead, since they usually consist of a single pixel (or a few pixels), we can remove
them entirely by median filtering. With a filter size of 3×3, for example, we would have
8 dark pixels and one bright pixel, the median of which is one of the dark pixels. This
democratic method of noise removal has the added bonus of only minimally affecting
the rest of the data.
Care must be taken, however, to choose the right size of median filter for the
image. The window size (in pixels) should be much smaller than any features we wish
to preserve. An example of this is shown in figure 3.8. Applying a filter which is too
small does not effectively remove all the hot-pixels, whereas a large filter degrades the
signal by generating artefacts.
3.3.2 Projective Transformation
Often in experimental situations we rely on camera images to gather data. For example,
an electron spectrometer like the one described above (Sec. 3.2.1) uses Lanex which is
imaged by a CCD camera. It is not always possible to place the camera such that the
screen is viewed at normal incidence, and so we must deal with perspective effects.
The rectangular shape of a Lanex screen maps to a trapezoid on the camera sensor,








Figure 3.9: Projective transform to correct for camera angle
projective transform to the image, to effectively ‘undo’ the perspective change caused
by camera placement.
A projective transformation of a point in 2D space (x, y) to a new point (u, v), is

































The 8 parameters a...h define the transformation. For each point in the camera plane
and its corresponding point on the Lanex we obtain two equations in terms of a...h,
x =
au+ bv + c
gu+ hv + 1
; y =
du+ ev + f
gu+ hv + 1
. (3.11)
With 8 unknowns, we require an additional 6 equations to find a unique solution, thus
we must know the coordinates of 4 points in the Lanex plane and the matching points
on the image.
1translation, rotation, scale, shear, and projection
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We then rearrange the 8 equations into a matrix equation as follows:

u1 v1 1 0 0 0 −x1u1 −x1v1
0 0 0 u1 v1 0 −y1u1 −y1v1
u2 v2 1 0 0 0 −x2u2 −x2v2
0 0 0 u2 v2 0 −y2u2 −y2v2
u3 v3 1 0 0 0 −x3u3 −x3v3
0 0 0 u3 v3 0 −y3u3 −y3v3
u4 v4 1 0 0 0 −x4u4 −x4v4
























Finding the inverse of the 8× 8 matrix gives the transformation constants.
Computer vision packages such as OpenCV have robust implementations of the
projective transformation which allow for straightforward analysis of images, so it gen-
erally not necessary to perform these calculations manually.
3.4 Radiation Detection
In section 3.2.1 we discussed electron spectrometry as a key diagnostic for laser-plasma
experiments. As well as electrons, we typically generate copious quantities of X-rays in
such experiments, either by Compton scattering as in Chapter 4, or by bremsstrahlung
as in Chapter 51. Detecting this radiation possible using either passive or active means.
3.4.1 Image Plate
Passive detection of X-rays using silver bromide film, or more recently2 phosphor-based
image plate, relies on incident X-rays effecting a chemical change inside a material. In
AgBr film, incident light stimulates recombination of Ag+ ions with electrons, produc-
ing metallic silver.
Image plate (IP) takes advantage of a process called ‘photostimulated lumines-
cence’ (PSL) in which electrons are excited to a metastable state, where they become
‘trapped’. Illumination by visible light then stimulates electron transition back to the
1LWFA sources also produce betatron radiation, which is typically in the 1 keV to 10 keV range.






Figure 3.10: Scintillation process in doped vs. undoped inorganic crystal (e.g. CsI,
LYSO).
ground state, emitting visible light in the process. The main advantage of IP over
film is that it is reusable: By exposing it to bright light, all electrons return to the
ground state and the information is wiped. It also offers a larger dynamic range than
both film and X-ray CCDs [115], making it a useful diagnostic tool despite it being
comparatively ‘low-tech’.
IP typically consists of an active layer of barium fluorobromide (BaFBr) doped with
Eu2+, which is ionised to Eu3+ by incident radiation, providing electrons for trapping.
The active layer is sandwiched between a magnetic backing layer and a protective top
layer such as mylar. The thickness of the active layer is varied between types of image
plate to modify the sensitivity to particular energy ranges, and the protective layer is
absent in the ‘TR’ variant to increase sensitivity to low energy (≤2 keV) X-rays and
protons [116].
3.4.2 Scintillators
Scintillators are a class of material which emit light in response to incident radiation.
In inorganic scintillators, such as CsI, LYSO1, or Lanex, electrons absorb photons and
are excited into the conduction band. Photons are then emitted upon de-excitation.
The light emitted from pure scintillators is normally in the EUV region, and so not
particularly easy to detect. This can be overcome by including impurities, or dopants,
which introduce intermediate energy bands between the valence and conduction bands
to temporarily ‘trap’ electrons. De-excitation from these levels causes emission of
photons in the visible range (figure 3.10). Caesium iodide, for example can be doped
1Lutetium Yttrium Oxyorthosilicate
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Figure 3.11: X-ray absorption mechanisms in CsI:Tl.
with thallium to produce CsI:Tl, which emits a spectrum of light centred around 550 nm
[117].
Key characteristics of scintillators include the brightness, measured in photons/MeV;
the decay time, i.e. how long the material ‘glows’ for after irradiation; and the attenu-
ation profile, which determines the energy range the material is useful for. All of these
parameters depend on the exact quantities of the dopant used, which varies between
manufacturer (and is considered a trade secret). Therefore, values quoted in literature
may be inconsistent.
Absorption Mechanisms
X-rays incident on a scintillator material will be attenuated according to the Beer-




where x is the length of material in the propagation direction, and µ is the attenu-
ation coefficient. The value of µ for a given material and photon energy has contri-
butions from several processes, namely photoelectric absorption, Compton scattering
(Sec. 2.5.2), and pair production.
The relative contributions from each process are illustrated in figure 3.11. All of
these processes produce secondary electrons which are themselves able to cause further
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excitation in the material. The result of this is that a single photon may generate many
scintillation events.
Values of µ are tabulated for many common materials and can be found using online
resources such as the NIST XCOM database [118]. This makes it straightforward to
estimate how much scintillating material is necessary for a particular X-ray source.
Spectral Retrieval Using Scintillators
Often we wish to measure the spectral characteristics of an X-ray source to diagnose
a laser-plasma interaction. In Chapter 4 we will discuss measurement of radiation
reaction effects, and in Chapter 5 we will see how a bremsstrahlung source may be
used to radiograph industrial samples. Both of these cases require knowledge of X-ray
radiation spectra. We can achieve this using scintillators, with some caveats.
Unlike electron spectrometry, where we can easily determine the energy of electrons
by observing how they are deflected, X-ray absorption is stochastic. This means that
we cannot simply observe a length of scintillator material and obtain the energy of
incident photons by the penetration depth. We can, however, make use of a Monte
Carlo simulation package such as GEANT4 [119], which enables the user to accurately
model the response of a detector to incident radiation.
A major challenge of this approach is that we generally require quantitative infor-
mation about the interaction which produces the X-rays. For example, in generating
a bremsstrahlung source with LWFA electrons, we need to know the spectral charac-
teristics of the electrons in order to retrieve the X-ray spectrum. However, we cannot
directly measure the electron beam on-shot as we must disrupt it in order to generate
the X-rays in the first place. This will be discussed further in Chapters 5 and 6.
3.5 Particle-in-Cell Simulations
Modelling of laser-plasma interactions is challenging since the conditions are often far
from thermal equilibrium, which necessitates a kinetic approach. The large number
of particles involved (∼ 1018 for LWFA) makes it infeasible to simulate the motion

















Figure 3.12: Particle in Cell method of plasma simulation
interested in a full 3D3V1 description of the evolution of the system. We can however
approximate the behaviour by noting that the Lorentz force governing the motion
depends only on the charge-to-mass ratio. Thus we can simulate a much smaller
number of ‘macro-particles’, each of which represents a potentially-large number of
‘real’ particles.
As for the fields, they are calculated on a grid of points, or nodes, using Maxwell’s
equations in a discretised form, i.e. temporal derivatives are replaced with division by
a finite element such that,
∂x
∂t






This approach of simulating macro-particles in an array of grid points is known as the
‘particle-in-cell’ (PIC) method.
In Chapter 4, the simulations were conducted using the open-source PIC code,
EPOCH [120]. The implementation details are broadly similar between codes, and
so the following discussion will apply to PIC codes in general, but with some details
specific to EPOCH.
The PIC method consists of a series of steps which are followed at each timestep:
First the fields at each grid point are calculated from the particle positions and veloci-
ties. Next, the forces on the particles due to the fields are evaluated, and the particles
13 spatial and 3 velocity (momentum)
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are moved accordingly. This phase is usually referred to as the ‘particle push’ and in
EPOCH uses the Boris method [121]. Having updated the positions and velocities of
the particles, the new field configuration is calculated, and the process repeats.
The electromagnetic fields in EPOCH are calculated using the FDTD method [122],
where the electric and magnetic fields are evaluated on separate grids separated by
half a cell width. Such a configuration is chosen to improve numerical stability. In this
scheme, the fields are calculated at each half timestep.
3.5.1 Choosing a Timestep
To maintain numerical stability of the simulation, the timestep ∆t must be chosen ap-
propriately. Specifically, information cannot propagate through the simulation domain
at a rate of more than one grid cell per timestep. In the case of EM waves, this means
the (1D) grid size ∆x must be strictly greater than c∆t. In 3D, this condition is
√
(∆x2) + (∆y2) + (∆z2) > c∆t. (3.15)
The timestep constraint is known as the Courant-Friedrich-Lewy (CFL) condition [123].
Typically, end-users of PIC codes do not need to account for this, as the appropriate
timestep is calculated for the specified grid size.
3.5.2 Numerical Dispersion
An unfortunate consequence of discretising Maxwell’s equations is that electromagnetic
waves do not obey the correct dispersion relation1. Rather, a given numerical scheme
will have its own relation which is derived from the discretised equations. In the case








































1An analogous effect occurs for diffusion in fluid simulations.
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Figure 3.13: Numerical dispersion relation for various grid resolution values. Dotted
line is the correct relation.
It is clear that (3.16) reduces to the standard vacuum expression ω2 = c2|k|2 in the
limit ∆x = ∆t→ 0.
The effect of numerical dispersion on the propagation of EM waves is illustrated in
Figure 3.13. High frequency waves in particular travel with a velocity v < c. Addi-
tionally, the angle of wave propagation with respect to the grid affects the dispersion.
A 45° angle minimises the effect of numerical dispersion for given values of dx and k.
In general however, unless computational power is at a premium, increasing spatial
resolution is a better way to mitigate numerical dispersion than changing the angle of
incidence.
3.5.3 Electron Beams in EPOCH
Typically EPOCH is used to simulate plasma effects such as LWFA, and as such the
simulation domain is filled with electrons and ions1. It is also possible to simulate a
custom distribution of particles, such as a beam of electrons moving through vacuum
(see Chapter 4), by using the manual particle loader. An example can be found in the
EPOCH user manual [125].
1To save computation power, a neutralising background is often used in place of the ions, which
are generally assumed to be stationary over short (fs) timescales.
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3.5.4 Implementation of QED Effects
Quantum effects such as photon emission, pair-production, and radiation reaction are
implemented in EPOCH (and other codes [126]) using a Monte Carlo approach. For
the purposes of this thesis, we shall neglect the discussion of pair production, but the
implementation strategy is similar to that of other quantum processes. The following
discussion of the Monte Carlo method draws on the work of Duclous et al. [127]. A
description of the implementation in EPOCH specifically is given by Ridgers et al.
[128].
An electron in a weak, locally-constant1 electromagnetic field emits photons at a













where F (η, χ) is the quantum synchrotron function.
To account for the stochasticity of the emission, that is the straggling effect (Sec.
2.6.3), the probability P of photon emission is described in terms of an optical depth
term, τ ,
P = 1− e−τ . (3.18)
An electron at the start of the simulation is assigned an optical depth of zero, and a
pseudo-randomly generated final optical depth, τf . As it propagates, the optical depth








(η, χ) dχ. (3.19)










(F (η, χ) /χ)dχ∫ η/2
0
(F (η, χ) /χ)dχ
. (3.21)
Here, ξ ∈ [0, 1] is a uniformly-distributed pseudo-random value generated at the time of
1The precise meaning of these terms is defined below.
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emission. The value of χf is found from pre-calculated lookup tables for computational
efficiency.
Range of Validity
The method described relies on two approximations to simplify calculation. The first is
that the background field, i.e. the laser, is slowly varying compared to the interaction
time (e.g. photon emission). This allows the laser field to be treated as constant at the
location of the interaction, and corresponds to the condition [93]
a0  1. (3.22)
The second approximation made is that the probabilities associated with photon
emission and pair production depend only on η. For arbitrary field strengths, the










However, in the limit F,G  1, and η2  Max(F,G), this dependence may be ne-
glected [95].
3.5.5 Summary
In this chapter we have discussed various techniques used to diagnose laser-wakefield
accelerators, as well as some useful analysis techniques. We have also seen how the
particle-in-cell method allows for simulation of laser-plasma interactions, and in par-
ticular the implementation of QED effects into PIC codes such as EPOCH.





“...the problem of radiation reaction effects emerges like a lost relative
expecting an inheritance. We are the nervous relatives gathered about, not
sure what to do with him. In the past, he was sometimes considered a
curiosity, the importance of whom obviated by his unreachability. But now
he is at our doorstep, knocking, and we must admit this unwelcome visitor
and let him enter into our equations and into our labs.” - R. T. Hammond
EJTP 7, No. 23 (2010) p222
4.1 Introduction
Improvements in laser technology such as CPA and parametric amplification have accel-
erated the drive towards higher peak intensities. Along the way several significant ap-
plications have been realised, for example, compact acceleration of electrons (LWFA),
ion acceleration, and high-brightness photon sources. Modern lasers are capable of
recreating conditions found in the depths of space in the laboratory, allowing detailed
investigation of astrophysical phenomena: Brown dwarf stars, pulsars, and supernovae,
to name a few.
Electrons are accelerated by the electromagnetic field of a laser, resulting in the
emission of synchrotron radiation. By conservation of energy, the emission of radia-
tion by an electron must result in a corresponding change in its own kinetic energy.
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This can be described as a recoil, or reaction force on the electron, and is commonly
termed ‘radiation reaction’ (RR). Despite the solid foundation of energy conservation,
a physically consistent description of RR proved elusive for almost a century. Efforts
by Abraham, and later Dirac, proved problematic, with solutions predicting runaway
acceleration and acausality.
In all but the most intense laser fields, RR is insignificant compared to the Lorentz
force and can be safely ignored. However, in strong electric fields, where the field in
the electron’s rest frame approaches the Schwinger limit, radiated photons can carry
off an appreciable fraction of the electron energy. In this case, the RR force becomes
comparable to the Lorentz force and must be taken into account. The laser inten-
sities currently available (∼ 1021 W cm−2) are insufficient to reach this regime when
interacting with stationary targets, although new systems such as ELI [129, 130] and
Apollon [131, 132] are expected to operate at intensities approaching, or even exceed-
ing 1023 W cm−2. Electron motion at this intensity will be dominated by recoil forces,
necessitating a precise description of RR in order to fully understand the interactions.
Radiation reaction effects have been shown to interfere with processes like ion ac-
celeration and X-ray production that would otherwise scale positively with intensity
[58, 133]. Compton backscattering sources, for example, would be depleted by RR
effects as laser energy is lost to pair cascades. Similarly, the energy of ions accelerated,
and the efficiency of the process overall, is reduced by such effects [134, 135].
Since the significance of RR effects is determined by the electric field in the rest
frame of the electron, the relativistic Doppler effect can be exploited to reach a regime
where RR is important with a much lower intensity. The geometry of inverse Compton
scattering is ideal for maximising RR effects: In a recent experiment on Astra-Gemini,
Cole et al. observed electron energy loss after collision with a laser pulse of intensity
5× 1020 W cm−2 [42]. However, pointing fluctuation in both the electron beam and
colliding laser conspired to limit the successful collisions to just four. A detailed statis-
tical analysis confirmed the observation of radiation reaction, but there was insufficient
data to compare the classical and quantum predictions.
In order to improve upon the results of Cole et al., two options present themselves
immediately: The first is to mitigate the pointing fluctuation of the laser, to increase the
collision probability. Since these results were published, a beam stabilisation system
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Figure 4.1: Schematic of the interaction in the simulation domain. An electron bunch
collides with a counterpropagating laser pulse in the focal plane.
has been implemented in Gemini at the Central Laser Facility. As of writing, its
effectiveness in QED experiments has yet to be tested.
The second is to attempt an on-shot measurement of the electron energy loss, obvi-
ating the statistical analysis in favour of a direct comparison of the electron spectrum
before and after the collision. This chapter will detail a study into the feasibility of
such single-shot measurements of RR using the Gemini system (or one similar, such
as Hercules) by using an electron bunch which is larger than the colliding laser pulse,
such that regions of the bunch remain unperturbed after the interaction.
The results presented were obtained from simulations using the 3D3V particle-in-
cell code, EPOCH (Sec. 3.5) (Version 4.17.12). Simulations presented here were run
using the Viking HPC cluster based at the University of York, and the SCARF HPC
cluster at the Rutherford Appleton Laboratory.
4.2 Simulation Setup and Initial Conditions
The simulation domain was set up to replicate an inverse Compton scattering geometry
at 180° angle of incidence, in the same manner as the experiment described in Cole
et al. (figure 4.1). The initial conditions of the simulations were chosen to represent
those attainable on the Astra Gemini laser.
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Figure 4.2: Temporal evolution of the laser pulse.



































Figure 4.3: Temporal shape of the laser pulse. Left: Component of electric field in
polarisation direction. Right: Corresponding intensity profile. The pulse duration
(defined by the FWHM width) is 44 fs.
4.2.1 Laser Pulse
The laser pulse was chosen to be an 800 nm wavelength, Gaussian (TEM-00) mode
focussed to a spot size of 2 µm (i.e. the diffraction limit of an F/2 focusing optic), with
a peak intensity of 1× 1021 W cm−2 (a0 ' 21) in the focal plane, and polarised along
the x direction. The initial pulse was defined to propagate into the simulation domain
from the edge corresponding to zmin, focussing 40 µm from the edge. Fig. 4.2 shows the
evolution of the pulse width and peak intensity as a function of propagation distance
z.
A Gaussian profile of width 44 fs (FWHM) was chosen to represent the temporal
shape of the pulse. The normalised intensity of the pulse is shown in Fig. 4.3. Laser
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Figure 4.4: Synthetic screens showing the range of electron beams used for this work.
Beams in (g) and (h) contain higher charge, and so are represented on a separate colour
scale.
The parameter space of possible electron bunch characteristics is far too broad to
fully explore, so instead we have chosen eight ‘styles’ of electron beam which represent
those commonly observed under experimental conditions. These are shown in Figure
4.4 (a)-(h), and described in more detail in Table 4.1. In all cases, the electrons are
spatially distributed in a 3D Gaussian shape with FWHM of 5 µm in all directions.
E0 σ (σlow : σhigh) N (q) θdiv Description
(a) 1.0 GeV 50 MeV 1× 108 (15 pC) 2 mrad Narrow GeV (2mrad)
(b) 1.0 GeV 50 MeV 1× 108 (15 pC) 5 mrad Narrow GeV (5mrad)
(c) 1.0 GeV (50 : 500 )MeV 1× 108 (15 pC) 2 mrad Tail GeV (2mrad)
(d) 1.0 GeV (50 : 500 )MeV 1× 108 (15 pC) 5 mrad Tail GeV (5mrad)
(e) 0.5 GeV 250 MeV 1× 108 (15 pC) 2 mrad Broad 500 MeV (2mrad)
(f) 0.5 GeV 250 MeV 1× 108 (15 pC) 5 mrad Broad 500 MeV (5mrad)
(g) 1.0 GeV (50 : 500 )MeV 5× 108 (75 pC) 2 mrad Tail GeV (75pC)
(h) 1.0 GeV 250 MeV 5× 108 (75 pC) 2 mrad Broad GeV (75pC)
Table 4.1: Summary of electron beam parameters used in this chapter. (c), (d), and
(g) are asymmetric in pz, so the σ values both above and below the ‘mean’ are given.
The labels in the “Description” column will be used as a convenient reference to each
parameter set throughout.
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Figure 4.5: Phase space correlation of electrons increases as they propagate. Left:
Initially uncorrelated x− px phase space. Right: After propagation.
4.2.3 Pre-Interaction Propagation
The following results are based on varying the distance the electron beam travels be-
fore collision with the laser pulse. This could be achieved directly by changing the size
of the simulation domain, however the computational cost would be prohibitive. An
alternative method is to extrapolate each particle’s trajectory and reposition it accord-
ing to its momentum, with the result that those particles with the largest transverse
momentum (i.e. the largest divergence angle) are positioned towards the edges (in do-
ing this, we are ignoring space-charge effects which are negligible on such timescales
for highly-relativistic particles. See Sec. 4.5.4).
To calculate the new position of the particle, we take its current position and the
angle of its momentum vector and extrapolate using similar triangles, i.e.,




One consequence of this propagation, or ‘drift’, is a correlation in the electron phase
space between x, the particle position, and px, the transverse momentum
1. As illus-
trated in Figure 4.5, the particles with the largest transverse momentum tend towards
the edges of the bunch. In the limit of infinite propagation, the phase space becomes
1The same occurs in the y-axis.
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perfectly correlated. We shall now see how this approach affects the measurement of
radiation reaction effects.
4.3 Results and Analysis






















10 5 0 5 10
X / m
(b)

























Figure 4.6: Electron beam showing signature of RR. Vertical axes show electron forward
momentum pz. Horizontal axes indicate spatial scale in x-direction. (a) Pre-interaction
bunch. (b) Post-interaction. The central profile (red) shows the strongest signature of
RR, whereas the edge (blue) is outside the interaction zone and so remains unchanged.
(c) Difference between post- and pre- interaction plots ((b) − (a)) Highlighting where
electrons have been displaced.
Each of the electron beams described above was used in a simulated collision with
a laser pulse to elicit radiation reaction. We start with our “Narrow GeV” beam.
Using synthetic spectrometer screens allows us to determine the effect on the elec-
tron beam properties. In Figures 4.6 (a) and (b) we see the state of the electron bunch
immediately before, and immediately after the collision. The region in the centre of
the bunch has interacted most strongly with the pulse, with energy shifts down to
around 300 MeV. On either side of the central portion we observe energy loss to a
lesser degree, due to the transverse intensity gradient of the laser pulse. Finally, at the
extreme edges there is little to no energy loss. Figure 4.6 (c) is the difference between
the previous two figures (I(a)− I(b) = I(c)), and highlights regions where electrons have
been displaced. With the shape of the original bunch overlaid in green, it can be seen






















































Figure 4.7: Effect of 1 m post-interaction propagation. Horizontal axes now represent
angle, rather than spatial position. (a) Synthetic spectrometer screen. Electron beam
shows faint tail as a result of laser interaction. (b) Difference between (a) and a
‘control’ bunch with no laser interaction. Green circle shows outline of original bunch
and indicates that no ‘edge’ region containing the original spectrum remains. (c) Same
as (a) on logarithmic colorscale to emphasise displacement of electrons, and absence of
useful edge regions.
These two key regions of the bunch contain the spectral information before and
after the interaction. This is precisely what we require to assess the effect of radiation
reaction. But first we have to measure it.
One of the key experimental diagnostics for RR experiments is an electron spectrom-
eter (Sec. 3.2.1): Electrons are dispersed by a magnetic field and strike a scintillating
screen. The dispersion process is what enables us to resolve the spectral components
of the electron bunch, and requires a substantial post-interaction distance (typically on
the order of 1 m). In order to detect RR experimentally, the spatial structure observed
in the simulation must be preserved as the electrons propagate to the screen.
Using the same propagation method outlined in the previous section, we can cal-
culate the evolution of the x-pz phase space using the individual particle positions and
momentum components. At a distance of 1 m the electron bunch bears only a slight
resemblance to its post-interaction state. Figure 4.7 (a) shows the electron beam with
a faint tail extending to around 600 MeV, and without the characteristic ‘V’ shape
observed in Fig. 4.6 (b). The adjacent plot 4.7 (b) is the difference between interacted
electron beam and its pre-interaction counterpart where we again see that electrons
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have been displaced into lower energy parts of the phase space. Crucially, however,
the well-defined centre and edge regions we identified earlier are no longer present.
With the original beam shape overlaid in green, we see that no part of the propagated
bunch contains the original spectrum. Figure 4.7 (c) shows (a) on a logarithmic scale
for clarity. Here it is apparent that the electrons which have interacted with the laser
have been shifted to lower energies, but also given a lateral ‘kick’ into the edges of the
phase space.
As an aside, we note that this angular spreading of electrons is itself a signature of
radiation reaction [136], however it does not allow us to recover the original spectrum,
which is our main objective.
4.3.1 Effect of Drift
We saw above that propagating the electron beam to the spectrometer blurred out
the signature of RR such that we could no longer recover the original spectrum. The
reason for this is that the position (x, y) of the particles and their transverse momenta
(px, py ∝ θdiv) are uncorrelated, meaning their trajectories intersect as they travel in
z. Put another way, the particles in the centre of the bunch, i.e. where the laser passes,
do not remain there. Since they have the same distribution of momenta as the rest of
the bunch, they end up spread across the entire angular range at large distances.
If we can introduce a correlation into the x-px space, the electrons in the interaction
zone will remain there as they propagate. Equally, those outside the interaction region
will not intrude on it at the spectrometer screen. A pre-interaction drift is precisely
the way to do this. As we saw above, it is useful to look at the difference between
the post-interaction and pre-interaction electron bunches. The resulting 2-dimensional
map shows clearly where electrons have been displaced, where they end up, and where
they do not end up.
With no initial drift, we see from Figure 4.8 (top) that electrons are shifted into
lower energy regions where they were not present before (We are still working with
the “Narrow GeV (2 mrad)” configuration). Figure 4.8 (bottom) shows the 1D charge
density along the corresponding lines in the top plot. We see a lower, but non-zero,
signal 1 mrad from the centre.
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Figure 4.8: Electron displacement with 0 mm drift. Top: Difference between ‘test’ and
‘control’ conditions, i.e. ‘laser on’, and ‘laser off’. Centre (red, 0 mrad) and edge (blue,
1 mrad) sampling areas marked. Bottom: Plot of sampling areas marked above. Both
centre and edge retain signature of RR.
same centre and edge regions as before. Figure 4.9 shows the effect for 2 mm, 5 mm, and
10 mm. Along the top, the three 2D difference maps show a progressively narrowing
region of displacement as the drift distance increases. Additionally, with the plots on
the same intensity scale, we can see that there is an overall decrease in signal level with
longer drifts. This is clearer in the bottom row, again on the same scale, where the
difference between the ‘test’ bunch and its ‘control’ decreases with drift distance.
The key observation here is that between 5 and 10 mm the width of the displacement
zone is less than 1 mrad, where we took our edge measurement. In Figure 4.9 (c) the
signal at the edge is zero everywhere, indicating that this region is identical to the
original spectrum.
If we increase the drift further, we expect that the signal at the centre will also
drop to zero, making measurement impossible. We should therefore expect that there
is some optimum drift distance which will maximise the signal in the centre, while
preserving the original spectrum at the edges. To find this optimum, and moreover to
make some quantitative predictions, we must first address some experimental factors
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Figure 4.9: Effect of drift on sampling regions. Top: Test vs. control with sampling
areas marked. Bottom: Sampling area profiles for (a) 2 mm, (b) 5 mm, (c) 10 mm.
Edge signal at 10 mm indicates that it retains original, pre-interaction spectrum.
4.3.2 Further Experimental Considerations
So far we have explored the effect of including a drift to the electron bunch before
the interaction. To successfully measure this experimentally we must consider some
possible limitations.
A typical electron spectrometer setup for LWFA relies on a scintillating screen
made of phosphor-coated plastic (Lanex). Light emitted by the screen upon exposure
to charged particles is then captured by an imaging system. Both the light yield from
the screen itself and the collection efficiency of the imaging system contribute to a
minimum signal level that can be detected by the system. It is impossible to quantify
the collection efficiency of an arbitrary imaging system, so we will neglect this for now,
and consider only the detection capabilities of the scintillator.
Work by Buck et al. [107] explores the charge sensitivity of a range of phosphor-
based scintillators. The most sensitive has a minimum detection threshold of 10 fC mm−2.
We shall use this reference value going forward. The geometry of the spectrometer itself
is also important. Parameters such as magnetic field strength, length of the magnet,
distance to the screen, and the angle of the screen all influence the signal. Increasing
the field strength, for example, increases the dispersion angle and so improves energy
resolution. Consequently, the charge density at a particular energy will decrease, how-
ever. Figure 4.10 shows how the vertical position on a scintillating screen varies with
electron energy. We assume here that the screen is oriented vertically with respect
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Figure 4.10: Electron spectrometer calibration (idealised). Left: Vertical position as
a function of electron energy. y ∝ 1/pz. Right: 2D schematic of spectrometer screen.
Energy bin sizes increase towards lower energy. Areas marked ‘A1’ and ‘A2’ have the
same width in energy, but different spatial scales. Areal charge density in each bin will
be lower in ‘A1’ for the same overall charge. Detection is therefore more difficult for
lower energy electrons.
to the incoming electron beam (pre-dispersion), and also that the magnetic field is
uniform between the poles, and zero elsewhere.
The position on the screen is inversely proportional to the energy, and so the area
of each energy bin (Fig. 4.10 right) decreases with electron energy. If we wish to detect
electrons at low energies, we therefore require more charge to do so.
In the following analysis, we will consider how this finite detection threshold impacts
our ability to measure radiation reaction effects.
4.3.3 Effect of Electron Beam Divergence
We have identified that the charge density in the electron beam is a factor in whether
RR effects can be measured. In particular, due to the reciprocal behaviour of electron
dispersion, signal will be harder to detect in lower energy regions of the spectrum.
The divergence of the electron beam is also important to consider. There are two
reasons for this. First, for a given beam charge, a more divergent electron bunch will
be dimmer on a Lanex screen. Secondly, the x-px phase-space correlation we seek
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Figure 4.11: Narrow GeV beam with (a) 2 mrad and (b) 5 mrad FWHM divergence.
Top: Test vs. control with 0 mm drift. Bottom: Signal in sampling regions. Edge is
sampled at (a) 1 mrad and (b) 2.5 mrad.
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Figure 4.12: Edge signal levels for various pre-interaction drift values. (a) 2 mrad. (b)
5 mrad. Edge level drops below detection threshold between 5 mm and 10 mm drift
in 2 mrad case. Overall signal level is lower in the 5 mrad case for all values of drift,
and drops below detector limit between 0 mm and 2 mm. Detector limit (grey region)
calculated from electron spectrometer calibration described in previous section, and
sensitivity measurements taken by Buck et al.
be required to isolate the displacement region in the centre. Figure 4.11 shows the
difference between “Narrow GeV” configurations of 2 and 5 mrad. In both cases we
take 1D samples at the centre and at the edge position corresponding to the half-max
of the initial bunch, i.e. 1 mrad and 2.5 mrad. This comparison at 0 mm drift suggests
already that the more divergent beam will be harder to measure. The signal at the
centre is around half that of the 2 mrad case, and the centre and edge signals are closer
in magnitude. Looking only at the edge regions, and including the detection threshold
of 10 fC mm−2, we see in Figure 4.12 that the edge signal drops below the detector limit
between 5 and 10 mm in the 2 mrad case. In the 5 mrad bunch, this occurs between 0
and 2 mm, consistent with our expectations.
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Figure 4.13: Adjusted signal Sadj at the centre (solid line) and edge (dashed) for 2 mrad
(green) and 5 mrad (blue) “Narrow GeV” beams. The optimum occurs when the edge
signal drops to zero, i.e. falls below the detector limit. Shaded regions indicate drift
distances where successful measurements can be made. Optimum drift dopt(2 mrad) =
6 mm; dopt(5 mrad) = 2 mm.
4.3.4 Optimising Signal
Naturally, we are interested in maximising the signal of radiation reaction in our ex-
periments to make definitive measurements. The existence of a detector limit is a
double-edged sword in this case. On the one hand, we may find it difficult to measure
signal at low electron energies. On the other, we need not reduce the edge signal to
zero in order to recover the original spectrum. It is sufficient for level to be below
the detector limit to ensure the post-interaction signal is practically indistinguishable
from the original. This means we can get away with a shorter drift distance, which
in turn boosts our signal in the centre of the bunch. To quantify this we compare the
signal levels, S, that is the difference between the ‘test’ bunch and the ‘control’, to the
detector limit, Ldetector, to obtain an adjusted signal level Sadj = S − Ldetector in units
of charge. For values of S ≤ Ldetector, Sadj = 0, thus a non-zero value of Sadj represents
a detectable signal, and vice-versa. The optimum drift is the minimum distance such
that Sadj(edge) = 0.
In Figure 4.13 the value of Sadj is plotted for the centre and edges of both the 2 mrad
and 5 mrad “Narrow GeV” beams. The shaded areas indicate the range of drifts where
measurements can be made, with the optimum marked by the black dashed line.
It can be seen that although the optimum drift occurs sooner for the more divergent
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Figure 4.14: Measurable fraction of the spectrum as a function of drift distance, f(d).
Measurements can be made at d ≥ dopt (black dashed line). Obtained values of f(dopt)
are 0.68 (2 mrad, blue), and 0.47 (5 mrad, red).
beam (2 mm as opposed to 6 mm), the 2 mrad case offers approximately twice the
signal at the optimum. In addition to the optimum drift distance, we can calculate a
figure of merit which takes into account the energy dependence of our detector limit.







where E is the electron energy, and the integrals are evaluated over the whole spec-
trum. This quantity can be thought of as the measurable fraction of the spectrum.
The relationship between f(d) and the drift d is illustrated in Figure 4.14. At the
optimum drift the 2 mrad and 5 mrad beams have f(6mm) = 0.68 and f(2mm) = 0.47,
respectively.
4.3.5 Broadband Electron Beams
Now that we have established some criteria for optimising the RR signal, we can extend
the previous analysis to other electron beam configurations. In the following, we will
discuss the results from electron bunches with broadband spectra, specifically the “Tail
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Figure 4.15: Test vs. control for “Tail GeV” beam at d = 0 mm. Downshifted electrons
predominantly lose forward momentum, and so θdiv ' px/pz increases. Displaced
electrons contribute to signal level at the edge, particularly around 500 MeV.
Long-tailed GeV Beam
The 2D intensity map in Figure 4.15 (top) is, as before, the difference between the
post-interaction and pre-interaction beams after a 1 m propagation to the synthetic
spectrometer screen (no pre-interaction drift). Some interesting features are immedi-
ately apparent: Electrons have been shifted down in energy, but also laterally, increas-
ing the divergence at lower energies. This also occurred for the previous case, but was
less obvious on account of there being less charge in this region of the spectrum.
The degree of angular spread increases towards the lower energy regions. This is
expected since the recoil force is directed against the propagation axis, and so electrons
lose momentum predominantly in pz. The transverse components, px and py, remain
largely unaffected by this recoil, thus the propagation angle θdiv ' px/pz increases.
Based on the results in the previous section, it is unlikely that the spectral features in
the low energy regions will be detectable, however.
We see also that the edge signal in the 500 to 600 MeV region is of comparable
magnitude to that in the centre. Since our aim is to maximise signal in the centre,
while minimising signal at the edge, this may prevent useful measurements in that
spectral region.
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Figure 4.16: Test vs. control for (a) d = 2 mm, (b) d = 5 mm, (c) d = 10 mm.
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Figure 4.17: Comparison of (a) 2 mrad and (b) 5 mrad for the “Tail GeV” bunch.
Sampling regions at θ = 1 mrad and θ = 2.5 mrad as before.
with the centre retaining a non-zero signature at both the 1 GeV and the 100 MeV
scales. As expected, the middle of the spectrum displays a much lower signal. A
comparison between the 2 and 5 mrad cases yields a familiar result: The reduced
charge density in the divergent beam suppresses the signal across the bunch (Figure
4.17). Plotting the edge signal at each drift distance in Figure 4.18, and overlaying the
detector limit indicates the optimum drift lies between 2 and 5 mm at 2 mrad, and is
around zero for 5 mrad.
We use the peak values of the centre and edge signal to determine the optimum drift
distance, shown in Figure 4.19 (left), which are found to be 4 mm and 1 mm for 2 mrad
and 5 mrad, respectively. The measureable fraction, f , is shown in Figure 4.19 (right)
for the two values of θdiv. At around 30 % for the 2 mrad beam, this is significantly
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Figure 4.18: S(edge) for “Tail GeV”. All but the high energy part of the spectrum is
above the detection threshold for both 2 mrad and 5 mrad.
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Figure 4.19: Optimum drift for “Tail GeV”. Left: Sadj as a function of d. Optimum
drift occurs at d = 4 mm (2 mrad); d = 1 mm (5 mrad). Right: Measurable fraction f
for both divergence values. f(dopt) = 0.31 (2 mrad); f(dopt) = 0.11 (5 mrad).
86
0 200 400 600 800 1000 1200
























0 200 400 600 800 1000 1200
Electron Momentum / MeV/c
(b) 5 m rad
Figure 4.20: S(edge) for “Broad 500 MeV”. The signal is entirely below the detection
threshold, even for d =0 mm.
poorer than the 68 % for the corresponding “Narrow GeV” case. Given that the total
charge is the same in both cases, this result is not surprising.
We are beginning to see a pattern to the results here. Electron beams with higher
charge density, either due to lower divergence, or narrower energy spread, appear to
retain signatures of RR more readily.
Broadband 500 MeV
Next on the list of electron beams is the “Broad 500 MeV” case. The following results
are abridged, on account of their similarity to the previous section. The key figures
of merit are included for completeness. Shifting the spectral peak down from 1 GeV
in the previous case to 500 MeV has the unsurprising result of further reducing the
detectable signal. Figure 4.20 indicates that the optimum drift is 0 mm, which is
simply a consequence of the signal being below the detection threshold at all values
of d. The figures of merit are shown in Figure 4.21. Even with no drift, we find a
measurable fraction of 2 % at 2 mrad, and ∼ 0 % at 5 mrad.
Despite the unremarkable nature of this result, it is nevertheless a useful data
point for experimental planning. We need to know what electron beam parameters are
appropriate for our measurement, but it is also important to know what configurations
are not useful, so that we do not waste time and effort.
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Figure 4.21: Calculated optimum values for “Broad 500 MeV”. Although the optimum
drift is found to be dopt = 0 mm, the measurable fraction, f(dopt), is 2.6 % for 2 mrad
and 0 % for 5 mrad. It is unlikely that this configuration would be useful for RR
measurements.
4.3.6 Effect of Charge on Signal Level
We have seen several examples of how the charge density affects our ability to measure
RR. The broadband electron beams from the last section are inferior to the narrowband
case, as they contain insufficient charge. If we are not able to engineer narrowband
beams experimentally, we may still be able to achieve our goal with high-charge, broad-
band bunches. Such characteristics are common when using ionisation injection, for
example, and are typically less sensitive to fluctuations in laser conditions.
To see the effect of charge, the conditions of the “Tail GeV” bunch have been
replicated below, with 75 pC total charge instead of 15 pC. Comparing Figure 4.22
with its counterpart above (Fig. 4.16), the post-interaction spectrum is qualitatively
similar with the amplitude of the signal approximately 3 times larger in the 75 pC case.
In Figure 4.23, the detection threshold has been included for our imaginary spec-
trometer described above (Sec. 4.3.2). We see that in comparison with the low-charge
case (Fig. 4.18 (a)), the edge signal in the ∼500 MeV region of the spectrum is slightly
above the detector limit for no initial drift, and is detectable at the GeV level until
around 5 mm of drift.
With a higher charge in the bunch, we expect that a greater drift distance is required
to reduce the edge signal below the detection threshold, and thus the optimum value is
higher than in the 15 pC case. By directly comparing the two bunch charges in Figure
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Figure 4.22: Test vs. control for the 75 pC “Tail GeV” bunch. Shape is qualitatively
similar to the 15 pC case above, although with higher charge density overall. There
is also a noticeable distinction between the centre and edge regions in the mid-energy
range, which was not present in the lower charge case.
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Figure 4.23: Edge profiles for d = 0, 2, 5, 10 mm. As in the 15 pC case, the detectable
signal is primarily in the high energy, 800 MeV to 1000 MeV range, although in this
case there is a marginal signal at around 500 MeV for 0 and 2 mm.
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Figure 4.24: Left: Comparison of optimum drift for 15 pC (red) and 75 pC (green)
“Tail GeV” bunches. The higher charge beam requires a larger drift of 7 mm to bring
the edge signal to zero, compared to 4 mm for the lower charge. Right: Measurable
fraction for both cases. The increase in charge by a factor of 5 yields an increase in
f(dopt) from 30 % to 37 %.
opposed to 3 mm before.
Looking at our figure of merit, the measurable spectral fraction, in Figure 4.24
(right), we see that we have made a only a slight improvement in absolute terms with
the increase in charge; from 30 % to 37 %. This is entirely due to the contribution from
signal above 800 MeV, on account of the lower detection limit at higher energy.
4.3.7 High Energy Bunch
We saw earlier that keeping the overall spread of the bunch constant, but shifting
the peak to lower energy (“Tail GeV” vs. “Broad 500MeV”) made measurement more
challenging since most of the signal was in the lower energy regions of the spectrum.
We expect this effect to be analogous if we increase the charge, so it would likely not be
useful to test the “Broad 500MeV” case here. Instead we note that the improvement
between low and high charge bunches for the “Tail GeV” case was due to greater signal
at the high energy regions.
The next test case therefore incorporates both an increase in total bunch charge
and an increase in the average energy from 500 MeV to 1 GeV as shown in Figure
4.4 (h). We find an optimum drift distance (Fig. 4.25 (a)) of 7 mm with this bunch
and a marked improvement in the measurable spectral fraction over the previous case;
70 % as opposed to 37 %. Again we attribute this improvement to the signal in the
high-energy region of the spectrum, which now extends to 1.75 GeV.
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Figure 4.25: Optimum drift for the “Broad GeV” (75 pC) bunch is found to be 7 mm,
with a measurable fraction f = 0.7. Notably the rate of change, ∂f/∂d, is much
lower than in previous configurations, on account of the large amount of charge at high
energy.
4.4 Summary of Results
In the previous section we saw the results of eight electron beam configurations which
varied in spectral composition, divergence angle, and total charge. By altering the pre-
interaction drift distance, the divergence angle of the electrons within the interaction
zone can be controlled, enabling preservation of RR signatures over a long distance (i.e.
to a spectrometer screen). The optimum drift distance is defined as the point where
the signal at the edge of the bunch is indistinguishable from the original spectrum due
to the finite detection limit. At this distance, we use the fraction of the spectrum at
the centre which retains measurable signal as the key figure of merit. The measurable
fraction for each of the bunch types investigated is shown in Figure 4.26. We observe
that the “Narrow GeV” and “Broad GeV” configurations offer the highest merit: 68 %
and 70 %, respectively. For the two 75 pC cases, f = 0.7 for the broadband beam is
better by almost a factor of two than the “Tail GeV” beam (f = 0.37). This is due
to the geometry of our simulated electron spectrometer, which is far more sensitive to
higher energy electrons.
We see by contrast that the “Broad 500MeV” configuration offers the lowest de-
tectability, due to both the low charge contained in the bunch and the large fraction
of charge below 500 MeV.
With the goal of measuring radiation reaction effects in mind, the results above
highlight some key principles to maximise the likelihood of achieving this experimen-
tally: First, we should aim to generate electron beams with as much charge as possible
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15pC, 2mrad, Narrow GeV
15pC, 5mrad, Narrow GeV
15pC, 2mrad, GeV Tail
15pC, 5mrad, GeV Tail
15pC, 2mrad, Broad 500MeV
15pC, 5mrad, Broad 500MeV
75pC, 2mrad, Broad GeV
75pC, 2mrad, GeV Tail
Figure 4.26: Summary of results. Bunch characteristics are linked by marker styles.
For example, “Narrow GeV” results use red markers; divergence is marked by the
shape, circles for 2 mrad and diamonds for 5 mrad; charge is indicated by the fill.
The “Narrow GeV” at 2 mrad and “Broad GeV 75 pC (also 2 mrad) bunches have
the highest measurable fraction of all those tested. An increase in divergence reliably
hinders measurement, as does a large fraction of low energy electrons.
at high energy, as this will allow us to overcome the detector limit. Since the divergence
is clearly an important factor, we should also seek to control the injection process in
order to achieve ideal conditions. In particular, shock injection methods have been
shown to produce narrow energy spread with low divergence [24, 137], while ionisation
injection boosts the total charge [75]. It has been shown that it is possible to combine
the benefits of both of these techniques [138, 139].
Secondly, spectrometer geometry matters. Naturally the detector limit is a func-
tion of the dispersion of the electrons on the scintillating screen. Adjusting the position
and angle of the screen changes how the electrons are distributed, and allows for opti-
misation of signal in a particular energy range. The simulated spectrometer we have
used above is unfavourable for detecting signal at low energy. Despite this, we have
shown that RR signatures are detectable using typical electron configurations. Optimi-









































Figure 4.27: Result of laser collision with quasi-monoenergetic 1 GeV electron beam in
(a) Classical (LL), (b) Semi-Classical, (c) QED frameworks. The hard edge present in
the (semi-)classical case is a key experimental indicator.
4.5 Discussion
4.5.1 Comparison of Classical and Quantum Effects
Among the reasons to study radiation reaction, the fact that it remains one of the few
untested areas of quantum electrodynamics is a particularly strong one. The quantum
non-linearity parameter, η determines the degree to which stochastic effects dominate a
laser-electron interaction. Interestingly, in the range accessible to current laser systems,
i.e. η . 0.1 is where QED, classical (Landau-Lifshitz), and semi-classical models all
claim validity, and yet disagree substantially. This disagreement is seen most clearly
in the 1D example shown in Figure 2.9. Both the classical (LL) and semi-classical
(SC) predictions are characterised by a reduction in energy spread as well as an overall
reduction in energy. The SC case predicts the same final mean energy as the QED
model, but fails to match the spread. The SC emission model simply incorporates a
correction factor g(η) to the classical power emitted (see Sec. 2.6.2) which explains this
limitation.
Using the “Narrow GeV” electron bunch from the previous section, we can see the
different model predictions in 3D in Figure 4.27. The differences are not as clear-cut
as in the 1D case due to the spatial variation of laser intensity, (and therefore η).
Nevertheless there are some crucial differences which, in principle, would be identifi-
able experimentally. The presence of a hard edge at the minimum energy in the LL
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Figure 4.28: Central lineouts of post-interaction Narrow GeV bunch for three emission
models. The classical and semi-classical results show a steep edge, whereas the QED
model predicts a gradual slope. The inset shows how the lowest energy for the QED
emission model is lower than both the classical and semi-classical.
(420 MeV) and SC (550 MeV) cases clearly distinguishes them from the QED result,
which shows a spread in angle as electrons lose energy.
The central regions of each case are shown in Figure 4.28. In the QED case, the
presence of electrons below the lowest energy in the classical case is a consequence of
the ‘straggling’ effect, where electrons can reach the highest intensity region of the laser
pulse before emission, thus increasing the maximum η of the interaction. Assuming the
laser intensity can be well characterised, the presence of electrons below the classical
limit would definitively demonstrate quantum effects in an experiment [140].
Applying the same detector threshold to each of these cases (Fig. 4.29), again
highlights the importance of our electron beam characteristics. For comparison of
classical models with QED, the lowest energy regions are critical, and this is exactly
the region that is most difficult to measure. As we discussed above, however, this is
not insurmountable. As a final consideration, we note that the precise experimental
parameters can also influence whether the laser-electron interaction exhibits classical
or quantum behaviour. Although outwith the scope of this work, we refer the reader
to publications by Ridgers et al. [141] and Arran et al. [142] for a detailed discussion.
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Figure 4.29: Difference plots for the three emission models. For the electron beam
configuration used, the prominent features of RR are below the detection threshold,
highlighting a potential difficulty of obtaining this measurement experimentally.
4.5.2 Accuracy of Simulations
With any computational work, it is crucial to verify that the results are physically
sensible. EPOCH has been fully benchmarked against other codes [120]; however the
old adage, ‘Garbage In, Garbage Out’, still applies. The input parameters, specifically
those of the laser pulse and the electron bunch are the first points of consideration.
It can be seen from Fig. 4.3 (b) that the intensity of the pulse does not reach zero.
Since the electric field oscillates between positive and negative values, it must cross the
time axis during each cycle, meaning the intensity should also be zero at those points.
This is an aliasing effect caused by insufficient resolution of the electric field in the
simulation domain.
For a grid resolution of 10 cells per micrometer, a single laser pulse cycle is only 8
cells in length, which introduces sharp field gradients and can affect the motion of the
electrons in unphysical ways. This effect is mitigated, however, by spline interpolation
of the fields in the particle grid.
The results from EPOCH were compared to that of the code developed by T. G.
Blackburn, which employs an exact, analytical solution of Maxwell’s equations for the
incident laser field. A comparison of the RR effect on the electron beam in the two
codes is shown in Fig. 4.30. Despite the poor resolution in the EPOCH field grid, the
effect on the particles is sufficiently close to that of a continuous field that this can be
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Figure 4.30: Comparison of electron energy loss between EPOCH3D and analytical
field solutions. Both codes use the same Monte-Carlo algorithm for emission.
neglected as a source of error.
4.5.3 Energy-Dependent Electron Divergence
It has been assumed thusfar that the transverse momentum, px,y of electrons is in-
dependent of the forward momentum, pz. The divergence angle of the electrons is
calculated from the ratio of these quantities (i.e. px/pz), and as such the divergence
angle of a particular electron has an implicit dependence on the forward momentum.
Consequently the spectral characteristics at the edges of the electron bunch are not
identical to those at the centre. To illustrate this, consider two electrons with forward
momentum pz, and pz + δ, respectively. If they happen to have the same transverse
momentum, the first electron will propagate at a wider angle than the second.
Theoretical calculations [143, 144] indicate a weak coupling between the forward and
transverse components of electron momentum in LWFA. The transverse (x) momentum









where the subscripts i and f indicate the initial (i.e. at injection) and final values of
the momentum.
Taking this into account in a test simulation, we see a variation in the electron























































































Figure 4.31: Effect of momentum coupling on the transverse structure electron bunch.
(a) Difference between electron bunches with / without coupling; (b) Lineouts of (a) at
±1σ from the mean energy; (c) Deviation from central (x = 0) spectrum at a distance
x = 2.5 mm, normalised to the centre; (d) RMS Deviation from centre as a function of
x.
strates the effect of the momentum coupling on x-pz phase space. Where coupling
occurs, there are relatively fewer electrons below the mean energy at the edges of the
bunch. The result of this is that the spectrum measured at the edge will not be the
same as the spectrum measured at the centre. Figure 4.31 (d) shows the variation with
sampling position, and indicates that at 2.5 mm the spectral peak is 1.7 % lower than
at the centre. This is therefore a small effect which could easily be compensated during
analysis.
4.5.4 Space Charge Effects
A key assumption made in the results presented here is that space charge effects in the
electron beam are negligible. Using the ASTRA code, we can simulate bunch propaga-
tion and test this. Each ASTRA simulation was initialised with 1×105 macro-particles
representing a total charge of 75 pC. A quasi-monoenergetic energy spectrum identical
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Figure 4.32: Effect of space charge effects on x-px phase space over a 1 m propagation.
(a) Initial distribution, px values are scaled with pz to maintain bunch properties. (b)
Phase space for 10 MeV bunch propagated with space charge (blue) and without (red).
(c) 50 MeV, (d) 100 MeV.
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to the ‘Narrow GeV’ was used initially. The forward momentum was then varied to
observe how space charge effects depend on energy. For each case, the transverse mo-
mentum, and energy spread were scaled according to the forward momentum, in order
to preserve ∆E/E and the divergence angle.
Figure 4.32 shows the results for some low energy electron beams. We see that
space charge effects are significant in the 10 MeV case, with the electrons spreading by
almost a factor of 10 in both x and px. The effect is greatly reduced at 50 MeV, and
almost indistinguishable at 100 MeV however.































Figure 4.33: Phase space for (a) 500 MeV and (b) 1 GeV bunch with space charge
(blue) and without space charge (red). The final distributions are indistinguishable,
hence the blue points are obscured.
At 500 MeV and above (Figure 4.33), the phase space distribution is unchanged by
the inclusion of space charge. Based on this, we can confidently say that our initial
assumption is valid, with the caveat that propagation of electrons of around 100 MeV
and below would require the consideration of space charge effects.
4.5.5 Additional Diagnostics
Although we have focussed on electron spectrometry as the tool of choice to measure
RR effects, it is not sufficient in isolation. The X-rays generated by the laser-electron
collision are crucial to corroborate our electron beam measurements, as they indicate
when a ‘hit’ has occurred.
To successfully collide a laser with an electron bunch as we have simulated requires
that a 2 µm, 40 fs laser pulse and a ∼ 10 µm electron bunch occupy the same space at
the same time. This is experimentally achievable, as demonstrated by Cole et al. [42]
and Poder et al. [43], however it is not without its challenges. Both the laser pulse and
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Figure 4.34: Heatmap showing the signal obtained where the electron bunch and the
laser pulse are temporally and spatially offset. The scatter points indicate random
samples from a 2D normal distribution, intended to replicate a series of shots where
‘jitter’ is incorporated.
electron bunch are susceptible to spatial and temporal ‘jitter’, not least due to thermal
fluctuations and vibrations in the environment.
These random fluctuations are the primary reason for the small number of shots in
the dataset published by Cole et al. Despite several hundred shots, only four were con-
sidered ‘good hits’ on account of the strong X-ray signal detected. Using the measured
fluctuations for both the laser and electron bunch, we can estimate the probability of
a successful collision, and the magnitude of the X-ray signal we expect.
Figure 4.34 shows the effects of random fluctuations in timing and pointing on the
measured X-ray signal. A total of 500 shots are superimposed on a heatmap of the
expected X-ray signal. Defining the region where the X-ray signal is above 80 % of the
maximum as a ‘good hit’, we see that only around 1 % of shots occur here.
Some techniques for detecting the X-rays and measuring the spectral content, which
can also yield information about radiation reaction effects, will be discussed in Chapter
6.
4.6 Conclusion
The results presented in this chapter aim to address the problem of direct experimental
measurement of radiation reaction in laser-plasma interactions. Laser systems available
at the time of writing are capable of reaching the RR regime, but only just. Precise
measurements are therefore essential.
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The scheme described here serves to mitigate the uncertainties from shot-to-shot
variation by enabling a single-shot measurement technique which captures the electron
spectra before and after the interaction with a high-intensity laser pulse. A millimeter-
scale drift before collision facilitates a correlation between transverse momentum and
position in an electron bunch, which preserves the original spectrum in regions unaf-
fected by the laser.
A crucial consideration, however, is that of detection efficiency. For a given elec-
tron beam configuration, i.e. spectral shape, divergence, peak energy, and charge, an
optimum drift distance exists, beyond which the spectral shift becomes too diffuse to
be detected by conventional means. Even with an optimum drift, it may be necessary
to employ high sensitivity detectors with close to single particle efficiency. The exact
value of the optimum drift also depends on the geometry of the electron spectrometer,
as this also influences the detection limit significantly.
As we have seen, the electron beam configuration is important, and so an experi-
mental realisation of this technique may require careful design. Employing alternative
mechanisms such as shock injection may be necessary to achieve reliable results, how-
ever this is well within the capabilities of modern facilities.
Despite some potential challenges in detection, the results in this chapter show that
measurement of radiation reaction is achievable with currently available means, and






The first laser, invented in 1960, was little more than a scientific curiosity. Famously
called “A solution seeking a problem”, applications of the new technology took sev-
eral years to realise. Now, lasers are ubiquitous in modern society and so thoroughly
integrated into our way of life as to be indispensible.
High-power, petawatt-class lasers are at the forefront of modern technology and,
much like their ancestors, presently have few applications outside the scientific domain.
In recent years however, there has been a strong push from within the laser-plasma
community towards collaboration with private industry with a view to reducing the
typical ‘lag time’ between scientific discovery and societal applications. One such
application, and the focus of this work, is that of hard X-ray sources.
In industrial manufacturing, the ability to characterise the internal structure of
materials and components is crucial for quality control. For this purpose, a linac-driven
X-ray source is often the tool of choice, and for good reason: The sources themselves
are easily tuned, and can operate at repetition rates of several MHz, enabling rapid
raster scanning, or efficient tomographic reconstruction. However, the energy of the
X-ray source is limited by the length of the accelerator, with longer accelerators being
required for imaging denser materials. In addition, the source size of a linac-generated
X-ray beam on the order of millimetres [145], which confines the imaging resolution.
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These two limitations can be overcome by employing a laser-driven source.
X-ray sources driven by laser-wakefield accelerators are capable of producing high-
energy photons, and small source sizes, within a compact facility. In addition, the
characteristics of LWFA electrons, and thus the X-rays, can be controlled by only a
few key parameters.
In the following, we present results of a 3-week development project at the Central
Laser Facility, where the suitability of an LWFA-driven bremsstrahlung source for
imaging of industrially-relevant materials was explored.
Why Bremsstrahlung?
Not all X-ray photons are created equal. A source driven by LWFA can be generated by
three1 different mechanisms which strongly influence the characteristics of the X-rays.
Betatron oscillations inside the wakefield, for example, produce highly coherent,
broadband sources in the 10s to 100s of keV range [45, 146, 147]. Betatron X-rays have
small source sizes of a few microns, making them excellent for high resolution imaging
[148]. The coherence also allows for phase-enhanced (phase-contrast) imaging [46, 49].
An inverse Compton source can be generated by scattering laser light from an ac-
celerated electron bunch, either by direct illumination with a secondary beam [56, 149],
or by reflecting the driver beam back into the electron beam [55]. In a counterpropa-
gating geometry with a0  1, the scattered photons are shifted in energy by a factor
of 4γ2e , where γe is the electron Lorentz factor. The resulting photon characteristics
are thus determined by the electrons. A narrowband electron spectrum will result in a
similarly narrow photon spectrum. As a0 approaches 1, harmonics of the fundamental
frequency will appear in the photon spectrum [150, 151] due to multi-photon scattering.
For higher intensities, the spectrum becomes broadband.
Bremsstrahlung driven by LWFA is generated by colliding the electron beam with
a converter material, e.g. aluminium. The resulting photon spectrum is broadband,
with a cutoff energy corresponding to the maximum electron energy. Increasing the
1Here we mean betatron, bremsstrahlung, and inverse Compton scattering (ICS). Thomson scat-
tering is often considered a separate mechanism, but is simply the low energy limit of ICS. Similarly,
wigglers and undulators used in XFELs perform the same function as wakefield buckets, albeit on a
larger scale. We thus include XFELs in the same category as LWFA betatron.
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thickness or density of the converter yields higher photon numbers (for thicknesses
much less than the radiation length of the material), but at the price of increased
source size due to additional scattering of electrons.
For imaging purposes, as the size and density of the object increases, we require
more and more energetic X-rays to penetrate the sample and reach our detector. Both
ICS and bremsstrahlung can in principle drive such sources, but ICS sources produce
much lower photon energy for the same electron beam.
As an illustrative example, consider a monoenergetic electron beam of energy
500 MeV. A linear ICS source would produce a beam of 4 MeV, whereas bremsstrahlung
produces photons of up to 500 MeV. To generate a similar ICS source would require
an electron beam of 5 GeV. While this is possible [26], it is logistically far more chal-
lenging than a 500 MeV electron beam. In addition, an ICS source using a secondary
beam requires precise spatial and temporal alignment of the electrons and scattering
pulse. A bremsstrahlung converter is a barn door in comparison1.
Bremsstrahlung sources trade precise control over spectral characteristics for ease
of implementation. Lower electron energies are required, and the spectral shape of the
electrons has little effect on the X-rays. By using bremsstrahlung, we lower the barrier
to entry for industrial imaging applications since smaller, less expensive laser systems
can be used.
5.2 Experimental Layout
The South beam of the Gemini laser was focussed, using an f /40 parabolic mirror, into
a gas cell with 11 mm between entrance and exit cones2. After leaving the gas cell,
the remaining laser energy was dumped by a section of polyimide tape which acted as
a plasma mirror. LWFA electrons produced were then either diagnosed by a magnetic
spectrometer, or used to drive bremsstrahlung by placing a converter target in the path
of the emitted beam. Laser parameters were kept constant throughout the experiment.
Nominal laser conditions are given in Table 5.1. An array of caesium iodide crystals
(Fig. 5.2) was placed outside the target chamber to collect the emitted X-ray beam for
1A literal barn door would be an effective source of bremsstrahlung, too.







Figure 5.1: Schematic of the experiment carried out using the Gemini laser at the CLF.
Figure adapted from [61].
Pulse Energy (Uncompressed) 10 J
Pulse Energy (On Target) 6 J
Pulse Width 49 fs
Focal Spot Diameter 50 µm× 40 µm
Strength Parameter (a0) 1.3
Table 5.1: Experimental laser parameters for Gemini.
characterisation of the spectrum. Information from the array was collected using an
Andor NEO 5.5 sCMOS camera with a Navitar adjustable focus TV lens. The X-ray
signal was varied by adjusting the electron density in the gas cell (by changing the
backing pressure), and by selecting from a range of converter targets.
After comparing the signal produced for a range of converters and densities, a subset
of converters was chosen to generate a source appropriate for imaging. The caesium
iodide stack was then replaced with a LYSO crystal, which captured the incident X-ray
beam on-axis, and relayed the image via a mirror to a camera (Andor NEO 5.5 sCMOS).
Each of the samples was placed at one of 3 locations along the path of the X-ray beam,
designated M1, M2, and M3 (Fig. 5.3). Since there is a trade-off between magnification
and the field of view in choosing an imaging position, small, highly-detailed objects
were placed at M11, and larger objects with coarser features were placed at M2 and
M3.
1Samples placed at position M1, which was closest to the source and offered the highest magnifi-
cation, were imaged exclusively with betatron X-rays. This data is covered in a separate publication






Figure 5.2: Caesium Iodide scintillator array. Crystals are arranged in a grid formation
and placed on the X-ray beam axis. Light output from the crystals is measured and
used to infer the spectral characteristics of the X-rays. Figure adapted from [61].
S M1 M2 M3 Detector
z = 0 370mm 1560mm 2600mm 6750mm
Figure 5.3: Schematic of three imaging positions. The distance from the source S of
each position is indicated in mm. The magnifications for each position are: M1 = 17,
M2 = 2.5, M3 = 1.6.
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Figure 5.4: Projective transform and background subtraction. (a) Raw image of elec-
tron beam. (b) transformed and calibrated image showing spatial extent and energy.
(c) Background light removed.
5.3 Experimental Results
Results obtained from the experiment described above are laid out in the following
section. The process of analysis of the data will also be discussed, albeit briefly. Where
appropriate, the reader will be referred to Chapter 3 for further details of the analysis
employed here.
This section is structured as follows: First, a characterisation of the wakefield-
accelerated electron beams, followed by an analysis of bremsstrahlung X-ray properties
as measured by the CsI stack, and then by the LYSO crystal, including a compara-
tive discussion of the two scintillator types. We then compare the measured X-ray
source properties to predictions made by Monte-Carlo simulations based on the elec-
tron beams. Finally, the validity and implications of the results for future research and
applications will be discussed.
5.3.1 Electron Spectra
To fully characterise the X-ray source, it is important to understand the properties of
the electron beam. In general, it is not possible to measure the electron spectrum and
the X-ray beam simultaneously, as the interaction with the converter target scatters
the electrons (although a thin target may allow some post-converter analysis). We are
nonetheless interested in the driving electron beam, in particular because it is more
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Figure 5.5: Average electron spectrum for each pressure setting. Shaded regions indi-
cate the standard error in the mean. Electrons below 104 MeV were not measured.
straightforward to measure the electron spectrum and infer the X-ray spectrum via
computational methods, than it is to measure the X-ray spectrum directly. Therefore
we first measure the electron beam in isolation to determine the response to input
parameters. By characterising the electrons in this way, we can make a reasonable
assumption about the electron spectrum when a converter is in place.
The electron spectrum was measured by first dispersing the beam through a mag-
netic field, and then imaging the response of a Lanex screen (Sec. 3.2.1) using an Andor
Neo sCMOS camera. To extract the spectrum, a projective transform is used to cor-
rect for the angle of the camera, and a spatial calibration is applied to map the pixel
coordinates to the appropriate energy and spatial coordinates. An image of a typical
dispersed electron beam and its corresponding calibrated transform is shown in Fig.
5.4. Analysis of the electron data was complicated by the presence of scattered laser
light on the lanex due to insufficient filtering in the imaging system (Fig. 5.4). The
level and structure of the background varied from shot-to-shot, and also with the elec-
tron density in the gas cell, and so could not be perfectly subtracted from the signal.
The pressure of the gas cell was varied between 200 and 500 mbar, in increments of
50 mbar. The electron density for each setting was measured using a transverse optical
probe and a Mach-Zender interferometer. Figure 5.8 (inset) shows the variation in the
retrieved density, which varies linearly with Pcell. Over the course of several days, the
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Figure 5.6: Average signal on electron spectrometer as a function of energy. The shaded
region represents the noise threshold.
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Fit (R2 = 0.85)
Data
Figure 5.7: Maximum electron energy as a function of electron density (ne ∝ backing










Table 5.2: Electron characterisation shots for each pressure setting.































Figure 5.8: Total (uncalibrated) electron charge for each backing pressure. Inset:
Relation between pressure and electron density from optical probe measurements.
probe data indicated a decrease in the density for a given pressure due to degrada-
tion of the exit nozzle of the gas cell. When this was replaced the measured density
increased again. This effect is described in more detail in a CLF Annual Report by
Finlay [152]. The electron and X-ray data presented here was taken over two consecu-
tive days, and the daily variation in density was taken into account when analysing the
results. A total of 280 shots were taken to commission and characterise the electron
beam, with 148 selected for analysis. Shots for which the laser or gas system failed,
or with no measurable electron signal, were not analysed. Table 5.2 shows the number
of shots taken for each pressure setting. For each of the pressure settings, the electron
spectra were averaged to obtain an estimate for a ‘typical’ profile for a given pressure.
These spectra are shown in Fig. 5.5, with the standard error represented by the shaded
regions.
A change in electron density affects both the maximum energy obtained and the
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 = 49 ± 3 fs
Figure 5.9: Variation in measured electron charge with density. The quantity λp−cτlas
is shown in red.
total charge in the bunch. The maximum energy is obtained by finding the highest
energy electrons which are above a predetermined signal threshold, which in this case
is 5 % of the peak signal. Fig. 5.6 illustrates the noise threshold for the mean electron
spectra.
In this regime of LWFA, i.e. a0 ∼ 1, the maximum energy gain for an electron in
the wake is given by Wmax(MeV) ' 2mec2nc/ne. As shown in Fig. 5.7, the maximum
energy measured at each density agrees well with the prediction, although appears to
fall short between 200 mbar and 350 mbar.
We see a similar effect in the total charge in the electron beams. For density
(pressure) between 200 and 350 mbar there is more charge than for 400 to 500 mbar
(Fig. 5.8).
Both of these results indicate a change in the LWFA regime as we increase the
electron density. All of the shots taken to characterise the electron beam were taken
with the same laser parameters, i.e. focal spot profile, pulse length, and pulse en-
ergy (shot-to-shot fluctuations notwithstanding). We find that at a density of ne '
5.3× 1018 cm−3, the plasma wavelength λp corresponds to the pulse length cτlas. Plot-
ting the difference λp − cτlas in Fig. 5.9, indicates that the range of densities corre-
sponding to the maximum charge, are also the values for which the laser pulse length
is approximately equal to the plasma wavelength. In other words, at densities above
ne ' 6.0× 1018 cm−3, the pulse overfills the first wakefield period.
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A consequence of this is that the pulse energy is split between the first two wake-
field periods, reducing the electric field strength. The lower field strength causes fewer
electrons to be injected due to wavebreaking and thus the accelerated charge is re-
duced. Moreover, the higher charge obtained from lower electron density suppresses
the accelerating field, reducing the maximum energy. Deviation from the expected
maximum energy for the low density shots may also be caused by insufficient accelera-
tion length. Using the formula Ldph ∼ a0(λ3p/λ20) (Eq. 2.33), we find a dephasing length
of ∼15 mm at 200 mbar, and ∼11 mm at 250 mbar. Electrons at these lower pressures
would therefore not reach the maximum expected energy in an 11 mm gas cell.
5.3.2 X-Ray Beam Characterisation
Here the basic characteristics of the X-ray beam are analysed and discussed. To fully
describe the beam at the location of the sample, we require the spectrally-resolved
photon flux and the divergence. Furthermore, we would also like to know the size
of the beam at the source, which partly determines the maximum resolution of our
imaging system (and also informs our divergence calculations).
The X-ray beam produced by various converters was measured using two scintilla-
tor materials which were placed in the beam path: An array of caesium iodide crystals
arranged as shown in Fig. 5.2, and a flat LYSO crystal. Due to restrictions in the ex-
perimental geometry, it was not possible to operate the two scintillators simultaneously
and so direct correlations between the measurements cannot be established. However,
by aggregating the data from these diagnostics we may make useful, albeit less robust
inferences about the character of the X-rays observed.
Additionally, as we shall see in Section 5.3.3, the respective pros and cons of the
two detector types are to some degree complementary. That is to say one detector ‘fills
in the gaps’ of the other.
Flux and Divergence
A pressure scan was conducted for each of the converter types under investigation, with
4 shots taken at each pressure setting. In the figures below, the data points represent
the mean values of the shots and the error bars are the standard error in the mean.
The observed flux of X-rays (described in terms of counts due to lack of calibration)
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Figure 5.10: Images of X-ray beam incident on scintillators. (a) Transverse view of CsI
stack showing attenuation of X-ray beam as it propagates through (left-to-right). (b)
Processed image of (a). Each pixel represents the total signal in an individual crystal.











































Figure 5.11: Observed characteristics of X-ray beam measured by CsI detector array.
Left: Amplitude of signal as a function of gas cell pressure. Right: Divergence of X-ray
beam, calculated from the FWHM of the signal.
is plotted against the backing pressure in Fig. 5.11 (Left). The behaviour here loosely
follows that of the electron charge (Fig. 5.8), i.e. peaking at around 300 mbar, then
dropping off slightly for higher pressures. We expect higher photon numbers with
higher charge, simply due to a larger number of scattering events within the converter
material. The results from iron and aluminium converters show a clear dependence of
the width on the backing pressure (Fig. 5.11 Right). Incrementing the pressure appears
to increase the observed divergence exponentially. An increase in backing pressure
corresponds to an increased plasma density in the gas target, which is expected to
produce higher numbers of low-energy electrons. In passing through the converter
the emission angle of the low energy electrons is larger, resulting in a wider beam.
Qualitatively, then, this increase in width with backing pressure is expected.
Monte-Carlo Simulations
The spectral characteristics of bremsstrahlung are determined by three factors: the
areal density (ρR) of the material, its atomic number (Z), and the spectral shape
of the incident electrons. As we cannot measure the electron beam directly while
the converter target is in place, an estimate of the X-ray spectrum can be obtained
by simulating the experimental conditions. Using the Monte-Carlo code GEANT4
[119], the average electron spectrum for each pressure setting was used to generate
bremsstrahlung radiation from each of the converters.
Some illustrative results are shown in Figure 5.12. For a given converter type (e.g.
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Figure 5.12: Simulation results from GEANT4. Top: Variation of backing pressure,
and thus peak electron energy, corresponds to a change in the spectral shape of emitted
X-ray beam. Bottom: Converters with higher ρRZ values produce higher flux for the
same electron beam.
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0.1 mm Ta), higher backing pressure reduces the maximum photon energy, since it is
directly related to the electron energy. The vertical axis of Figure 5.12 is the number
of photons per unit charge. As discussed above (Sec. 5.3.1), the backing pressure in
combination with the pulse length influences the total electron charge produced, as
well as the spectral shape.
A convenient metric for the bremsstrahlung spectrum is the critical energy, Ecrit,
defined as the photon energy below which 50 % of the total X-ray energy is emitted.
An increase in ρR corresponds to an increased number of scattering events inside the
material, which decreases the relative fraction of higher energy photons, and thus
reduces Ecrit.
5.3.3 X-Ray Detector Comparsion
The LYSO scintillator plate used in the experiment is conveniently shaped for sample
imaging as it can capture the beam on-axis, which can then be relayed to a camera via
a mirror (the camera is kept out of the beam path to avoid damage to the electronics).
This is also useful for characterising the spatial properties of the beam, such as the
source size, and the divergence angle.
One disadvantage of this arrangement, however, is that the spectral information is
largely obscured. The scintillation probability of the LYSO is of course dependent on
the energy of the incident X-ray photons, but the emitted photon is always in the same
wavelength range. The energy of the original photon can in principle be determined
if all the light is collected and the detector calibrated. In practice however, there are
many photons incident on the detector in a short time period and the response becomes
degenerate, i.e. the same light yield can be acheived by different X-ray spectral shapes.
It is possible to make some broad statements about the spectrum based on the
emitted light, however. Scintillation occurs more readily for lower energy photons,
with the majority of high energy (> 1 MeV) photons passing through undetected. We
can therefore infer that the measured signal level is most indicative of the lower-energy
portion of the spectrum.
By attentuating part of the beam with one or more filters, we can estimate the flux
in higher-energy regions as well. However, it should be noted that this measurement
may be confounded by the emission of electron-positron pairs or additional photons
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Figure 5.13: Comparison measured X-ray beam divergence between CsI and LYSO
scintillators for 100 µm tantalum target.
produced in the interaction with the filter itself.
An improved spectral measurement can be made by observing the attenuation of
the beam as it propagates through the detector. This is acheived with a stack of CsI
crystals arranged in a grid formation. Each crystal is isolated from its neighbours by
1 mm of aluminium to prevent light leaking between crystals.
The caesium iodide stack is placed such that the incident beam interacts with
each row of crystals in turn, and is thus attenuated at each stage. This offers more
insight into the spectral components of the beam as the large volume of scintillator
material is capable of stopping much higher energy photons than the thin LYSO crystal.
In addition, the light emitted from each layer of the stack is related to the energy
deposited. For details of the spectral retrieval for this experiment, see Underwood et
al. [61].
A notable difference between the two detector types is the measurement of beam
amplitude, and beam divergence, shown in Fig. 5.13. The CsI detector measures a
larger signal and divergence than the LYSO, particularly at lower pressures. This
is likely due to the construction of the detector, which contains aluminium spacers
between each crystal. X-ray photons interacting with the aluminium will produce
charged particles which induce further scintillation. The lower pressure settings tend
to produce higher energy electrons, and thus X-rays, which will trigger particle cascades
more readily in the aluminium.
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CTF = 0.67 ± 0.04
CTF = 0.02 ± 0.01
Figure 5.14: Comparison between image plate and LYSO. Left: X-ray image of tungsten
resolution target on image plate. The features in the highlighted region are 200 µm
wide. Right: Contrast values obtained using image plate (blue), and 8 mm LYSO
(orange).
5.4 X-ray Imaging
A comparison between image plate, and two LYSO crystals of different thickness (8 mm
and 2 mm) was carried out to assess the imaging capability of the source. A tungsten
resolution grid was placed in the beam at position M2 (M = 1.6), with features of
interest placed in the centre. Figure 5.14 shows an image of some coarse features of the
grid taken using image plate. Each of the ‘spikes’ in the highlighted region is 200 µm
wide, with 200 µm spacing between them. Since the image plate is typically sensitive
to low energy X-rays in the range of several keV [153], the tungsten strongly attenuates
the signal, producing a high contrast image with a CTF of (67± 4) %.
The thick LYSO crystal did not perform well here. Although the features are
detectable, there was significant blurring, resulting in a contrast ratio of (2± 1) %.
There are two reasons for this difference: The first is that the LYSO is sensitive to much
higher energy photons (>100 MeV) than the image plate [118]. A larger proportion
of these photons pass through the tungsten grid, and are detected by the LYSO. The
second effect is that of scintillation light scattering inside the crystal. This creates a
‘frosted glass’ effect, whereby the image of the resolution grid is blurred out. Blurring
from the crystal can be mitigated by reducing the thickness, however a thinner crystal
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CTF = 0.21 ± 0.04
Figure 5.15: Fine features imaged on 2 mm LYSO. Left: Image of foil stack on resolution
grid. Largest features in highlighted area are ∼150 µm. Right: Contrast measured for
150 µm foils.
means photons have a lower probability to interact, which consequently reduces the
signal. An image of some finer features of the resolution grid is shown in Figure 5.15.
The largest of these is 150 µm, which was imaged with a contrast of (21± 4) %.
5.4.1 Industrial Sample Imaging
The development project was carried out in collaboration with a number of industrial
partners, who provided samples of material to be imaged. One of these, supplied by the
Manufacturing Technology Centre (MTC) is an additively-manufactured star-shaped
object composed of inconel (nickel alloy). A photograph is shown in Figure 5.16. The
star was approximately 5 cm tall, with a diameter of 5 cm. We placed the star in
position M2 (M = 1.6) and imaged it along the longitudinal axis with a 2 mm LYSO
crystal. Figure 5.17 is a single-shot acquisition of the star. The signal in the attenuated
region is higher than the background, as seen in Figure 5.18, indicating that the X-ray
beam was able to penetrate the full 5 cm of material.
Towards the end of the project, the star was placed on a rotation stage and imaged
at a range of different angles with the aim of creating a tomographic reconstruction.
Some projections are displayed in Figure 5.19. It was necessary to use the larger-
diameter, 8 mm thick LYSO crystal to capture the full extent of the object, which
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Figure 5.16: Photograph of Inconel star provide by MTC.










Figure 5.17: X-ray image of MTC star taken on 2 mm LYSO.
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Figure 5.18: Attenuation of X-ray beam by MTC star. The centre profile of the beam
is shown in orange. The blue line shows a fit to the beam profile to reconstruct the
original shape.
sacrificed the resolution. Due to time constraints, we were unable to complete a full
set of projections for a tomographic reconstruction, however the images in Figure 5.19
are promising, in that the X-rays are able to fully penetrate the object.
5.5 Discussion and Conclusion
The work presented here is based on data taken from a 3-week development-orientated
experiment on Gemini. Unfortunately, due to the short timescale, some potentially use-
ful measurements were not taken. It was not possible to properly calibrate the electron
beam charge, nor the energy deposited in the scintillator diagnostics. Such measure-
ments would have informed a more in-depth characterisation of the X-ray beams.
It is possible in principle to extract the X-ray spectrum from the caesium iodide
stack [60] by simulating the detector response for monoenergetic photons and iteratively
reconstructing the spectrum which produced the measured response. The results for
this experiment are published by Underwood et al. [61].
Despite some incompleteness in the electron and X-ray characterisation, the results
are promising from the perspective of industrial imaging. We were able to produce
a source of high-energy bremsstrahlung X-rays which was able to penetrate a large
volume of dense material. The imaging resolution was limited to around 150 µm by
the choice of detector, but this is already a significant improvement on the industry





Figure 5.19: Projections of the star taken using 8 mm LYSO.
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magnitude improvement on this result.
In addition to the high resolution, we have also demonstrated that the X-ray char-
acteristics, i.e. photon number, divergence, and critical energy, can be manipulated by
simply varying the pressure inside the gas cell, or changing the converter.
A limitation of Gemini for industrial use is its slow repetition rate. However, tech-
nological advances mean that facilities operating in the near future, such as ELI, and
EPAC will be capable of 10 Hz repetition at significantly higher peak powers. Similar
advances applied to smaller systems mean we can expect repetition rates approaching
1 kHz, which would enable efficient tomographic scanning. An X-ray source driven by
such a system would be superior to a conventional source in almost every respect.
The work presented here demonstrates the utility of laser-driven X-ray sources for
real-world applications. Furthermore, the simplicity of operation combined with high-
quality imaging capabilities mean that laser-driven sources may rapidly become the
industry standard.
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Scintillators as High-Energy X-ray
Detectors
This chapter describes the development of X-ray detectors for applications to high-
power laser experiments. Measurement of high-energy X-rays is critical for diagnosing
X-ray sources like the one in Chapter 5, but also in cases such as the one described in
chapter 4; Measuring radiation reaction effects in electron beams also requires infor-
mation about the X-rays generated to corroborate the results.
The purpose of this chapter is not to present groundbreaking research, but rather to
highlight the development process of experimental diagnostics. Each of the detectors
described here is based on thallium-doped caesium iodide (CsI (Tl)) crystals.
6.1 Compact Scintillator Modules
The interaction of a laser with a solid target produces streams of hot electrons, ener-
getic protons and ions, as well as hard X-rays via bremsstrahlung. In ion acceleration
research, for example, the X-ray flux is a good indicator of how much laser energy has
been coupled into the target. Maximising this parameter is important for optimising
ion sources.
Emission from solid targets is also directional [154–156] with an angular distribu-
tion depending on the target geometry. The ability to measure X-rays at multiple







Figure 6.1: Schematic of the Mk. I scintillator module. A 4× 3 array of CsI crystals
is coupled to a camera sensor, enabling measurement of X-ray flux and directionality.
Lack of imaging system prevents resolution of the individual crystals making spectral
reconstruction impossible.
Some compact scintillator modules were designed for use on a Vulcan TAP exper-
iment in 2017 to aid in the investigation of the effect of target micro-structure on the
efficiency of proton sources. The results of this campaign are described by Jarrett et
al. and Ebert et al. [157, 158].
The design was improved upon for a subsequent experiment, also on Vulcan TAP,
which aimed to optimise hot-electron production using resistive guiding [159]. This
technique is applicable to studies of hot dense matter, including the fast-ignition
method of inertial fusion [160, 161].
6.1.1 Mk. I
A schematic of the first iteration of the compact modules is shown in figure 6.1. A
small array of CsI crystals is placed in contact (or as close as possible) to the sensor
of a camera. The unit is then light shielded and placed such that X-rays strike the
crystals laterally.
To construct the crystal pack, 12 CsI crystals each measuring 5× 5× 50 mm are
individually wrapped in foil and assembled in a 4× 3 array, as shown in figure 6.2.
The foil around each crystal serves mainly to optically isolate each crystal, minimising
cross-talk. It also internally reflects light produced inside the crystals, increasing the
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Figure 6.2: Construction process of the Mk. I module. Left: The crystals are individ-
ually wrapped in foil, then assembled into the required shape. Middle: Crystal pack
is mounted to the camera, as close to the sensor as possible. Right: Light shielding is
added to minimise background noise.
light which reaches the end of the crystal.
The completed module is shown in figure 6.2. Here we used an AV Manta G-235B
camera to capture the scintillator light. The camera is triggered 50 ms before the
laser fires, and integrates for 100 ms. The long exposure time is not strictly required to
capture the scintillator light, which decays in around 1 µs [162], but is chosen to account







Figure 6.3: Placement of Mk. I scintillator modules on Vulcan TAP experiment. The
positions were chosen to match the regions of highest flux expected from the interaction.
Three Mk. I scintillators were used for the duration of the experiment, placed
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Figure 6.4: Example signal from Mk. I module. The direction of incoming xrays is
evident, and the total signal can be integrated to give a measure of the flux. Left:
Raw data from one module (filter applied to remove hard-hits). Some vignetting is
apparent from the relative size of the crystal pack compared to the sensor. Right:
Signal integrated along transverse axis (y).
around the outside of the interaction chamber in the arrangement in figure 6.3. The
positioning was chosen to capture the highest X-ray flux, which is expected from the
back (and front) surface of the foil, as well as the edges.
An example image from one of the scintillators is shown in figure 6.4. Despite the
lack of an imaging system, the attenuation of the X-ray signal along the propagation
axis is evident. There is too little information to reconstruct accurate spectral infor-
mation here, but the total flux can be estimated by integrating the signal across the
chip.
The aim of this experiment was to determine the effect of micro-structured targets
on the efficiency of a proton source. These scintillators provided a measurement of X-
ray flux, which although uncalibrated, facilitated comparison of the laser-target energy
coupling for the different target types. Figure 6.5 shows the analysis of 13 shots com-
paring flat foils with structured targets. It can be seen from the top subplot that the
scintillators ‘A’ and ‘B’ are largely consistent with each other, but ‘C’ shows very little
signal until shot 71. This was found to be caused by a misplacement of the scintillator,
rather than the interaction itself.
The lower three figures, representing scintillators ‘A’, ‘B’, and ‘C’ from top to
bottom, show an overall increase in signal for the structured target shots compared to
those with flat targets. This was consistent with results gathered from an X-ray crystal
spectrometer, and the Thomson spectrometer [158].






























































Figure 6.5: Summary of a dataset comparing flat foil targets with micro-structured
targets. Top: Normalised signal level for all 3 scintillators for 13 shots. Scintillator ‘C’
underperforms until shot 71 due to misplacement. Bottom (3): Individual scintillator
signals for flat vs. microstructured targets. Signal for the structured targets is generally
higher than for non-structured, indicating improved energy coupling.
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for a ‘quick and dirty’ measurement of X-ray flux, however there are some obvious







Figure 6.6: Mk. II scintillator module. The operating principle is similar to the Mk. I,
but the inclusion of a single lens imaging system allows for resolution of the individual
crystals.
An improved design, the Mk. II, uses a single lens to image the crystal pack onto
the camera sensor. This enables resolution of the individual crystals in the array, and
in principle allows for spectral information to be deduced by making use of tabulated
attenuation values [118]. Figure 6.6 illustrates the operating principle. The addition
of a lens increases the amount of light reaching the sensor, so an ND filter is included
to prevent saturation. These extra components increase the size of the module to
around 30 cm, but the design is still reasonably compact. The extra length also allows
the camera to be placed behind shielding, reducing the number of hard-hits. Some
photographs of the placement of the Mk. II units are shown in figure 6.7.
Experimental Data
Six of the Mk. II scintillators were tested on an electron transport experiment on
Vulcan TAP in 2017. The aim was to assess their usefulness in measuring the angular
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Figure 6.8: Placement of 6 Mk. II modules around the TAP interaction chamber.
distribution of X-rays from the main interaction. Figure 6.8 shows the location of each
scintillator with respect to the interaction. One was placed along the target normal
direction, one directly along the laser axis, with a second offset by 2°. Three more
were placed at semi-regular intervals intersecting the axis perpendicular to the target.
Placing the scintillators inside the interaction chamber was problematic due to EMP
effects, so each scintillator was mounted on a convenient point outside the chamber.
Each scintillator requires an unobstructed line-of-sight to the target to capture the
X-ray emission, which in practice requires placement outside thin aluminium flanges
(see figure 6.7) or fused silica windows in order to minimise attenuation.
An image taken from one of the scintillators is shown in figure 6.9. The left subplot
is the raw data (after filtering hard-hits), and the right shows the normalised signal
in each crystal. In principle, spectral information can be derived from this data by
first calibrating the scintillators with a radioactive source, and then using a simulation
package (e.g. GEANT4 [119]). However, this was not possible due in part to time
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Figure 6.9: Example signal from a Mk. II scintillator. Left: Each crystal is clearly
visible, and the attenuation across the columns is apparent. Right: Processed image
showing relative signal level in each crystal.














Figure 6.10: X-ray flux as a function of angular position around the interaction. 0°
corresponds to the laser axis. The peak at 18° approximately matches the target angle
of 13°; this is due to emission from the rear surface.
constraints, but also to limitations of the setup which are discussed in the next section.
Despite the lack of calibration, the flux distribution shown in figure 6.10 indicates a
clear angular dependence of the signal level. A peak occurs close to the target normal
axis of 13°, and there is a high signal region at around 90°. There is not enough
information here to resolve a second peak, but it is expected to occur at 103° from the
laser axis, i.e. perpendicular to the target surface.
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6.1.3 Limitations of Compact Scintillators
As we have seen, the compact scintillator units provide useful information for charac-
terising X-ray emission. Their simplicity and small form-factor makes them suitable
for installation in many experimental setups without imposing on primary diagnostic
space.
The overall utility is somewhat limited, however. Retrieving spectral information
is possible in principle with the Mk. II iteration, although with the configuration
described analysis would be confounded by the emission of hot electrons. Without
separating electrons from the X-ray beam, e.g. by use of a small dipole magnet, we
cannot know what proportion of the scintillation light is due to electrons. That said,
these modules could easily be modified include such a feature.
Since we rely on absorption of X-rays by the scintillator, spectral measurements
with a crystal array of this size would be limited to X-rays of less than 0.5 MeV.
Above this energy, over 90 % of the incident X-rays are transmitted through the stack.
This design could therefore be improved by lengthening the crystal array along one
axis to increase absorption. A compact spectrometer of this form has been developed
by Rusby et al. [59].
6.2 Large CsI Spectrometer
X-ray emission from solid target interactions has an angular distribution which extends
to all angles around the target. For such interactions, a number of small scintillators
placed around the target can allow reconstruction of the emission profile. Other ex-
periment types require a different approach. In the previous two chapters we focused
on applications of laser wakefield acceleration: Radiation reaction measurements, and
bremsstrahlung sources. In both cases we expect bright X-ray beams directed along
the laser axis, with an opening angle of a few tens of milliradians at most. In addition,
these X-ray beams can reach hundreds of MeV in energy. To characterise this type
of X-ray beam, we can use a single, large array of scintillating crystals with sufficient
depth to attenuate high energy X-rays. A large CsI array, consisting of 1551 crystals
(33× 47) was developed at the Central Laser Facility for this purpose [60]. A schematic






Figure 6.11: Large CsI array for high-energy X-ray diagnosis. Left: Schematic array
of CsI. Right: Photograph of array in-situ.
array, with 1 mm of aluminium between each one to prevent light leakage.
This detector was used in the radiation reaction experiments described by Cole
et al. [42], and also in the experiment discussed in Chapter 5. It operates in much
the same way as the compact modules above; by progressively attenuating X-rays and
capturing scintillation light with a camera. The large size means that X-rays of up to
500 MeV are stopped, which is sufficient for characterising bremsstrahlung sources and
the high-energy X-rays emitted in strong field interactions.
Spectral retrieval requires modelling of the detector using a simulation package.
The full process is described by Behm et al. , but is essentially an iterative fitting
routine. First the expected X-ray spectrum is calculated using knowledge of the driving
electron beam. The detector response is then modelled for monoenergetic photons in
the expected range. Response for each energy bin is then combined in a weighted sum
to generate an estimated response to the calculated spectrum.
The next step is to compare the calculated response to the experimental data. By
perturbing the calculated spectrum and assessing the fit at each step, the measured
spectrum can be extracted. As well as the results by Cole et al. , this method was
also used to extract spectral characteristics of the bremsstrahlung source described in
Chapter 5, and published by Underwood et al. [61].
6.3 Dual-Axis Spectrometer
For strong-field inverse Compton interactions as in Chapter 4, the scattered X-ray
beam has a degree of ellipticity [163]. For a scattering laser polarised along the x-axis,
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Figure 6.12: Completed dual-axis spectrometer.
the angular profile of the beam is expected to be larger in the y-axis by a factor of a0.
The ellipticity could be measured with a detector like the one described in the previous
section, simply by rotating it by 90°. By modifying the design, however, we can obtain
both the spectral information and the ellipticity with a single detector. Rather than
having all the crystals in the same orientation, rotating every second row by 90° turns
the detector into something resembling a Jenga tower (figure 6.12). This allows us to
view the signal from four positions, and in principle to reconstruct the shape of the
beam in three dimensions (two spatial and one energy).
Each layer of the detector consists of 10 CsI crystals separated by 1 mm polyethylene
(PE) spacers for light-shielding. The layer is then wrapped in reflective aluminium foil
(figure 6.13). Each layer is separated by 1 mm of rubber. Once constructed the layers
are compressed, which pushes the protruding edges into the rubber creating a light-
tight seal. The whole structure is held inside an aluminium frame with transparent
polycarbonate sheets for viewing. The initial design used 60 layers of crystals, which
should absorb approximately 90 % of 1 GeV photons. This makes it suitable for use in
RR experiments.
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Figure 6.13: One layer of the spectrometer consisting of 10 crystals separated by PE
spacers.
6.4 Summary and Outlook
In this chapter we have seen three designs of X-ray detector based on CsI (Tl) crystals.
The first design is compact and simple to construct, making it useful for characterising
X-ray flux on laser-solid target interactions, including measuring angular distributions.
Some improvements are required to allow spectral information to be retrieved from this
design, however this would be a straightforward modification to the design.
The larger, “2-dimensional” array for measuring high-brightness, directional X-ray
sources, including those relevant to strong-field interactions is capable of detecting
photons up to 500 MeV and characterising the angular shape in one dimension. For
laser-driven X-ray sources, such as the one described in Chapter 5, this is sufficient
since the source is radially symmetric.
The 2D CsI array is improved upon by rotating every second row of crystals by
90°. The stack can then be viewed from all four sides, allowing a full 3D reconstruction
of an X-ray beam. This could prove extremely useful in the detection of quantum
effects in radiation reaction experiments, since the resulting X-ray beam has a degree
of ellipticity which is related to the laser a0. At the time of writing, the dual-axis
spectrometer is untested, so no verification of its properties yet exists. Modelling of
the detector indicates that it should be capable of detecting photons of over 1 GeV
with the 60 layers in the current design. The design is also easy to modify to include




The results presented in this thesis relate to the use of laser wakefield accelerators
as an instrument of research in two seemingly unrelated fields of study. With the
steady march of technological advancement, the available laser intensity will inevitably
increase well into the QED regime, and so the understanding of the mechanisms at work
is critical, not only for verifying theoretical calculations, but also for development of
applications.
Single-Shot Measurements of Radiation Reaction
In Chapter 4 we saw that the geometry of inverse Compton scattering is useful for
eliciting radiation reaction effects with currently available lasers. While this has been
demonstrated experimentally, the results lacked the precision required to compare clas-
sical and quantum models of electron motion, in large part due to the shot-to-shot
variation of LWFA electron beams.
This difficulty can be overcome by making single-shot measurements, i.e. by engi-
neering electron beams such that only part of the bunch interacts with the scattering
laser pulse, thus preserving the original spectrum. This is achieved by simply allowing
the electron beam to propagate a short distance before interaction, which has the effect
of establishing a phase-space correlation. Electrons inside and outside the interaction
region therefore remain in the same relative position after the collision.
The effectiveness of this method depends strongly on the electron beam character-
istics. The ideal electron beam is one which has high energy, i.e. above 1 GeV, and low
divergence. Due to the finite sensitivity of diagnostics, the geometry of the electron
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spectrometer also plays a crucial role in detecting the radiation reaction signal.
Although this method has yet to be tested experimentally, the simulation results
are promising, and have taken into account a range of experimental factors which could
otherwise hinder the measurement.
Bremsstrahlung Imaging of Industrial Materials
Radiography is a crucial diagnostic for quality control in industry. Linac based X-
ray sources are the current standard for non-destructive testing, but are limited by
poor resolution and physical scale. Both of these limitations can be overcome by
laser-driven sources, which offer order of magnitude improvement on both fronts. The
results presented in Chapter 5 show how a LWFA electron source can be used as
a bremsstrahlung radiography tool. Since the bremsstrahlung radiation spectrum is
related to the electron beam parameters and the converter material, the source can be
easily tuned for different materials. It was shown that the source is capable of resolving
features smaller than 150 µm at magnification M < 2. This simplicity of operation and
high resolution is a key feature that will make laser-driven X-ray sources attractive to
manufacturers. A commercial system built to the same specifications would also be
significantly more compact than the current industry standard.
Scintillators as High-Energy X-ray Detectors
A key area of overlap between the results in Chapters 4 and 5 is the reliance on high-
energy X-ray diagnostics. In order to keep up with the high repetition rate of current
(and future) laser-driven sources, the development of fast, scintillator-based diagnostics
is essential. Chapter 6 shows the development of CsI (Tl) scintillator diagnostics and
the versatility with which they can be used. The same crystals can be used in a variety
of configurations to observe the directionality of X-rays emitted from solid targets,
measure the spectrum of bremsstrahlung sources, or to detect strong field QED effects.
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