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Abstract 
The optimisation of the evacuation of a building 
plays a fundamental role in emergency situations. The 
behaviour of individuals, the directions that civilians 
receive, and the actions of the emergency personnel, 
will affect the success of the operation. We describe a 
simulation system that represents the individual, 
intelligent, and interacting agents that cooperate and 
compete while evacuating the building. The system 
also takes into account detailed information about the 
building and the sensory capabilities that it may 
contain. Since the level of detail represented in such a 
simulation can lead to computational needs that grow at 
least as a polynomial function of the number of the 
simulated agents, we propose an agent-oriented 
Distributed Building Evacuation Simulator (DBES). 
The DBES is integrated with a wireless sensor network 
which offers a closed loop representation of the 
evacuation procedure, including the sensed data and 
the emergency decision making. 
 
1. INTRODUCTION 
The final outcome of an emergency situation 
depends heavily on the management of the actors 
involved [1]. To minimise emergency evacuation times 
and to reduce casualties, optimal, fast and decentralised 
decision making is needed for the direction of the 
evacuees and the allocation of the emergency 
personnel. For this reason, new decentralised 
optimisation techniques based on neural networks [2] 
have been developed to support the personnel in the 
decision making process. Agent simulation, which 
incorporates adaptation and learning mechanisms [3], 
offers a valuable opportunity to design and test 
evacuation procedures. To this purpose, a prototype of 
a one-floor evacuation simulator was initially 
developed [4]. However, a more realistic scenario of a 
multi-storey building with a large number of civilians 
and emergency personnel requires computational 
resources that are at least of polynomial order in the 
number of the agents involved. The needed 
computational resources are usually not available on a 
single host, and a distributed environment is needed to 
support such studies.  In this paper, we present a 
Distributed Building Evacuation Simulator (DBES) 
that overcomes such limitations. The DBES has also 
been integrated with a Wireless Sensor Network (WSN), 
which provides the remote emergency personnel with 
the sensed conditions inside the building. Such 
integration augments the simulator’s realism and 
accuracy in terms of physical and network 
representation. 
The paper is organised as follows: in the related 
work section, we highlight the differences with other 
state-of-the-art contributions. Then we introduce the 
simulation model and how it has been adapted for the 
distributed execution. We proceed by illustrating the 
outlines of the simulator, including the SimJADE 
framework [6] and the integration with a wireless 
sensor network. We conclude with the validation of the 
simulator in a simple evacuation scenario. 
 
2. RELATED WORK 
Since the events of September 11
th
 2001, much 
attention has been directed to the management of 
emergency situations. Several simulators were 
developed to allow preliminary studies of such 
scenarios and training of the emergency personnel. To 
the best of our knowledge, there have not been any 
distributed building evacuation simulators before ours. 
There have been, however, a few significant simulators 
that can be related to our work. 
DrillSim [7] is a multi-agent simulation environment 
for crisis response. Its main goal is to evaluate new 
emergency response techniques and to provide a 
training environment for first responders. However, it 
cannot operate in a distributed manner. On the 
contrary, DBES   is extended to a distributed 
environment through the High Level Architecture 
(HLA) [9], and thus benefits from reduced execution 
time and increased memory capabilities [10]. 
Moreover, Drillsim uses a grid based approach for the 
modelling of the physical world, which is 
computationally demanding for large areas. 
SimSITE [11] and DEFACTO [12] are distributed 
virtual environments where humans can interact and 
train in emergency scenarios. DEFACTO deals with an 
emergency situation at a larger scale, such as a 
university campus or a block of buildings. The part of 
the evacuation procedure taking place inside the 
buildings, however, is not simulated. SimSITE uses a 
grid for the modelling of the physical world and mainly 
focuses on the training of emergency personnel through 
the use of the simulator. These differ from the main 
goal of the DBES which is the evaluation of 
optimisation techniques.  
 
3. SIMULATED MODEL 
The model is derived in direct analogy with the real 
physical system, which is composed of independent 
intelligent actors who individually decide which 
resources to use. The actors cooperate or compete for 
the use of a resource according to their internal 
objectives and to the conditions of the external world. 
In a typical scenario, the participating actors are the 
civilians who evacuate the building, the rescuers who 
collect injured individuals and the firemen who try to 
extinguish the fire. The simulated model is then based 
on the agent paradigm [15], and includes human and 
hazard agents.  
The human agents are provided with their own 
personal view of the world, and with their own 
decision, motion and health models which describe 
their status. This approach, based on the separation of 
concerns [16], allows a more accurate modelling of the 
physical system, while at the same time provides solid 
foundations for the design of the simulator. The 
simulation dynamics in terms of pattern of interactions 
is indeed not affected by the values given by such 
models. 
Hazard agents, such as fire-spreading and smoke- 
spreading agents, affect the conditions of the simulated 
world, but do not occupy physical space. They present 
a simpler simulation dynamic and constitute an 
independent group. 
These models have been adapted to exploit the 
fundamental parallelism of physical space inherent in a 
multi-storey building.  
 
3.1. World Model 
The world model represents the simulated world 
within which the agents move and with which they 
interact. It is composed of a description of the physical 
space and a description of the world status for each 
element of the physical world.  
A graph is used for the representation of the 
physical world. The graph nodes model physical Points 
of Interest (PoI), and the graph edges define the space 
of the movement within the model. The PoIs represent 
the physical positions reachable by the agents, which 
can be of two types: 
 physical location of an extinguisher, a desk, a 
door, etc. 
 intersection points between two or more 
evacuation flows. 
The edges define the walking access between two PoIs 
and are primarily characterised by a length attribute, 
which indicates the physical world distance between 
the connecting nodes. 
The nodes and the edges are also described by a 
group ID that uniquely identifies the sub-graph they 
belong to. Each sub-graph defines a local region in 
which the change of any attribute of the world is 
perceived by all the agents located in it. For example, 
the nodes and the edges modelling a room are part of 
the same sub-graph because all the agents located there 
can perceive any changes taking place in it. 
In addition, each node can be associated to more 
than a sub-graph. In such cases the variation of any 
node of either sub-graph is perceived by the agents 
standing on the node. Nodes modelling doorways or 
intersections belong to this category. 
The world status adds on top of the spatial plan a 
set of attributes per each element composing the graph. 
For each node there is a queue of agents willing to 
traverse the node, a value for the fire intensity and 
other such attributes. From the modelling point of 
view, the node also represents a single server with a 
FCFS queue attached. It can be occupied by only one 
human at a time, for a duration exclusively decided by 
the specific agent. In a normal situation, such number is 
retrieved through the motion model which we describe 
below. 
Similarly for the edges, lists of the agents crossing 
each edge are stored, together with the values of its 
physical conditions. The edges can be considered as 
infinite servers since they model a segment of the 
physical space whose length is not negligible and can 
be occupied by more than one human agent at a time. 
This modelling simplification reduces the 
computational requests of the simulator without 
significantly affecting the results in the case of a 
scenario with overcrowding. The ability to model the 
phenomenon of overtaking slower human agents 
remains.  
 3.2. Human Agents 
The different types of human agents share three 
models that regulate their movement and their 
existence in the simulated world. Specific actions and 
interactions carried out by a single human agent type 
(for example firemen extinguishing fire or rescuers 
collecting injured civilians) are directly defined in the 
simulation logic through the interaction model with the 
world and with the other agents. The decision, motion 
and health model are described below. 
 
3.2.1 Decision Model 
 At each point in time an agent has a goal to 
achieve. The decision model is the tool used by the 
agents to take actions towards achieving their goals.  It 
can be seen as a function that maps the goal and the 
current state of the world to actions. 
For example, the goal of the civilian agent is to 
reach the main exit. Therefore, its decision model 
provides the next move using the shortest path 
algorithm towards reaching its destination. However, 
the weight of each edge considered is not the physical 
length, but depends on the state of the world. 
In initial or in non-hazard conditions, the weights of 
the edges correspond to their physical length. When the 
world changes due to fire, or smoke, for example, the 
decision graph is updated through a customisable 
updater function that adjusts the edge weights 
according to the value of the hazard. A simple but 
effective updater function is the step function that takes 
a finite value, for fire values smaller than a threshold, 
and “+∞” otherwise. 
The modular design of the model allows the 
effortless use of a more sophisticated decision model 
and model updater function. Specifically, the rescuers 
and firemen might have composite decision models that 
could use, for example, a neural network [18] to decide 
what action to take next. For instance, when rescuers 
have to collect spatially distributed injured civilians, 
each one of them must decide where to go next in order 
to ultimately collect all of them in the least possible 
time. We have to note that the scope of the simulator is 
to evaluate decision making algorithms and strategies 
during emergency and time critical situations. The 
human behaviour aspect, such as experience-based and 
collective decision making, is not incorporated into the 
decision model. The structure of the simulator, 
however, allows for a straightforward integration of 
various decision making models 
 
3.2.2 Motion Model 
This model determines the time duration 
characteristics of the movement of each agent on the 
nodes and on the edges. It is defined through the 
specification of the speed values on both elements as a 
function of the agent state, the agent characteristics and 
the physical condition of the node or edge, on which 
the movement act is occurring. 
These values can be constant, as in evacuation 
trainings, or be function of the perception of danger in 
the event of real emergencies, and depend on the 
physical condition of the specific agent. 
This model plays a role in the pace of the interaction 
within the dynamic of the simulator. It determines at 
what simulation time the events related to the 
movement acts will be completed. 
 
3.2.3 Health Model  
The health model determines the reduction rate of 
the lifetime of an agent as a function of the local 
environment (smoke, fire) and of the agent’s 
characteristics (age, personal protection gear). 
This model constitutes a barrier to the completion of 
the movements, since they require a non negligible 
time, like movement over an edge, and are conditioned 
by the lifetime given by the model. 
 
3.3. Hazard Agents  
In fire engineering and emergency management 
domains, there are various fire and gas propagation 
models, which depend on the building’s structure [19]. 
Currently, the simulator includes a fire agent, whose 
behaviour can either be predetermined, with a manual 
description through XML configuration files, or 
probabilistic. In either case, the fire intensity on each 
node and edge is represented as a number between 0 
and 10, and propagates on an extended world graph. 
This graph inherits the structure of the plan and adds 
edges between physically adjacent nodes. In real 
scenarios, for example, the fire may propagate not only 
through doors and along corridors, which can be 
traversed by human agents, but also through walls and 
ceilings. 
In our probabilistic model for the spread of a 
hazard the intensity of the hazard can increase at the 
nodes themselves independently of their neighbours, or 
can spread along the edges between nodes. At each 
simulation second a Bernoulli trial determines whether 
the intensity at that node increases from itself. The 
probability of an increase is proportional to the current 
intensity at the node. Further trials determine whether 
fire spreads from each of the node’s neighbours. For 
this, each edge is assigned a weight, which determines 
the rate of spread relative to the other edges. For 
example, fire may spread more quickly through regular 
doors than through fire safety doors, and more quickly 
up through a ceiling than down through a floor (which 
requires the graph to be directed). The probability of 
success in the Bernoulli trial for each edge is 
proportional to the intensity at the neighbouring node. 
During each simulation second each node’s intensity 
may only increase by one. The fact that the probability 
of fire spread during each trial is proportional to its 
intensity at the node and neighbouring nodes means 
that an increase results in a positive feedback, which in 
turn means that the total rate of increase rises as the 
simulation progresses. 
 
3.4. Adaptation to the Distributed Environment  
The distributed adaptation of our simulator presents 
us with two main challenges: how to partition the 
simulated model over the available computational 
resources and how to improve the simulator 
performance through adaptations that do not heavily 
affect the simulated model. 
The model is partitioned in order to exploit the 
intrinsic parallelism of independent physical 
subsystems, while meeting the memory constraints on 
each host and minimising the network workload. For 
instance, the events happening within a floor or along 
stairs loosely affect the rest of the system; therefore the 
simulated world is allocated on independent single-
floor and single-stairway simulators, each running on a 
separate host. In addition, since the stairs constitute 
critical evacuation paths which are going to be 
traversed by all the agents escaping the building, they 
might become overcrowded with the number of agents. 
In that case, a further partitioning could be necessary in 
order to meet the memory requirements. 
 A key factor for the performance of the simulator is 
the amount of data exchanged between the separate 
simulators. In order to reduce such data and to reduce 
the complexity of the graph-based decision model, a 
PoI that belongs to a remotely simulated  world section 
is represented in a condensed way through a Global 
Point of Interest (GPoI). Which of the remote PoIs is to 
be locally represented as GPoI in the local environment 
is determined by the physical structure of the building 
and by the personal interest of the specific agent. 
While moving from one simulator to another, i.e. 
when reaching a local exit, Personal PoI (PPoI) 
dictated by the individual agent interests are carried 
within the agent state. This information is then locally 
integrated in the standard world knowledge on the 
remote destination simulator. 
For example, on the federate simulating Floor 2 
there is a world model characterised by only PoIs and 
GPoIs of the graph in Figure 1. The carrying of a PPoI 
from an agent accessing Floor 2 is dynamically 
integrated with the world model locally stored.  
Such modelling approach reduces the quantity of the 
exchange data among the simulators and also 
implements the planning for agent movement. 
  
4. DISTRIBUTED BUILDING 
EVACUATION SIMULATOR 
The DBES is built according to modern software 
engineering practices that tend to separate the model 
specifications from the general synchronisation and 
communication facilities. For this reason, we first 
designed SimJADE, a distributed agent-oriented 
simulation framework, and then we implemented the 
model described above. The state of the simulator, 
which is required to be consistent at any simulation 
time, is visualised through local GUIs for each floor 
and stairs, and for the external point of collection.  
The simulator is also augmented in its realism and 
accuracy through the integration of a wireless sensor 
network, which provides real sensed data to the 
simulated agents. This augmentation makes the 
simulator useful also during real world emergency 
situations in buildings provided with sensor networks. 
  
4.1. SimJADE 
SimJADE is a simulation framework that extends 
the popular agent-oriented JADE framework [21] by 
introducing simulation time based synchronization and 
communication. Such features, which are introduced on 
top of an innovative agent-oriented modelling of the 
DES system, are transparent to the system developers. 
They can therefore develop the simulator in a very 
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Figure 1 World with Local and Global PoIs 
similar way as they would do with the respective 
conventional MAS [6]. To achieve this, SimJADE 
defines through JADE’s schema: a simulation ontology, 
a set of simulation agents, a set of simulation 
behaviours and a set of simulation event handlers. 
The simulation ontology, named DES-Ontology, 
defines the DES concepts (simulation time) and actions 
(DES and simulation life cycle management services) 
that are used as semantic base for the communications 
among the simulation agents.  
The simulation agent society contains a simulation 
entity agent and a simulation engine agent. The 
simulation entity agent encapsulates the simulation 
logic, i.e. the sequence of state evolutions and DES 
service requests, and locally provides discrete event 
simulation versions of conventional JADE services, 
such as doWait and receiveMessage.  
The simulation engine agent, which may be unique 
within the society [6], has the role of requests collector 
and simulation coordinator. It is available in two 
transparently interchangeable versions; local and 
distributed. The distributed version is implemented 
according to the general trend outlined in [22], in close 
analogy with the framework SimJ [23]. It is based on a 
HLA-based implementation of layer 1 of the SimArch 
architecture [24] (Figure 2). Such layer, which is 
composed of a Federation Manager [25] and a generic-
easily configurable federate, allowed the rapid 
implementation of the simulator and provided 
synchronisation support for the implementation of 
simulation-time stamped mobility of the agents 
between the federates. Please refer to [6] for details 
concerning SimJADE, and to [24] and [26] for details 
of SimArch.  
The simulation behaviours represent the internal 
routine to be processed in correspondence with any of 
the actions defined in the DES-Ontology. They also 
provide the basic container for the encapsulation of 
JADE standard behaviours in the simulated 
environment.  
The simulation event handlers are the conventional 
routines to be processed within the simulation engine, 
for each of the service events such as send event, wake 
up, for example. 
 
4.2. Agent Dynamics 
At the simulation component layer, on top of 
SimJADE, the dynamics of the agents are defined. 
They include two main aspects. The first aspect 
concerns the movement within the world and the 
second is related to the updates received from it. 
The movement is carried out according to the 
possible positions defined by the simulated world, 
nodes and edges. The agent initially standing on a node 
starts its movement behaviour according to the 
specification of its personal decision and motion 
models. The behaviour consists of the generation of an 
arrival event at the destination node after a given 
simulation time. Upon the arrival, the agent waits in a 
queue for the authorisation to occupy the node and, 
once received, it proceeds and stands on the node for a 
time given by its motion model. 
While moving, the agents have to update their 
personal world model. To reduce the number of events, 
also considering the rate of the variation of the physical 
phenomena, the agents receive updates of world 
changing when they are crossing the edges or when 
they have just completed their passage through the 
nodes. The updates are delivered for those parts of the 
simulated world that belong to the same group of the 
current position of the agent.  
 
4.3. Graphical Interface 
The state of the simulated system can be locally 
monitored through graphical interfaces that show the 
local area plan, the position of the civilians and the 
physical condition on each node or edge. The floor 
interface is shown in Figure 3, for one of the floors. 
The agents’ health state and type are shown with 
different colours. For visualisation requirements, it is 
fundamental that the system maintains a consistent state 
at any simulation time instant, which imposes a 
conservative time management technique. 
 
4.4. Augmented Reality through Wireless Sensor 
Network Integration 
During an emergency, a “smart building” 
incorporates monitoring and sensing with 
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Figure 2 SimArch Architecture [24] 
communication and decision making in order to assist 
both civilians and response personnel. The location of 
hazards, such as fire or smoke, in the building may be 
sensed using a WSN. A WSN consists of many low 
cost motes with simple sensing, processing, and 
communication capabilities. Its wireless nature reduces 
infrastructure costs, making its use attractive for such a 
“smart building” scenario. 
Sensed data can be processed in the network if 
necessary and transferred to a central location for 
storage or processing. Such distributed monitoring may 
enable more efficient evacuation of civilians in the 
building (by avoiding hazards and congestion), and 
efficient allocation of the emergency response service 
personnel. In fact, an effective optimal decision making 
needs an as-complete-as-possible knowledge of the 
scenario in which the actors, civilians and emergency 
personnel, operate. Part of this knowledge concerns the 
status of remote locations for which their physical 
conditions can only be perceived locally by a sensor 
network and then delivered to the actors. However, to 
completely assess the impact that a wireless sensor 
network’s properties, such as limited processing 
capabilities, losses and delays resulting from multi-hop 
network routing, have on the scenario, a model of the 
WSN should be included in the simulator. 
Unfortunately, such properties are complex and 
dependent on many environmental factors [29], and 
therefore difficult to accurately capture in a model. 
Such approach of reality augmentation has indeed been 
shown to improve the accuracy of simulation by 
providing a more realistic representation of the 
physical and network world [5]. We have therefore 
extended the BES to include such reality augmentation 
by integrating with a real WSN.  
Our WSN test bed consists of 40 telosb motes [30]  
each mounted on top of a LED, and which intensity is 
regulated by the DBES. The simulator regulates the 
light intensity according to the fire value of the edges 
and nodes surrounding the mote position in the 
simulated world. The simulator also updates the 
knowledge of the remote emergency personnel, who 
otherwise would not have any data regarding the 
conditions of the remote area. 
 
5. VALIDATION AND PRELIMINARY 
RESULTS 
The validation of emergency simulators is generally 
not possible with direct comparison of data from the 
real world, because emergency metrics, such as total or 
average individual evacuation time, for a specific 
building often do not exist until some disaster happens; 
when they happen the priority is not collecting 
statistics. However, a preliminary validation can be 
carried out by properly setting the simulator parameters 
in a verifiable scenario.  
In a public building with a simple structure and 
populated by employees only, who are familiar with the 
layout, it is reasonable to assume that the evacuees use 
the shortest physical path to the main exit. In addition, 
some simple motion models are available in the fire 
and civil engineering domain and can be used for such 
purpose [27]. 
The validation scenario includes eight simulators 
plus a Federation Manager. There are four floor 
simulators each representing a floor of the Electrical 
and Electronic Engineering Department building, three 
stairwell simulators and an external point of collection, 
which registers the evacuation of the civilians. The 
building is populated with eighty civilians uniformly 
distributed over the four floors. 
The civilians’ motion model is set according to the 
statistics provided in [28], where people have average 
speed s of 150 cm/s, and therefore it can be assumed 
that the time spent on a node, which is about 50 cm, is 
roughly given by 0.3 second. The edge crossing time is 
given by l / s, where l is the physical length in cm. 
 
 
Figure 3 Example GUI – Floor 1 
 
The metrics collected at the external point of 
collection are the total evacuation time and the average 
individual time considering only the movement time. 
In our numerical example the results showed that in 
several runs the total evacuation time is bit less than 87 
seconds. We compare this result with the value that can 
be obtained by applying the mathematical model 
presented in [28], which gives a minimum total 
evacuation value of 76 seconds for our scenario. This 
difference is expected because the mathematical model 
provides estimations for this metric under ideal 
conditions.  
The average individual evacuation time also 
contributes to validate the simulator. For the above 
scenario, in which the population is uniformly 
distributed over the floors, this metric presents a value 
that is about the half of the total evacuation time, as 
expected from the configuration. Other configurations 
showed that this metric varies according distribution of 
the people towards the lower floors, as reasonably 
expected. 
 
6. CONCLUSIONS 
In emergency situations, decisions have to be taken 
quickly and optimally to minimise the evacuation time 
of the site concerned and the number of casualties.  
Due to the criticality of such scenarios, a simulator that 
provides an accurate and detailed representation of the 
system is needed to design and to evaluate optimal 
actions. However, in the context of building 
evacuation, the implementation of an accurate and 
detailed model of a largely populated scenario requires 
significant computational resources that are hardly 
available on single host. In this paper, we present the 
design of a Distributed Building Evacuation Simulator, 
which effectively allows the simulation of largely 
populated scenarios. The simulator is integrated with a 
WSN and provides a general framework within which 
custom behaviours can be introduced. A preliminary 
validation of the simulator in a verifiable scenario is 
also presented. 
Further work will include a more extensive 
validation of the simulator, the incorporation of more 
realistic human behaviours, and the implementation of 
decentralised optimisation techniques for the 
optimisation of the evacuation process.  
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