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Introduction
Toute personne qui lira ce texte, n’est peut-eˆtre pas a priori un ami, mais on espe`re since`rement qu’elle
le deviendra au fil de sa lecture.
Tout commence pour nous en juin 2002, lorsqu’un colle`gue apprend a` l’un de nous que Preda Miha˘ilescu
avait re´ussi a` montrer cette conjecture. Nous avons donc de´cide´ avec enthousiasme, de faire un se´minaire
sur la preuve de ce re´sultat. Nous avons trouve´ des notes de Youri Bilu [Bil] et de Rene´ Schoof [Sch] sur
internet et avons utilise´ le livre de Paulo Ribenboim [Rib] sur le sujet ainsi qu’un article de Miha˘ilescu
[Mih]. Nous avons voulu eˆtre le plus “self-contained” possible. Alors, nous avons de´montre´ le plus possible
de re´sultats, qui semblaient eˆtre bien connus de leurs auteurs, mais pas (ou mal) par nous. On aurait pu
appeler ce texte “La conjecture de Catalan pour les nuls”, mais on a vite remarque´ que la difficulte´ de
la preuve allait croissante. S’il est possible de lire les quatre premiers chapitres avac un bagage minimal,
il faut au moins avoir suivi un cours de deuxie`me cycle de the´orie des nombres pour comprendre les
chapitres suivants. Vous remarquerez d’ailleurs que le style de ce texte est assez le´ger au de´but et qu’il
deviendra de plus en plus auste`re au fur et a` mesure qu’on avancera dans les difficulte´s.
Ont participe´ de manie`re plus ou moins suivie a` ce se´minaire Henri Joris, Emmanuel Preissmann, Ste´phane
Materna, Michel-Ste´phane Dupertuis et Vincent Brayer.
Cette histoire commence en 1844, avec Euge`ne Catalan. Il a pose´ dans un journal tre`s lu (le journal de
Crelle) la question suivante :
≪Je vous prie, Monsieur, de bien vouloir e´noncer, dans votre recueil, le the´ore`me suivant, que je crois
vrai, bien que je n’aie pas encore re´ussi a` le de´montrer comple`tement, d’autres seront peut-eˆtre plus
heureux : Deux nombres entiers conse´cutifs, autres que 8 et 9, ne peuvent eˆtre des puissances exactes;
autrement dit : l’e´quation xm − yn = 1, dans laquelle les inconnues sont entie`res et positives, n’admet
qu’une seule solution.≫
Evidemment, il a duˆ s’y prendre ainsi : il a remarque´ que 32−23 = 1 et a essaye´ avec d’autres puissances,
sans succe`s; il a peut-eˆtre prouve´ ce re´sultat pour des valeurs de m et n particulie`res. Alors il a e´mis ce
qu’on appelle une “conjecture” c’est-a`-dire un re´sultat mathe´matique que l’on croit vrai, mais qu’on ne
sait pas prouver.
Voila`, voila`... des conjecture comme c¸a, il y en a des centaines, voire des milliers. Mais il faut reconnaˆıtre
que celle-ci est particulie`rement simple : on prend deux nombres qui sont des puissances de nombres
entiers, alors ils ne sont conse´cutifs que lorsque ces nombres sont 8 et 9. Evidemment, quand on parle de
“puissance”, cela veut dire comme le dit Catalan de “puissance exacte”, c’est-a`-dire que l’exposant sera
plus grand que 1, car sinon, on aurait des solutions comme 341− 331 = 1 ou alors 25− 311 = 1 ou encore
21 − 1440 = 1.
Regardons ces calculs :
1024 = 2572 − 2552 = 1302 − 1262 = 682 − 602 = 402 − 242 = 322 − 02.
C’est le cas n = 5 de l’e´quation
22n = (22n−k−1 + 2k−1)2 − (22n−k−1 − 2k−1)2 pour k = 1, . . . , n.
Cela veut dire que pour tout entier n, il existe m ( ici, c’est 22n) tel que l’e´quation xy − zt = m posse`de
au moins n solutions diffe´rentes pour des entiers x, y, z, t plus grand que 1. Si on remarque cela, c’est
pour donner un be´mol a` la conjecture suivante :
“Pour tout entier naturel m, il n’existe qu’un nombre fini de solutions a` l’e´quation
xy − zt = m pour autant que x, y, z, t soient > 1”
La remarque qui pre´ce`de montre que ce nombre peut malgre´ tout eˆtre aussi grand qu’on veut. Nous
allons donc montrer cette conjecture pour m = 1.
Au lieu de prendre des x, y entiers supe´rieurs a` 1, on prendra des entiers non nuls (x 6= 0 et y 6= 0).
On veut donc trouver tous les entiers (x, y,m, n) tels que xm − yn = 1. On peut de´ja` supposer que n et
m sont des nombres premiers. en effet : si par exemple x21 − y20 = 1 posse`de une solution qu’on notera
(x0, y0), alors l’e´quation x
7 − y5 = 1 posse`de aussi une solution : c’est (x30, y40).
Donc on se restreint a` re´soudre l’e´quation xp − yq = 1 avec p et q des nombres premiers et x, y 6= 0.
On va montrer que les seules solutions sont (p, q, x, y) = (2, 3,±3, 2).
D’ores et de´ja`, on peut supposer que p et q ne sont pas tous les deux le nombre 2. Parce que sinon
x2 − y2 = (x− y)(x+ y) = 1, et ceci est absurde car on aurait x− y = ±1 et x+ y = ±1, ce qui voudrait
dire que x = 0 ou y = 0 ce qui est contraire a` l’hypothe`se.
Voici un petit re´sume´ de ce qui va suivre :
La premie`re chose (enfin, ce n’est pas la premie`re, mais presque !) qu’on va montrer, c¸a nous prendra
de´ja` 8 pages, c’est que ni p, ni q ne sont e´gaux a` 2 sauf pour le cas x2 − y3 = 1, ce sera les chapitres 1,2
et 3. Le chapitre 4 est consacre´ aux identite´s de Cassels, c’est-a`-dire que si xp − yq = 1, alors q divise
x et p divise y. Ces quatre premiers chapitres ne requie`rent aucune connaissance approfondie en the´orie
des nombres. Le chapitre 5 est le premier “non e´le´mentaire” il portera sur le The´ore`me de Stickelberger.
Les Chapitres 6 a` 9 donnent les the´ore`mes de Miha˘ilescu, ils sont au nombre de quatre (un par chapitre).
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Ils permettent alors de prouver la conjecture de Catalan en une page au Chapitre 10. Ensuite on donne
deux appendices, l’un sur les anneaux semi-simples, l’autre sur le the´ore`me de Thaine.
Nous avons voulu montrer les choses le plus soigneusement possible sans que le lecteur soit oblige´ (comme
c’est he´las trop souvent le cas) de consulter des centaines de sources. Nous n’avons pas pu ne´anmoins eˆtre
totalement autonomes. Les re´sultats “classiques”, comme les solutions de l’e´quation de Pell, les triplets
pythagoriciens, la the´orie de Galois, le the´ore`me de Dirichlet sur les unite´s d’un corps de nombres, les
re´sultats sur les se´ries L de Dirichlet, le the´ore`me de Hensel ou le the´ore`me de Hilbert 90 seront suppose´s
connus et sont prouve´s de manie`re exhaustive dans des ouvrages de re´fe´rence comme [Sier], [Nar], ou [Ser].
En revanche, deux gros the´ore`mes, dont la preuve est difficile a` comprendre, meˆme dans les ouvrages de
re´fe´rence sont utilise´s dans la preuve du the´ore`me de Thaine : le the´ore`me de Cˇebotarev et l’existence
du corps de Hilbert. Mais nous sommes actuellement en train de faire un nouveau se´minaire la`-dessus,
peut-eˆtre re´digerons-nous des notes sur ce sujet ?
Enfin, nous tenons a` remercier chaleureusement Preda Miha˘ilescu. Graˆce a` lui, aux notes de Rene´ Schoof
et a` celles Youri Bilu, nous avons passe´ deux ans de pur bonheur. Puisse ce texte retranscrire le plaisir
que nous avons eu a` essayer de comprendre cette merveilleuse preuve.
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CHAPITRE 1
Un the´ore`me d’Euler (la solution non triviale)
Dans ce chapitre, on va montrer que la seule solution non triviale de l’e´quation x2 − y3 = 1 est x = ±3
et y = 2. On dira que c’est le cas p = 2, q = 3.
On a pris cette preuve dans le livre Elementary theory of numbers de Sierpinski [Sier]. Mais il nous
semblait opportun de la donner tout de meˆme.
Notations
On conside`re connu la notion de pgcd(x, y). Pour raccourcir, on e´crira (x, y) pour pgcd(x, y). Quand x
divise y, on note x|y ou alors y ≡ 0 (mod x). De manie`re ge´ne´rale, y ≡ y′ (mod x) veut dire que x|y− y′.
Lemme 1
Soient a, b, d, n,m des nombres entiers.
a) Si (a, b) = 1 et (a, d) = 1 alors (a, bd) = 1.
b) Si an|bn alors a|b.
c) Si (a, b) = 1, alors (an, bm) = 1.
d) Supposons que a, b ≥ 1, (a, b) = 1 et ab = cn, alors a = an1 et b = bn1 pour des entiers naturels a1, b1.
Remarque que si la puissance n est impaire, on peut se passer de l’hypothe`se que a, b ≥ 1, mais la
conclusion sera que a1, b1 seront des entiers e´ventuellement ne´gatifs. Attention, ce re´sultat sera
tre`s souvent utilise´ par la suite
e) Supposons que a, b ≥ 1, (a, b) = 1 et ab = pkcn, avec p un nombre premier, alors a = pkan1 et b = bn1
ou alors a = an1 et b = p
kbn1 pour des entiers naturels a1, b1.
Preuve
Ce sont des re´sultats e´le´mentaires, tous montre´s dans [Sier]. 
Lemme 2
l’e´quation
x4 + 9x2y2 + 27y4 = z2 (1)
n’a pas de solution dans les nombres entiers non nuls.
Preuve
Supposons que x, y, z ∈ N soit une solution de (1) avec la valeur de z la plus petite possible. Si (x, y) =
d > 1 alors x = dx1 et y = dx2, en incorporant cela dans (1), on voit que d
4|z2, d2|z et z = d2z1, avec
x1, y1, z1 ∈ N. Divisant (1) par d4, on voit que x1, y1, z1 est une solution, ce qui contredit la minimalite´
de z1. Donc, on a (x, y) = 1.
Si 2|x, (1) implique que 4|27y4 − z2 et donc 2|y (car si y impair y2 ≡ 1 (mod 4) et l’e´quation 3− z2 ≡ 0
(mod 4) est impossible) ce qui contredit (x, y) = 1.
Donc x est impair. Si y est aussi impair, alors 8|5− z2 ce qui est aussi impossible. En de´finitive,
x est impair et y est pair (i)
Si 3|x, alors 27|z2, donc 9|z et 81|27y4 et 3|y contrairement a` (x, y) = 1, donc (x, 3) = 1.
On a aussi (x, z) = 1, en effet, si (x, z) = d, (1) implique que d|27y4. Or, (x, 3y) = 1, donc (d, 27y2) = 1
et alors d = 1. D’autre part, puisque x est impair, (1) implique que z est impair.
Posons maintenant y = 2y1. L’e´quation (1) s’e´crit alors (petit calcul) :
27y41 =
(
z + x2
2
+ 9y21
)(
z − x2
2
− 9y21
)
=: A · B.
Les facteurs A et B sont positifs puisque le premier l’est clairement et que leur produit l’est aussi. On
va montrer que A et B sont premiers entre eux. Soit d1 leur pgcd. Alors d
2
1|27y41, donc d21|81y41. Il suit
(Lemme 1 b)) que d1|9y21. En additionnant les deux facteurs, on trouve z, donc d1|z. En les soustrayant,
on trouve x2 +18y21, donc d1|x2, puisque d1|9y21. Ainsi, d1|(x2, z) = 1, car (x, z) = (x2, z) = 1. Cela veut
dire que (Lemme 1 e)) :
A = 27a4, B = b4, y1 = ab (ii)
ou alors
A = a4, B = 27b4, y1 = ab (iii)
ou` a et b sont des entiers positifs premiers entre eux. Mais le syste`me (ii) est impossible, car cela donnerait
(en soustrayant les deux termes) que x2 + 18a2b2 = 27a4 − b4. En regardant cette e´galite´ modulo 3 et
en se souvenant que (x, 3) = 1 (donc x2 ≡ 1 (mod 3)), on en de´duit que b4 ≡ −1 (mod 3), ce qui est
absurde. Donc, c’est l’e´quation (iii) qui est possible. A nouveau en soustrayant, on obtient
1
x2 + 18a2b2 = a4 − 27b4. (iv)
Graˆce a` (i), on sait que x est impair. Donc, regardant modulo 2, on trouve que a ou b est pair (le “ou” est
ici exclusif, comme rarement en mathe´matique). Si a e´tait pair, alors on aurait a4 = x2+18a2b2+27b4 ≡ 4
(mod 8), ce qui est impossible. Donc, a est impair et b est pair, et on trouve en triturant (iv) que
27b4 =
(
a2 + x
2
− 9
2
b2
)(
a2 − x
2
− 9
2
b2
)
=: C ·D.
Posons
d2 = (C,D) .
Nous trouvons que d22|27b4, donc d2|9b2. De plus (en soustrayant les deux termes du pgcd) d2|x. Donc,
d2|(9y2, x). Mais comme (3y, x) = 1, on en de´duit que d2 = 1. Si les nombres C et D e´taient les deux
ne´gatifs, on en de´duirait que a2 < 9b2 donc a4 < 9a2b2 < 18a2b2. Donc, par (iv), que 0 > a4 − 18a2b2 =
x2 + 27b4, ce qui est impossible. Donc, ces deux nombres sont positifs et premiers entre eux. On en
de´duit graˆce au Lemme 1 e) que
a2 ± x
2
− 9
2
b2 = m4,
a2 ∓ x
2
− 9
2
b2 = 27n4, b = mn
Pour des entiers positifs m et n. En additionnant tout c¸a, on obtient
a2 = m4 + 9m2n2 + 27n4
Mais, souvenons-nous que a ≤ y1 < y < z. Cela contredit la minimalite´ de z. Cela prouve par ce qu’on
appelle “descente infinie” que l’e´quation x4 + 9x2y2 + 27y4 = z2 n’a pas de solution entie`re. 
Lemme 3
l’e´quation
x3 + y3 = 2z3 (2)
n’a pas de solution dans les nombres entiers tels que x 6= y et z 6= 0.
Preuve
Bon et bien pour changer, on supposera que x, y, z sont des solutions de (2) avec x 6= y et z 6= 0. On
peut de´ja` supposer que (x, y) = 1, car si (x, y) = d > 1, alors d3|2z3, donc d|z, ce qui voudrait dire que
x
d ,
y
d ,
z
d seraient aussi des solutions.
Puisque x3 + y3 = 2z3, alors x+ y et x− y sont des nombres pairs. Posons u = x+y2 et v = x−y2 . Comme
(x, y) = 1, (u, v) = 1, car x = u+ v et y = u− v. L’e´quation (2) devient alors (u+ v)3 + (u− v)3 = 2z3.
Cela veut dire que u(u2 + 3v2) = z3 et, puisque x 6= y et z 6= 0, uvz = 14 (x2 − y2)z 6= 0. A partir de
maintenant, deux cas se profilent.
a) Si (u, 3) = 1, alors (u, u2 + 3v2) = 1, puisque (u, v) = 1. Donc, (Lemme 1 d)) il existe des entiers z1
et z2, premiers entre eux, tels que u = z
3
1 et u
2 + 3v2 = z32 . Ainsi, z
3
2 − z61 = 3v2 et en factorisant,
cela donne (z2 − z21)
(
(z2 − z21)2 + 3z2z21
)
= 3v2. Posons t = z2 − z21 ≥ 0. Alors (t, z1) = 1, puisque
(z1, z2) = 1. De plus, t(t
2 + 3tz21 + 3z
4
1) = 3v
2. Cela implique que 3|t. Posons t = 3t1. Alors on
trouve que t1(9t
2
1 + 9t1z
2
1 + 3z
4
1) = v
2, ce qui veut dire que 3|v et v = 3v1. Puisque (u, 3) = 1,
(z1, 3) = 1, donc le nombre 9t
2
1 + 9t1z
2
1 + 3z
4
1 n’est pas divisible par 9. Mais 9|v2, donc 3|t1 et alors
t1 = 3t2. On trouve alors que t2(27t
2
2 + 9t2z
2
1 + z
4
1) = v
2
1 . Puisque (t, z1) = 1, (t2, z1) = 1 et donc
(t2, 27t
2
2 + 9t2z
2
1 + z
4
1) = 1. Ainsi, le Lemme 1 d) nous assure l’existence de b et c tels que t2 = b
2
et 27b4 + 9b2z21 + z
4
1 = c
2. Reste a voir que b et |z1| sont non nuls. Si b = 0, alors t2 et donc
t = 0, ce qui veut dire que z2 = z
2
1 . Le fait que (z2, z1) = 1, implique que z1 = ±1 et z2 = 1
et donc que v = 0 et donc que x = y contrairement a` l’hypothe`se. D’autre part, si z1 = 0, alors
u = 0 et donc z3 = u(u2 + 3v2) = 0 donc, z = 0 contrairement a` l’hypothe`se. Cela implique que
l’e´quation x4 + 9x2y2 + 27y4 = z2 posse`derait des solutions entie`res non nulles ce qui contredit le
lemme pre´ce´dent.
b) Supposons que 3|u. Puisque (u, v) = 1, alors (v, 3) = 1. Posons u = 3u1, et de u(u2 + 3v2) = z3,
on peut poser z = 3z1 et u1(3u
2
1 + v
2) = 3z31 . Puisque (v, 3) = 1, alors 3|u1 et on pose u1 = 3u2
et alors u2(27u
2
2 + v
2) = z31 . On a (u2, v) = 1, donc (u2, 27u
2
2 + v
2) = 1. Il existe alors a, b,
premiers entre eux, tel que (a, b) = 1 et u2 = a
3 et 27a6 + v2 = b3. Posons t = b − 3a2. On a
t3 ≡ b3 ≡ v2 (mod 3), donc (t, 3) = 1. On voit que v2 = b3 − 27a6 = (b − 3a2)(b2 + 3a2b + 9a4) =
(b− 3a2)((b− 3a2)2 + 9a2(b− 3a2) + 27a4) = t(t2 + 9a2t+ 27a4). Puisque (a, b) = 1, alors (a, t) = 1
et on a vu que (t, 3) = 1, donc (t, t2 + 9a2t + 27a4) = 1. Par l’e´ternel Lemme 1 d), il existe a1 et
b1, premiers entre eux, tels que t = a
2
1 et a
4
1 + 9a
2a21 + 27a
2 = b21. On va finalement voir que a1 et
a sont non nuls. Si a1 = 0 alors t = 0 et donc b = 3a
2 ce qui contredit (a, b) = 1. Si a = 0 alors
u = 0 et donc, comme avant, z = 0 contrairement a` l’hypothe`se. On conclut comme a` la partie a)
que l’e´quation x4 + 9x2y2 + 27y4 = z2 posse`derait des solutions entie`res non nulles. 
2
The´ore`me d’Euler
L’e´quation x2 − y3 = 1 n’a pas d’autres solutions que x = 0, y = −1 ou x = ±1, y = 0 ou encore
x = ±3, y = 2.
Preuve
On a y3 = x2 − 1 = (x− 1)(x+ 1).
Si x est pair, alors (x − 1, x + 1) = 1. Il existe donc des entiers a et b premiers entre eux tels que
x − 1 = a3 et x + 1 = b3. On a donc b3 + (−a)3 = 2 · 13. Ainsi, par le lemme pre´ce´dent, on a a = −b,
donc x− 1 = a3 = −b3 = −x− 1 ce qui implique que x = 0 et donc y = −1.
Si x est impair alors y = 2y1 est pair et (
x−1
2 ,
x+1
2 ) = 1, et on trouve 2y
3
1 = (
x−1
2 )(
x+1
2 ). Il existe donc
des entiers a et b tels que x± 1 = 4a3 et x∓ 1 = 2b3. En e´liminant le x, on trouve b3 + (±1)3 = 2a3. Le
lemme pre´ce´dent nous dit alors que a = 0 donc x = ±1 et y = 0. Si a 6= 0, alors b = ±1. Si b = 1, alors
x = 3, donc y = 2 (attention aux ± et aux ∓). Enfin, si b = −1, alors x = −3 et y = 2. 
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CHAPITRE 2
Le the´ore`me de Lebesgue (le cas q = 2)
La seconde chose, qu’on va voir, c’est un the´ore`me de Monsieur Victor Ame´de´e Lebesgue. Les mathe´ma-
ticiens connaissent un autre Lebesgue, Henri Le´on, qui a invente´ une inte´grale qui porte son nom, mais
celui dont on parle n’est pas le meˆme. Il vaudrait mieux, pour ce chapitre, connaˆıtre ce qu’est un anneau
factoriel.
Lemme 1
a) Soit A un anneau factoriel et x, y premiers entre eux (cela veut dire qu’ils n’ont pas de diviseurs
communs autre que les unite´s), alors si xy = zm, alors x = uxm1 et y = u
−1ym1 , avec x1, y1 ∈ A et
u ∈ U(A) = les inversibles de A (c’est l’e´quivalent du Lemme 1 d) du chapitre pre´ce´dent).
b) L’anneau Z[i] = {a+ bi | i = √−1 et a, b ∈ Z}, qui est l’anneau des entiers de Gauss, est factoriel.
Preuve
a) Suit de la de´finition d’anneau factoriel
b) [Mar, ex 7 p. 7]
The´ore`me de Lebesgue
Il n’existe pas de solution (x, y) ∈ Z2 avec x, y 6= 0, tels que xm − y2 = 1 avec m ∈ N.
Preuve On peut supposer m impair, car sinon, x2 − y2 = 1 aurait une solution et on a vu que c’e´tait
impossible. On peut aussi supposer que x, y ≥ 1 (car y est au carre´ et si x est ne´gatif, l’e´quation est
trivialement fausse). Supposons par l’absurde qu’il existe x et y tels que xm = y2 + 1 avec m impair.
Remarque que x et y sont de parite´s diffe´rentes. Car si x est pair, xm aussi et donc y2+1 aussi, donc y2
est impair et donc y aussi, et re´ciproquement, si x est impair, y aussi.
Supposons que y soit impair et donc que x soit pair. Alors la`, si on regarde modulo 4, on remarque que
alors xm ≡ y2 + 1 ≡ 2 (mod 4). Et tu peux remarquer facilement que pour tout nombre pair et tout
m ≥ 2, on a xm ≡ 0 (mod 4).
On peux donc supposer que y est pair et x impair. Bon, maintenant on va passer dans l’anneau Z[i].
Alors, l’e´quation de de´part xm = y2 + 1 s’e´crit xm = (y − i)(y + i). On va d’abord montrer que (y − i)
et (y + i) sont premiers entre eux dans Z[i] (c’est-a`-dire que si un nombre premier de Z[i] divise (y + i)
et (y − i) alors il y a un contradiction). Supposons donc que π, premier de Z[i], divise (y + i) et (y − i).
On e´crit a|b pour a divise b (comme dans Z). Alors π|(y + i)− (y − i) = 2i. Puisque π est premier, cela
implique que π|2 ou π|i. On sait que i est inversible dans Z[i] (i · (−i) = 1). Donc π ne peut pas diviser
un inversible, puisqu’il est premier (un premier n’est pas inversible). Donc π divise 2. Mais la`, c¸a ne va
pas non plus : puisque y est pair, on aurait que π divise 2 qui divise y. Mais alors π|(y + i) − y = i
et on vient de dire que c’est impossible... Donc (y + i) et (y − i) sont premiers entre eux. Quand un
produit de deux nombres premiers entre eux est un puissance m-ie`me, alors chacun de ces nombres est
une puissance m-ie`me (cf. Lemme 1 a) et b)). Ainsi, il existe u, v ∈ Z et 0 ≤ s ≤ 3 tels que
(y + i) = (u + iv)m · is et (y − i) = (u− iv)m · (−i)s
En multipliant ces deux termes, on trouve xm = (u2 + v2)m, donc x = u2 + v2, ainsi, u et v ne sont pas
de meˆme parite´, puisque x est impair. En soustrayant les deux meˆmes termes, on obtient
2i = ((u + iv)m − (u− iv)m(−1)s) · is
a) Supposons que s = 2r (=0 ou 2). On en de´duit ici que is = (−1)r et (−1)s = 1. En de´veloppant
graˆce au binoˆme de Newton, en e´galant les parties imaginaires, en divisant par 2 et en se souvenant
que m est impair, on obtient
1 = (−1)r
((
m
1
)
um−1v −
(
m
3
)
um−3v3 + · · · ± vm
)
On en de´duit que v divise 1, donc v = ±1 et donc que u est pair, car il n’ont pas la meˆme parite´.
b) Si s = 2r + 1, on obtient (en comparant les parties re´elles cette fois) que
1 = (−1)r
(
um −
(
m
2
)
um−2v2 + · · ·+
(
m
1
)
uvm−1
)
Par le meˆme raisonnement qu’avant, on en de´duit cette fois que u = ±1 et que c’est v qui est pair. Dans
tous les cas, posons w l’e´le´ment qui de u ou v est pair. Puisque, pour k = 0, . . . ,m, on a
(
m
k
)
=(
m
m− k
)
et que m est impair, on trouve :
4
1−
(
m
2
)
w2 +
(
m
4
)
w4 − · · · ±mwm−1 = ±1
Comme w est pair et donc que les w2j sont multiples de 4, alors le signe du terme de droite est +1 et il
reste en divisant par w2 (
m
2
)
−
(
m
4
)
w2 + · · · ±mwm−3 = 0 (i)
Posons v2(k) la valuation 2-adique de k, cela veut dire que si k = 2
t · u avec u un nombre impair,
alors v2(k) = t. Si on conside`re l’e´quation (i) modulo 2, on voit que
(
m
2
)
est pair. Posons alors
t = v2(
(
m
2
)
) ≥ 1. Les autres termes sont de la forme
(
m
2k
)
w2k−2 avec k ≥ 2. Si k ≥ 2, alors
(
m
2k
)
w2k−2 =
(
m
2
)(
m− 2
2k − 2
)
2
2k(2k − 1)w
2k−2
D’autre part, pour k ≥ 2 , on a 22k−2 > k, donc v2(k) < 2k − 2. En utilisant le fait facile que
v2(ab) = v2(a)+v2(b), on en de´duit que v2(
(
m
2k
)
w2k−2) ≥ t+(2k−2)−v2(k) > t+(2k−2)−(2k−2) = t
(n’oublions pas que v2(2k−1) = 0). On en de´duit que l’e´quation (i) est impossible. En effet, elle s’e´crirait
2tα−2t+lβ = 0 ou` α est un nombre impair, l un nombre positif et β un entier non nul. Et on en de´duirait
que α = 2l · β, ce qui est absurde. Donc l’e´quation (i) est impossible. 
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CHAPITRE 3
Le the´ore`me de Ko-Chao (le cas p = 2)
Dans ce chapitre, nous allons prouver que l’e´quation x2 − yq = 1 n’a pas de solution si q ≥ 5.
Lemme de Diophante
Si x, y, z forment un triplet pythagoricien primitif, i.e. sont des entiers premiers entre eux tels que
x2 + y2 = z2, alors il existe des entiers c et d, premiers entre eux et de parite´ diffe´rentes tels que
x = c2 − d2, y = 2bc et z = c2 + d2.
Preuve
C’est un re´sultat connu depuis plus de 3000 ans, cf. par exemple [Sier, The´ore`me 1, p.38]. 
Lemme de Pell
Soit D un nombre entier positif qui n’est pas le carre´ d’un nombre entier. Alors l’e´quation
x2 −Dy2 = 1 (3)
posse`de une infinite´ de solutions entie`res non nulles. Plus pre´cise´ment, si x1, y1 est la solution fondamen-
tale (c’est-a`-dire la solution de (3) en entiers positifs dont y est le petit possible (non nul)). Alors les
autres solutions positives sont les xm, ym tels que
(xm + ym
√
D) = (x1 + y1
√
D)m, m ≥ 1 (4)
Preuve
La de´monstration de ce fait est donne´e dans tout bon livre de the´orie des nombres, par exemple [Sier,
The´ore`me 15, p.98]. 
De´finition
Sous les hypothe`ses du Lemme de Pell, soit m un entier positif. On dit que m a la proprie´te´ de Stoermer
si pour tout premier p, p|ym implique p|D.
Lemme de Stoermer (1898)
Si m satisfait la proprie´te´ de Stoermer, alors m = 1. Autrement dit, le seul cas ou` la condition de
Stoermer peut eˆtre possible est la solution fondamentale.
Preuve
L’e´quation (4) de´veloppe´e donne
xn = x
n
1 +
(
n
2
)
xn−21 y
2
1D + · · ·
yn = nx
n−1
1 y1 +
(
n
3
)
xn−31 y
3
1D + · · · .
(i)
Donc y1 divise yn (mais attention, si n est pair, x1 ne divise pas force´ment xn, le dernier terme du
de´veloppement de xn, ne contient pas de x1). Posons alors z1 = 1 et yn = zny1. Ainsi, zn = nx
n−1
1 +(
n
3
)
xn−31 y
2
1D + · · ·. Posons A = x21 − 1 = Dy21 > 1, donc
√
A = y1
√
D. L’e´quation (4) devient
(xn + zn
√
A) = (x1 +
√
A)n et donc,
zn = nx
n−1
1 +
(
n
3
)
xn−31 A+ · · · . (ii)
Si q|n alors zq|zn. En effet, si n = ql, (xn + zn
√
A) = (x1 +
√
A)n = (xq + zq
√
A)l. D’ou` zq divise zn, de
la meˆme manie`re que y1 divise yn.
Fixonsm ≥ 1 ayant la proprie´te´ de Stoermer et soit q premier tel que q|m. Donc, zq|zm. Soit p premier tel
que p|zq. Alors p|zm, donc p|ym, par de´finition de zm. Ainsi p|D par proprie´te´ de Stoermer et p|A = Dy21 .
On se souvient (ii) que
zq = qx
q−1
1 +
(
q
3
)
xq−31 A+ · · · (iii)
donc p|qxq−11 . Comme x21 = A + 1 et que p|A, alors p 6 | x1 et ainsi, p|q et donc p = q. Posons zq = qr,
r ≥ 0. Si r = 0, alors zq = 1, ce qui est incompatible avec (iii). Supposons que q > 3 et r ≥ 2. La
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relation (iii) nous donne q2|qxq−11 (car q divise A et
(
q
3
)
et les autres coefficients binoˆmiaux). Donc
q|x1, ce qui est impossible, comme on l’a vu. Ainsi, si q > 3, alors r = 1, et donc zq = q, mais c’est a`
nouveau impossible car qxq−11 > q. Donc q = 2 ou 3. Supposons z2 = 2
r, r ≥ 1. L’e´quation (iii) devient
z2 = 2x1, donc x1 = 2
r−1. Comme 2 6 | x1, r = 1, donc x1 = 1, mais x1 > 1 !!
Re´sumons-nous : on a de´montre´ que si m a la proprie´te´ de Stoermer, alors m = 3t. On va montrer
d’abord que si m = 3n posse`de la proprie´te´ de Stoermer alors n aussi. En effet,
(x3n + y3n
√
D) = (x1 + y1
√
D)3n = (xn + yn
√
D)3
Donc,
x3n = 3xny
2
nD (iv)
y3n = 3x
2
nyn + y
3
nD = yn(3x
2
n + y
2
nD)
Maintenant, si p|yn, alors p|y3n, donc p|D, ce qui implique que n posse`de la proprie´te´ de Stoermer.
Reste a` voir que 3 n’a pas la proprie´te´ de Stoermer. Supposons donc que 3 posse`de la proprie´te´ de
Stoermer. Supposons aussi que p|3x21 + y21D. Par (iv) et n = 1, on a alors p|y3, donc (Stoermer) p|D,
donc p|3x21. Or, on a vu que si p|D, alors p ne divise pas x1, donc (p, x1) = 1. Donc, p = 3. Ainsi,
3x21 + y
2
1D = 3
s avec s ≥ 2, car 3x21 + y21D > 4. On obtient alors 3s = 3x21 + y21D = 3x21 + (x21 − 1) =
4x21 − 1 = (2x1 + 1)(2x1 − 1). On tire le syste`me{
2x1 + 1 = 3
r
2x1 − 1 = 3t
0 ≤ t < r, r + t ≥ 2
En soustrayant, on trouve 2 = 3r − 3t = 3t(3r−t− 1), ce qui donne t = 0 et r = 1, contredisant r+ t ≥ 2.

Petit Lemme
Soit x et y des entiers premier entre eux et n ≥ 1. Alors
(x± y, x
n ± yn
x± y ) = (x ± y, n),
avec n impair si on conside`re x+ y.
Preuve
On a x
n−yn
x−y = x
n−1 + xn−2y+ · · ·+ yn−1. Or, pour tout k ≥ 1, xk = yk + (xk − yk) = yk + (x− y)(· · ·).
Ainsi, x
n−yn
x−y = ny
n−1 + (x− y)(· · ·). Donc (x− y, xn−ynx−y ) = (x − y, nyn−1) = (x− y, n), car (x, y) = 1.
De meˆme, si n est impair, x
n+yn
x+y = x
n−1−xn−2y+· · ·+yn−1. Si k est impair, on a xk = −yk+(yk+xk) =
−yk + (x + y)(· · ·). Et, x2k = y2k + (x2k − y2k) = y2k + (x2 − y2)(· · ·) = y2k + (x + y)(· · ·). Ainsi,
xn+yn
x+y = ny
n−1 + (x + y)(· · ·). Donc, a` nouveau, (x + y, xn+ynx+y ) = (x + y, nyn−1) = (x + y, n), car
(x, y) = 1. 
Lemme de Nagell (1921)
Soit x et y des entiers strictement positifs et q ≥ 3 un nombre premier. Supposons que x2 − yq = 1 alors
2|y et q|x
Preuve
Supposons y impair. On a yq = x2 − 1 = (x + 1)(x − 1) et (x + 1, x− 1) = 1, donc il existe des entiers
positifs a et b, tels que x + 1 = aq et x − 1 = bq, et donc 2 = (aq − bq) = (a − b)(aq−1 + · · · + bq−1). Si
b = 0 alors y = 0, impossible. De meˆme, a > 0. Et donc (aq−1 + · · ·+ bq−1) ≥ 3. Mais c’est impossible,
car on devrait avoir (aq−1+ · · ·+ bq−1) = 1 ou 2. Il ne reste plus que x impair et y pair, car il est e´vident
qu’ils ne peuvent pas eˆtre les deux impairs. Donc 2|y.
Supposons par l’absurde que q 6 | x. On a x2 = yq+1 = (y+1)yq+1y+1 . Par le Petit Lemme, (y+1, y
q+1
y+1 ) = q
ou 1. Si c’est q, cela veut dire que q|x. Donc (y + 1, yq+1y+1 ) = 1. Il existe donc c > 1 et d > 0 tels que
y + 1 = c2 et y
q+1
y+1 = d
2. L’e´quation x2 − yq = 1 devient
x2 − (c2 − 1)︸ ︷︷ ︸
:=D
[
(c2 − 1) q−12
]2
= 1.
Ce qui veut dire que x, (c2−1) q−12 est une solution de l’e´quation de Pell X2−DY 2 = 1, disons la solution
Xm Ym (on met des majuscules ici pour e´viter les confusions). La solution fondamentale est visiblement
c,1. D’autre part, si p|Ym, alors p|D, donc, par le Lemme de Stoermer x, (c2 − 1) q−12 est la solution
fondamentale, et alors c2 − 1 = 1, ce qui est absurde, car √2, n’est pas entier. 
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The´ore`me de Ko-Chao (1964)
Il n’existe pas de solution (x, y) ∈ Z2 avec x, y 6= 0, tels que x2 − yq = 1 et q > 3 premier.
Preuve
Nous allons donner la preuve de Chein de ce re´sultat (1976).
Supposons par l’absurde que x2 − yq = 1. On peut supposer que x, y > 1, car x est au carre´ et si y est
ne´gatif, l’e´quation est trivialement fausse.
On peut aussi supposer (cf. Lemme de Nagell) que x est impair et y
est pair. Dans ce cas, (x + 1, x − 1) = 2, et comme yq = x2 − 1 = (x − 1)(x + 1), il existe des entiers
strictement positifs a, b premiers entre eux avec a impair tels que y = 2ab et{
x+ 1 = 2 · aq
x− 1 = 2q−1 · bq (I)
ou {
x+ 1 = 2q−1 · bq
x− 1 = 2 · aq. (II)
Nous allons traiter les deux cas ensemble, pour le cas (I), on lit le signe du haut, et pour le cas (II), on
lit le signe du bas. En soustrayant les deux e´quations et en divisant par 2, on trouve
aq − 2q−2bq = ±1. (∗)
En particulier on a
aq ≥ −1 + 2q−2bq > bq
En effet, la dernie`re ine´galite´ est e´quivalente a` (2q−2 − 1)bq > 1 qui est vrai puisque q > 3. On a ainsi
montre´ que a > b (souvenons-nous bien de cela). Calculons :
(aq ∓ 2)2 = (a2)q ∓ 4aq + 4 (∗)= (a2)q ∓ 4(2q−2bq ± 1) + 4 = (a2)q ∓ (2b)q.
Mais, on a aq ∓ 2 = x±12 ∓ 2 = x∓32 , donc
(
x∓3
2
)2
= (a2)q ∓ (2b)q, ou encore
(
x∓ 3
2
)2
= (a2 ∓ 2b) · (a
2)q ∓ (2b)q
a2 ∓ 2b . (∗∗)
Le Petit Lemme s’applique alors, car (a2, 2b) = 1. Cela veut dire que (a2 ∓ 2b, (a2)q∓(2b)qa2∓2b ) = 1 ou q. Le
Lemme de Nagell, nous affirme que q|x, donc, q 6 | x∓32 , (car sinon q|3). Ainsi, (a2∓ 2b) et (a
2)q∓(2b)q
a2∓2b sont
premiers entre eux, et sont donc les deux des carre´s. En particulier, a2 ∓ 2b = h2 et h|x∓32 . Puisque a
est impair, h aussi et donc b est pair (en regardant modulo 4). Par suite (h · a)2 + b2 = a4 ∓ 2a2b+ b2 =
(a2 ∓ b)2. On a affaire a` un triplet pythagoricien primitif (car (b, a2 ∓ b) = 1) avec b pair. Donc, par
le Lemme de Diophante, il existe c > d > 0 tels que ha = c2 − d2, b = 2cd et a2 ∓ b = c2 + d2. D’ou`
(c± d)2 = (a2 ∓ b)± b = a2, c’est-a`-dire a = c± d.
Si on est dans le cas (I), on a b− a = 2cd− (c+ d) = (c− 1)(d− 1) + (cd− 1) > 0. Si on est dans le cas
(II), on a b − a = 2cd− (c− d) = c(2d− 1) + d > 0. Dans tous les cas, on a b > a, mais on se souvient
que a > b. C’est une contradiction et le the´ore`me est prouve´. 
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CHAPITRE 4
Les relations de Cassels
A partir de maintenant, on va e´tudier l’e´quation xp − yq = ±1, avec p et q premiers impairs et x, y > 1.
Et on va de´montrer que dans ce cas p|y et q|x. Mais pour cela, il va falloir travailler assez ferme.
Commenc¸ons par un petit lemme d’analyse.
Lemme 1
Soit a, b, t des nombres re´els tels que b > 0, t > 1 et a+ bt > 0. On conside`re fa,b(t) = (a+ b
t)
1
t . Alors
f ′a,b(t)<> 0⇐⇒ bt log(bt)<> (a+ bt) · log(a+ bt).
En particulier, si m > n > 1 sont des entiers et z > 1, alors
(zn − 1)m < (zm − 1)n,
(zm + 1)n < (zn + 1)m.
Preuve
Tout le monde devrait savoir que
(
f(t)g(t)
)′
= f(t)g(t) ·
(
g′(t) log(f(t)) + g(t)f
′(t)
f(t)
)
. Donc,
f ′a,b(t) =
(a+ bt)
1
t
t
·
[
bt log(b)
a+ bt
− 1
t
log(a+ bt)
]
.
Ainsi,
f ′a,b(t)<> 0⇐⇒
bt log(b)
a+ bt
<
>
1
t
log(a+ bt)⇐⇒ bt log(bt)<> (a+ bt) · log(a+ bt).
Prenons a = −1, b = z > 1 et t > 1. Alors zt > zt − 1 > 0, donc log(zt) > log(zt − 1) et ainsi,
zt log(zt) > (zt − 1) log(zt − 1). Cela implique que f ′−1,z est croissante. Donc, si m > n > 1, on a
(zn − 1) 1n < (zm − 1) 1m ou encore (zn − 1)m < (zm − 1)n.
Posons maintenant a = 1, 0 < b = 1z < 1 et t > 1. Alors 0 <
1
zt < 1. Donc
1
zt log(
1
zt ) < 0 < (1 +
1
zt ) log(1+
1
zt ). Cela implique que f1, 1z est de´croissante. Donc, si m > n > 1, on a (1+
1
zm )
1
m < (1+ 1zn )
1
n
ou encore (zm + 1)n < (zn + 1)m. 
De´finition
On rappelle que si p est un nombre premier, tout nombre rationnel s’e´crit x = ps · u ou` u est un nombre
rationnel dont p ne divise ni le nume´rateur, ni le de´nominateur. Dans ce cas, la valuation p-adique de
ce nombre, note´e v(x) vaut s ∈ Z ∪ {∞}, car vp(0) = ∞, par de´finition. On montre facilement que
vp(a · b) = vp(a) + vp(b) et vp(a+ b) ≥ min(vp(a), vp(b)) avec e´galite´ si vp(a) 6= vp(b).
Lemme 2
Soit r,m et n, des entiers positifs non nuls et p un nombre premier tel que p 6 | n. Alors
vp(r!) ≤ vp
(m
n
(m
n
− 1
)
· · ·
(m
n
− (r − 1)
))
.
Preuve
Posons a = mn
(
m
n − 1
) · · · (mn − (r − 1)). Souvent, on note ar! = ( mnr
)
. Si a = 0, c’est e´videmment
vrai. Supposons donc a 6= 0. Posons e = vp(a). Il est clair que e est un entier supe´rieur ou e´gal a` 0,
car p 6 | n. Mettant au meˆme de´nominateur, on a vp(a) = vp(m(m − n)(m− 2n) · · · (m − (r − 1)n)), car
vp(xn) = vp(x) pour tout x, ceci car vp(n) = 0. Choisissons n
′ ∈ N, tel que n · n′ ≡ 1 (mod pe+1). En
particulier, p 6 | n′. Donc, vp(a) = vp(mn′(mn′ − nn′) · · · (mn′ − (r − 1)mn′)). Posons m′ = m · n′. Si
1 ≤ j ≤ (r − 1), alors m′ − jnn′ ≡ m′ − j (mod pe+1). Donc,
m′(m′ − nn′) · · · (m′ − (r − 1)nn′) ≡ m′(m′ − 1) · · · (m′ − (r − 1)) (mod pe+1)
Ainsi, vp(a) = vp(m
′(m′ − 1) · · · (m′ − (r − 1)) + k · pe+1) = vp(m′(m′ − 1) · · · (m′ − (r − 1))). Mais
r!|m′(m′ − 1) · · · (m′ − (r − 1)), le quotient est
(
m′
r
)
. Et on obtient vp(r!) ≤ vp(a). 
Lemme 3
Soit p > q > 2 des nombres premiers et x, y des entiers strictement positifs tels que xp − yq = ±1. Alors
(x∓ 1)p · q(p−1)q > (y ± 1)q.
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Preuve
Il est clair que x ≥ 2 (car sinon y = 0 ou q = 1), donc x±1
(i)
≥ x2 . De meˆme, y ≥ 2, donc xp = yp±1
(ii)
> y
q
2 .
Et aussi y
(iii)
> y±12 . Enfin, puisque p et q sont premiers, et p > q, on a (p− 1)(q − 1) ≥ (q + 1)(q − 1) =
q2−q+q−1 = q(q − 1)︸ ︷︷ ︸
≥6
+q+1 > q+2. Donc, (p−1)q = (p−1)(q−1)+p−1> (q+2)+(p−1) = p+q+1.
Donc, q(p−1)q
(iv)
> 2p+q+1. On obtient alors
(x± 1)p
(i)
≥
(x
2
)p (ii)
>
yq
2p+1
(iii)
>
(y ± 1)q
2q+p+1
(iv)
>
(y ± 1)q
q(p−1)q
.

Lemme 4
Soit a, b des entiers non nuls premiers entre eux et q premier, alors il existe un entier u tel que
aq − bq
a− b = k(a− b) + qb
q−1,
avec k = (a− b)q−2 + ubq. Remarquons que si q = 2, alors u = 0 et donc k = 1.
Preuve
On a
aq − bq
a− b =
[(a− b) + b]q − bq
a− b = (a− b)
q−1+
(
q
1
)
b(a− b)q−2+ · · ·+
(
q
q − 2
)
bq−2(a− b)+ qbq−1 =
k(a− b) + qbq−1, Avec k = (a− b)q−2 +
(
q
1
)
b(a− b)q−3 + · · ·+
(
q
q − 2
)
bq−2︸ ︷︷ ︸
=uqb
,
car q|
(
q
j
)
si 1 ≤ j ≤ q − 1. 
Corollaire
Soit a, b des entiers non nuls premiers entre eux et q premier, alors
(
aq − bq
a− b , a− b
)
= (q, a− b) = 1 ou
q. De plus, si ce pgcd vaut q et que q ≥ 3, alors q|k et q|a
q − bq
a− b , mais q
2 6 | a
q − bq
a− b .
Preuve
La premie`re partie a de´ja` e´te´ montre´e lors du Petit Lemme du Chapitre pre´ce´dent. Supposons que ce
pgcd soit q. Le fait qu’alors q|k, vient du fait que q|(a − b). On peut poser k = qk′ et (a − b) = qs.
Supposons que q2|a
q − bq
a− b = q(qsk
′ + bq−1), par le lemme pre´ce´dent. Ainsi, q|bq−1, donc q|b, et puisque
q|a− b, q|a. Mais c’est impossible, car a et b sont premiers entre eux. 
Lemme 5
Soit a > 1 et b des nombres re´els positifs. La fonction f(x) = (1 − abx )x est croissante si 2abx < 1. En
particulier, (1− 23x )x > 13 si x ≥ 2.
Preuve
Remarquons tout d’abord que
2a
bx
< 1⇐⇒ a
bx
< 1− a
bx
(i)
D’autre part,
f ′(x) = f(x) ·
(
log(1− a
bx
) +
a log(b)x
bx(1 − abx )
)
Donc f ′(x) est positive si log(1− a
bx
) >
−a log(b)x
bx(1− abx )
, ou encore si (1− abx ) log(1− abx ) > abx log( 1bx ). Mais
c’est le cas, car
a
bx
log
(
1
bx
)
<
a
bx
log
( a
bx
)
< (1− a
bx
) log(1− a
bx
)
par (i) et car x log(x) est croissante. La seconde partie du Lemme re´sulte du fait que 43x < 1 si x ≥ 2 et
(1 − 29 )2 = 4981 > 13 . 
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Lemme 6
Soit p un nombre premier et n un entier naturel. Le de´veloppement p-adique de n est n =
∑k
i=0 nip
i
avec 0 ≤ ni ≤ p − 1 pour i = 0, . . . , k =
[
log(n)
log(p)
]
([x] signifie la partie entie`re de x). Posons encore
S =
∑k
i=0 ni. Alors on a
vp(n!) =
∞∑
i=1
[
n
pi
]
=
n− S
p− 1 .
Remarquons que la somme
∑∞
i=1
[
n
pi
]
s’arre`te en fait a` k.
Preuve
Les multiples de p infe´rieurs a` n sont
p, 2p, . . . ,
[
n
p
]
p.
parmi ces multiples, on doit compter dans vp(n!), deux fois les multiples de p
2 qui sont
p2, 2p2, . . . ,
[
n
p2
]
p2.
Et ainsi de suite. La premie`re e´galite´ est donc prouve´e. Pour la deuxie`me, il est clair que pour tout j,[
n
pj
]
=
∑k
i=j nip
i−j . Donc
k∑
j=1
[
n
pj
]
=
k∑
j=1
k∑
i=j
nip
i−j =
k∑
j=1
(njp
0 + nj+1p
1 + · · ·+ nkpk−j)
=
k∑
j=1
njp
0 +
k∑
j=2
njp
1 +
k∑
j=3
njp
2 + · · ·+
k∑
j=k
njp
k−1
=
k∑
j=1
nj
j−1∑
s=0
ps =
k∑
j=1
nj
pj − 1
p− 1 =
1
p− 1 ·
 k∑
j=1
njp
j −
k∑
j=1
nj

=
1
p− 1 · (n− S).

The´ore`me (Cassels, 1953, 1961)
Soient p, q des nombres premiers impairs et x, y > 0 des entiers naturels tels que xp − yq = ±1, alors q|x
et p|y.
Preuve
On supposera que p > q (le cas p = q e´tant e´videmment impossible). On va d’abord voir que q|x.
Supposons que q 6 | x, alors q 6 | yq ± 1. Ainsi, en vertu du Lemme 4 et de son corollaire, on en de´duit que(
yq ± 1
y ± 1 , y ± 1
)
= (q, y ± 1) = 1. De l’e´galite´
yq ± 1
y ± 1 · (y ± 1) = y
q ± 1 = xp,
on de´duit qu’il existe b entier tel que y ± 1 = bp.
a) (signe du haut) Si y+1 = bp, alors b ≥ 2. Et donc, xp = yq +1 = (bp − 1)q +1 < bpq (cette dernie`re
ine´galite´ vient du fait que Xq−(X−1)q = Xq−1+Xq−2(X−1)+ · · ·+X(X−1)q−2+(X−1)q−1 > 1
si X ≥ 2 et q ≥ 3 et on pose X = bp). Donc, x < bq et alors x ≤ bq − 1. Par le Lemme 1,
(bq − 1)p < (bp − 1)q, car p > q. Finalement, yq + 1 = xp ≤ (bq − 1)p < (bp − 1)q = yq, ce qui est
absurde.
b) (signe du bas) Si y − 1 = bp, alors b ≥ 2 aussi, car xp = yq − 1 et p > q, donc y > x et y ≥ 3. On
a alors xp = (bp + 1)q − 1 > bpq, ce qui veut dire x > bq ou x ≥ bq + 1. En utilisant a` nouveau le
Lemme 1, on a yq − 1 = xp ≥ (bq + 1)p > (bp + 1)q = yq, ce qui est a` nouveau absurde.
On a montre´ que q|x.
Montrons que p|y. La`, ce sera un peu plus long, mais on a le temps hein ? Remarquons un certain
nombre de chose avant de supposer que p ne divise pas y. Tout d’abord, yq ≥ 8, car y ≥ 2 est q ≥ 3.
Ensuite, q ≤ x, car on vient de voir que q|x. Donc, qp|xp = yq ± 1 = (y ± 1)yq±1y±1 . On a vu au Lemme 4
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et a` son corollaire que
(
yq ± 1
y ± 1 , y ± 1
)
= 1 ou q. Si ce pgcd est 1, on a q 6 | y ± 1. Donc, qp|yq±1y±1 et on
sait, par le Lemme 4 (en posant a = ±1 et b = −y), que
yq ± 1
y ± 1 = k(y ± 1) + qy
q−1. (∗)
Donc q|k. Le meˆme re´sultat nous dit que k = (y ± 1)q−2 − quy. En re´duisant modulo q, on en de´duit
que q|(y ± 1), contradiction. Donc
(
yq ± 1
y ± 1 , y ± 1
)
= q. Le corollaire du Lemme 4 nous apprend que
q2 6 | yq±1y±1 . Il existe donc b, c > 0 tels que (b, c) = 1 et
y ± 1 = qp−1bp
yq ± 1
y ± 1 = qc
p
avec q 6 | c et x = qbc (∗∗)
Concernant c, on peut remarquer que :
a) c 6= 1. Sinon, on aurait y ± 1 = qp−1bp > q = yq±1y±1 . Donc (y ± 1)2 > yq ± 1 ≥ y3 ± 1. C’est
impossible si y ≥ 2, en effet, dans le cas du signe du haut, on aurait y2 + 2y + 1 > yq + 1 ≥ y3 + 1;
donc, y(y − 2)(y + 1) < 0 ce qui est impossible si y ≥ 2. Dans le cas du signe du bas, c’est encore
plus clair, on aurait y2 − 2y + 1 > y3 − 1, donc (y2 + 2)(y − 1) < 0, a` nouveau impossible.
b) c ≡ 1 (mod qp−1). En re´utilisant (∗), on a qcp = yq±1y±1 = k(y ± 1) + qyq−1. On a vu il y a 10
lignes que q|k, en plus qp−1|y ± 1. En divisant par q, on obtient cp ≡ yq−1 (mod qp−1). Puisque
y ≡ ∓1 (mod qp−1) et puisque q − 1 est pair, on a cp ≡ 1 (mod qp−1). L’ordre de c modulo qp−1
est donc 1 ou p. Si c’est p, alors p divise l’ordre du groupe des inversibles modulo qp−1 qui vaut
ϕ(qp−1) = qp−2(q − 1). Donc p|q − 1, c’est impossible, car p > q. Donc c ≡ 1 (mod qp−1) ou encore
qc ≡ q (mod qp) (la fonction ϕ(·) est de´finie au chapitre 5, pp 18-19).
De cette analyse de c, on tire facilement (mais vraiment)
x 6= qb et x ≡ qb (mod qp). (∗ ∗ ∗)
A partir de maintenant, on va supposer (par l’absurde) que p 6 | y. On a yq = (x ∓ 1)x
p ∓ 1
x∓ 1 , et on a(
x∓ 1, xp∓1x∓1
)
= (x ∓ 1, p) = 1 ou p. Il n’est pas possible que ce pgcd vaille p, car sinon p diviserait y,
donc il vaut 1. Il existe ainsi a > 1 tel que x∓ 1 = aq. On trouve alors
apq = (x ∓ 1)p Lemme 3> (y ± 1)
q
q(p−1)q
(∗∗)
= bpq.
Donc a > b. Par (∗ ∗ ∗), on a qp ≤ |x− qb| = |aq ± 1− qb| ≤ aq + qb± 1.
Si on avait aq < 12q
p, alors on aurait qb± 1 > 12qp, en particulier on aurait b ≥ 2, et alors bq ≥ qb + 1 et
donc aq > bq ≥ qb+ 1 ≥ qb± 1 > 12qp, ce qui est contradictoire. On a donc montre´ que
aq ≥ 1
2
qp. (+)
Par suite xp = (aq ± 1)p ≥ (aq − 1)p et yq = xp ∓ 1 = (aq ± 1)p ∓ 1 ≥ (aq − 1)p. Remarquons d’autre
part que (1− 2qp )p ≥ (1− 23p )p
Lemme 5
> 13 ≥ 1q . On obtient
min(xp, yq) ≥ (aq − 1)p = apq(1− 1
aq
)p
(+)
≥ apq(1 − 2
qp
) ≥ a
pq
q
. (i)
L’e´galite´ (x
p
q − y) (x
p
q )q−yq
x
p
q −y
= xp − yq = ±1 entraˆıne
|x pq − y| = 1
|∑q−1i=0 x p·iq yq−1−i| . (ii)
Pour i = 0, . . . q − 1, on observe et cela n’est pas de la magie que
x
p·i
q yq−1−i
(i)
≥
(
apq
q
) i
q
+ q−1−i
q
= ap(q−1) · 1
q
q−1
q
> ap(q−1) · 1
q
.
Ainsi, l’e´quation (ii) devient, via q,
12
|x pq − y| < 1
ap(q−1)
. (iii)
Ecrivons
x
p
q = (aq ± 1) pq = ap(1± 1
aq
)
p
q =
∞∑
r=0
tr, (iv)
ou`, par le de´veloppement de Taylor,
tr = (±1)r
p
q (
p
q − 1) · · · (pq − r + 1)
r!
· ap−rq 6= 0. (v)
A noter que t0 = a
p. Soit l un nombre premier diffe´rent de q et r ≥ 1. On sait, par le Lemme 2 que
vl(r!) ≤ vl(pq (pq − 1) · · · (pq − r + 1)). D’ou`
vl(tr) ≥ vl(ap−rq) c’est aussi vrai si r = 0. (vi)
Posons R =
[
p
q
]
+ 1 et ρ =
[
R
q−1
]
. En particulier, Rq > p. Par le Lemme 6, vq(R!) =
R−S
q−1 ou` S est la
somme des chiffres du de´veloppement q-adique de R. D’ou`
vq(R!) <
R
q − 1 et donc vq(R!) ≤ ρ. (vii)
Si 0 ≤ r ≤ R, on calcule pour l 6= q,
vl(tr · qR+ρ · aRq−p)
(vi)
≥ vl(ap−rq) + vl(aRq−p) = vl(a(R − r)) ≥ 0.
Et aussi,
vq(tr · qR+ρ · aRq−p) = vq(p
q
(
p
q
− 1) · · · (p
q
− r + 1))︸ ︷︷ ︸
≥−r
−vq(r!) +R+ ρ+ (Rq − p)vq(a)
≥ R− r + (ρ− vq(R!)) + (Rq − p)vq(a) ≥ 0.
On a utilise´ que q ne divisait pas ap−qr, car sinon il diviserait y et comme il divise x, cela voudrait dire
que q divise ±1, ce qui est absurde ! On a aussi utilise´ (vii) et le fait que vq(r!) ≤ vq(R!). Remarquons
qu’un nombre rationnel qui a des valuations positives pour tout premier est force´ment entier. On a donc
prouve´ que tr · qR+ρ · aRq−p ∈ Z, ce qui montre que
I := aRq−p · qR+ρ ·
(y − x pq ) + ∑
r≥R+1
tr

= aRq−p · qR+ρ ·
(
y −
R∑
r=0
tr
)
∈ Z.
On va passer un bon moment a` prouver que I 6= 0 et c’est cela qui nous donnera la contradiction.
On e´crit I = I1 + I2 + I3 ou`
I1 = a
Rq−p · qR+ρ · (y − x pq )
I2 = a
Rq−p · qR+ρ · tR+1 6= 0
I3 = a
Rq−p · qR+ρ ·
∑
r>R+1
tr.
On va montrer que
∣∣∣ I3I2 ∣∣∣ < 110 et ∣∣∣ I1I2 ∣∣∣ < 110 . Montrons la premie`re ine´galite´, ce ne sera pas trop dur :
Soit r > R. On a
∣∣∣pq − r∣∣∣ = r − pq < r + 1. Donc ∣∣∣ tr+1tr ∣∣∣ = ∣∣∣ pq−rr+1 ∣∣∣ · 1aq < 1aq (+)≤ 2qp .
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Ainsi, ∣∣∣∣I3I2
∣∣∣∣ =
∣∣∣∣∣ ∑
r>R+1
tr+1
tR+1
∣∣∣∣∣ ≤ ∑
r>R+1
∣∣∣∣ tr+1tR+1
∣∣∣∣
=
∣∣∣∣ tR+2tR+1
∣∣∣∣ + ∣∣∣∣ tR+3tR+2
∣∣∣∣ · ∣∣∣∣ tR+2tR+1
∣∣∣∣ + · · ·
<
(
2
qp
)
+
(
2
qp
)2
+ · · · = 2
qp
· 1
1− 2qp
=
2
qp − 2
≤ 1
35 − 2 <
1
10
.
En avant pour la seconde ine´galite´. Observons les choses suivantes : (R− pq )+ (pq +1−R) = 1 et chacun
des termes de cette somme est strictement positif, on en de´duit que |pq −R| · |pq −R+ 1| ≤ 14 . En effet :
si x + y = 1, x, y > 0, alors xy ≤ 14 ⇔ x(1 − x) − 14 ≤ 0 ⇔ 4x2 − 4x+ 1 = (2x − 1)2 ≥ 0 et c’est trivial.
Donc, ∣∣∣∣pq
(
p
q
− 1
)
· · ·
(
p
q
−R
)∣∣∣∣ ≤ R(R− 1) · · · 2 · ∣∣∣∣pq −R+ 1
∣∣∣∣ · ∣∣∣∣pq −R
∣∣∣∣ ≤ R! · 14 . (viii)
D’autre part,∣∣∣∣pq
(
p
q
− 1
)
· · ·
(
p
q
− R
)∣∣∣∣ ≥ (R− 1)(R− 2) · · · 1 · ∣∣∣∣pq −R+ 1
∣∣∣∣ · ∣∣∣∣pq −R
∣∣∣∣ ≥ (R − 1)! · 1q2 ,
car R− pq ≥ 1q et pq − (R − 1) ≥ 1q . Donc,
|tR+1| =
∣∣∣∣∣
p
q (
p
q − 1) · · · (pq −R)
(R + 1)!
∣∣∣∣∣ · ap−(R+1)q ≥ ap−(R+1)qq2 ·R · (R+ 1) . (ix)
Calculons :∣∣∣∣I1I2
∣∣∣∣ =
∣∣∣∣∣y − x
p
q
tR+1
∣∣∣∣∣ (ix)≤ a(R+1)q−pq2 · R(R+ 1) · ∣∣∣y − x pq ∣∣∣ (iii)< a(R+1)q−pq2(R + 1)2ap(q−1) = q2(R+ 1)2a(p−R−1)q .
Or,
p−R− 1 ≥ 2 et donc aussi R+ 1 ≤ p. (x)
On va montrer cela (ce ne sera pas super e´le´gant, mais enfin..) p−R−1 = p−
[
p
q
]
−2 ≥ 2 si p−
[
p
q
]
≥ 4.
Distinguons trois cas : si p = 5, et donc q = 3 alors p−
[
p
q
]
= 4 et c’est en ordre. Si p = 7, alors q = 3
ou 5, et p −
[
p
q
]
= 5 ou 6 et c’est a` nouveau bon. Si p ≥ 11, alors p
(
q−1
q
)
≥ p 23 ⇔ p 13 ≥ qq−1 et on a
p
1
3 ≥ 11 13 ≥ 32 . Donc, dans notre cas, p
(
q−1
q
)
≥ p 23 ≥ 4. D’ou`, p −
[
p
q
]
≥ p − pq = p
(
q−1
q
)
≥ 4. Donc
(x) est montre´.
On peut ainsi terminer de majorer
∣∣∣ I1I2 ∣∣∣ :∣∣∣∣I1I2
∣∣∣∣ ≤ q2(R + 1)2a2q (+)< q2(R + 1)2(12qp)2
(x)
≤
(
2p
qp−1
)2
≤
(
2p
3p−1
)2
≤
(
2 · 5
34
)2
≤ 1
10
.
L’avant-dernie`re e´galite´ venant du fait que la fonction
(
2x
3x−1
)2
de´croˆıt si x ≥ 5. En effet, sa de´rive´e vaut
8x
32x−2 (1− log(3)x).
On en de´duit que I est diffe´rent de ze´ro. Si c’e´tait le cas, on aurait 1 = −I1I2 +
−I3
I2
et donc
1 =
∣∣∣∣−I1I2 + −I3I2
∣∣∣∣ ≤ ∣∣∣∣I1I2
∣∣∣∣+ ∣∣∣∣I3I2
∣∣∣∣ < 110 + 110 ,
ce qui est absurde, donc I 6= 0. Or, on a montre´ que I e´tait entier, donc |I| ≥ 1.
D’autre part,
∣∣∣a(R+1)q−p · tR+1∣∣∣ =
∣∣∣∣∣∣
p
q
(
p
q − 1
)
· · ·
(
p
q −R
)
(R+ 1)!
∣∣∣∣∣∣
(viii)
≤ 1
4(R+ 1)
≤ 1
4
. (xi)
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On en de´duit,
I2 =
∣∣∣∣qR+ρ · a(R+1)q−p · tR+1aq
∣∣∣∣ (xi)≤ qR+ρ4aq (+)≤ 12qR+ρ−p. (xii)
Donc,
1 ≤ |I| = |I2| ·
∣∣∣∣1 + I1I2 + I3I2
∣∣∣∣ (xii)≤ 12qR+ρ−p
(
1 +
1
10
+
1
10
)
< qR+ρ−p.
Ce qui prouve que R+ ρ− p > 0 Mais c’est imppossiiiiiible : on se souvient que ρ =
[
R
q−1
]
, donc
R+ ρ ≤ R
(
1 +
1
q − 1
)
≤
(
p
q
+ 1
)(
q
q − 1
)
=
p+ q
q − 1 <
2p
q − 1 ≤ p.
Ce qui donne R+ ρ− p < 0 , et voila` enfin notre contradiction !!! Donc p|y. 
Corollaire (les relations de Cassels)
Soient p, q des nombre premiers impairs et x, y > 0 des entiers tels que xp − yq = ±1, alors
a) Il existe b, c > 0 tels que (b, c) = 1 et
x = qbc y ± 1 = qp−1bp y
q ± 1
y ± 1 = qc
p avec q 6 | c .
b) Il existe u, v > 0 tels que (u, v) = 1 et
y = puv x∓ 1 = pq−1uq x
q ∓ 1
x∓ 1 = pv
q avec p 6 | v .
Preuve
La partie a) est la relation (∗∗) du the´ore`me pre´ce´dent et la partie b) se de´montre de manie`re identique
sachant que p|y. 
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CHAPITRE 5
Le the´ore`me de Stickelberger
Ce chapitre est le plus long de tous. Nous nous sommes base´s en partie sur le livre de Lemmermeyer
[Lem] pour e´crire ce chapitre. On va montrer que si p est un nombre premier, si G = {σ1, . . . , σp−1} est
le groupe de Galois de l’extension Q(ζ
p
)/Q, et si −Θ2 = −
∑p−1
t= p+12
σ−1t ∈ Z[G], alors pour tout ide´al
a de Q(ζ
p
), l’ide´al a−Θ2 est principal. Ceci sera utilise´ au Chapitre 6. Nous de´finirons aussi l’ide´al de
Stickelberger Ist et l’ide´al I = (1−ι)Ist dont nous prouverons qu’ils sont des Z-modules libres de rang p+12
et p−12 respectivement. Nous donnerons explicitement des ge´ne´rateurs de ces ide´aux. Nous retrouverons
ces objets aux Chapitres 7 et 8. Si vous n’avez pas compris ce qui vient d’eˆtre dit, c’est normal, on n’a
encore rien de´fini. Tout d’abord quelques rappels sur les caracte`res.
De´finitions et rappels
Soit G = (G, ∗, 1) un groupe abe´lien fini. On appelle caracte`re de G tout homomorphisme χ : G −→ C∗.
On note 1 le caracte`re de G qui envoie tout e´le´ment de G sur 1. L’ensemble des caracte`res est lui-meˆme
un groupe isomorphe a` G : χ1χ2(g) := χ1(g) · χ2(g), donc par le the´ore`me bien connu de Lagrange,
l’ordre d’un caracte`re divise l’ordre de G. Remarquons que l’on a∑
g∈G
χ(g) =
{
0 si χ 6= 1
|G| si χ = 1. (5)
En effet, c’est clair si χ = 1. Supposons que χ 6= 1, donc il existe h ∈ G tel que χ(h) 6= 1. L’application
g 7→ hg est clairement une bijection de G dans lui-meˆme. Donc,∑
g∈G
χ(g) =
∑
g∈G
χ(hg) = χ(h) ·
∑
g∈G
χ(g).
Si
∑
g∈G χ(g) 6= 0, on en de´duirait que χ(h) = 1, ce qui est contradiction.
On fixera pour un moment F = Fq un corps fini a` q e´le´ments. Il est clair que la caracte´ristique de F,
qui est le plus petit entier n tel que 1 + 1 + · · ·+ 1︸ ︷︷ ︸
n fois
= 0, est un nombre premier, disons p. Donc, le
corps Fp = Z/pZ agit sur F, faisant de lui un Fp-espace vectoriel de dimension e´videmment finie. Donc
q = pf ou` f est la dimension de F sur Fq. De plus le sous-ensemble {0, 1, 1 + 1, . . . , 1 + 1 + · · ·+ 1︸ ︷︷ ︸
p−1 fois
} est
un sous-corps de F isomorphe a` Fp qu’on notera par abus encore Fp.
Lemme 1
F∗ = F \ {0} est cyclique, c’est a` dire qu’il existe c ∈ F∗ tel que F∗ = {c, c2, c3, . . . , cq−1 = 1}
Preuve
C’est un re´sultat bien connu, cf. [Jac1, Theorem 2.18, p.132]. 
Sur F on peut de´finir deux sortes de caracte`res : des caracte`res additifs de F (G = (F,+, 0)) ou des
caracte`res multiplicatifs de F (G = (F∗, ·, 1)). Par convention, si χ est un caracte`re multiplicatif de F, on
le prolonge a` F tout entier en posant χ(0) = 0 si χ 6= 1 et χ(0) = 1, si χ = 1.
On de´finit la trace de F sur Fp comme e´tant l’application TrF/Fp note´e Tr qui envoie tout t ∈ F sur
t+ tp + tp
2
+ · · ·+ tpf−1 ∈ Fp. Le fait que Tr(t) ∈ Fp n’est pas trivial, mais bien connu (cf. [Sam, §2.6]).
De plus, Tr(t1 + t2) = Tr(t1) + Tr(t2) pour tout t1, t2.
Soit m ∈ N. On note ζ
m
= e
2ipi
m qui est une racine primitive m-ie`me de l’unite´.
On notera ψ le caracte`re additif sur F, de´fini par ψ(t) = ζ
Tr(t)
p
. Soyons attentifs au fait que puisque le
caracte`re est additif, on a e´videmment ψ(t+ s) = ψ(t) ·ψ(s), c’est redondant, mais, on peut se faire avoir
si on n’y prend pas garde... . D’autre part, par (5) et puisque ψ 6= 1, on a ∑t∈F ψ(t) = 0. De meˆme, si
χ est un caracte`re multiplicatif diffe´rent de 1, alors
∑
t∈F∗ χ(t) =
∑
t∈F χ(t) = 0.
Si χ est un caracte`re multiplicatif, on de´finit la somme de Gauss
G(χ) = −
∑
t∈F∗
χ(t) · ψ(t).
On observera que G(1) = −∑t∈F∗ ψ(t) = 1−∑t∈F ψ(t) (5)= 1. De manie`re ge´ne´rale, si χ est un caracte`re
d’ordre m, alors G(χ) ∈ Q(ζ
m
, ζ
p
) = Q(ζ
mp
), car p et m sont premiers entre eux (en effet, m||F∗| = q−1).
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Si χ1 et χ2 sont des caracte`res multiplicatifs de F, alors on de´finit la somme de Jacobi
J(χ1, χ2) = −
∑
t∈F
χ1(t)χ2(1− t).
Lemme 2
a) Si χ1 et χ2 sont des caracte`res multiplicatifs de F diffe´rents de 1 et tels que χ1χ2 6= 1, alors
G(χ1)G(χ2) = G(χ1χ2) · J(χ1, χ2)
b) Si χ est un caracte`re multiplicatif de F diffe´rent de 1, alors on a :
G(χ)G(χ−1) = q · χ(−1).
Preuve
Remarquons que si χ 6= 1, alors G(χ) = −∑t∈F χ(t) · ψ(t), le fait de prendre 0 n’ajoute rien par la
convention qu’on s’est donne´e. Calculons donc :
G(χ1)G(χ2) =
∑
a,b∈F
χ1(a)χ2(b)ψ(a+ b)
c=a+b
=
∑
a,c∈F
χ1(a)χ2(c− a)ψ(c)
=
∑
a∈F
χ1(a)χ2(−a) +
∑
a,c∈F∗
χ1(a)χ2(c− a)ψ(c) (i)
Or, d’une part∑
a,c∈F∗
χ1(a)χ2(c− a)ψ(c) a=c·t=
∑
t,c∈F∗
χ1(c)χ2(c)︸ ︷︷ ︸
=χ1χ2(c)
ψ(c)χ1(t)χ2(1 − t) = G(χ1χ2) · J(χ1, χ2) (ii)
et d’autre part, si χ1 6= χ−12 , alors∑
a∈F
χ1(a)χ2(−a) = χ2(−1) ·
∑
a∈F
χ1χ2(a)
(5)
= 0.
On a donc prouve´ la partie a).
Pour la partie b), on commence comme la partie a), et on retrouve les e´galite´s (i) et (ii) :
G(χ)G(χ−1) =
∑
a∈F
χ(a)χ−1(−a) +G(χχ−1) · J(χ, χ−1)
D’abord, il est clair que χ−1(−1) = χ(−1) = ±1, car χ−1(−1)χ(−1) = 1 = χ2(−1). Ainsi,∑
a∈F
χ(a)χ−1(−a) = χ−1(−1) ·
∑
a∈F∗
χ(a)χ−1(a) = χ(−1) ·
∑
a∈F∗
1(a) = χ(−1) · (q − 1).
Ensuite, G(χχ−1) = G(1) = 1, comme on l’a vu en introduction. Finalement,
J(χ, χ−1) = −
∑
t∈F
χ(t)χ−1(1− t) = −
∑
t∈F\{1}
χ
(
t
1− t
)
(∗)
= −
∑
s∈F\{−1}
χ(s) = χ(−1)−
∑
t∈F
χ(s)
(5)
= χ(−1).
(*) Vient du fait que si t parcourt F \ {1}, alors t1−t parcourt F \ {−1}. On a donc montre´ que
G(χ)G(χ−1) = (q − 1)χ(−1) + χ(−1) = q · χ(−1). 
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Lemme 3
Soit χ 6= 1 un caracte`re multiplicatif de F. Alors on a
a) G(χ) = χ(−1)G(χ−1)
b) G(χ)G(χ) = q
c) si χ est d’ordre m, alors G(χ)m ∈ Q(ζ
m
).
Preuve
a) Il est clair que puisque χ(t) et ψ(t) sont des racines de l’unite´, on a χ(t)χ(t) = ψ(t)ψ(t) = 1. Donc,
χ(t) = χ(t)−1 = χ−1(t) et ψ(t) = ψ(t)−1 = ψ(−t). On a donc,
G(χ) = −
∑
t∈F∗
χ(t) · ψ(t) = −
∑
t∈F∗
χ−1(t) · ψ(−t) = −
∑
t∈F∗
χ−1(−t) · ψ(t) = χ(−1)G(χ−1).
b) G(χ)G(χ)
a)
= G(χ)χ(−1)G(χ−1) Lemme 2 b)= qχ(−1)χ(−1) = q.
c) Remarquons que si χ1, χ2 sont d’un ordre qui divise m, alors J(χ1, χ2) ∈ Q(ζm). Cela de´coule
directement de la de´finition de J . On a G(χ)G(χ)
Lemme 2 a)
= G(χ2)J(χ, χ). Par le meˆme Lemme,
G(χ)3 = G(χ3)J(χ, χ)J(χ, χ2). Et ainsi de suite, on en de´duit, par re´currence, que :
G(χ)m−1 = G(χm−1)J(χ, χ)J(χ, χ2) · · ·J(χ, χm−2).
En multipliant de part et d’autre par G(χ), on trouve :
G(χ)m = J(χ, χ)J(χ, χ2) · · · J(χ, χm−2)G(χm−1)︸ ︷︷ ︸
=G(χ−1)
G(χ)
Lemme 2 b)
= q · χ(−1)J(χ, χ)J(χ, χ2) · · · J(χ, χm−2) ∈ Q(ζ
m
),
car on a vu que J(χ1, χ2) ∈ Q(ζm) si χ1, χ2 sont d’un ordre qui divise m, et puis χ(−1) = ±1. 
Maintenant, on va eˆtre oblige´ de conside´rer comme connu un certain nombre de re´sultats “classiques” de
the´orie alge´brique des nombres.
De´finitions-The´ore`mes “Rappels sur les corps de nombres et les corps cyclotomiques”
Soit K ⊃ Q un corps, qu’on supposera inclus dans C. On dit que K est un corps de nombres s’il
est de dimension finie comme Q-espace vectoriel. On note [K : Q] = n cette dimension. On peut
montrer qu’il existe α ∈ K tel que K = Q[α], c’est-a`-dire que 1, α, . . . , αn−1 est une Q-base de K.
Chaque e´le´ment k de K est alge´brique sur Q, c’est-a`-dire qu’il existe un polynoˆme, de´pendant de k,
fk(x) = amx
m + · · · + a1x + a0 ∈ Q[x], tel que k est une racine de fk. Le polynoˆme unitaire (am = 1)
de plus petit degre´ qui posse`de k comme racine est appele´ polynoˆme minimal de k, note´ minQ(k) ou
min(k). On peut montrer que si K = Q[α], alors min(α) est irre´ductible sur Q et K est isomorphe a`
l’anneau quotient Q[X ]/(min(α)). On peut voir aussi que si L ⊃ K ⊃ Q sont des corps de nombres,
alors [L : Q] = [L : K] · [K : Q].
Un e´le´ment est dit entier sur Z s’il existe un polynoˆme unitaire xm + am−1xm−1 + · · ·+ a1x+ a0 ∈ Z[x]
qui annule cet e´le´ment. On peut montrer que l’ensemble des e´le´ments entiers d’un corps de nombre est
un anneau, qu’on note OK . On peut montrer que les ide´aux premiers de OK sont aussi maximaux et que
le quotient de OK par un de ces ide´aux P est un corps fini, dont le cardinal se note N(P). On appelle ce
nombre norme absolue de P .
Si a et b sont des ide´aux copremiers de OK (c’est-a`-dire que a + b = OK) alors OK/ab est isomorphe a`
OK/a× OK/b (ce the´ore`me est connu sous le nom de the´ore`me chinois, et il est vrai pour tout anneau
commutatif).
On de´finit I(OK) l’ensemble des ide´aux fractionnaires de K, qui est l’ensemble des sous-OK-modules
non-nuls a de K tels qu’il existe x ∈ K∗ tel que xa ⊂ A. Si a est un ide´al fractionnaire, on de´finit a−1 =
{x ∈ K | xa ⊂ OK}. On a aa−1 = OK , et I(OK) est un groupe abe´lien engendre´ librement par les ide´aux
premiers de OK . C’est-a`-dire que tout ide´al fractionnaire s’e´crit de manie`re unique a =
∏
P∈P PvP(a)
avec, pour tout P ∈ P, vP (a) ∈ Z, appele´ valuation P-adique de a, et P = P(OK) est l’ensemble des ide´aux
premiers de OK . On e´tend alors la de´finitions de copremier et disant que deux ide´aux fractionnaires a et
b sont copremiers si vP(a) · vP(b) = 0 pour tout ide´al premier P .
Un ide´al fractionnaire a est dit principal s’il est de la forme xOK pour un x ∈ K. Le sous-groupe des
ide´aux fractionnaires principaux se note P (OK). On peut montrer que le groupe des classes d’ide´aux, qui
est note´ CLK , et qui est le groupe quotient I(OK)/P (OK) est fini. Son cardinal se note h(K).
Si K = Q(ζ
m
), on le nommera m-ie`me corps cyclotomique. On peut montrer que dans ce cas-la`, OK =
Z[ζ
m
] qu’on notera souvent Em. On peut voir aussi que [Q(ζm) : Q] = ϕ(m) ou` ϕ(m) est l’indicateur
d’Euler qui est le cardinal de (Z/mZ)∗ et qui se calcule par la formule ϕ(mm′) = ϕ(m)ϕ(m′) si (m,m′) = 1
et ϕ(pk) = pk − pk−1 si p est un nombre premier. Remarquons enfin que si m est impair, alors Q(ζ
m
) =
Q(ζ
2m
) et donc dans ce cas, les racines de l’unite´ de ce corps sont les ±ζ
m
, 0 ≤ i ≤ m.
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Preuve
Tous ces re´sultats sont prouve´s dans [Nar]. 
On va maintenant donner un lemme qu’on re´utilisera au moins 7 fois par la suite :
Lemme IMP
Soit m ∈ N et K un corps de nombre contenant ζ
m
. Soit p ∈ P tel que p 6 | m. Soit P un ide´al de OK
au-dessus de p, c’est-a`-dire que P ∩ Z = pZ. L’application φ : OK −→ OK/P := F envoie e´videmment
Z sur Fp = Z/pZ et donc |F| = N(P) = pf = q ou` f = [OK/P : Z/pZ]. Alors on a m|q − 1. Plus
pre´cise´ment, le groupe {ζi
m
| 1 ≤ i ≤ m} ⊂ OK est envoye´ injectivement par φ. Son image est donc un
sous-groupe cyclique d’ordre de m de F∗.
Preuve
Il suffit de ve´rifier que ζ
m
6≡ ζi
m
(mod P) pour tout 2 ≤ i ≤ m. Soit f = ∏mi=1(x − αi) un polynoˆme.
Alors le polynoˆme de´rive´ e´value´ en α1 vaut f
′(α1) =
∏m
i=2(α1 − αi). On applique cela a` f = Xm − 1 =∏m
i=1(X − ζ
i
m
). On trouve alors
∏m
i=2(ζm − ζ
i
m
) = mζ
m−1
m
. Puisque P est un ide´al premier et que ni m,
ni ζ
m
ne sont dans P , on en de´duit que ∏mi=2(ζm − ζim) 6∈ P , donc aucun ζm − ζim n’est dans P . 
En corollaire de ce re´sultat, il nous est possible de poser la de´finition suivante
De´finition
Soit m ∈ N et K un corps de nombres contenant ζ
m
. Soit P un ide´al premier de OK et α ∈ OK \ P . Il
est clair que αq−1 ≡ 1 (mod P) ou` q = N(P). Donc l’image de α dans F = OK/P note´e α est telle que
αq−1 = 1. Ainsi, α
q−1
m est une racine m-ie`me de l’unite´ dans F. Par le lemme pre´ce´dent, il existe une
unique racine m-ie`me de l’unite´ dans K, note´e
(
α
P
)
m
telle que(α
P
)
m
≡ α q−1m (mod P).
On comple`te la de´finition par
(
α
P
)
m
= 0 si α ∈ P .
Si on pose µm l’ensemble des racines m-ie`me de l’unite´ de C, on a ainsi une application
( ·
P
)
m
: OK −→
µm ∪ {0} qu’on appellera symbole de puissance m-ie`me re´siduelle.
Lemme 4
Sous les meˆmes hypothe`ses que la de´finition pre´ce´dente, on a
a)
(
α
P
)
m
=
(
β
P
)
m
si α ≡ β (mod P).
b)
(
α
P
)
m
≡ α q−1m (mod P) pour tout α ∈ OK .
c)
(
αβ
P
)
m
=
(
α
P
)
m
·
(
β
P
)
m
.
d)
(
α
P
)
m
= 1 si et seulement s’il existe β ∈ OK \ P tel que α ≡ βm (mod P).
e) Si m = 2, ζ
2
= −1 et K = Q, on retrouve le symbole de Legendre.
preuve
les partie a), b) et c) de´coulent de la de´finition. Pour la partie d), s’il existe β ∈ Ok \ P tel que α ≡ βm
(mod P), alors α q−1m ≡ (βm) q−1m = βq−1 ≡ 1 (mod P). Re´ciproquement, si ( αP )m = 1, alors α q−1m ≡ 1
(mod P). On se souvient que F∗ est un groupe cyclique engendre´ par un e´le´ment disons γ. Donc α ≡ γs
(mod P) pour un certain 1 ≤ s ≤ q − 1. Ainsi α q−1m ≡ γs· q−1m ≡ 1 (mod P). Ainsi, l’ordre de γ qui est
q − 1 divise s · q−1m , c’est a` dire que m divise s, disons, s = km. Finalement, α ≡ (γk)m = βm (mod P)
en posant β = γk. La partie e) est un corollaire imme´diat de la partie d). 
On a montre´ que ce symbole passe au quotient et de´finit ainsi un caracte`re multiplicatif d’ordre m du
corps F.
Voici encore une se´rie de re´sultats classiques :
De´finitions-The´ore`mes “Rappels sur les corps de nombres et la the´orie de Galois”
Soit L/K une extension de corps de nombres de degre´ n. Soit P un ide´al premier de OK et P un
ide´al premier de OL. On dit que P est au-dessus de P , et on e´crit P|P , si P = P ∩ OK , ou, ce qui est
e´quivalent, P apparaˆıt dans la de´composition en ide´aux premiers de POL. On peut alors identifier OK/P
a` un sous-corps de OL/P. On notera f(P|P) = [OL/P : OK/P ], qu’on appelle degre´ re´siduel de P|P .
Si on e´crit POL = Pe11 · · ·Perr , et notant fi pour f(Pi|P), alors on peut montrer que
∑r
i=1 eifi = n.
Les ei, souvent note´s e(Pi|P) s’appellent les degre´s re´siduels de Pi|P . On dit que P n’est pas ramifie´
dans L si ei = 1, pout tout i. On peut montrer que le nombre de P qui ramifient est fini. Supposons
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que L/K soit une extension galoisienne, c’est-a`-dire que l’ensemble AutK(L) des K-automorphismes
de L est d’ordre n. Dans ce cas, AutK(L) se note Gal(L/K) ou G, s’il n’y a pas d’ambigu¨ıte´. On
peut voir que tout σ ∈ G donne un OK -automorphisme de OL et qu’ainsi G agit transitivement sur
les ide´aux premiers de OL qui sont au-dessus d’un P ⊂ OK fixe´. Comme conse´quence de cela, si
POL = Pe11 · · ·Perr , alors on a e1 = e2 = · · · = er := e et f1 = f2 = · · · = fr := f . Donc efr = n. Posons
Z(Pi|P) = {σ ∈ G | σ(Pi) = Pi}. En ge´ne´ral, les Z(Pi|P) sont conjugue´s entre eux (c’est-a`-dire pour
tout i 6= j, il existe σ ∈ G tel que Z(Pi|P) = σ−1Z(Pj |P)σ et on a |Z(Pi|P)| = ef . Ainsi, si G est abe´lien
(on dit alors que L/K est une extension abe´lienne), alors les Z(Pi|P) sont e´gaux a` un seul sous-groupe
de G qu’on note Z(P). Soit M ⊃ L ⊃ K des corps de nombres tels que L/K et M/L soient galoisiennes.
Si P ⊃ P ⊃ P sont des ide´aux premiers de M , L et K respectivement, alors e(P,P) = e(P,P) · e(P,P).
Il en est de meˆme avec les f et les r.
Soit L/K est une extension de corps de nombres. Soit α ∈ L et µα : L → L de´finie par µα(β) = α · β.
C’est un endomorphisme K-line´aire de L. On de´finit NL/K(α) = det(µα), c’est la norme de l’extension
L/K. On a NL/K(α · β) = NL/K(α) ·NL/K(β). Si α ∈ K, NL/K(α) = αn. Si l’extension est galoisienne
de groupe G, NL/K(α) =
∏
σ∈G σ(α). On a |NL/Q(α)| = N(α ·OK), la norme absolue. SiK ⊂ L ⊂ E sont
des corps de nombres, et α ∈ E, alors NE/K(α) = NL/K(NE/L(α)). Enfin, il y a une troisie`me norme
diffe´rente, qu’on appellera Norme relative de L sur K de´finie comme suit : si P|P , avec P ide´al premier
de K et P ide´al de K, on de´finit NL/K(P) = Pf(P|P). On prolonge multiplicativement cette norme a`
tous les ide´aux fractionnaires. Si a est un ide´al fractionnaire de K, NL/K(a · OL) = an ou` n = [L : K].
On a aussi NL/K(a ·OL) = NL/K(a) ·OK , ou` NL/K(a) est la norme de´finie pre´ce´demment. Enfin, si L/K
est galoisienne de groupe G et si a est un ide´al fractionnaire de L, alors NL/K(a) ·OL =
∏
σ∈G σ(a).
Soit m un entiers positif. Alors l’extension Q(ζ
m
)/Q est une extension abe´lienne de groupe de Galois
G isomorphe a` (Z/mZ)∗. L’isomorphisme est canonique : σt ∈ G de´fini par ζm 7→ ζ
t
m
est envoye´ sur la
classe de t modulo m. On peut voir que que si p 6 | m, alors p (c’est-a`-dire pZ) ne ramifie pas dans Q(ζ
m
).
D’autre part, si m = p est un nombre premier, alors pZ[ζ
p
] = (1 − ζ
p
)p−1Z[ζ
p
] (nous de´montrerons ce
re´sultat au Chapitre 6).
Soit P un ide´al de Q(ζ
m
) au-dessus de p 6 | m. Alors f(P|p) est l’ordre de p modulo m et Z(P) est le
sous-groupe de G engendre´ par σp. De plus, pour tout α ∈ Z[ζm], on a σp(α) ≡ αp (mod P), on appelle
σp l’automorphisme de Frobenius de P sur p.
Preuve
Tous ces re´sultats se trouvent dans [Nar].
Nous voici alors fin pre`s pour e´noncer et de´montrer le premier re´sultat de Stickelberger qu’on appellera
la congruence de Stickelberger. On fixe p un nombre premier et q = pf . Dans Q(ζ
q−1), p ne ramifie pas.
Soit P un ide´al premier de Eq−1 au-dessus de p. Soit encore f0 = f(P|p). On vient de voir que f0 est
l’ordre de p modulo q − 1, c’est donc le plus petit entier positif k tel que pk − 1 est un multiple de q − 1.
Donc, f0 = f , et donc F := Eq−1/P est d’ordre q. Notons ω le caracte`re multiplicatif de´fini par
(
·
P
)−1
q−1
.
On a vu que la somme de Gauss G(ωa) ∈ Q(ζ
p(q−1)) pour tout a ∈ N. Soit P un ide´al premier de Ep(q−1)
au-dessus de P.
Soit 0 ≤ a < q − 1. Alors a s’e´crit de manie`re unique a = a0 + a1p+ · · ·+ af−1pf−1 avec 0 ≤ ai ≤ p− 1.
On de´finit s(a) =
∑f−1
i=0 ai et γ(a) = a0!a1! · · · af−1!. Et on prolonge s et γ a` N tout entier en de´cre´tant
qu’ils sont de pe´riode q − 1. Autrement dit, si a ≡ a (mod q − 1) avec 0 ≤ a < q − 1. Alors on pose
s(a) = s(a) et γ(a) = γ(a). Finalement, on note π pour ζ
p
− 1 et on se souvient que pEp = πp−1Ep.
The´ore`me (la congruence de Stickelberger)
Soit a ∈ N. On a la congruence suivante :
G(ωa)
πs(a)
≡ 1
γ(a)
(mod P).
Preuve
Il suffit de prouver le the´ore`me pour 0 ≤ a < q − 1. On va faire une re´currence sur s(a). Remarquons
d’abord une chose : si 0 ≤ a = bp < q − 1, alors s(a) = s(b) et γ(a) = γ(b). De plus, si t ∈ F∗, alors
Tr(tp) = tp + tp
2
+ · · ·+ tpf︸︷︷︸
=t
= Tr(t). Donc, en posant χ = ωb, on a :
G(ωbp) = −
∑
t∈F∗
χp(t)ζ
Tr(t)
p
= −
∑
t∈F∗
χ(tp)ζ
Tr(tp)
p
= −
∑
t∈F∗
χ(t)ζ
Tr(t)
p
= G(ωb), (i)
car si t parcourt F∗, alors tp aussi (p est premiers a` q − 1).
a) Si s(a) = 0, alors a = 0 et G(1) = 1 et γ(0) = 1. Donc, c’est en ordre.
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b) Si s(a) = 1. La relation (i) nous montre qu’on peut supposer a = 1. On se souvient (relation (5))
que
∑
t∈F∗ ω(t) = 0. Ainsi,
G(ω) = −
∑
t∈F∗
ω(t)ζ
Tr(t)
p
= −
∑
t∈F∗
ω(t)(ζ
Tr(t)
p
− 1) (ii)
Si t ∈ F∗, on notera t′ ∈ Eq−1 l’unique racine q − 1-ie`me de l’unite´ repre´sentant t (Lemme IMP), si bien
que ω(t) = t′−1. Si m est un entier repre´sentant Tr(t) modulo p. Alors on a ζTr(t)
p
− 1 = ζm
p
− 1 =
(ζ
p
− 1)(ζm−1
p
+ · · ·+ ζ
p
+ 1). Or, Il est e´vident que pour tout r, en utilisant une meˆme relation, ζ
r
p
≡ 1
(mod πEp). Ainsi donc, on a
ζ
Tr(t)
p
− 1
π
≡ m (mod πEp).
Mais, d’autre part, m ≡ Tr(t) ≡ t + tp + tp2 + · · · + tpf−1 (mod p). Donc, m ≡ t′ + t′p + · · · + t′pf−1
(mod P). Or, πEp ⊂ P et P ⊂ P, donc ces congruences sont a fortiori vraie modulo P. Ainsi,
−G(ω)
π
≡
∑
t∈F∗
ω(t)(t′ + t′p + · · ·+ t′pf−1) (mod P).
Or, on se souvient que ω(t) = t′−1. D’autre part, comme |F∗| = q − 1, il existe un ge´ne´rateur t ∈ F∗ tel
que t′ est ζ
q−1. On obtient alors :
−G(ω)
π
≡
∑
t∈F∗
(1 + t′p−1 + · · ·+ t′pf−1−1)
=
∑
t∈F∗
(1) +
q−2∑
n=0
(ζ
p−1
q−1)
n + · · ·+
q−2∑
n=0
(ζ
pf−1−1
q−1 )
n
= q − 1 +
ζ
(q−1)(p−1)
q−1 − 1
ζ
p−1
q−1 − 1
+ · · ·+
ζ
(q−1)(pf−1−1)
q−1 − 1
ζ
pf−1−1
q−1 − 1
= q − 1 ≡ −1 (mod P).
On a donc montre´ le cas s(a) = 1.
c) On suppose 0 ≤ a < q − 1, s(a) > 1 et le the´ore`me vrai pour tout b tel que 0 ≤ b < q − 1 et
s(b) < s(a). Posons a = a0+ a1p+ · · ·+ af−1pf−1. Par la relation (i), on peut supposer que a0 6= 0.
On a alors s(a− 1) = s(a)− 1 et a− 1 ≥ 1. Par le Lemme 2, G(ωa−1) ·G(ω) = G(ωa) · J(ω, ωa−1).
Posons b = q − a = (q − 1)− (a − 1) > 1. Si t 6= 1 et u = 1 − t, alors ω(1 − t) = u′−1 ∈ Eq−1 avec
u′ ≡ 1 − t′ (mod P). On alors ωa−1(1 − t) = u′−(a−1) = u′b ≡ (1 − t′)b (mod P). Remarquons que
la dernie`re congruence est aussi valable si t = 1. On a alors
−J(ω, ωa−1) =
∑
t∈F
ω(t)ωa−1(1− t)
=
∑
t∈F∗
ω(t)ωa−1(1− t) ≡
∑
t∈F∗
t′−1(1 − t′)b
=
∑
t∈F∗
t′−1
b∑
j=0
(
b
j
)
(−1)jt′j ≡
b∑
j=0
(
b
j
)
(−1)j
∑
t∈F∗
t′j−1︸ ︷︷ ︸
=0 sauf si j=1
≡ −b · (q − 1) ≡ −a ≡ −a0 (mod P). (iii)
Or, 0 < a0 ≤ p − 1, donc p 6 | a0. Donc a0 est inversible modulo P. Par hypothe`se de re´currence, et le
cas a = 1, on a G(ω
a−1)
pis(a−1)
· G(ω)pi ≡ 1γ(a−1) · 1 (mod P). Et finalement,
G(ωa)
πs(a)
≡ G(ω
a−1 ·G(ω)
πs(a−1) · π ·
1
J(ωa−1, ω)
(iii)
=
1
γ(a− 1) · a0 ≡
1
γ(a)
(mod P)

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De´finition
Soit A un anneau de Dedekind (un anneau de Dedekind est un anneau dont l’ensemble des ide´aux
fractionnaires est un groupe abe´lien, par exemple l’anneau des entiers d’un corps de nombres). Soit a un
ideal fractionnaire de A. On sait que a = Pr11 · · · Prsr ou` les ide´aux Pi sont premiers et les ri ∈ Z. En
outre, cette e´criture est unique. Pour i = 1, . . . , r, on pose vPi(a) = ri et si P est un ide´al premier diffe´rent
des Pi, on pose vP (a) = 0. Si K est le corps des fractions de A et x ∈ K, on pose vP (x) = vP ((x)), ou`
(x) est l’ide´al fractionnaire engendre´ par x.
Corollaire
Sous les meˆmes hypothe`ses et notations que celles du the´ore`me pre´ce´dent, on a, pour tout a ∈ N :
vP(G(ω
a)) = s(a) (6)
Preuve
Re´sumons-nous : on a π = ζ
p
− 1 et pEp = πp−1Ep, donc e(πEp|pZ) = p− 1. D’autre part P est un ide´al
premier de Eq−1 au-dessus de p, comme p ne ramifie pas dans Q(ζq−1), on a vP(p) = 1, car e(P|pZ) = 1.
Si on re´unit le tout dans Ep(q−1), on trouve PEp(q−1) = P(p−1). En effet, e(P|pZ) = e(P|P) · e(P|pZ) =
e(P|P) ≤ [Q(ζ
p(q−1)) : Q(ζq−1)] = p− 1; d’autre part, e(P|pZ) = e(P|πEp) · e(πEp|pZ) = e(P|πEp) · (p−
1) ≥ p − 1. On en de´duit que e(P|pZ) = p − 1, donc e(P|πEp) = 1 et ainsi vP(π) = 1. Donc, comme
γ(a) est inversible modulo P et qu’on a montre´ que G(ω
a)
pis(a)
≡ 1γ(a) (mod P), on en de´duit le corollaire. 
De´finition
Soit p un nombre premier, m > 1, tel que p 6 | m. Posons P un ide´al premier de Em au-dessus de p.
On pose F = Em/P , f = f(P|p). On a |F| = pf =: q. Posons G = Gal(Q(ζm)/Q) qui est isomorphe
a` (Z/mZ)∗, σt ↔ t avec σt(ζm) = ζ
t
m
. Evidemment, il ne faudra pas confondre G avec une somme de
Gauss, mais le contexte permettra de diffe´rencier les deux objets
Soit A un anneau commutatif, on de´finit A[G] = {∑t∈(Z/mZ)∗ atσt | at ∈ A}. C’est un anneau (dont
l’addition se fait terme a` terme et la multiplication est he´rite´e de celle de A et de la loi de composition
de G). On appelle A[G] l’alge`bre de G sur A. Dans un premier temps, nous e´tudierons A[G] pour A = Z,
puis, nous serons oblige´ de passer a` un corps fini pour pouvoir utiliser le fait que K[G] est semi-simple
si K est un corps et si sa caracte´ristique ne divise pas |G|. Mais n’anticipons pas, nous verrons cela en
temps voulu !! On fait agir (exponentiellement) Z[G] sur Q(ζ
m
) : soit λ =
∑
t∈(Z/mZ)∗ atσt ∈ Z[G] et
x ∈ Q(ζ
m
); on pose
xλ =
∏
t∈(Z/mZ)∗
σt(x)
at .
De meˆme si a est un ide´al fractionnaire de Q(ζ
m
) ou meˆme une classe d’ide´aux, on pose
aλ =
∏
t∈(Z/mZ)∗ σt(a)
at . Et on ve´rifie facilement que (xλ)µ = xλµ, xλxµ = xλ+µ et (xy)λ = xλyλ.
Et de meˆme pour les ide´aux ou les classes d’ide´aux. Remarquons que si nous avions de´fini une action
multiplicative du genre λ · x = ∑ atσt(x), les choses ne se seraient pas si bien passe´es au niveau des
ide´aux... On note χ le caracte`re de´finit par
( ·
P
)−1
m
. Notons encore Pt = Pσ−1t si t parcourt (Z/mZ)∗.
Par transitivite´ de l’action du groupe de Galois sur les ide´aux au-dessus d’un ide´al fixe´, les Pt parcourent
les ide´aux de Q(ζ
m
) au-dessus de p, chacun apparaissant f fois.
Lemme 5
Soit G(χ) la somme de Gauss du caracte`re de´fini pre´ce´demment. Alors G(χ)m ∈ Q(ζ
m
) et on a
G(χ)mEm =
∏
t∈(Z/mZ)∗
Prtt ,
avec, pour tout t, rt =
m
p−1s
(
t(q−1)
m
)
.
Preuve
Le fait que G(χ)m ∈ Q(ζ
m
) provient lemme 3 c) et du fait que χ est un caracte`re d’ordre m. Le meˆme
lemme 3, nous apprend que G(χ) ·G(χ) = q = pf . Donc, les ide´aux qui apparaissent dans la factorisation
de l’ide´al engendre´ par G(χ)m sont les Pt. Il suffit donc de montrer que vPt(G(χ)m) = mp−1s
(
t(q−1)
m
)
.
Puisque m|q− 1(lemme IMP), on a une tour de corps Q ⊂ Q(ζ
m
) ⊂ Q(ζ
q−1) ⊂ Q(ζp(q−1)). On choisit un
ide´al P de Eq−1 au-dessus de P et un ide´al P de Ep(q−1) au-dessus de P. On a que P n’est pas ramifie´
au-dessus de p (car p ne divise pas q − 1), donc, P n’est pas ramifie´ au-dessus de P . Donc,
vP = vP, (i)
22
c’est-a`-dire vP(aEq−1) = vP(a) pour tout ide´al a de Em. En revanche PEp(q−1) = Pp−1 (voir corollaire
pre´ce´dent). Donc,
vP = (p− 1)vP, (ii)
(c’est-a`-dire (p− 1)vP(a) = vP(aEp(q−1)) pour tout ide´al a de Q(ζq−1). Il est clair que Eq−1/P contient
canoniquement Em/P , or on a vu (juste avant la congruence de Stickelberger) que |Eq−1/P| = q, mais
on a aussi |Em/P| = q. Donc F = Eq−1/P = Em/P . On note a` nouveau ω le caracte`re multiplicatif de
F
(
·
P
)−1
q−1
. On a alors
χ = ω
q−1
m , (iii)
en effet, soit α ∈ Em. on a : χ−1(α) =
(
α
P
)
m
≡ α q−1m (mod P) et ω−1(α) =
(
α
P
)
q−1
≡ α (mod P). Donc,(
α
P
) q−1
m
q−1
≡ α (mod P). Cette congruence est aussi valable modulo P = P∩Em. Donc
(
α
P
) q−1
m
q−1
≡
(
α
P
)
m
(mod P), ce qui veut dire que
(
α
P
) q−1
m
q−1
=
(
α
P
)
m
car on a vu au Lemme IMP que toutes les racines
m-ie`me de l’unite´s e´taient distinctes modulo P .
Soit σt ∈ G. On note σt l’e´le´ment de Gal(Q(ζmp)/Q) tel que σt |Q(ζm)= σt et σt |Q(ζp)= IdQ(ζp) (ce
re´sultat est aussi un re´sultat classique de la the´orie de Galois). Calculons :
G(χ)σt =
(
−
∑
x∈F∗
χ(x)ψ(x)
)σt
= −
∑
x∈F∗
χ(x)tψ(x) = G(χt). (iv)
D’autre part,
(G(χ)m)
σt = (G(χ)m)
σt =
(
G(χ)σt
)m (iv)
= G(χt)m. (v)
On trouve enfin, en posant a = t(q−1)m :
vPt(G(χ)
m) = vP(G(χ)m)σt)
(v)
= vP (G(χt)m) = mvP(G(χt))
(iii)
= mvP (G(ωa))
(i) et (ii)
=
m
p− 1vP(G(ω
a))
(6)
=
m
p− 1s
(
t(q − 1)
m
)
.

Lemme 6
Soit a ∈ N, on rappelle que s(a) =∑f−1i=0 ai ou` a ≡ a0+a1p+· · ·+af−1pf−1 (mod q−1) avec 0 ≤ ai ≤ p−1.
Alors on a :
s(a) = (p− 1) ·
f−1∑
i=0
〈
pia
q − 1
〉
ou` 〈x〉 est la partie fractionnaire de x.
Preuve
Comme pf ≡ 1 (mod q − 1), on a le syste`me de congruence
a ≡ a0 + a1p+ · · ·+ af−1pf−1 (mod q − 1)
a · p ≡ af−1 + a0p+ · · ·+ af−2pf−1 (mod q − 1)
...
a · pf−1 ≡ a1 + a2p+ · · ·+ a0pf−1 (mod q − 1).
On remarque que le membre de droite de la i-ie`me congruence divise´ par q−1 est
〈
pia
q−1
〉
pour 0 ≤ i ≤ f−1.
En sommant le tout, on obtient
f−1∑
i=0
〈
pia
q − 1
〉
=
s(a)
q − 1(1 + p+ · · ·+ p
f−1) =
s(a)
p− 1 .

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The´ore`me (la relation de Stickelberger)
On se souvient que P est un ide´al premier de Em = Z[ζm] au-dessus de p 6 | m et χ est le caracte`re
( ·
P
)−1
m
.
Alors on a
G(χ)mEm = Pm·Θ,
ou`
Θ =
∑
t∈(Z/mZ)∗
〈
t
m
〉
σ−1t =
∑
t = 0, . . . ,m− 1
(t,m) = 1
t
m
σ−1t .
L’e´le´ment Θ s’appelle l’e´le´ment de Stickelberger.
Preuve
Soit t1, . . . , tg un syste`me de repre´sentant de (Z/mZ)
∗
modulo le sous-groupe engendre´ par p (remarquons
que t−11 , . . . , t
−1
g est aussi un syste`me de repre´sentant modulo le sous-groupe engendre´ par p). On a vu lors
du rappel sur la the´orie de Galois que Z(P) e´tait le sous-groupe de G engendre´ par σp. Donc Pt1 , . . . ,Ptg
est la liste (sans redondances) des ide´aux premiers de Em au-dessus de p. Donc,
G(χ)mEm =
g∏
i=1
PvPti (G(χ)
m)
ti
Lemme 5
= Pγ′ ou` γ′ = m
p− 1
g∑
i=1
s
(
ti(q − 1)
m
)
σ−1ti .
On remarque que pjti avec 1 ≤ i ≤ g et 0 ≤ j ≤ f − 1 repre´sentent tous les e´le´ments de (Z/mZ)∗ et on
sait (puisque Z(P) est le sous-groupe de G engendre´ par σp) que Pσ
−1
ti = Pσ
−1
pjti . Graˆce, au lemme 6, on
trouve alors :
Pγ′ = P
m
p−1
∑
g
i=1
(p−1)
∑
f−1
j=0
〈
pjti
m
〉
σ−1
ti = Pm
∑
g
i=1
∑
f−1
j=0
〈
pjti
m
〉
σ−1
pjti = Pm
∑
m∗
t
〈 tm 〉σ−1t = PmΘ,
avec la convention que
∑m∗
t veut dire
∑
t∈(Z/mZ)∗
. 
Lemme 7
Soit K un corps de nombres galoisien, a un ide´al fractionnaire de K et m ∈ N. Conside´rons C la classe
de a. Alors il existe b ∈ C tel que m soit premier a` b, c’est-a`-dire vP (b) · vP(mOK) = 0 pour tout ide´al
premier P .
Preuve
C’est un corollaire du the´ore`me chinois, on pourrait le mettre en exercice, mais comme c’est court, on le
donne quand meˆme : on a a =
∏
P∈P PvP(a) et mOK =
∏
P∈P PvP(mOK). Soit V l’ensemble des ide´aux
premiers qui divisent a ou mOK . Pour tout P ∈ V , on choisit xP ∈ PvP(a) \ PvP(a)+1. Par le the´ore`me
chinois, il existe a ∈ OK tel que a ≡ xP (mod PvP(a)+1). L’ide´al fractionnaire 1aa re´pond a` la question,
car vP( 1aa) = vP(
1
a ) + vP (a) = 0 pour tout P ∈ V ; et si P 6∈ V , alors vP (mOK) = 0. 
Corollaire
Soit a un ide´al fractionnaire de Q(ζ
m
). Alors amΘ est principal
preuve
Par le lemme 7, on peut supposer que a est premier a` m. Pour tout ide´al premier P divisant a, on a graˆce
a` la relation de Stickelberger que PmΘ = (G(χ))m et on conclut graˆce a` la multiplicativite´ de l’action de
Z[G] sur les ide´aux. 
De´finition
On note Ist(Q(ζm)) = Z[G] ∩ΘZ[G], appele´ l’ide´al de Stickelberger. Soit b est un nombre entier premier
a` m, on note Θb = (σb − b)Θ ∈ ΘZ[G].
Lemme 8
Sous les meˆmes hypothe`ses, on a :
Θb ∈ Ist(Q(ζm)).
Preuve
Il suffit de montrer que Θb ∈ Z[G]. On a
σbΘ =
m∗∑
t
〈
t
m
〉
σbσ
−1
t =
m∗∑
t
〈
t
m
〉
σ−1b−1t
“t=b−1t”
=
m∗∑
t
〈
bt
m
〉
σ−1t .
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Attention, quand on note b−1, c¸a veut dire qu’on conside`re un entier b−1 tel que bb−1 ≡ 1 (mod m). On
trouve
Θb =
∑
t = 0, . . . ,m− 1
(t,m) = 1
(〈
bt
m
〉
− b t
m
)
σ−1t .
Posons 0 ≤ r < m et s tels que bt = sm+ r alors on a 〈 btm〉 = rm = b tm − s et s = [ btm], ou` [x] de´signe la
partie entie`re de x . Et ainsi,
Θb = −
∑
t = 0, . . . ,m− 1
(t,m) = 1
[
bt
m
]
σ−1t ∈ Z[G]. (7)

Exemple important
Si m = p est un nombre premier impair, b = 2 et 1 ≤ t ≤ p− 1 alors[
2t
p
]
=
{
0 si t ≤ p−12
1 si t ≥ p+12
Ainsi,
Θ2 = −
p−1∑
t=1
[
2t
p
]
σ−1t = −
p−1∑
t=p+12
σ−1t . (8)
Lemme 9
L’ide´al de Stickelberger Ist(Q(ζm)) est engendre´ par les Θb en tant qu’ide´al (et meˆme en tant que Z-
module)
Preuve
Soit βΘ ∈ Ist(Q(ζm)). Ce la veut dire que β ∈ Z[G] et βΘ ∈ Z[G]. Posons β =
∑m∗
t btσt avec bt ∈ Z
pour tout t. On a
βΘ =
 ∑
t∈(Z/mZ)∗
btσt
 ∑
a∈(Z/mZ)∗
〈 a
m
〉
σ−1a
 = ∑
t,a∈(Z/mZ)∗
bt
〈 a
m
〉
σ−1at−1
a=ct
=
∑
c∈(Z/mZ)∗
 ∑
t∈(Z/mZ)∗
bt
〈
ct
m
〉
︸ ︷︷ ︸
∈Z par hyp.
σ−1c .
En particulier, si c = 1 on a
∑m∗
t bt
〈
t
m
〉 ∈ Z. Donc∑
0 ≤ t ≤ m
(t,m) = 1
bt
t
m
=: u ∈ Z ou encore
∑
0 ≤ t ≤ m
(t,m) = 1
btt = um.
Remarquons la petite astuce suivante : mΘ = (m+ 1− σm+1︸ ︷︷ ︸
=Id
)Θ = −Θm+1. Ainsi, on a
βΘ =
 ∑
t∈(Z/mZ)∗
btσt
Θ = ∑
0 ≤ t ≤ m
(t,m) = 1
bt(σt − t)Θ +
( ∑
0 ≤ t ≤ m
(t,m) = 1
btt
)
Θ =
∑
0 ≤ t ≤ m
(t,m) = 1
btΘt + umΘ
est bel et bien engendre´ par les Θb. 
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The´ore`me de Stickelberger
L’ide´al de Stickelberger Ist(Q(ζm)) annule le groupe des classes d’ide´aux de Q(ζm).
Preuve
Soit P un ide´al premier de Em premier a` m. La relation de Stickelberger nous donne : PmΘ = G(χ)mEm,
ide´al qu’on note (G(χ)m). Elevons ceci a` la puissance σb − b, on trouve PmΘb = (G(χ)m)σb−b =
(G(χ)σb−b)m, ou` σb est l’extension de σb a` Q(ζpm) telle que σb(ζp) = ζp (p e´tant le nombre premier
au-dessous de P).
Affirmation : G(χ)σb−b ∈ Q(ζ
m
).
L’affirmation montre qu’on peut “enlever le m”, c’est-a`-dire PΘb = (G(χ)σb−b). On a donc montre´ que
aΘb est principal pour tout ide´al a premier a` mEm. Mais on a vu (Lemme 7) que dans toute classe
d’ide´aux il existe un repre´sentant premier a` mEm. On en de´duit le the´ore`me puisqu’on vient de voir que
les Θb engendraient l’ide´al de Stickelberger.
Pour prouver l’affirmation, il suffit de montrer que G(χ)σb−b est invariant par G′ := Gal(Q(ζ
pm
)/Q(ζ
m
)).
Soit c ∈ Z tel que (c, pm) = 1. Tout e´le´ment du groupe Gal(Q(ζ
pm
)/Q) s’e´crit τc tel que τc(ζpm) = ζ
c
pm
.
On a alors G′ = {τc | c ≡ 1 (mod m)}. On se souvient que, pour tout x ∈ F∗ = Em/P , on a que χ(x) est
une racine m-ie`me de l’unite´ et que ψ(x) est une racine p-ie`me de l’unite´, de plus si x parcourt F∗, alors
cx aussi . On a alors :
(G(χ)σb)τc =
(
−
∑
x∈F∗
χ(x)ψ(x)
)σbτc
= −
∑
x∈F∗
χ(x)bψ(x)c = −
∑
x∈F∗
χb(x)ψ(cx)
= −χ−b(c)
∑
x∈F∗
χb(cx)ψ(cx) = −χ−b(c)
∑
x∈F∗
χb(x)ψ(x)
= χ−b(c)G(χ)σb . (i)
Le meˆme calcul avec b = 1 donne (G(χ))τc = χ−1(c)G(χ) qui, e´leve´ a` la puissance b donne
(G(χ)b)τc = χ−b(c)G(χ)b. (ii)
Le quotient des deux e´galite´s (i) et (ii) nous donne bien
(G(χ)σb−b)τc = G(χ)σb−b
Ce qui prouve l’affirmation et donc le the´ore`me. 
Nous allons maintenant montrer un re´sultat qui sera utilise´ “en passant” au chapitre 7. Le proble`me est
qu’il faut faire pas mal de de´finition et de “rappels”. Pour la fin de ce paragraphe, on va supposer que
m = p est un nombre premier. Bien suˆr, il y a un proble`me de notation, car avant, p e´tait un nombre
premier qui ne divise pas m. Mais nous ne rencontrerons plus ce p-la`. Donc G = Gal(Q(ζ
p
)/Q) est de
cardinal p− 1.
De´finition
Soit χ un caracte`re multiplicatif de G impair, c’est-a`-dire χ(−1) = −1. On sait que G est isomorphe a`
(Z/pZ)∗. On peut prolonger χ a` tous les entiers en posant χ(x) = χ(x) ou x est la classe de x si x n’est
pas un multiple de p, et χ(x) = 0 sinon. On de´finit la se´rie L de Dirichlet
L(1, χ) =
∞∑
n=1
χ(n)
n
.
Lemme 10
Sous les meˆmes hypothe`ses celles de la de´finition pre´ce´dente, on a :
0 6= L(1, χ) = i · π ·G(χ)
p2
·
p−1∑
a=1
aχ(a).
Preuve
Le fait que L(1, χ) 6= 0 est prouve´ dans [Was, Corollary 4.4, p. 34] et l’autre e´galite´ est donne´e dans le
meˆme ouvrage [Was, Theorem 4.9, p.38]. 
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De´finition
Notons ι pour σ−1 (la conjugaison complexe) qui est l’unique e´le´ment d’ordre 2 dans G. Soit R un anneau
commutatif et M un R[G]-module. On cre´e deux nouveaux modules M± = {x ∈M | ιx = ±x}. Ce sont
des sous-R[G]-modules de M . Si 12 ∈ R, alors on pose ε± = 1±ι2 . On ve´rifie facilement que ε±
2
= ε±,
ε+ε− = 0 et ε+ + ε− = 1. Ainsi, M = ε+M ⊕ ε−M et M± = ε±M . Si 12 6∈ R, alors on pose ε± = 1± ι,
on a encore une somme directe et ε+M ⊕ ε−M ⊂ M , et l’indice est une puissance de 2. On observe en
passant que σa · ι = σ−a.
Supposons R = Z. Si x =
∑
σ∈G nσσ, on note ‖x‖ pour
∑
σ∈G |nσ|.
On de´finit alors I = Ip = (1−ι)Ist. On a e´videmment I ⊂ I−st := Ist∩Z[G]− ou` dans ce cas, Z[G]− = (1−
ι)Z[G]. C’est une ve´rification facile : il est clair que (1− ι)Z[G] ⊂ Z[G]−. D’autre part, si x =∑p−1j=1 ajσj
est tel que que ιx = −x, alors on voit que pour tout j, ap−j = −aj. Donc, en posant y =
∑ p−1
2
j=1 ajσj ,
alors on a x = (1− ι)y.
On sait (Lemme 9) que Ist est engendre´ par gb := −Θb = (b − σb)Θ (7)=
∑p−1
a=1
[
ab
p
]
σ−1a , b = 1, . . . , p− 1
et gp := pΘ = ((p+ 1)− σp+1)Θ = −Θp+1 =
∑p−1
j=1
[
jp
p
]
σ−1j . Posons, pour i = 1, . . . , p− 1 :
fi = gi+1 − gi =
p−1∑
a=1
([
a(i+ 1)
p
]
−
[
ai
p
])
σ−1a .
On observe que les coefficients des fi sont 0 ou 1. Puisque g1, g2, . . . , gp engendrent Ist et que g1 = 0,
alors f1, . . . , fp−1 engendrent aussi Ist. Finalement, on remarque que
fp−1 =
p−1∑
a=1
([
ap
p
]
−
[
a(p− 1)
p
])
σ−1a =
p−1∑
a=1
a−
[
a− a
p
]
︸ ︷︷ ︸
=a−1
σ−1a =
p−1∑
a=1
σa =: s(G).
De´finissons enfin ei = (1 − ι)fi, i = 1, . . . , p− 1.
Lemme 11
Sous les meˆmes hypothe`ses, on a
a) ‖fi‖ = p−12 .
b) f1, . . . , f p−1
2
et s(G) engendrent Ist qui est, comme Z-module, de rang
p+1
2 .
c) e1, . . . , e p−1
2
engendrent I qui est, comme Z-module, de rang p−12 .
Preuve
Soit 1 ≤ i ≤ p−12 et 1 ≤ a ≤ p−1. On a a(i+1) = kp+r (0 < r < p). D’ou` (p−a)(i+1) = (i+1−k)p−r =
(i−k)p+(p− r). D’autre part, ai = lp+s (0 < s < p). D’ou` (p−a)i = (i− l)p−s = (i−1− l)p+(p−s).
On en de´duit :([
a(i+ 1)
p
]
−
[
ai
p
])
+
([
(p− a)(i + 1)
p
]
−
[
(p− a)i
p
])
= (k − l) + ((i − k)− (i− 1− l)) = 1.
Donc, si le coefficient de σ−1a dans fi est 1, celui de σ
−1
−a est 0, et vice versa. On en de´duit que ‖fi‖ = p−12 ,
donc, a) est prouve´. On a aussi (1 + ι)fi = s(G).
Puisque ei = (1− ι)fi, on a ‖ei‖ = (p− 1) (car, la` ou` il y avait des 0, on trouve des -1 et les 1 restent).
De manie`re analogue, si a(i+ 1) = kp+ r (0 < r < p), alors a(p− i − 1) = (a− k − 1)p+ (p− r). Et si
ai = lp+ s (0 < s < p), alors a(p− i) = (a− l + 1)p+ (p− s). On en de´duit :[
a(i+ 1)
p
]
−
[
ai
p
]
= k − l et
[
a(p− i)
p
]
−
[
a(p− 1− i)
p
]
= (a− l − 1)− (a− k − 1) = k − l.
Donc, fi = fp−1−i. Cela prouve que f1, . . . , f p−1
2
et s(G) engendrent Ist. En appliquant (1− ι), on trouve
que e1, . . . , e p−1
2
engendrent I. Si on montre que e1, . . . , e p−1
2
est une base, alors f1, . . . , f p−1
2
et s(G)
formeraient aussi une base : si λ1f1 + · · ·+ λ p−1
2
f p−1
2
+ λ p+1
2
s(G) = 0, appliquant (1− ι), on trouve que
λ1 = · · · = λ p−1
2
= 0 et donc λ p+1
2
= 0. Pour cela, il suffirait de montrer que la matrice
([
ij
p
])2≤i≤ p+12
2≤j≤ p+12
est inversible !! mais vous pouvez toujours essayer, c’est vachement dur !!
On va s’y prendre de manie`re un peu de´tourne´e (on utilisera entre autre le lemme pre´ce´dent, (’faut bien
qu’il serve a` quelque chose)). Il suffit de montrer que I est de Z-rang p−12 . Mais, 2I
−
st ⊂ I ⊂ I−st . La
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premie`re inclusion vient du fait que si x ∈ I−st alors 2x = (1−ι)x ∈ I, la deuxie`me est triviale. Il suffit donc
de montrer que I−st est de Z-rang
p−1
2 . Mais Ist = Z[G]Θ∩Z[G] et donc I−st = Ist∩Z[G]− = Z[G]Θ∩Z[G]−.
Ainsi, J := Z[G]−Θ∩Z[G]− ⊂ I−st . Donc, si on arrive a` voir que J est de rang p−12 ou meˆme que Z[G]−Θ
est de rang p−12 , on a gagne´. Pour cela, il suffit de montrer que la multiplication par Θ de C[G]
− dans
lui-meˆme est injective (et meˆme un automorphisme C-line´aire). On sait que Ĝ, l’ensemble des caracte`res
de G est isomorphe aux caracte`res de (Z/pZ)∗, donc on notera χ(a) au lieu de χ(σa). Posons, pour
χ ∈ Ĝ εχ = 1p−1
∑
σ∈G χ(σ)σ
−1 = 1p−1
∑p−1
a=1 χ(a)σ
−1
a . On ve´rifie que ε
2
χ = εχ, εχεψ = 0 si χ 6= ψ, et∑
χ∈Ĝ εχ = 1. On a donc, C[G] =
⊕
χ∈Ĝ C[G]εχ. En comparant les dimensions, on voit que chacun
des C[G]εχ est de dimension 1 sur C. Donc C[G]εχ = Cεχ. Et, puisque ce sont des ide´aux, on a
ΘCεχ ⊂ Cεχ. Donc, la base des εχ diagonalise la multiplication par Θ. On ve´rifie aussi que pour tout
σ ∈ G et χ ∈ Ĝ, on a σεχ = χ(σ)εχ. Donc Θεχ =
(
1
p
∑p−1
a=1 aχ(a)
)
εχ. En particulier, ιεχ = χ(−1)εχ.
Donc, C[G]− =
⊕
χ impairC[G]εχ. Mais, on sait que (Lemme 10) :
0 6= L(1, χ) = i · π ·G(χ)
p
· 1
p
p−1∑
a=1
aχ(a).
Donc, la matrice de la multiplication par Θ vue dans la base des εχ est diagonale et chaque e´le´ment de
la diagonale est non nul. Donc la multiplication par Θ est un automorphisme de C[G]−, ce qui prouve
notre lemme. 
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CHAPITRE 6
Premier The´ore`me de Miha˘ilescu
On va, dans ce chapitre, montrer un the´ore`me qui prolonge les relations de Cassels. Il sera une brique
essentielle pour la preuve finale :
The´ore`me 1 (The´ore`me 1 de Miha˘ilescu)
Soit p et q des nombres premiers impairs, et x, y des entiers non nuls tels que xp − yq = 1. Alors on a :
p2|y, q2|x, pq−1 ≡ 1 (mod q2) et qp−1 ≡ 1 (mod p2) (7)
Evidemment, il va falloir faire quelques lemmes et rappels. Nous aurons en particulier besoin du the´ore`me
de Stickelberger et des relations de Cassels. Nous allons commencer par un lemme simple, mais ge´nial :
Lemme 1
Soit K un corps de nombres et P un ide´al premier de OK tel que N(P) = |OK/P| = pf avec p un nombre
premier. Supposons que α, β ∈ OK soient tels que αp ≡ βp (mod P). Alors αp ≡ βp (mod P2).
Preuve
Pour tout x ∈ OK , on a e´videmment xpf ≡ x (mod P) (car OK/P est un corps fini a` pf e´le´ments). Ainsi,
de αp ≡ βp (mod P) et e´levant a` la puissance pf−1, on obtient α ≡ αpf ≡ βpf ≡ β (mod P). Posons
γ = α− β ∈ P . D’autre part, p ∈ P , ainsi :
αp − βp = (β + γ)p − βp =
p∑
j=1
(
p
j
)
γjβp−j ∈ pγOK + γpOK ⊂ P2.

Lemme 2
a) Soit p un nombre premier. Alors pour tout i = 1, . . . , p−1 l’e´le´ment 1−ζ
i
p
1−ζ
p
est un inversible de Z[ζ
p
] ce
qui montre que pZ est un ide´al qui ramifie totalement dans Z[ζ
p
], en outre, il est le seul qui ramifie.
b) Si u est un inversible de Z[ζ
p
], alors uu est une racine 2p-ie`me de l’unite´ ou` ici u de´signe le conjugue´
complexe de u.
Preuve
La partie a) est un corollaire du rappel qu’on a fait sur les corps cyclotomiques au chapitre 5, mais c’est
court et joli a` de´montrer, on va donc le faire :
xp − 1
x− 1 = x
p−1 + xp−2 + · · ·+ x+ 1 = φp(x) =
p−1∏
i=1
(x− ζi
p
)
En e´valuant en 1, on trouve p =
∏p−1
i=1 (1− ζ
i
p
). D’autre part, si 1 ≤ i ≤ p− 1, on a
1− ζi
p
1− ζ
p
= ζ
i−1
p
+ · · ·+ ζ
p
+ 1 ∈ Z[ζ
p
] = Ep et N(1− ζip) =
p−1∏
j=1
(1− ζij
p
)
k=ij
=
p−1∏
k=1
(1− ζk
p
) = N(1− ζ
p
),
ou` N = NQ(ζ
p
)/Q. Donc, N((1 − ζip)/(1 − ζp)) = 1. Or, pour tout x, N(x) = x ·
∏
σ σ(x) ou` σ parcourt
les e´le´ments du groupe de Galois de Q(ζ
p
)/Q. Donc, on a montre´ que (1 − ζi
p
)/(1− ζ
p
) est une unite´ de
Ep et donc que pEp = (1− ζp)p−1Ep. Le fait qu’il soit le seul a` ramifier vient du fait que le discriminant
de Q(ζ
p
) sur Q vaut ±pp−2, car seuls les premiers divisant le discriminant ramifient (c’est un the´ore`me
qui est montre´ dans Samuel, [Sam, The´ore`me 1, § 5.3]).
b) Cela se de´montre graˆce au sous-lemme suivant :
Sous-Lemme
Soit K un corps de nombres de degre´ n et α ∈ OK . Si |σ(α)| = 1 pour tout plongement complexe σ de
K. Alors α est une racine de l’unite´.
Preuve du Sous-Lemme
Les nombres α2, α3, . . . sont dans K et donc leur polynoˆme minimal est de degre´ infe´rieur ou e´gal a` n. De
plus, tous les σ(αk) sont de module 1. Fixons un k et posons f(x) = xm + am−1xn−1 + · · ·+ a1x+ a0 =
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∑
σ(x − σ(αk)) (m ≤ n), le polynoˆme minimal de αk. Puisque les σ(αk) sont de module 1, on voit que
|ai| ≤ maxj=1,...,m
((
j
m
))
. Donc les ai possibles ne sont qu’en nombre fini. Il existe donc k1 > k2 tels
que αk1 = αk2 ou encore αk1−k2 = 1 ce qui veut dire que α est une racine de l’unite´. 
Pour terminer la partie b) du lemme, il suffit de remarquer que
∣∣σ(uu )∣∣ = ∣∣∣σ(u)σ(u) ∣∣∣ = ∣∣∣σ(u)σ(u) ∣∣∣ = 1, pour tout
σ dans le groupe de Galois de Q(ζ
p
)/Q, car ce groupe est abe´lien et que la conjugaison complexe en est
un e´le´ment. D’autre part, puisque u est dans Q(ζ
p
) = Q(ζ
2p
), il doit eˆtre une racine 2p-ie`me de l’unite´
(pas force´ment primitive). 
Preuve du The´ore`me 1
Nous aurons besoin de deux ingre´dients essentiels dans cette preuve : les identite´s de Cassels et le
the´ore`me de Stickelberger. Supposons donc que xp − yq = 1 avec p, q premiers impairs. Les identite´s de
Cassels nous donnent que x ≡ 1 (mod p). Donc, x − 1 ∈ pEp ⊂ (1 − ζip)Ep, pour tout i = 1, . . . , p − 1.
Cela veut dire que x− ζi
p
= x− 1 + 1− ζi
p
∈ (1− ζi
p
)Ep. On a alors βi :=
x−ζi
p
1−ζi
p
∈ Ep. Pour tout j 6= i on
observe la relation
(1− ζi
p
)βi − (1− ζjp)βj = ζ
j
p
− ζi
p
. (i)
Mais, il est e´vident (en vertu du lemme 2 a)) que (1 − ζi
p
)Ep = (1 − ζjp)Ep = (ζ
j
p
− ζi
p
)Ep = (1 − ζp)Ep.
En divisant la relation (i) par 1− ζ
p
, on trouve que les ide´aux βiEp et βjEp sont premiers entre eux.
Maintenant vient une jolie ide´e : les relations de Cassels nous apprennent que x
p−1
x−1 = p · vq pour un
certain v ∈ Z et que q|x. Ainsi,
p−1∏
i=1
βi =
p−1∏
i=1
x− ζi
p
1− ζi
p
=
xp − 1
(x− 1) · p = v
q.
On vient de voir que les βiEp e´taient premiers entre eux. Donc, en vertu de l’unicite´ de l’e´criture des
ide´aux en produits d’ide´aux premiers, on en de´duit que pour chaque i, il existe un ide´al Vi tel que
βiEp = Vqi (9)
Soit θ ∈ Ist(Q(ζp)) un e´le´ment de l’ide´al de Sickelberger (en fait, on prendra θ = −Θ2 de´fini lors du
chapitre pre´ce´dent). Posons β = β1. On a vu que (βEp)
θ = (Vq1 )θ = (Vθ1 )q = αqEp pour un certain
α ∈ Q(ζ
p
). Calculons : 1− xζ−1p
1− ζ−1
p
θ = (ζp − x
ζ
p
− 1
)θ
= βθ = ε · αq, (ii)
pour une une unite´ ε de Ep; ceci parce que (βEp)
θ = βθEθp = β
θEp = α
qEp. Posons λ = (1−ζ−1p )θ. Alors
il existe une racine 2p-ie`me de l’unite´ δ telle que λε = λεδq. En effet : e´crivons θ =
∑p−1
i=1 aiσi ∈ Z[G]
(rappelons que σi est l’application qui envoie ζp sur ζ
i
p
). D’une part, on a
λ
λ
=
(1− ζ
p
)θ
(1− ζ−1
p
)θ
=
p−1∏
i=1
(1 − ζi
p
)ai
(1− ζ−i
p
)ai
=
p−1∏
i=1
−ζiai
p
= ζ
∑
p−1
i=1
iai
p
qui est une racine 2p-ie`me de l’unite´. D’autre part, on a vu au lemme 2 que εε e´tait aussi une telle racine,
donc le produit des deux aussi. Finalement, toute racine 2p-ie`me de l’unite´ est une puissance q-ie`me
d’une autre racine 2p-ie`me de l’unite´, car (2p, q) = 1. De (ii), on a : (1 − xζ−1
p
)θ = λεαq. En prenant le
conjugue´, on a (1− xζ
p
)θ = λεαq = λεδqαq. Donc,
(1− xζ−1
p
)θ − (1 − xζ
p
)θ = λε(αq − (δα)q), ou` δ est une racine de l’unite´.
Supposons maintenant (pour simplifier) que les coefficients de θ sont des entiers positifs (c’est le cas
pour −Θ2) ainsi, on reste dans les “vrais ide´aux” plutoˆt que dans les ide´aux fractionnaires et donc en
particulier α ∈ Ep. Puisque q|x, on en de´duit que (1 − xζ−1p )θ − (1− xζp)θ ≡ 1− 1 ≡ 0 (mod qEp). Soit
Q un ide´al premier de Ep au-dessus de q. Puisque ε est une unite´ et que λ est une puissance de 1 − ζp
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fois une unite´, et donc inversible modulo Q, on trouve que αq ≡ (δα)q (mod Q). Et, graˆce au Lemme 1,
on en de´duit que αq ≡ (δα)q (mod Q2). On a
(1− xζ
p
)θ =
p−1∏
i=1
(1− xζi
p
)ai ≡ 1− x
p−1∑
i=1
aiζ
i
p
(mod x2).
De meˆme,
(1− xζ−1
p
)θ ≡ 1− x
p−1∑
i=1
aiζ
−i
p
≡ 1− x
p−1∑
i=1
ap−iζ
i
p
(mod x2).
On en de´duit que x ·∑p−1i=1 (ai−ap−i)ζip ≡ 0 (mod Q2), car x2 ∈ Q2. On a besoin d’un petit lemme facile :
si Q est un ide´al premier d’un anneau de Dedekind avec ab ∈ Q2 et a ∈ Q, alors b ∈ Q ou a ∈ Q2. Dans
notre cas, cela veut dire que
∑p−1
i=1 (ai − ap−i)ζ
i
p
≡ 0 (mod Q) ou alors x ≡ 0 (mod Q2).
Supposons que
∑p−1
i=1 (ai − ap−i)ζ
i
p
≡ 0 (mod Q) pour tout Q au-dessus de q. Puisqu’il n’y a pas de
ramification au-dessus de q, cela implique que
∑p−1
i=1 (ai − ap−i)ζ
i
p
∈ qEp, ou encore q|ai − ap−i pour tout
i. On a dit qu’on prenait θ = −Θ2 =
∑p−1
i= p−12
σ−1i =
∑p−1
i=1 biσ
−1
i =
∑p−1
i=1 aiσi. On remarque que l’on a,
si p ≥ 3, a p−1
2
= bp−2 = 1 et a p+1
2
= b2 = 0. Cela voudrait dire que q|a p−1
2
−a p+1
2
= 1 ce qui est absurde !
On suppose donc que Q2 divise x, pour un certain Q au-dessus de q, donc σ(Q)2 divise σ(x) = x pour
tout σ ∈ Gal(Q(ζ
p
)/Q). Or, σ(Q) parcourt tous les ide´aux au-dessus de q, cela implique que q2|x,
toujours parce qu’il n’y a pas de ramification au-dessus de q. Donc, par les relations de Cassels, il existe
u ∈ Z tel que pq−1 · uq = x − 1 ≡ −1 (mod q2). Cela entraˆıne, par le petit the´ore`me de Fermat, que
uq ≡ −1 ≡ (−1)q (mod q), donc, par le Lemme 1, uq ≡ −1 (mod q2). Revenant aux meˆmes relations
de Cassels, on obtient pq−1 · uq ≡ −pq−1 ≡ −1 (mod q2), donc, en multipliant par −1, on a donc bien
prouve´ que
pq−1 ≡ 1 (mod q2).
Le fait que p2|y et que qp−1 ≡ 1 (mod p2) se de´montre de manie`re identique. 
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CHAPITRE 7
Premiers contacts avec le groupe H et petites valeurs
de p et q
Nous allons prouver que si p 6 | h−q ou q 6 | h−p , alors xp−yq = 1 n’a pas de solution non triviale. Le nombre
h−p est ce qu’on appelle le nombre de classes relatifs de Q(ζp)/Q que nous allons de´finir tout soudain.
Cela va en particulier montrer que p, q > 7. En fait des calculs pas tre`s long mais sous-jacents a` une
the´orie un peu plus longues montreraient que p, q ≥ 43, mais on n’aura pas besoin d’eˆtre aussi fin pour
la suite.
De´finissons de´ja` ce h− : il est bien connu des the´oriciens des nombres, car il intervient dans un pan de la
de´monstration du grand the´ore`me de Fermat.
De´finition
Si n est un nombre entier positif, on de´finit ζ
+
n
:= ζ
n
+ ζ
−1
n
= ζ
n
+ ζ
n
ou` x est le conjugue´ complexe de
x. On peut montrer que Q(ζ
+
p
) est totalement re´el (i.e. tout plongement de Q(ζ
+
n
) dans C est re´el), que
Q(ζ
+
n
) = {x ∈ Q(ζ
n
) | x = x} est d’indice 2 dans Q(ζ
p
). On note Ep l’anneau des entier de Q(ζp) et E
+
p
celui de Q(ζ
+
p
). On peut voir que E+p = Z[ζ
+
n
]. On note Un les inversibles de En et U
+
n ceux de E
+
n . On
note encore π = ζ
p
− 1 le ge´ne´rateur de l’unique ide´al au-dessus de p, qui ramifie totalement.
Lemme de Kummer
Soit p un nombre premier impair. Alors on a
Up = WpU
+
p ,
ou` Wp := {±ζkp | 0 ≤ k ≤ p − 1} est l’ensemble des racines de l’unite´ de Q(ζp). Plus pre´cise´ment, soit
u ∈ Up alors il existe 0 ≤ k ≤ p− 1 et u0 ∈ U+p tels que u = ζkpu0.
Preuve
Par le lemme 2 du Chapitre 6, uu = ±ζ
l
p
. Montrons que le ± est de trop : supposons que u = −ζl
p
u.
supposons que u = b0+b1ζp+ · · ·+bp−2ζ
p−2
p
. De l’e´galite´ be`-be`te (qu’on a de´ja` utilise´ et qu’on re´utilisera)
ζ
p
= 1 + (ζ
p
− 1), on de´duit que
u ≡ b0 + b1 + · · ·+ bp−2 ≡ u (mod πEp).
Donc, par hypothe`se, u ≡ −u ≡ −u (mod πEp). Cela veut dire que 2u ∈ πEp. Comme 2 6∈ πEp, on en
de´duit que u ∈ πEp ce qui est absurde, car u est inversible. Ainsi, on a u = ζlu = ζ2ku pour un certain k,
car (2, p) = 1. Posons u0 = uζ
−k
. On a u0 = uζ
k
p
= uζ
−l
ζ
k
= uζ
−k
= u0 ∈ U+p . Et bien suˆr u = ζku0. 
Lemme 1
Soit K ⊂ L deux corps de nombres. Alors l’application a 7→ aL de´finit une application CLK → CLL. A
priori, cette application n’est pas injective. Mais si K = Q(ζ
+
p
) et L = Q(ζ
p
), alors cette application est
injective.
Preuve
Les ide´aux fractionnaires principaux de K sont envoye´s sur les ide´aux principaux de L, donc cette
application passe aux classes d’ide´aux.
Montrons d’abord en toute ge´ne´ralite´ que l’application a 7→ aL est un homomorphisme injectif de
l’ensemble des ide´aux fractionnaire de K dans ceux de L. Soit a un ide´al fractionnaire de K tel que
aOL = OL. Alors e´videmment a ⊂ K et a = aOK ⊂ aOL = OL. Donc, a ⊂ K ∩ OL = OK . De meˆme,
a−1OL = OL. Donc, on de´duit de la meˆme manie`re que a−1 ⊂ OK ou encore a ⊃ OK (car O−1K = OK et
le passage a` l’inverse change le sens des inclusions). Donc, a = OK .
Montrons maintenant que dans notre cas, l’application reste injective sur le groupe des classes : soit
a ⊂ E+p tel que aEp = αEp (il est possible de supposer que a ⊂ E+p , car on travaille dans les classes
d’ide´aux). Puisque a = a et Ep = Ep, on a αEp = αEp. Donc il existe une ε ∈ U tel que α = εα. Mais
puisque ε = αα on a vu au Lemme 2 du Chapitre 6 que ǫ est en fait une racine 2p-ie`me de l’unite´. Si ε = η
2,
alors, en posant, comme au Lemme de Kummer β = αη, on a β = αη = αη2 η = αη
−1 = αη = β. Donc,
αEp = αEp = βEp. On en de´duit que a = βE
+
p , par injectivite´ de a 7→ aL sur les ide´aux fractionnaire de
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K dans ceux de L. Mais, a priori, ε = (−ζ
p
)l n’est pas force´ment un carre´, sauf si on arrive a` prouver que
l est pair. On remarque d’abord que si v = vpiEp est la valuation de l’ide´al au-dessus de p, alors v(bEp)
est pair pour tout ide´al b de E+p , ceci parce que π ramifie totalement au-dessus de p. En particulier,
v(α) est pair, car il provient d’un ide´al de K. D’autre part, pipi = −ζp. Ainsi, on a α =
(
pi
pi
)l
α. Donc,
απl = απl ∈ E+p . On trouve alors l = v(απl)− v(α) est pair. 
Notation
Le Lemme pre´ce´dent nous montre, entre autre, que le cardinal du groupe des classes de Q(ζ
+
p
) := h+p
divise le cardinal du groupe des classes de Q(ζ
p
) := hp. Le quotient s’appelle le nombre de classes relatifs
de Q(ζ
p
)/Q qu’on note h−p .
De´finition
Soit p un nombre premier impair. On pose comme souvent G = Gal(Q(ζ
p
)/Q), de cardinal p− 1. Notons
ι pour σ−1 (la conjugaison complexe). Soit R un anneau commutatif et M un R[G]-module. On rappelle
que M± = {x ∈ M | ιx = ±x} qui sont des sous-R[G]-modules de M tels que M = M+ ⊕M− si 2 est
inversible dans R.
On se souvient que l’ide´al de Stickelberger Ist = Ist(Q(ζp)) = Z[G] ∩ΘZ[G] avec
Θ =
∑
a∈(Z/pZ)∗
〈
t
p
〉
σ−1a =
1
p
p−1∑
a=1
aσ−1a .
On a vu au Chapitre 5 (Lemme 11) que I = Ip = (1− ι)Ist e´tait un Z-module libre de rang p−12 .
On pose
E = {u(1− ζ
p
)k | k ∈ Z, u ∈ Up}.
On voit que E est un sous-groupe de Q(ζ
p
)∗, c’est aussi un Z[G]-module, car σa(1−ζp) = 1−ζ
a
p
= u(1−ζ
p
)
pour une certaine unite´ u. Enfin on voit que E = Z[ζ
p
, 1p ]
∗, car p = u(1− ζ
p
)p−1 pour une certaine unite´
u.
Soit q un nombre premier diffe´rent de 2 et de p. Si A est un groupe abe´lien on pose Aq = {αq | α ∈ A} et
A[q] = {α ∈ A | αq = 1}. Si le cardinal de A est fini, A[q] est de cardinal 1 ou q. De´finissons maintenant
notre fameux groupe H : on notera
H = {α ∈ Q(ζ
p
)∗ | vr(α) ≡ 0 (mod q) pour tout ide´al premier r 6= πEp}/Q(ζp)∗
q
.
Il est e´vident que α ∈ H si et seulement s’il existe k ∈ Z et a un ide´al fractionnaire de Q(ζ
p
) tels que
αEp = a
q(1−ζ
p
)k. On voit facilement que H est un Z[G]-module (α
∑
aσσ =
∏
σ(α)aσ et σa(πEp) = πEp,
pour tout a). Il est clair que l’action de qZ[G] sur H envoie tout sur 1H , faisant de H un Fq[G]-module.
On utilisera souvent cette structure, car 2 est inversible dans Fq.
Posons encore G+ le groupe Gal(Q(ζ
+
p
)/Q) = G/ < ι >; son cardinal est p−12 . On note encore CL le
groupe des classes de Q(ζ
p
). Attention : CL+ qui est l’ensemble des classes d’ide´aux de Ep invariantes
par ι n’est pas l’ensemble des classes d’ide´aux de Q(ζ
+
p
), mais le second s’injecte dans le premiers (lemme
1). Donc h+p ||CL+|. D’autre part, CL− s’injecte dans CL sans rencontrer CL+. Donc, CL− s’injecte dans
CL/CL+, ou encore |CL−| divise hp|CL+| qui divise h−p .
Lemme 2
On prend les meˆmes hypothe`ses que pour les de´finitions pre´ce´dentes.
a) On a la suite exacte de Fq[G]-modules :
0 −→ E/Eq −→ H −→ CL[q] −→ 0.
b) E/Eq est invariant par ι, donc est un Fq[G+]-module.
c) H− ≃ CL[q]− = CL−[q]. Et on a la suite exacte :
0 −→ E/Eq −→ H+ −→ CL[q]+ −→ 0.
d) H est annihile´ par I.
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preuve
a) La premie`re fle`che envoie u(1 − ζ
p
)k sur sa classe modulo Q(ζ
p
)∗q. Le noyau est e´videmment Eq.
Pour la seconde fle`che, α ∈ H est tel que αEp = aq(1 − ζp)k. On envoie alors α sur a. Puisque
aq = α(1− ζ
p
)−kEp, la fle`che est bien de´finie. Supposons que α appartienne au noyau de la seconde
fle`che. Alors il existe k ∈ Z et β ∈ Q(ζ
p
)∗ tel que αEp = βq(1 − ζp)kEp donc, il existe une unite´ u
telle que α = uβq(1− ζ)k dans H≡ u(1− ζ
p
)k ∈ E.
b) Si α = u(1− ζ
p
)k ∈ E, alors u1−ι = uu est une racine 2p-ie`me de l’unite´ (Lemme 2 b) du Chapitre 6),
donc appartient a` Eq car (2p, q) = 1. Ainsi u ≡ uι (mod Eq). D’autre part, (1 − ζ
p
)1−ι =
1−ζ
p
1−ζ−1
p
=
−ζ
p
∈ Eq. Donc, E/Eq est un Fq[G+]-module.
c) Puisque 2 est inversible dans Fq, tout Fq[G]-moduleM = M+⊕M−, la suite exacte vue en a) permet
de conclure puisqu’on a montre´ en b) que (E/Eq)+ = E/Eq et (E/Eq)− = 0.
d) Puisque Ist annihile CL[q], que (1− ι) annihile E/Eq et que I = (1− ι)Ist, la suite exacte de a) nous
permet de conclure. 
Lemme 3
Si xp − yq = 1 avec p, q premiers impairs et x, y entiers non nuls alors
a)
x−ζ
p
1−ζ
p
Ep = a
q pour un certain ide´al a de Ep.
b) La classe de (x− ζ
p
) modulo les puissances q-ie`me est dans H .
Preuve
a) c’est la relation (9) vue au chapitre pre´ce´dent.
b) de´coule de a) en multipliant par 1− ζ
p
. 
Lemme 4
Notons µp l’ensemble de toutes les racines p-ie`mes de l’unite´. Alors on a
∑
ζ ∈ µp
ζ 6= 1
1
x− ζ =
φ′p(x)
φp(x)
et
∑
ζ ∈ µp
ζ 6= 1
ζ
(1− ζ)2 =
1− p2
12
ou` φp(x) = x
p−1 + xp−2 + · · ·+ x+ 1 est le p-ie`me polynoˆme cyclotomique.
Preuve
On notera
∑
tout court pour
∑
ζ ∈ µp
ζ 6= 1
dans cette preuve. Alors l’inte´grale
∫
(
∑
(x − ζ)−1)dx =∑∫ (x −
ζ)−1dx = ln(c ·∏(x− ζ)) = ln(c · φp(x)) pour une constante c. En de´rivant, on trouve la premie`re e´galite´
cherche´e.
On en de´duit que
∑
1
1−ζ =
φ′p(1)
φp(1)
= p(p−1)2·p =
p−1
2 . En de´rivant la premie`re e´galite´, et en remplac¸ant x
par 1, on trouve
∑ 1
(1− ζ)2 =
φ′2p (1)− φ′′p(1)φ(1)
φ2p(1)
.
Or, φ′′p(1) = (p− 1)(p − 2) + (p− 2)(p− 3) + · · ·+ 2 · 1 = (p−2)(p−1)p3 car
∑n
k=1 k(k + 1) =
n(n+1)(n+2)
3 .
Donc,
∑
1
(1−ζ)2 =
−(p−5)(p−1)
12 . Et finalement∑ ζ
(1− ζ)2 = −
∑ 1
1− ζ +
∑ 1
(1− ζ)2 =
1− p
2
+
−(p− 5)(p− 1)
12
=
1− p2
12
.

A partir de cet endroit, nous sortons du cadre “e´le´mentaire”. Bien suˆr, les choses pouvaient eˆtre parfois
techniques et meˆme un peu ”tordu”. Nous avons passe´ une e´tape de´ja` importante quand nous avons
introduit les corps de nombres et une partie de la the´orie de Galois. Maintenant nous allons passer un
cran supple´mentaire dans l’abstraction, on doit de´finir les p-adiques, c’est-a`-dire l’anneau Zp et le corps
Qp. [Se, pp. 23-26]
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De´finitions-The´ore`mes (Rappels sur les p-adiques)
Soient n ∈ N, n ≥ 2, p premier et ϕn l’homomorphisme naturel de Z/pnZ dans Z/pn−1Z qui est
e´videmment surjectif.
On de´finit alors
Zp = lim← (Z/p
nZ, ϕn) = {(xn)∞n=1 ∈
∞∏
n=1
Z/pnZ | ϕn(xn) = xn−1 ∀n ≥ 2}.
L’addition, la multiplication et la topologie sur Zp sont he´rite´es de celles induites par l’anneau topologique
produit
∞∏
n=1
Z/pnZ. Les anneaux Z/pnZ e´tant munis de la topologie discre`te, nous avons donc que
∞∏
n=1
Z/pnZ est compact (Lemme de Tychonov), donc Zp aussi puisqu’il est ferme´.
Zp posse`de les proprie´te´s suivantes :
a) Zp/pnZp = Z/pnZ
b) Zp est un anneau local d’ide´al maximal pZp, donc les seuls ide´aux de Zp sont les pnZp, n ∈ N ; il suit
que tout x ∈ Zp s’e´crit de manie`re unique sous la forme pn · u avec u inversible.
c) La valuation p-adique
vp : Zp −→ N ∪ {∞}
x 7−→ n tel que x = pn · u
0 7−→ ∞
induit une distance : d(x, y) = p−vp(x−y) qui de´finit la topologie de Zp. On a en outre que Z est
dense dans Zp qui est complet.
d) Zp ∩Q = Z(p) = {ab ∈ Q | p 6 | b}
Notons Qp le corps des fractions de Zp. Vu ce qui pre´ce`de, on a bien suˆr que Qp = Zp[p−1], donc tout
x ∈ Qp s’e´crit aussi de manie`re unique sous la forme pn ·u, ou` u est un inversible de Zp mais maintenant,
n ∈ Z ; n s’appellera aussi valuation p-adique que l’on notera aussi vp(x) ; elle induira de la meˆme manie`re
la topologie sur Qp, et on obtient facilement les re´sultats suivants.
e) Le corps Qp , muni de la distance d(x, y) = p−vp(x−y) est localement compact et complet ; le corps
Q est dense dans Qp.
f) La distance d est “ultrame´trique”, c’est-a`-dire qu’elle ve´rifie l’ine´galite´ suivante :
d(x, y) ≤ max(d(x, z), d(z, y)).
Nous obtenons graˆce a` cela le fait agre´able que toute se´rie de Qp ou de Zp est convergente si et
seulement si son terme ge´ne´ral tend vers 0.
Nous aurions pu de´finir Qp, de manie`re tout a` fait analytique, comme le comple´te´ de Q pour la distance
d, en voyant Zp comme la boule unite´ et pZp comme la boule unite´ prive´e de la sphe`re unite´.
The´ore`me (Lemme de Hensel)
Soient f ∈ Zp[X1, . . . , Xm], x ∈ (Zp)m, n, k ∈ N et j ∈ Nm.
Supposons que
0 ≤ 2k < n, f(x) ≡ 0 (mod pn) et vp
(
∂f
∂Xj
(x)
)
= k.
Alors il existe un ze´ro y de f dans (Zp)m qui est congru a` x modulo pn−k.
Il existe une forme de contrapose´e, un peu plus forte dont nous aurons besoin lors de l’appendice 2 : si
f ∈ Zp[X ] est irre´ductible, alors f ∈ Fp[X ] est une puissance d’un polynoˆme irre´ductible.
Preuve
Ce the´ore`me est de´montre´ dans [Serre, pp. 28-30] pour la premie`re partie, la contrapose´e est prouve´e
dans [Jac2, p. 573]. 
Nous sommes preˆt a` montrer un gros lemme, dont l’e´nonce´ ne paye pas de mine, mais qui sera bien utile !!
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Proposition 5
Si xp − yq = 1 avec p, q premiers impairs et x, y entiers non nuls alors l’e´le´ment (x− ζ)1−ι est non-trivial
dans H (donc dans H−).
Preuve
On va prouver cela par l’absurde. Supposons donc que (x− ζ)1−ι = 1 dans H . Cela veut dire qu’il existe
α ∈ Q(ζ
p
) tel que
x−ζ
p
x−ζ−1
p
= αq. Les relations de Cassels nous apprennent que x ≡ 1 (mod pq−1). Posons
µ = x−1
1−ζ
p
. On a x − 1 ∈ pq−1Z ⊂ π(p−1)(q−1)Ep, donc µ ∈ Ep et vpi(µ) ≥ (p − 1)(q − 1) − 1 ≥ 4. On
ve´rifie que
x−ζ
p
1−ζ
p
= 1 + µ et
1 + µ
1 + µ
= −ζ−1
p
αq = βq avec β = −ζ−
1
q
p
α,
c’est toujours possible, car (q, 2p) = 1. Choisissons des racines q-ie`me de 1 + µ et de 1 + µ, qu’on notera
q
√
1 + µ et q
√
1 + µ (on sort peut-eˆtre de Q(ζ
p
)), telles que
q
√
1 + µ
q
√
1 + µ
= β (c)
Posons encore
η =
(
q
√
1 + µ+ ζ
− 1
q
p
q
√
1 + µ
)q
.
On pre´tend que η ∈ Up. En effet : notons O l’ensemble des entiers alge´brique de C sur Z. Si z1, z2 ∈ O,
alors q
√
z ∈ O et z1 + z2 et z1z1 ∈ O donc η ∈ O, puisque µ ∈ Ep. D’autre part,
η =
(
q
√
1 + µ
)q
· (β + ζ−
1
q
p
)q = (1 + µ)(−αζ−
1
q
p
+ ζ
− 1
q
p
)q = (1 + µ)(1− α)qζ−1
p
∈ Q(ζ
p
).
Puisque A + B divise Aq + Bq, on a q
√
1 + µ + ζ
− 1
q
p
q
√
1 + µ divise (1 + µ) + ζ
−1
p
(1 + µ) dans O. Or,
(1 + µ) + ζ
−1
p
(1 + µ) =
x−ζ
p
1−ζ
p
+ ζ
−1
p
x−ζ−1
p
1−ζ−1
p
=
ζ−1
p
−ζ
p
1−ζ
p
∈ Up ⊂ O∗. Ainsi, η ∈ Q(ζp)∩O∗ = Up. Tout e´le´ment
de Up a une norme qui est a priori de ±1. Mais comme Q(ζp) est totalement complexe, l’ensemble des
plongements est par paires de conjugue´s, donc la norme est positive et donc N(η) = 1 ou` N = NQ(ζ
p
)/Q.
Puisque [Qp(ζp) : Qp] = p− 1, NQp(ζp)/Qp prolonge NQ(ζp)/Q.
On va donc chercher des racines de 1+µ et de 1+µ satisfaisant (c) dans Qp(ζp). En posant (comme dans
la preuve du Lemme 2 du Chapitre 4)
( 1
q
k
)
=
(
1
q (
1
q − 1)(1q − 2) · · · (1q − (k + 1))
)
/k!, et par convention( 1
q
0
)
= 1 on a, tout d’abord formellement :
(1 + µ)
1
q =
∞∑
k=0
( 1
q
k
)
µk.
D’abord,
(
a
k
)
∈ Zp si a ∈ Zp, car c’est vrai si a ∈ Z et donc, par continuite´ et puisque Z est dense dans
Zp, et e´videmment, 1q ∈ Zp. Ensuite, la se´rie converge, car vpi(µ) ≥ 4 et donc la norme (p-adique) des
termes de la se´rie tend vers 0. Donc, dans Qp(ζp) une racine q-ie`me de (1 + µ) existe.
Il va falloir maintenant travailler pour affirmer qu’il est possible de s’arranger pour satisfaire la condition
(c).
Dans le cas ou` p 6≡ 1 (mod q), Qp(ζp) n’a pas de racine q-ie`me de l’unite´ autre que 1. En effet, si ω
est une racine q-ie`me de l’unite´ diffe´rente de 1, alors ω ≡ 1 (mod πZp[ζp]), car 1 est l’unique racine
q-ie`me de l’unite´ dans le corps re´siduel Zp[ζp]/πZp[ζp] = Fp (sinon, q|p − 1). Et si ω = 1 + πu, alors
1 = ωq = 1 + qπu + O(π2), avec la notation O(π2) qui signifie ici seulement qu’il s’agit d’un multiple
de Zp[ζp] de π
2; donc π|q, ce qui est impossible. Dans ce cas, la condition (c) est automatiquement
satisfaite, car les racines q-ie`me, si elles existent, sont uniques. Et on peut poser q
√
1 + µ = (1 + µ)
1
q et
q
√
1 + µ = (1 + µ)
1
q et de´finir µ comme avant.
Dans le cas ou` p ≡ 1 (mod q), le corps re´siduel contient q racines distinctes de l’unite´ (Lemme IMP,
Chapitre 5) qui, par le Lemme de Hensel, se rele`vent en q racines de l’unite´ dans Zp[ζp]. Soit ω, une telle
racine diffe´rente de 1. A priori, il existe k tel que (1+µ)
1
q
ωk(1+µ)
1
q
= β. On montre facilement que 1+πZp[ζp] est
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un groupe multiplicatif, donc (1+µ)
1
q
(1+µ)
1
q
≡ 1 (mod πZp[ζp]). Puisque Zp[ζp]/πZp[ζp] = Fp, il existe u0 ∈ Z
et v ∈ Zp[ζp] tels que β = u0 + πv et 0 ≤ u0 < p. On veut montrer que k = 0 ou, ce qui est e´quivalent,
u0 = 1 (car les ω
k sont distincts modulo π). D’abord, on a βq = 1+µ1+µ ≡ 1 (mod π). d’ou`, uq0 ≡ 1 (mod π),
ou encore uq0 ≡ 1 (mod p) (car u0 ∈ Z). D’autre part, (ββ)q = 1+µ1+µ · 1+µ1+µ = 1 = 1q, donc ββ = 1, car dans
Q(ζ
p
), il n’y a que 1 comme racine q-ie`me de 1. Mais β = u0 + πv. On en de´duit que u
2
0 ≡ 1 (mod p) et
on vient de voir que uq0 ≡ 1 (mod p), donc u0 ≡ 1 (mod p), car (2, q) = 1.
Donc, dans tous les cas, la condition (c) est satisfaite dans Qp(ζp). Et alors, il est possible de de´finir η
relativement a` ce choix. Posons
u = (1 + µ)
1
q + ζ
− 1
q (1 + µ)
1
q .
Puisque µµ = −ζ est une unite´, en effectuant le de´veloppement binomial, on trouve que u = (1 + µq ) +
ζ
r
p
(1 + µq ) +O(µ
2), et r ∈ Z tel que r ≡ − 1q (mod pZp[ζp]). Cela veut dire que
u ≡ (1 + µ
q
) + ζ
r
p
(1 +
µ
q
) (mod µ2Zp[ζp]).
Donc, en faisant un petit calcul, on trouve u = (1 + ζ
r
p
)(1 + x−1q
1−ζr+1
p
(1−ζ
p
)(1+ζr
p
)
) +O(µ2).
Or, 1 + ζ
r
p
=
1−ζ2r
p
1−ζr
p
est une unite´, sa norme vaut donc 1. On a ainsi :
N(u) =
∏
ζ ∈ µp
ζ 6= 1
(1 +
x− 1
(1− ζ)︸ ︷︷ ︸
≃µ
1− ζr+1
q(1 + ζ
r
)
) +O(µ2)
= 1 +
x− 1
q
∑
ζ ∈ µp
ζ 6= 1
(
1− ζr+1
(1− ζ)(1 + ζr)
)
+ O(µ2). (i)
Posons π′ = ζ− 1, bien suˆr π = π′ si ζ = ζ
p
. Alors on a
1− ζr+1
(1 − ζ)(1 + ζr) =
1− (1 + π′)r+1
−π′(1 + (1 + π′)r) =
−(r + 1)π′ +O(π2)
−π′(2 + rπ′) +O(π3) =
r + 1
2
+O(π),
puisque 2 est inversible dans Zp[ζp]. Or, π
3|x− 1, donc π(x− 1)|µ2 = (x−1)2pi2 et ainsi,
N(u) = 1 +
x− 1
q
(r + 1)(p− 1)
2
+O(π(x − 1)).
En effectuant le de´veloppement binomial, et en utilisant le fait que π(x − 1)|(x− 1)2, on trouve que :
1 = N(η) = N(u)q = 1 +
(x− 1)(r + 1)(p− 1)
2
+O(π(x − 1))︸ ︷︷ ︸
=0
.
Donc, π(x − 1)| (x−1)(r+1)(p−1)2 . Donc π|r + 1 ce qui implique que −1 ≡ r ≡ − 1q (mod p). Donc q ≡ 1
(mod p). On supposera donc, dans la suite que q ≡ 1 (mod p), et on reprend le calcul de u a` O(µ3) pre`s.
Mais avant cela, on voit que ζ
− 1
q
p
= ζ
−1
p
et µ+ ζ
− 1
q µ = 0. On obtient alors :
u = 1 +
( 1
q
2
)
µ2 + ζ
−1
p
(1 +
( 1
q
2
)
µ2) +O(µ3)
= (1 + ζ
−1
p
)
(
1 +
1− q
2q2
(x− 1)2
ζ
p
(1− ζ
p
)2
)
+O(µ3),
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car
( 1
q
2
)
=
1− q
2q2
et (1 − ζ−1
p
)2 = ζ
−2
p
(1 − ζ
p
)2. En prenant la norme, en remarquant que (1 + ζ
−1
p
) est
de norme 1 et en raisonnant comme en (i), on trouve
N(u) = 1 +
1− q
2q2
(x− 1)2
∑
ζ ∈ µp
ζ 6= 1
ζ
(1 − ζ)2 +O(µ
3).
On a vu au Lemme 4 que
∑
ζ ∈ µp
ζ 6= 1
ζ
(1− ζ)2 =
1− p2
12
. A nouveau en effectuant le de´veloppement binomial,
et en utilisant le fait que µ3|(x− 1)4, on trouve que :
1 = N(η) = N(u)q = 1 +
(1− q)(x − 1)2(1− p2)
2 · q · 12 +O(µ
3)︸ ︷︷ ︸
=0
.
Or,
(1− q)(1 − p2)
2 · 1 · 12 est un e´le´ment de Zp[ζp], meˆme quand p = 3, car q ≡ 1 (mod p). Donc, µ
3 =
(x− 1)3
π3
divise
(1 − q)(x− 1)2(1 − p2)
2 · q · 12 et donc, x− 1 divise
(q−1)(1−p2)pi3
24q . Comme x ≡ 1 (mod pq−1), on obtient
que pq−1| (q−1)pi33 , donc p|π3 et c’est impossible ou pq−1|q − 1 et la division est dans Z, mais c’est aussi
impossible, car pq−1 est bien plus grand que q − 1. Donc on a notre contradiction, ce qui implique que
(x − ζ)1−ι n’est pas trivial dans H . 
Corollaire 6
Soit p et q des nombres premiers impairs distincts. Si p 6 | h−q ou q 6 | h−p , alors l’e´quation xp − yq = 1, n’a
pas de solution non nulles x, y ∈ Z.
Preuve
Par syme´trie, supposons que q 6 | h−p . On a vu (Lemme 2 c)) que H− ≃ CL−[q]. Puisque CL−[q] = 1 ou
q divise |CL−| qui divise h−p (cf. De´finition entre les Lemmes 1 et 2), on en de´duit que H− est trivial.
Or, si xp − yq = 1, la proposition 5 nous dit que (x − ζ)1−ι est un e´le´ment non-trivial de H−. C’est une
contradiction et le corollaire est prouve´. 
Lemme 7
Soit p un nombre premier impair. Soit γ ∈ N une racine primitive modulo p, c’est-a`-dire que la classe
de γ engendre cycliquement F∗p. Posons, pour i = 1, . . . , p − 1, 1 ≤ γi ≤ p− 1, tel que γi ≡ γi (mod p).
Posons Fp(X) =
∑p−1
i=1 γiX
i. Soit enfin ζ
p−1 une racine primitive p− 1-ie`me de l’unite´. Alors
h−p =
∣∣∣∣∣∣
p−1
2∏
k=1
Fp(ζ
2k−1
p−1 )
∣∣∣∣∣∣
(2p)
p−3
2
.
Preuve
Ce Lemme est assez long a` prouver, mais pas trop dur. Une version semblable a` cet e´nonce´ se trouve
dans [Edw, p. 225]. 
Nous allons montrer que la conjecture de Catalan est vraie si p ou q est infe´rieur ou e´gal a` 43. Mais nous
n’aurons besoin de ce re´sultat que pour p ou q ≤ 11. Alors, on va calculer “a` la main” h−3 , h−5 et h−7 .
Ainsi, toute la preuve de Catalan sera fait sans calcul informatique... mais pour eˆtre franc, j’ai tout de
meˆme ve´rifie´ mes calculs par ordinateur, pas con le bourdon !
Lemme 8
h−3 = h
−
5 = h
−
7 = 1
Preuve
Si p = 3, ζ
p−1 = −1, γ = 2 et F3(X) = X2 + 2X . Donc h−3 =
|F3(−1)|
(6)0 = | − 1| = 1.
Si p = 5, ζ
p−1 = i, γ = 2 et F5(X) = X
4 + 3X3 + 4X2 + 2X , F5(i) = (−3 − i) et F5(i3) = (−3 + i). Et
donc h−5 =
F5(i)·F5(i3)
(10)1 = 1.
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Enfin, si p = 7, ζ
p−1 =
1+
√
3i
2 , γ = 3 et Fp(X) = X
6 + 5X5 + 4X4 + 6X3 + 2X2 + 3X . Et donc,
h−7 =
|F7(ζ6)·F7(ζ
3
6
)·F7(ζ56)|
(14)2 =
|(−4−2√3i)(−7)(−4+2√3i)|
196 = 1. 
The´ore`me 9 (The´ore`me 2 de Miha˘ilescu)
Si p et q sont des premiers impairs distincts avec p ou q ≤ 43, alors l’e´quation xp − yq = 1 n’a pas de
solutions entie`res non nulles
Preuve
En faisant des calculs comme au Lemme 8, mais un peu plus long (et a` l’ordinateur, cette fois), on
trouve que h−p = 1 si p ≤ 19. Pour p = 23, 29, 31, 37, 41, 43, on a respectivement h−p = 3, 8, 9, 37, 112, 211.
Comme h2 = h
−
3 = h
−
11 = 1, il n’y a pas de proble`me pour p = 23, 29, 31, 37, 41. Pour 43, il faut calculer
h−211. On calcule que
h−211 = 3
2 · 72 · 41 · 71 · 181 · 2812 · 421 · 1051 · 12251 · 113981701 · 4343510221
et donc, 43 6 | h−211. En revanche, h−47 = 5 · 139 et
h−139 = 3
2 · 472 · 2772 · 967 · 1188961909.
En revanche, 47138 ≡ 7507 (mod 1392) et 13946 ≡ 1035 (mod 472), donc, si on le voulait, on pourrait
encore ajouter 47 a` la liste, mais comme je l’ai de´ja` dit, c’est seulement pour 3, 5, et 7 que c’est vraiment
important. 
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CHAPITRE 8
Troisie`me the´ore`me de Miha˘ilescu :
p < 4q2 et q < 4p2
Le titre est assez explicite pour voir ce qu’on va prouver. Ce the´ore`me permet d’e´viter d’avoir recourt a`
l’ordinateur et d’utiliser des re´sultats difficiles sur les formes logarithmiques.
Lemme 1
Soit 3 ≤ p < q deux nombres premiers. Alors on a les re´sultats suivants :
a) log(q)q−1 − 1q > 1q .
b) 1x > log(1 +
1
x ) si x ≥ 1.
c) pq−1 > qp−1 + q.
Preuve
Prouvons a) : q log(q)− 2(q− 1) > 0, car q ≥ 5 et la fonction q log(q)− 2(q− 1) est croissante (sa de´rive´e
vaut log(q)− 1). Donc log(q)q−1 > 2q , ou encore log(q)q−1 − 1q > 1q .
Prouvons b) : soit 0 < y = 1x ≤ 1. On a ey − y > 1, car l’ine´galite´ non stricte est vraie pour y = 0 et la
fonction ey − y est croissante. Donc, 1x > log(1 + 1x ).
Prouvons c) : posons f(x) = log(x)x−1 . Prouver la partie c) revient a` prouver que f(p)−f(q) > log(1+ 1qp−2 )·
1
(p−1)(q−1) . Par le the´ore`me des accroissements finis, il existe c ∈]p, q[ tel que f(p)− f(q) = (p− q) · f ′(c).
On voit que f ′(x) = −(x log(x)−(x−1))x(x−1)2 < 0 si x > 2. De plus, f
′′(x) = 2x
2 log(x)−3x2+4x−1
x2(x−1)3 > 0 si x > 2.
Ainsi, f ′(p) < f ′(c) < f ′(q) < 0. Donc (p− q)f ′(c) ≥ (p− q)f ′(q). Donc, il suffit de montrer que
(q − p)q log(q) − (q − 1)
q(q − 1)2 > log(1 +
1
qp−2
) · 1
(p− 1)(q − 1) .
Or, graˆce a` la partie b), log(1+ 1qp−2 ) ≤ 1qp−2 . Donc, l’ine´galite´ a` prouver est vraie si (q−p) q log(q)−(q−1)q(q−1) >
1
qp−2(p−1) , ou encore si (q − p)(p − 1)qp−2 ·
(
log(q)
q−1 − 1q
)
> 1. Mais cela est vrai, car on a vu en a) que
log(q)
q−1 − 1q > 1q . 
Lemme 2
Si xp − yq = 1 avec p, q premiers impairs tels que p, q ≥ 11, et x, y entiers non nuls, alors
|x| ≥ max(pq−1 − 1, qp−1 + q) et |y| ≥ max(qp−1 − 1, pq−1 + p).
Preuve
Montrons le lemme pour |x|. Le fait que |x| ≥ pq−1 − 1 vient de l’existence, par les relations de Cassels,
de u ∈ Z tel que x − 1 = pq−1uq. Si p < q, on a vu au lemme pre´ce´dent que pq−1 − 1 ≥ qp−1 + q. Donc
le Lemme 2 est prouve´ pour ce cas. Nous sommes passe´s comme chat sur braise sur le fait que lors de
la preuve des relations de Cassels on avait conside´re´ des x et y positifs. Mais si ce n’est pas le cas on
remplace x par −x et y par −y et l’affirmation est correcte !
Supposons p > q. On a y
q+1
y+1 =
((y+1)−1)q−1
y+1 = (y+1)
q−1− q(y+1)q−2+ · · ·+ q ≡ q (mod y+1). Or, les
relations de Cassels nous disent qu’il existe c ∈ Z tel que yq+1y+1 = qcp; (on remarque que c > 0). Les meˆmes
relations nous disent que qp−1 divise y + 1. Donc, on a la congruence : q · cp ≡ q (mod qp−1) ou encore
cp ≡ 1 (mod q)p−2. Cela veut dire que l’ordre de c modulo qp−2 est 1 ou p. Si c’est p, il doit de toute
fac¸on diviser ϕ(qp−2) = (q − 1) · qp−3. Or p ne divise pas q − 1 (il est supe´rieur a` q) et ne divise pas non
plus qp−3. Donc c ≡ 1 (mod qp−2). Si c = 1, alors yq+1y+1 = q. Voyons que c’est impossible : si y > 2, on a
yq+1
y+1 = y
q−1−yq−2+yq−3+· · ·+1 = yq−2(y−1)+yq−4(y−1)+· · ·+y(y−1)+1 ≥ yq−2+1 > 2q−2+1 > q
car on a vu que q > 7. Si y < −2, posons z = −y. On a yq+1y+1 = zq−1 + zq−2 + · · ·+ z + 1 ≥ zq−1 > q. Si
y = 2 alors 2q +1 = 3q implique q = 3 et q ≥ 11, c’est donc impossible. Si y = −2, q = 1− 2q, c¸a devient
loufoque ! Si y = 1, q = 1, aussi. Et enfin si y = −1, x = 0, a` nouveau impossible. Tout c¸a implique que
c ≥ 1 + qp−2. Mais alors, les relation de Cassels nous disent encore que |x| = q|b|c > qc ≥ qp−1 + q.
On de´montre le Lemme pour |y| de manie`re identique. 
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Lemme 3
Si xp − yq = 1 avec p, q premiers impairs et x, y entiers non nuls. Rappelons que G = Gal(Q(ζ
p
)/Q).
Posons X = AnnZ[G]([x − ζp] ∈ H) := {θ ∈ Z[G] | ∃α ∈ Q(ζp)∗, avec (x − ζp)θ = αq}. Il est clair que X
est un sous-groupe additif de Z[G]. Alors l’application
X −→ Q(ζ
p
)∗
θ 7−→ α,
ou` α est l’unique e´le´ment de Q(ζ
p
)∗ tel que (x− ζ
p
)θ = αq, est un homomorphisme de groupe injectif.
Preuve
L’application est bien de´finie, car Q(ζ
p
) ne contient pas de racine q-ie`me de 1 autre que 1 lui-meˆme,
donc α est unique. Le fait que ce soit un homomorphisme de groupe est une simple ve´rification. Reste a`
montrer l’injectivite´ : soit θ =
∑
τ∈G nττ tel que (x − ζp)θ = 1. La relation (9) vu au Chapitre 6 nous
montre que les conjugue´s de β :=
x−ζ
p
1−ζ
p
sont premiers entre eux. De plus, ce ne sont pas des unite´s, car
pour toute racine primitive p-ie`me de l’unite´ ζ, on a :
NQ(ζ
p
)/Q
(
x− ζ
1− ζ
)
= N
(
x− ζ
1− ζ
)
=
|∏p−1i=1 (x− ζi)|
p
≥ (|x| − 1)
p−1
p
> 1,
La dernie`re ine´galite´ venant du fait que |x| ≥ 3 (Lemme 2). On en de´duit donc que les conjugue´s de
β sont divisibles par des ide´aux premiers distincts. Soit σ ∈ G. Puisque (x − ζ
p
)θ = 1 = σ(1), alors
(x−σ(ζ
p
))θ = 1. On en de´duit que N(x− ζ
p
)
∑
τ∈G
nτ = 1, donc
∑
τ∈G nτ = 0, car N(x− ζp) > 1. Ainsi,
(x−ζ
p
)θ
(1−ζ
p
)0
=
∏
τ∈G
(x−τ(ζ
p
))nτ∏
τ∈G
(1−ζ
p
)nτ
= 1. Or, les 1−τ(ζ
p
) diffe`rent de 1−ζ
p
d’une unite´. Ainsi,
∏
τ∈G
(
x−τ(ζ
p
)
1−τ(ζ
p
)
)nτ
est une unite´. On en de´duit que chaque nτ est nul, car sinon les
x−τ(ζ
p
)
1−τ(ζ
p
)
auraient des facteurs en commun,
ce qui n’est pas le cas comme nous venons de le voir. Donc θ = 0, ce qui prouve l’injectivite´. 
De´finition
Soit α ∈ Q(ζ
p
). Alors, il est clair que αEp = ab
−1 avec a et b des ide´aux de Ep premiers entre eux.
L’ide´al b est appele´ l’ide´al de´nominateur de α.
Lemme 4
Sous les meˆme hypothe`ses que pour la de´finition pre´ce´dentes, on a
a) ab−1 ∩ Ep = a
b) b = {x ∈ Ep | x · α ∈ Ep}
c) α et α− 1 ont meˆme ide´al de´nominateur.
preuve
a) Il est e´vident que a ⊂ ab−1 ∩Ep := a′. D’autre part, ab−1 ⊃ a′. Donc a ⊃ a′ · b, ce qui veut dire que
a ⊃ a′, car a et b sont premiers entre eux.
b) Il est e´vident que b ⊂ {x ∈ Ep | x · α ∈ Ep} := b′. Soit x ∈ b′, alors xα ∈ Ep ∩ ab−1 a)= a. Donc
x ∈ α−1Ep · a = b′.
c) De´coule de b). 
On avait de´ja` de´fini la branche principale du logarithme au Lemme 10 du Chapitre 5, nous en avons a`
nouveau besoin, ainsi que de quelques proprie´te´s :
De´finition
Soit z ∈ C. Posons Log(z) = log |z| + i arg(z) ou` −π < arg(z) ≤ π. On appelle Log(·) la branche
principale du logarithme. On peut voir que eLog(z) = z, pour tout z ∈ C∗. Si w ∈ C est tel que ew = z,
alors il existe k ∈ Z tel que w = Log(z) + 2kπi.
Lemme 5
a) Si |z| < 1, alors Log(1− z) = −∑∞n=1 znn .
b) Si |z| = 1, alors | arg(z)| ≤ |f(z)| pour toute de´termination f du logarithme.
c) Soit z ∈ C. Si r ∈ N est un nombre impair tel que | arg(zr)| < λ ≤ π, alors il existe un entier k, avec
1−r
2 ≤ k ≤ r−12 tel que ∣∣∣∣arg(z)− k · 2πr
∣∣∣∣ < λr ≤ πr .
De plus, si | arg(z)| ≤ pir , alors k = 0.
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Preuve
a) On peut lire ce re´sultat dans tout livre portant sur l’analyse complexe, par exemple [Mac, pp.77 et
134].
b) Si f est la branche principale, c’est e´vident. Sinon, il existe k ∈ Z \ {0} tel que
|f(z)| = | log(|z|)︸ ︷︷ ︸
=0
+i arg(z) + k · 2πi| = | arg(z) + k · 2π|
k 6=0
≥ min(|2k − 1|, |2k + 1|) · π ≥ π ≥ | arg(z)|.
c) Il existe k ∈ Z tel que arg(zr) = r · arg(z) + k · 2π. On a donc −π < r · arg(z) + k · 2π ≤ π. Mais
puisque −π < arg(z) ≤ π, on a −π < r · π+ k · 2π, donc k > −1−r2 ou k ≥ 1−r2 , car r est impair. On
montre de meˆme que k ≤ r−12 . De | arg(zr)| < λ, on tire |r · arg(z) + k · 2π| < λ et donc
| arg(z) + k · 2π
r
| < λ
r
, (i)
le signe + ne de´range pas, car k varie entre − r−12 et r−12 .
Si −pir ≤ arg(z) ≤ pir , alors −pir + k·2pir ≤ arg(z) + k·2pir ≤ pir + k·2pir . Donc, si k 6= 0,∣∣∣∣arg(z) + k · 2πr
∣∣∣∣ ≥ min(|2k − 1|πr , |2k + 1|πr ) ≥ πr ≥ λr .
cela est une contradiction avec l’e´quation (i). Donc k = 0. 
Proposition 6
Si xp− yq = 1 avec p, q ≥ 11 premiers impairs et x, y entiers non nuls. Posons X = AnnZ[G]([x− ζp] ∈ H)
comme pour le lemme 3. Soit 0 6= θ =∑τ∈G nττ ∈ X ∩ (1− ι)Z[G], tel que ‖θ‖ =∑τ∈G |nτ | ≤ 3qp−1 ; et
α ∈ Q(ζ
p
)∗ tel que (x− ζ)θ = αq; ainsi que σ ∈ G. Alors
|arg(σ(α))| > π
q
,
avec l’argument tel que −π < arg(z) ≤ π.
Preuve
Remarquons de´ja` que puisque θ =
∑
τ∈G nτ τ ∈ (1 − ι)Z[G], alors, nτ = −nιτ pour tout τ ∈ G, et donc∑
τ∈G nτ = 0. Ainsi |α| = 1, car, si on pose θ =
∑
τ∈G nιττ , on a
|(x − ζ
p
)θ|2 = (x− ζ
p
)θ · (x− ζ)θ = (x− ζ
p
)θ · (x− ζ
p
)θ = (x − ζ
p
)0 = 1,
de meˆme, |τ(α)| = 1, pour tout τ ∈ G. De plus,
(x− ζ
p
)θ =
∏
τ∈G
(x− τ(ζ
p
))nτ = x
∑
τ∈G
nτ︸ ︷︷ ︸
=1
·
∏
τ∈G
(1−
τ(ζ
p
)
x
)nτ .
On a σ(α)q =
∏
τ∈G(1 − τ(ζ)x )nτ , avec ζ = σ(ζp). Donc,
∑
τ∈G nτLog(1 − τ(ζx ) = f(σ(α)q), ou` f(·) est
une fonction logarithmique, pas force´ment la branche principale. D’autre part, pour tout τ ∈ G, on a :
|Log(1− τ(ζ)
x
)| =
∣∣∣∣∣∣
∞∑
n=1
(
τ(ζ)
x
)nτ
n
∣∣∣∣∣∣ ≤
∞∑
n=1
(
1
|x|
)n
=
1
|x| − 1 .
Et alors :
| arg(σ(α)q)|
Lemme 5 b)
≤ |f(σ(α)q)| ≤
∑
τ∈G
|nτ | · |Log(1−
τ(ζ)
x
)| ≤ ‖θ‖|x| − 1 . (11)
Supposons maintenant par l’absurde que |arg(σ(α))| ≤ piq . Le Lemme 5 c) nous montre que
| arg(σ(α))| ≤ ‖θ‖
q(|x| − 1) .
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D’autre part, |σ(α) − 1| < | arg(σ(α))|; on peut voir cela en sachant que pour tout 0 < β < piq , on a
2 sin(β2 ) < β, ou en observant ce petit dessin :
x
σ(α) − 1 σ(α)
x
y
x = |σ(α) − 1|
y = arg(σ(α))
On “voit” que x < y.
Donc,
|NQ(ζ
p
)/Q(α − 1)| = |N(α− 1)| <
( ‖θ‖
q(|x| − 1)
)2
· 2p−3, (i)
car le terme
(
‖θ‖
q(|x|−1)
)2
vient de σ et σ, et le 2p−3 vient du fait que |τ(α)| = 1, et donc |τ(α) − 1| ≤ 2,
pour tout τ ∈ G.
D’autre part,
αq =
∏
nτ≥0
(x− τ(ζ
p
))nτ∏
nτ≤0
(x− τ(ζ
p
))|nτ |
=
ν1
ν2
.
Comme, nτ = −nιτ , alors ν1 et ν2 sont conjugue´s l’un de l’autre. Donc, N(ν2)2 = N(ν1) · N(ν2) =
N(ν1 · ν2) = N(
∏
τ∈G(x − τ(ζp))|nτ |) ≤ (1 + |x|)‖θ‖(p−1). Donc |N(ν2)| ≤ (1 + |x|)
‖θ‖(p−1)
2 . A fortiori,
si bq est l’ide´al de´nominateur de αq, il contient l’ide´al engendre´ par ν2. On a donc, N(b) ≤ |N(ν2)| 1q ≤
(1 + |x|) ‖θ‖(p−1)2q . En inversant, on obtient :
(1 + |x|)−‖θ‖(p−1)2q ≤ N(b)−1
(∗)
≤ |N(α− 1)|
(i)
≤
( ‖θ‖
q(|x| − 1)
)2
· 2p−3
L’ine´galite´ (∗) vient du fait que l’ide´al de´nominateur de α − 1 est le meˆme que celui d’α (lemme 4) et
puisque θ 6= 0, alors, α 6= 1 (lemme 3). En multipliant par 2(|x| − 1)2, et puisque |x| ≥ 6, (1 + |x|)2 ≤
2(|x| − 1)2, on obtient :
(1 + |x|)2− p−12q ‖θ‖ ≤ 2p−1
(‖θ‖
q
)2
.
Mais, ‖θ‖ ≤ 3qp−1 , donc
q
p−1
2
Lemme 2≤ (1 + |x|) 12 ≤ 2p−1
(
3
p− 1
)2
≤ 2p−1 = 4 p−12 .
Comme q ≥ 5, c’est une contradiction, ce qui prouve que | arg(σ(α))| > piq et donc, la proposition. 
Maintenant, un petit lemme de combinatoire, tre`s facile :
Lemme 7 ∣∣∣∣∣
{
(λ1, . . . , λk) ∈ Nk |
k∑
i=1
λi ≤ s
}∣∣∣∣∣ =
(
s+ k
k
)
Preuve
Posons Σ1 =
{
(λ1, . . . , λk) ∈ Nk |
∑k
i=1 λi ≤ s
}
, Σ2 =
{
(λ1, . . . , λk) ∈ Nk | λi ≤ 1,
∑k
i=1 λi ≤ s+ k
}
et Σ3 = {A | A ⊂ {1, 2, 3, . . . , s+ k} et |A| = k}. Eh bien, ces trois ensembles sont en bijections :
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(λ1, . . . , λk) 7→ (λ1 + 1, . . . , λk + 1) est une bijection de Σ1 sur Σ2; et (λ1, . . . , λk) 7→ {
∑l
i=1 λi | l =
1, . . . , k} est une bijection de Σ2 sur Σ3 qui est e´videmment de cardinal
(
s+ k
k
)
. 
Le lemme suivant n’est pas tre`s dur non plus :
Lemme 8
Soit k ≥ 2 et s ≥ 6 tels que s+ 2k ≥ 13. Alors on a(
s+ k
k
)
=
(
s+ k
s
)
>
4
3
(s+ 1)k2 + 1.
Preuve
On ve´rifie d’abord que le lemme est vrai pour les paires (s, k) = (6, 4), (7, 3), (9, 2). Il suffit alors de voir
que si le lemme est vrai pour (s, k), alors il est vrai pour (s+ 1, k) et pour (s, k + 1). Supposons donc le
lemme vrai pour (s, k). On a(
s+ k + 1
s+ 1
)
=
s+ 1 + k
s+ 1
(
s+ k
k
)
par hyp.
>
s+ 1 + k
s+ 1
· (4
3
(s+ 1)k2 + 1)
=
4
3
(s+ 1 + k)k2 +
s+ 1 + k
s+ 1
>
4
3
(s+ 2)k2 + 1.
Donc, le cas (s+ 1, k) est re´gle´. On a aussi,
(
s+ k + 1
s
)
=
s+ 1+ k
k + 1
(
s+ k
s
)
par hyp.
>
s+ 1 + k
k + 1
· (4
3
(s+ 1)k2 + 1) >
4
3
(s+ 1)(s+ k + 1)
k + 1
· k2 + 1.
Il reste a` voir que (s + k + 1)k2 > (k + 1)3. C’est e´quivalent a` k2(s − 2) > 3k + 1. Comme s− 2 ≥ 4 et
k ≥ 2, on a k2(s− 2) > 4k2 > 4k − 1 ≤ 3k + 2− 1. 
Proposition 9
Soit p, q ≥ 11 des nombres premiers tels que q > 4p2, et x, y des entiers non nuls tels que xp − yq = 1,
alors pour tout σ ∈ G = Gal(Q(ζ
p
)/Q), il existe 0 6= θ ∈ I tel que ‖θ‖ ≤ 3qp−1 et tel que si α ∈ Q(ζp)∗ est
l’e´le´ment tel que (x− ζ
p
)θ = αq, alors | arg(σ(α))| ≤ piq .
Preuve
Il suffit de montrer qu’il y au moins q + 1 e´le´ments distincts θ ∈ I = (1− ι)Ist tel que ‖θ‖ ≤ 3q2(p−1) . En
effet, a` chacun de ces θ correspond α ∈ Q(ζ
p
) tel que (x − ζ
p
)θ = αq. Puisque θ ∈ I ⊂ (1 − ι)Z[G] la
realtion (11) s’applique : | arg(σ(α)q)| ≤ ‖θ‖|x|−1 . Par le Lemme 5 c), il existe k ∈ Z tel que 1−r2 ≤ k ≤ r−12
et ∣∣∣∣arg(σ(α)) − 2kπq
∣∣∣∣ ≤ ‖θ‖q(|x| − 1) . (i)
Par le principe des tiroirs il existe θ1, θ2 tels que θ1 6= θ2 qui correspondent au meˆme k. Prenons
θ = θ1 − θ2. L’α correspondant a` θ vaut α1α2 =: α. Le fait qu’ils correspondent au meˆme k veut dire que
arg(σ(αi)) =
arg(σ(αi)
q)
q +
k·pii
q , i = 1, 2. Donc | arg(σ(α1)) − arg(σ(α1))| =
∣∣∣arg(σ(α1)q)q − arg(σ(α1)q)q ∣∣∣ ≤
2pi
q < π. Donc arg(σ(α)) = arg(σ(α1)) − arg(σ(α1)). Ainsi, puisque ‖θ‖ < 3q2(p−1 ) et que graˆce au
Lemme 2, |x| − 1 > qp−1, on trouve
| arg(σ(α))| = | arg(σ(α1))− arg(σ(α1))| ≤ | arg(σ(α1))− 2kπ
q
|+ | arg(σ(α2))− 2kπ
q
|
(i)
≤ 2‖θ‖
q(|x| − 1) ≤
3
(p− 1)(|x| − 1) ≤
3
(p− 1)qp−1 <
π
q
.
Il reste donc a` trouver ces q + 1 “θ” distincts.
Pour cela, on se souvient (Lemme 11 du Chapitre 5) que I admet une Z-base e1, . . . , e p−1
2
telle que
e1 =
∑
τ∈G±τ et donc ‖ei‖ = p− 1, pour tout i. Conside´rons l’ensemble des θ =
∑ p−1
2
i=1 λiei avec λi ∈ N
et
∑ p−1
2
i=1 λi ≤ s :=
[
3q
2(p−1)2
]
. Pour un tel θ, on a ‖θ‖ ≤ s · (p − 1) ≤ 3q2(p−1) . En vertu du Lemme 7, le
nombre de ces θ est
(
s+ p−12
s
)
. En ajoutant les oppose´s de ces θ, on obtient M := 2 ·
(
s+ p−12
s
)
− 1
(le −1 vient du 0) θ ∈ I tels que ‖θ‖ ≥ 3q2(p−1) .
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Il reste donc a` voir que M ≥ q + 1. Montrons d’abord que le Lemme 8 s’applique pour s =
[
3q
2(p−1)2
]
et
k = p−12 . D’abord, k ≥ 2, car p ≥ 5. Comme, par hypothe`se, q > 4p2 > 4(p− 1)2, on a
s ≥ 3q
2(p− 1)2 ≥
12(p− 1)2
2(p− 1)2 = 6.
Enfin, on a s + 2k ≥ 13. En effet, si s + 2k < 13, alors k = 2, 3, 4, 5 ou 6. Si k = 2 ou 3, p = 5 ou 7,
trop petit; si k = 4, 5 ou 6, s < 5, ce qui n’est pas le cas comme on vient de le voir. Donc le Lemme 8
s’applique et on trouve
M ≥ 2(4
3
(s+ 1)k2 + 1)− 1 = 8
3
(s+ 1)k2 + 1 ≥ 8
3
· 3
2
q
(p− 1)2 ·
(p− 1)2
4
+ 1 = q + 1.
Donc la proposition est prouve´e. 
The´ore`me 10 (The´ore`me 3 de Miha˘ilescu)
Si x et y sont des entiers tels que xp − yq = 1, avec p, q ≥ 11 premiers, alors on p < 4q2 et q < 4p2.
Preuve
Par syme´trie, on suppose par l’absurde que q > 4p2. Puisque H est annihile´ par I (Lemme 2 Chapitre 7),
donc, en particulier x− ζ
p
est annihile´ par I. Les propositions 6 et 9 se contredisent alors. Le the´ore`me
est ainsi prouve´. 
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CHAPITRE 9
Quatrie`me the´ore`me de Miha˘ilescu :
p ≡ 1 (mod q) ou q ≡ 1 (mod p)
Comme pour le Chapitre pre´ce´dent, le titre est clair. C’est le dernier morceau avant la fin. Ce sera aussi
le re´sultat le plus de´licat a` montrer !!
D’abord un petit lemme :
Lemme 1
Soit R un anneau inte`gre de caracte´ristique 0 et q ∈ R. On conside`re les se´ries formelles f =∑∞k=0 akk! T k
et g =
∑∞
k=0
bk
k! T
k, avec pour tout k, ak, bk ∈ R tels qu’il existe a et b ∈ R avec ak ≡ ak (mod qR) et
bk ≡ bk (mod qR). Alors f · g =
∑∞
k=0
ck
k! T
k, avec ck ∈ R et ck ≡ (a+ b)k (mod qR).
Preuve
ck
k! =
∑
l+m=k
al
l!
bm
m! =
1
k! ·
∑
l+m=k
(
k
m
)
albm︸ ︷︷ ︸
:=ck∈R
et ck ≡
∑
l+m=k
(
k
m
)
albm = (a+ b)k (mod qR). 
Lemme 2
Si f est une fonction re´elle continuement de´rivable k + 1 fois sur l’intervalle [0; t], alors il existe c ∈ [0; t]
tel que ∣∣∣∣∣f(t)−
k∑
i=0
f (i)(0)
i!
ti
∣∣∣∣∣ = 1(k + 1)!f (k+1)(c)tk+1.
Preuve
C’est le the´ore`me de Taylor [Ru,The´ore`me 5.15,pp. 110-111] 
Maintenant, nous allons fixer quelques notations.
Comme toujours, on va supposer que p et q sont deux nombres premiers impairs distincts et que G =
Gal(Q(ζ
p
)/Q). Soit θ =
∑
τ∈G nτ τ ∈ Z[G]. On pose (formellement)
(1−τ(ζ
p
)T )
nτ
q =
∞∑
k=0
(
nτ
q
k
)
(−τ(ζ
p
)T )k ∈ Q(ζ
p
)[[T ]] et (1−ζ
p
T )
θ
q =
∏
τ∈G
(1−τ(ζ
p
)T )
nτ
q =: F (T ) = Fθ(T )
Remarquons que si T = z ∈ C est tel que |z| < 1, alors le crite`re de D’Alembert nous dit que ces se´ries
convergent , car
∣∣∣ nτq −kk+1 ∣∣∣ · |z| −→ |z| < 1.
Enfin, si σ ∈ G, on note F σ la se´rie obtenue en appliquant σ a` chaque coefficient de F .
Proposition 3
Sous les meˆmes hypothe`ses et notations que ci-dessus, on a
a) les coefficients de F sont des entiers alge´briques en dehors de q. C’est-a`-dire qu’ils sont de la forme
a
qs ou` a ∈ Ep = Z[ζp] est un entier cyclotomique.
b) De plus, F (T ) =
∑∞
k=0
ak
k!·qk T
k, avec, pour tout k, ak ∈ Z[ζp] tel que
ak ≡ (−
∑
τ∈G
nτ τ(ζp))
k (mod qZ[ζ
p
]).
c) Si σ ∈ G et t ∈ C est tel que |t| < 1, alors la se´rie F σ(t) converge. De plus, si 0 ≤ nτ ≤ q pour tout
τ ∈ G, alors pour tout k ≥ 0, on a :
|F σ(t)− F σk (t)| ≤
∣∣∣∣( −mk + 1
)∣∣∣∣ · |t|k+1(1− |t|)m+k+1 ,
ou` m = 1q
∑
τ∈G nτ et F
σ
k est la somme des termes de F
σ de degre´ infe´rieur ou e´gal a` k.
Preuve
a) Soit τ ∈ G. On se souvient du Lemme 2 du Chapitre 4 : si l 6= q, alors on a
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vl(k!) ≤ vl
(
nτ
q
(
nτ
q
− 1
)
· · ·
(
nτ
q
− (k − 1)
))
.
Cela nous montre la partie a), car cela veut dire que chaque coefficient binomial
(
nτ
q
k
)
est un entier
divise´ par une puissance de q. Les autres facteurs sont dans Z[ζ
p
].
b) Il est clair que F (T ) a` la forme voulue, car chaque coefficient binomial posse`de au plus un puissance
k-ie`me de q au de´nominateur et par le fait que si s1 + · · · + sr = k alors s1! · · · sr! divise k! (le
quotient est un coefficient multinomial “classique”). Donc, F (T ) =
∑∞
k=0
ak
k!·qk T
k, avec, pour tout
k, ak ∈ Z[ζp]. Reste a` voir la congruence. On a
(1− τ(ζ
p
)qT )
nτ
q =
∞∑
k=0
nτ (nτ − q) · · · (nτ − q(k − 1))
k!
(−τ(ζ
p
)T )k =
∞∑
k=0
bk
k!
T k,
avec
bk = (−τ(ζp)k)nτ (nτ − q) · · · (nτ − q(k − 1)) ≡ (−τ(ζp)nτ )k := bk (mod qZ[ζp]). (i)
Ainsi, F (qT ) =
∏
τ∈G(1 − τ(ζp)qT )
nτ
q =
∑∞
k=0
ak
k! T
k, avec ak ≡ (−
∑
τ∈G nτ τ(ζp))
k (mod qZ[ζ
p
]), en
vertu de (i) et du Lemme 1, ite´re´ k − 1 fois.
c) La convergence a de´ja` e´te´ prouve´e graˆce au crite`re de D’Alembert. Pour tout τ ∈ G, on a 0 ≤ nτq ,
donc,
∣∣∣∣( nτqk
)∣∣∣∣ = 1k! · nτq ·
∣∣∣∣nτq − 1
∣∣∣∣ · · · ∣∣∣∣nτq − (k − 1)
∣∣∣∣ ≤ 1k! ·
∣∣∣∣−nτq
∣∣∣∣ · ∣∣∣∣−nτq − 1
∣∣∣∣ · · · ∣∣∣∣−nτq − (k − 1)
∣∣∣∣ = ∣∣∣∣(−nτqk
)∣∣∣∣ .
Ainsi, les coefficients, en modules, de la se´rie
∑∞
k=0
(
nτ
q
k
)
(−τ(ζ
p
)T )k sont infe´rieurs ou e´gaux aux
coefficients de la se´rie
∑∞
k=0
(−nτq
k
)
(−T )k (qui sont tous positifs) = (1 − T )−nτq . De meˆme, les
coefficients de F (T ) sont majore´s par ceux de
∏
τ∈G(−T )−
nτ
q = (1− T )−m =∑∞k=0 (−mk
)
(1− T )k =:
S(T ). On trouve alors, pour tout t ∈ C tel que |t| < 1 :
|F σ(t)− F σk (t)| ≤
∣∣∣∣∣∣|(1− |t|)−m −
k∑
j=0
(−m
j
)
(−|t|)k
∣∣∣∣∣∣ = |S(|t|)− Sk(|t|)|
Taylor
≤ 1
(k + 1)!
|S(k+1)(|t|)| · |t|k+1 ≤
∣∣∣∣( −mk + 1
)∣∣∣∣ · |t|k+1(1− |t|)m+k+1 ,
car S(|t|) est croissante si |t| < 1 et S(k+1)(|t|) = (−1)k+1(−m)(−m− 1) · · · (−m− k)(1− |t|)−m−k−1.
Proposition 4
Sous les meˆmes hypothe`ses, avec en plus θ ∈ (1 + ι)Z[G]. Alors on a
a) Fθ = F ∈ Q(ζ+p )[[T ]]
b) Supposons que t ∈ Q est tel que |t| < 1 et qu’il existe α ∈ Q(ζ
p
) tel que (1 − tζ
p
)θ = αq, alors
α ∈ Q(ζ+
p
) et pour tout σ ∈ G, on a F σ(t) = σ(α).
Preuve
a) Puisque θ =
∑
τ∈G nτ τ ∈ (1 + ι)Z[G], alors ιθ = θ, et donc nτ = nιτ , pour tout τ ∈ G. Donc, il est
possible de partager dans le produit qui de´finit F un e´le´ment et son conjugue´, donc les coefficients
se trouvent dans R ∩Q(ζ
p
) = Q(ζ
+
p
).
b) Par un meˆme raisonnement qu’en a), on voit que β := (1− tζ
p
)θ ∈ R. Ainsi, αq = αq = β = β = αq.
Donc, α = α, car, dans Q(ζ
p
), les racines q-ie`mes sont uniques. Cela implique qu’α ∈ Q(ζ
p
) ∩
R = Q(ζ
+
p
). Pour la deuxie`me partie, remarquons de´ja` que si α ∈ Q(ζ+
p
), on a σ(α) ∈ Q(ζ+
p
),
car σ(α)) = ισ(α)
G abe´lien
= σι(α) = σ(α). D’autre part, σ(α)q = (1 − tσ(ζ
p
))θ = F σ(t)q, donc
σ(α) = F σ(t), car ils sont re´els et q est impair. 
47
The´ore`me 5
Si x et y sont des entiers tels que xp − yq = 1, avec p, q ≥ 11 premiers. Le sous-Fq[G+]-module de H+
engendre´ par la classe de (x− ζ
p
)1+ι est libre. Cela veut dire que AnnFq[G+]([x− ζp]1+ι ∈ H) = {0}. On
rappelle (cf. Chapitre 7) que
H = {α ∈ Q(ζ
p
)∗ | vr(α) ≡ 0 (mod q) pour tout ide´al premier r 6= πEp}/Q(ζp)∗
q
,
et que H+ = {[α] ∈ H | [α]ι = [α]}.
Preuve
Il faut donc de´montrer que si ψ ∈ Fq[G+] est tel que la classe
[
(x− ζ
p
)1+ι
]ψ
= 1H , alors ψ = 0Fq[G+].
Soit donc un tel ψ. Ecrivons ψ =
∑
σ∈G+ νσσ, avec νG ∈ Fq. Soit P ⊂ G un syste`me de repre´sentant
de G+ = G/ < ι >. Pour chaque σ ∈ G+, on note encore σ, l’e´le´ment de P qui le repre´sente. Soit
ψ =
∑
σ∈P νσσ ∈ Fq[G]. On a alors 1H =
[
(x− ζ
p
)1+ι
]ψ
=
[
(x− ζ
p
)1+ι
]ψ
=
[
(x− ζ
p
)
](1+ι)ψ
. Ainsi,
par de´finition de H , pour tout θ ∈ Z[G] qui rele`ve ±(1+ ι)ψ, on a (x− ζ
p
)θ ∈ Q(ζ
p
)∗q. Posons pour tout
σ ∈ P , νισ = νσ. On a donc (1+ ι)ψ =
∑
σ∈G νσσ ∈ Fq[G]. Ecrivons θ =
∑
σ∈G nσσ qui rele`ve ±(1+ ι)ψ.
Evidemment, on peut choisir θ de manie`re que 0 ≤ nσ < q. On va voir qu’on peut meˆme le choisir de
sorte que ‖θ‖ ≤ p−12 · q. En effet, si on pose θ′ = q
∑
σ∈G σ − θ =
∑
σ∈G
mσσ, avec 0 < mσ ≤ q. Puisque
θ + θ′ = q
∑
σ∈G σ, on a ‖θ‖ + ‖θ′‖ = (p − 1) · q. On choisit donc celui de θ ou de θ′ dont la norme est
infe´rieure ou e´gale a` p−12 · q; et si c’est θ′, on remplace les coefficients q e´ventuels par 0, on reste dans la
meˆme classe et c¸a rend la norme encore plus petite. Soit donc θ posse´dant cette proprie´te´. Conside´rons
α ∈ Q(ζ
p
)∗ tel que (x − ζ
p
)θ = αq. Notons π pour 1 − ζ
p
. On a vu (preuve du The´ore`me 1, Chapitre 6)
que
x−ζ
p
1−ζ
p
∈ Ep et que les conjugue´s de x−ζp1−ζ
p
e´taient premiers entre eux. Donc, pour tout σ ∈ G, on a
vpi(x− σ(ζp)) = 1. On peut alors remarquer que
‖θ‖ =
∑
σ∈G
nσ =
∑
σ∈G
nσ · vpi(x− σ(ζp)) = vpi
( ∏
σ∈G
(x− σ(ζ
p
))nσ
)
= vpi(x− ζp)θ) = vpi(αq) = q · vpi(α) ≡ 0 (mod q).
Il existe donc m entier avec 0 ≤ m ≤ p−12 tel que ‖θ‖ = mq. En outre, puisque les nσ et nισ ont la meˆme
re´duction modulo q (c’est νσ), et qu’il sont entre 0 et q, on en de´duit que nσ = nισ. Cela implique que
θ = (1 + ι)ϕ ou` ϕ =
∑
σ∈P nσσ est un releve´ de ψ. On en de´duit que (x − ζp)θ =
(
(x − ζ
p
)(x − ζ
p
)
)ϕ
est re´el ainsi que ses conjugue´s. Il en est de meˆme pour α, car les racines q-ie`me, si elles existent sont
uniques dans Q(ζ
p
). Pour chaque τ ∈ G, on a (x − τ(ζ
p
))θ = τ(α)q . Donc, par ce qu’on vient de voir
(1 − 1xτ(ζp))θ =
(
τ(α)
xm
)q
. Par la proposition 4 b) (applique´e a` 1x et a`
α
xm ), on trouve :
σ(α) = xmF σ
( 1
x
)
pour tout σ ∈ G. (i)
On affirme que
qm+vq(m!) ·
∣∣∣∣σ(α) − xmF σm( 1x)
∣∣∣∣ < 1. (ii)
Prouvons l’affirmation (ii). Remarquons d’abord que
∣∣∣∣( −mm+ 1
)∣∣∣∣ = ( 2mm+ 1
)
≤ 4m, (la dernie`re
ine´galite´ se voit en de´veloppant (1 + 1)2m par le binoˆme de Newton). D’autre part, le Lemme 6 du
Chapitre 4 montre que vq(m!) ≤ mq−1 . On a alors
qm+vq(m!) ·
∣∣∣∣σ(α) − xmF σm( 1x)
∣∣∣∣ = qm+vq(m!) · |x|m ∣∣∣∣F σ( 1x)− F σm( 1x)
∣∣∣∣
Lemme 3c)
≤ qm+vq(m!) · 1|x| ·
∣∣∣∣( −mm+ 1
)∣∣∣∣ · (1− 1|x|
)−2m−1
≤ qm+ mq−1+m· log(4)log(q) · 1|x| ·
(
1− 1|x|
)−2m−1
(∗)
≤ 1|x| · q
p−1
2 ·(1+ 1q−1+ log(4)log(q) ) · (1− 1|x|)−p
(∗∗)
≤ q p−12 ·(−1+ 1q−1+ log(4)log(q) ) · (1− 1
qp−1
)−p
.
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L’ine´galite´ (∗) venant du fait que m ≤ p−12 et l’ine´galite´ (∗∗) venant du fait que |x| ≥ qp−1 (Lemme 2 du
Chapitre 8). Pour voir que le dernier terme de cette se´rie d’ine´galite´s est infe´rieur a` 1, il suffit de ve´rifier
que son logq est infe´rieur a` 0. Ce logq vaut
p− 1
2
· (− 1 + 1
q − 1 +
log(4)
log(q)
)− p log(1− 1qp−1 )
log(q)
.
Or, − log(1 − 1qp−1 ) = log(qp−1) − log(qp−1 − 1)
(+)
≤ 1qp−1−1 ≤ 1q2−1 . L’ine´galite´ (+) vient du fait que
log(x+1)− log(x) ≤ 1x qui est une conse´quence imme´diate du the´ore`me des accroissements finis. D’autre
part, on a suppose´ que q ≥ 7. Donc, le logq cherche´ est infe´rieur a`
≤ p− 1
2
(− 1 + 1
6
+
log(4)
log(7)
)
+
p
48 · log(7) ≤ −0.487 · p+ 0.061,
qui est ne´gatif, de`s que p ≥ 2. L’affirmation (ii) est donc prouve´e.
D’autre part, les coefficients du polynoˆme qm+vq(m!) · F σm(T ) sont des e´le´ments de Ep, car les coefficients
de degre´ k sont de la forme ak
k!qk
avec ak ∈ Ep (Proposition 3); la puissance de q qui divise le de´nominateur
est au plus k + vq(k!) ≤ m+ vq(m!) si 0 ≤ k ≤ m.
On a aussi que α ∈ Ep, car α ∈ Q(ζp) et parce que l’e´quation (x − ζp)θ = αq est une e´quation entie`re,
les coefficients de θ e´tant positifs (cette inte´gralite´ vient du fait que si un e´le´ment satisfait une e´quation
du type xn + an−1xn−1 + · · ·+ a1 + a0 = 0 avec ai entiers sur Z pour tout i, alors cet e´le´ment est aussi
entiers Z, voir [Nar, Theorem 1.2]).
Cela implique que γ := qm+vq(m!) · (α − xmFm( 1x)) ∈ Ep, donc la norme de γ appartient a` N. Mais,
l’ine´galite´ (i) montre alors que cette norme est infe´rieure a` 1. Donc elle et nulle, et donc γ aussi. On a
qm+vq(m!) · α =
m∑
k=0
qm+vq(m!)
ak
qk · k!x
m−k.
En raisonnant modulo q, on de´duit que am ≡ 0 (mod qEp). Or, la Proposition 3 b) nous apprend que
am ≡
(−∑σ∈G nσσ(ζp))m (mod qEp). L’anneau quotient Ep/qEp n’a pas d’e´le´ment nilpotent (the´ore`me
chinois et q ne ramifie pas). Donc,
∑
σ∈G nσσ(ζp) ≡ 0 (mod qEp). Comme les σ(ζp) forment une Z-base
de Ep (1, ζp, . . . , ζ
p−2
p
en est une, et en multipliant par ζ
p
, s’en est encore une). On en tire que nσ ≡ 0
(mod q), et donc nσ = 0 pour tout σ ∈ G. Donc θ = 0 et a fortiori ψ et ψ aussi. 
C’est une jolie preuve, vous ne trouvez pas ? Maintenant, nous allons prouver un the´ore`me qui permettra
de terminer la conjecture de Catalan Ce sera le The´ore`me 12. Tout d’abord on va pre´senter quelques
nouveaux objets et fixer quelques notations :
De´finition
On ne rappellera pas les de´finitions de H et de H+ on les a revues au The´ore`me 5. On pose
E = {u(1− ζ
p
)k | u ∈ Up, k ∈ Z} avec Up = E∗p = Z[ζp]∗. Il est e´vident que E = Z[ζp, 1p ]∗. On pose aussi
H ′ =
{
[α] ∈ H | α = βq + q2γ, β, γ ∈ Z[ζ
p
,
1
p
] et β inversible (mod q2Z[ζ
p
,
1
p
])
}
et E′ = {u ∈ E | [u] ∈ H ′}. On pose encore C, qu’on appelle p-unite´s cyclotomiques, l’ensemble
{u ∈ E | u = 1−ζ
i
p
1−ζj
p
ω(1 − ζ
p
)k, ω est une racine de l’unite´ et i, j ∈ N et k ∈ Z} et C′ = C ∩ E′. On
rappelle que CL = CLQ(ζ
p
), CLpl = CLQ(ζ+
p
) sont les classes d’ide´aux de Q(ζp) et de Q(ζ
+
p
). On rappelle
(Chapitre 7, de´finition p. 33) que CLpl ⊂ CL+. Enfin, CL[q] = {[a] ∈ CL | aq est principal }.
Maintenant que les acteurs sont pre´sente´s, on va faire une se´rie de lemmes.
Lemme 6
Sous les meˆmes hypothe`ses que plus haut, on a
CLpl[q] = CL[q]+.
Preuve
Le fait que CLpl[q] ⊂ CL[q]+ vient de CLpl ⊂ CL+. Prouvons l’autre inclusion. On pourrait dire que
puisque CL[q] est un Fq[G]-module et que 2 est inversible modulo q, alors CL[q]+ = CL[q] 1+ι2 = CL[q]1+ι
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et le tour est joue´ ! C’est juste, mais un peu rapide. Soyons plus terre a` terre : soit [a] ∈ CL[q]+. Cela
veut dire qu’il existe α, β ∈ Q(ζ
p
)∗ tel que aa−1 = αEp et aq = βEp. Puisque q 6= 2, il existe m et k ∈ Z
tels que 2m− 1 = kq. On a, si [a] de´signe la classe de a dans CL,
[a] = [a · βk · α−m] = [a · akq · α−m] = [akq+1 · α−m] = [a2m · α−m] = [am · (am · α−m)] = [am · am] = [b]
ou` b = (aa)m ∈ CLpl[q]. 
On va montrer que E/Eq est un Fq[G+]-module libre de rang 1. Pour montrer cela, on doit utiliser le
fait que Fq[G+] est un anneau semi-simple, c’est-a`-dire dans notre cas que c’est un produit carte´sien de
corps. On a besoin d’un re´sultat sur les modules sur un anneau semi-simple. Nous montrerons ce re´sultat
dans l’appendice 1. Enonc¸ons tout de meˆme ce re´sultat, mais tout d’abord quelques de´finitions.
De´finitions
Soit R un anneau commutatif. Un ide´al b de R est dit radical si αn ∈ b implique α ∈ b, ou ce qui est
e´quivalent, R/b n’a pas d’e´le´ment nilpotent. Si M est un R-module et S ⊂ M , on note AnnR(M) ou
Ann(M) l’ensemble {α ∈ R | αx = 0 pour tout x ∈ S}.
Lemme 7
Soit R un anneau semi-simple commutatif.
a) SiM est un R-module de type fini, et b un ide´al tel que Ann(M)+b est radical. Si ψ est la projection
de R sur R/b. Alors on a ψ(Ann(M)) = AnnR/b(M/bM) (ce re´sultat est vrai meˆme si R n’est pas
semi-simple).
b) Soit M un R-module. Alors M contient un sous-module isomorphe a` R/Ann(M), avec e´galite´ si et
seulement si M est cyclique. De plus, dans ce cas, tout sous-module est aussi cyclique.
c) Si R est fini et M est un R-module tel que le cardinal |M | = |R/Ann(M)|, alors M est isomorphe
R/Ann(M).
Preuve
On montre ces re´sultats dans l’Appendice 1 : Proposition 3 pour a) et Proposition 6 pour b). La partie
c) est une conse´quence de b). 
On a tout fait pour s’en passer, mais il faudra quand meˆme e´noncer le ce´le`bre
The´ore`me de Dirichlet
Soit K un corps de nombre de signature (r1, r2) (c’est-a`-dire qu’il y a r1 plongements re´els de K et 2r2
plongements complexes, donc [K : Q] = r1 + 2r2). Soit aussi U(K) les unite´s de l’anneau des entiers de
K sur Q. Alors U(K) est isomorphe (en tant que Z-module ou en tant que groupe) a` W × Zr1+r2−1 ou`
W est le groupe des racines de l’unite´s de K.
Preuve
C’est un the´ore`me tre`s classique qui est prouve´ dans [Sam pp. 72-75, The´ore`me 1 du Chapitre 4]. On
montre (entre autre) la chose suivante : soit σ1, . . . , σr1 , σr1+1, σr1+r2 les plongements de K dans C
(on ne compte qu’une fois les paires de conjugue´s). Posons r = r1 + r2. Soit x ∈ K. L’application
x 7→ l(x) := (l1(x), . . . , lr(x)) ∈ Rr avec li(x) = δi log |σi(x)|, ou` δi = 1 si i = 1, . . . , r1 et δi = 2 si
i = r1, . . . , r s’appelle le plongement logarithmique de K. La preuve du the´ore`me de Dirichlet consiste a`
montrer que l(U(K)) engendre l’hyperplan de Rr d’e´quation
∑r
i=1 xi = 0. 
Lemme 8
Si p et q sont des nombre premiers impairs distincts tel que p 6= 1 (mod q) et G+ est le groupe de Galois
de l’extension Q(ζ
+
p
)/Q, alors E/Eq est un Fq[G+]-module libre de rang 1.
Preuve
D’abord, Fq[G+] est un anneau semi-simple : G+ est un groupe cyclique d’ordre
p−1
2 et donc Fq[G
+]
est isomorphe a` Fq[X ]/(X
p−1
2 − 1) et le polynoˆme X p−12 − 1 n’a que des racines simples, car sa de´rive´e
qui vaut p−12 X
p−3
2 ne s’annule qu’en 0 (q ne divisant pas p−12 ). Donc la de´composition de X
p−1
2 − 1 en
polynoˆme irre´ductibles dans Fq[X ] n’est fait que de polynoˆmes a` la puissance un.
Pour montrer le Lemme, il suffit de montrer (en vertu du Lemme 7) que
|E/Eq| = q p−12 = |Fq[G+]| et que AnnFq[G+](E/Eq) = {0}.
Montrons la premie`re affirmation. L’application (u · πn) 7−→ (u, n) montre que E est isomorphe (en
tant que groupe) a` U × Z, ou` U est l’ensemble des unite´s de Ep = Z[ζp]. Donc E/Eq est isomorphe
U/U q × Z/qZ. Remarquons que U/U q est un sous Fq[G+]-module de E/Eq. Le the´ore`me de Dirichlet
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nous dit que U est isomorphe a` µ2p×Z p−32 , µ2p e´tant le groupe des racine 2p-ie`me de l’unite´. On a aussi
U q ≃ µq2p × (qZ)
p−3
2 = µ2p × (qZ) p−32 ; la dernie`re e´galite´ vient du fait que toute racine 2p-ie`me de l’unite´
est une puissance q-ie`me d’un autre racine 2p-ie`me de l’unite´, car (2p, q) = 1 (on a de´ja` utilise´ ce fait
au The´ore`me 1 du Chapitre 6). Donc le quotient U/U q est isomorphe a` {1} × (Z/qZ) p−32 , cela prouve la
premie`re affirmation.
Pour la seconde, on remarque d’abord que U/U q est isomorphe a` U+/U+
q
, ou` U+ est le groupe des
unite´ de Z[ζ
+
p
]. En effet, l’application compose´e U+ →֒ U → U/U q est surjective car, par le Lemme de
Kummer (vu au Chapitre 6), on sait que tout u ∈ U peut s’e´crire u = u0 ·w ou` u0 ∈ U+ et w une racine
2p-ie`me de l’unite´ qui appartient, comme on vient de la voir, a` U q. D’autre part, U+ ∩ U q = U+q; en
effet, ⊃ est clair, et si u ∈ U+ s’e´crit u = vq avec v ∈ U , alors u = vq = vq, donc v = v ∈ U+ (car dans
Ep, si une racine q-ie`me existe, elle est unique). On en de´duit que
E/Eq ≃ U+/U+q × Z/qZ ≃ U+/{±1}/(U+/{±1})q × Z/qZ.
Regardons AnnZ[G+](U
+/{±1}) :
il est clair que
∑
σ∈G+ aσσ annule U
+/{±1} si et seulement si ∏σ∈G+ σ(u)aσ = ±1 pour tout u ∈ U+.
C’est e´quivalent a` ∑
σ∈G+
aσ log |σ(u)| = 0 pour tout u ∈ U+. (i)
Or, la preuve du the´ore`me de Dirichlet nous apprend que
∑
σ∈G+ log |σ(u)| = 0 pour tout u ∈ U+ et que
si (xσ)σ∈G+ ∈ RG+ est tel que
∑
σ∈G+ xσ = 0, alors il existe n ∈ N, u1, . . . , un ∈ U+ et λ1, . . . , λn ∈ R tel
que xσ =
∑n
i=1 λi log |σ(ui)|. Fixons τ, τ ′ ∈ G, τ 6= τ ′ et posons xτ = 1, x′τ = −1 et xσ = 0 si σ 6= τ, τ ′.
Conside´rons le n, les ui et les λi associe´s a` ce (xσ)σ∈G+ -la`. On a
aτ − aτ ′ =
∑
σ∈G+
aσ · xσ =
∑
σ∈G+
aσ ·
n∑
i=1
λi log |σ(ui)| =
n∑
i=1
λi ·
∑
σ∈G+
aσ log |σ(ui)| (i)= 0.
Cela veut dire que tout les aσ sont e´gaux a`, disons, a. Ainsi,
∑
σ∈G+ aσσ = a ·
∑
σ∈G+ σ. Ce qui veut
dire que
AnnZ[G+](U
+/{±1}) = ( ∑
σ∈G+
σ
)
Z[G+].
Quotientons par l’ide´al engendre´ par q. Pour pouvoir appliquer la partie a) du Lemme 7, il faut ve´rifier
que I := AnnZ[G+](U
+/{±1}) + qZ[G+] est radical. En effet, Z[G+]/I = Fq[G+]/(
∑
σ∈G+ σ)Fq[G
+] ≃
Fq[X ]/(X
p−3
2 + · · ·+X + 1). Donc,
Fq[G+] ≃ Fq[X ]/(X
p−1
2 − 1) ≃ Fq[X ]/(X − 1)× Fq[X ]/(X
p−3
2 + · · ·+X + 1) ≃ Fq × Z[G+]/I.
Donc, Z[G+]/I est semi-simple, donc sans nilpotent. On peut donc appliquer le Lemme 7, et on trouve
AnnFq [G+](U
+/{±1})/(U+/{±1})q = ( ∑
σ∈G+
σ
)
Fq[G+]. (12)
De ceci, on de´duit que AnnFq [G+](E/E
q) ⊂ (∑σ∈G+ σ)Fq[G+]. Posons α :=∑σ∈G+ aσσ et s :=∑σ∈G+ σ
avec α ∈ Z[G+] tel que la classe α ·s soit dans AnnFq [G+](E/Eq). En particulier, α ·s annule la classe de π,
i.e. πα·s = u · π
∑
σ∈G+
aσ · p−12 ∈ Eq, pour une certaine unite´ u. Cela implique que ∑σ∈G+ aσ · p−12 ≡ 0
(mod q). Ainsi k :=
∑
σ∈G+ aσ ≡ 0 (mod q), car p 6≡ 1 (mod q). Ainsi,
α · s =
∑
σ∈G+
τ∈G+
aσ · στ µ=στ=
∑
µ∈G+
·( ∑
τ∈G+
aµτ−1
) · µ = k · s ∈ qZ · s ⊂ qZ[G+].
Cela prouve que AnnFq[G+](E/E
q) = {0}, et donc le lemme. 
On reprendra ce lemme lors de l’appendice 2 qui sera consacre´ au the´ore`me de Thaine (que nous
e´noncerons bientoˆt.
Lemme 9
On se souvient que E′ = {u ∈ E | [u] ∈ H ′} (pour les autres de´finitions, voir pp 46 et 48). On a alors
E′ = {u ∈ E | u = βq + q2γ, β, γ ∈ Z[ζ
p
,
1
p
]}.
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Preuve
La partie ⊃ est triviale, il suffit de montrer que β est inversible modulo q2Z[ζ
p
, 1p ], mais c’est e´vident, car
E = Z[ζ
p
, 1p ]
∗.
Montrons l’autre inclusion. Soit u ∈ E tel que [u] ∈ H ′. Alors il existe α ∈ Q(ζ
p
)∗ tel que αqu = βq+q2γ,
avec β, γ ∈ Z[ζ
p
, 1p ] et β inversible modulo q
2Z[ζ
p
, 1p ]. En regardant cette e´galite´, on voit que pour tout
ide´al P de Ep, diffe´rent de celui engendre´ par π, on a vP(α) ≥ 0. Donc α ∈ Z[ζp, 1p ]. Regardons modulo
q2Z[ζ
p
, 1p ]. On a α
q · u = βq. Donc, α est inversible et u = (α−1β)q. Si β0 ∈ Z[ζp, 1p ] repre´sente α−1β, on
a u = βq0 + q
2γ0, pour un γ0 ∈ Z[ζp, 1p ]. 
Lemme 10
Soit p et q sont des nombres premiers impairs distincts, C les p-unite´s cyclotomiques de Q(ζ
p
), et C′ =
C ∩ E′. Si C = C′, alors p < q.
Preuve
Soit ζ une racine primitive p-ie`me de l’unite´. Alors 1 + ζ
q
=
1−ζ2q
1−ζq ∈ C. Par hypothe`se, on a alors
1 + ζ
q ∈ C′.
D’autre part, on a Z[ζ
p
, 1p ]/(q
2) ≃ Z[ζ
p
]/(q2). En effet, il suffit de prouver que l’application x 7→ x
(mod q2) est un homomorphisme surjectif de Z[ζ
p
] sur Z[ζ
p
, 1p ]/(q
2); c’est-a`-dire, si ypn ∈ Z[ζp, 1p ] avec
y ∈ Z[ζ
p
], alors on doit voir qu’il existe x ∈ Z[ζ
p
] et γ ∈ Z[ζ
p
, 1p ] tels que x + q
2γ = ypn ; c’est e´vident :
par le the´ore`me de Bezout et puisque (q2, pn) = 1, il existe α, β ∈ Z tel que αpn + βq2 = 1. Donc
yα+ q2 βpn =
y
pn .
Revenons a` notre 1 + ζ
q ∈ C′. Graˆce a` l’isomorphisme prouve´ ci-dessus, il existe β, γ ∈ Z[ζ
p
] tels que
1 + ζ
q
= βq + q2γ; c’est-a`-dire 1 + ζ
q ≡ βq (mod q2Z[ζ
p
]). D’autre part, puisque q divise les coefficients
binomiaux
(
q
j
)
si j = 1, . . . , q − 1, on a (1 + ζq) ≡ (1 + ζ)q (mod qZ[ζ
p
]). Donc, on a (1 + ζ)q ≡ βq
(mod qZ[ζ
p
]). Soit Q un ide´al premier divisant qZ[ζ
p
]. On a alors (1 + ζ)q ≡ βq (mod Q). Par le Lemme
1 du Chapitre 6, on aussi (1 + ζ)q ≡ βq (mod Q2), donc par le the´ore`me chinois, et puisque q ne ramifie
pas, (1 + ζ)q ≡ βq (mod qZ[ζ
p
]
2
). Finalement, on trouve (1 + ζ)q ≡ 1 + ζq (mod qZ[ζ
p
]
2
), ou encore
(1 + ζ)q − 1− ζq
q · ζ ∈ qZ[ζp].
Soit F (X) = (1+X)
q−1−Xq
q·X . On a F (X) ∈ Z[X ], est de degre´ q − 2 et F (ζ) ∈ qZ[ζp]. Soit Q un ide´al
premier divisant qZ[ζ
p
]. Passant au quotient Z[ζ
p
]/Q, on a F (ζ) = 0, avec F ∈ Fq[X ]. Comme les racine
p-ie`me de l’unite´ sont distinctes modulo Q (Lemme IMP, Chapitre 5). Donc, F a, dans Z[ζ
p
]/Q, au moins
p− 1 racines distinctes. Donc p− 1 ≤ q − 2, ou encore p < q. 
Lemme 11 (The´ore`me de Thaine)
Tout annulateur (dans Fq[G+]) de E/CEq annule aussi CLpl[q].
Preuve
Ce the´ore`me n’a l’air de rien, mais il est tre`s long et il sera prouve´ dans l’appendice 2. Il est aussi prouve´
dans [Was, §15.2, pp. 334-341] 
Maintenant nous sommes en mesure d’e´noncer le the´ore`me central de ce chapitre.
The´ore`me 12
Supposons que p > q et p 6≡ 1 (mod q). Alors le Fq[G+]-module H+ ∩H ′ a un annulateur non nul.
Preuve
Graˆce aux Lemmes 7 et 8, on remarque que tout sous-module de E/Eq est isomorphe a` Fq[G+]/Ann(M) ≃
Fq[X ]/(f) ou` f est un diviseur unitaire de X
p−1
2 −1, et donc, dimFq(M) = deg(f). On se souvient (lemme
2, Chapitre 7) que 0 −→ E/Eq −→ H+ −→ CL[q]+ −→ 0. En restreignant cette suite a` H+ ∩H ′ et en
se souvenant de la de´finition de E′, on a
0 −→ E′/Eq −→ H+ ∩H ′ −→ CL[q]+. (i)
La dernie`re fle`che n’e´tant pas force´ment surjective. On se souvient aussi que C est le sous-groupe de E
des p-unite´s cyclotomiques et C′ = C ∩E′. On a les inclusions suivantes :
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0 ⊂︸ ︷︷ ︸
E1
C′Eq/Eq ⊂︸ ︷︷ ︸
quotient=E2
CEq/Eq ⊂︸ ︷︷ ︸
quotient=E3
E/Eq.
On a donc E1 = C
′Eq/Eq, E2 = CEq/C′Eq et E3 = E/CEq. On a montre´ au lemme 8 que Fq[G+]
e´tait semi-simple. Donc tout module sur Fq[G+] est semi-simple. Donc toute suite exacte est scinde´e (cf.
Corollaire 5 de l’appendice 1). Remarquons que si on a les inclusions 0 ⊂ A ⊂ B ⊂ C de R-modules
semi-simples, alors C est isomorphe (comme R-module) a` A⊕ (B/A)⊕ (C/B). Puisque (Lemme 8) E/Eq
est un Fq[G+]-module libre de rang 1, on a l’isomorphisme
E1 ⊕ E2 ⊕ E3 ≃ Fq[G+] ≃ Fq[X ]/(X
p−1
2 − 1). (ii)
Donc, E1, E2 et E3 sont isomorphes a` des sous-module de Fq[X ]/(X
p−1
2 −1), qui sont, en vertu du lemme
7 b), de la forme Fq[G+]/Ann(Ei). Les Ann(Ei) e´tant des ide´aux de Fq[G+], il existe, pour i = 1, 2, 3,
µi, des facteurs unitaires de X
p−1
2 − 1 tels que Ei ≃ Fq[X ]/(µi) et bien suˆr dimFq (Ei) = deg µi. Par (ii),
et par comparaison des dimensions sur Fq, on a µ1 · µ2 · µ3 = X p−12 − 1.
Clairement, C′Eq ⊂ E′. Donc, on a la suite exacte
1 −→ C′Eq/Eq︸ ︷︷ ︸
=E1
−→ E′/Eq −→ E′/C′Eq −→ 1.
Donc,
E′/Eq ≃ E1 ⊕ E′/C′Eq. (iii)
D’autre part, l’application compose´e E′ →֒ E → E/CEq a pour noyau E′ ∩CEq (“ ⊃ ” est trivial; pour
“ ⊂ ” : soit c · eq ∈ E′, avec c ∈ C et e ∈ E. Puisque eq ∈ E′, alors c ∈ E′ ∩C = C′, donc c · eq ∈ C′Eq.)
Donc,
E′/C′Eq →֒ E/CEq = E3. (iv)
On obtient (puisque dans notre cas toute suite exacte est scinde´e) :
H ′ ∩H+ (i)→֒ E′/Eq ⊕ CL[q]+ (iii)≃ E′/C′Eq ⊕ E1 ⊕ CL[q]+
(iv)→֒ E1 ⊕ E3 ⊕ CL[q]+.
Le the´ore`me de Thaine nous apprend que tout annulateur de E3 = E/CE
q annule aussi CL[q]+. Donc
µ1 ·µ3 annule H ′∩H+. Supposons par l’absurde que l’annulateur de H ′∩H+ est nul. Cela implique que
µ1 ·µ3 = 0 dans Fq[X ]/(X p−12 −1). Cela implique que µ2 = 1, ou encore que E2 = 0. Donc C′Eq = CEq.
Puisque C′ ⊂ C et C′ ∩ Eq = C ∩ Eq (ve´rification facile, car Eq ⊂ E′), on trouve que C = C′. En effet,
soit c ∈ C. Alors c = c ·1 C
′∩Eq=C∩Eq
= c′ ·eq, avec c ∈ C′ et e ∈ E. On a eq = cc′ ∈ C∩Eq = C′∩Eq ⊂ C′;
donc c = c′ · eq ∈ C′.
Le Lemme 10 nous dit qu’alors p < q, ce qui contredit l’hypothe`se. 
The´ore`me 13 (The´ore`me 4 de Miha˘ilescu)
Si x et y sont des entiers tels que xp − yq = 1, avec p, q ≥ 11 premiers, alors q ≡ 1 (mod p) ou p ≡ 1
(mod q).
Preuve
Le The´ore`me 5 nous dit que l’annulateur AnnFq [G+]([x− ζp]1+ι ∈ H) = {0}. D’autre part, on se souvient
que q2|x (The´ore`me 1, Chapitre 6) et que −ζ
p
est une puissance q-e`me d’une autre racine de l’unite´, car
(q, 2p) = 1 . Donc x− ζ
p
= (−ζ
p
) + x = βq + q2γ ∈ H ′. Donc, [(x− ζ
p
)1+ι] ∈ H ′ ∩H+.
Supposons par syme´trie que p > q, donc en particulier, q 6≡ 1 (mod p). Supposons par l’absurde que p 6≡ 1
(mod q). Le the´ore`me 12 nous dit que H+ ∩H ′ a un annulateur non trivial, ce qui est contradictoire.
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CHAPITRE 10
Preuve de la Conjecture de Catalan
A partir de maintenant, la de´monstration est tre`s courte, mais il s’agit de mettre ensemble tous les
ingre´dients que nous avons patiemment pre´pare´ jusqu’a` maintenant.
Rassemblons le tout dans le the´ore`me suivant :
The´ore`me
a) Les seules solutions (x, y) ∈ Z2, avec x, y 6= 0 de l’e´quation
x2 − y3 = 1
sont donne´es par (x, y) = (±3, 2).
b) Il n’existe pas de solution (x, y) ∈ Z2 avec x, y 6= 0, tels que
xm − y2 = 1
avec m ∈ N.
c) Il n’existe pas de solution (x, y) ∈ Z2 avec x, y 6= 0, tels que
x2 − yq = 1
et q > 3 premier.
d) Soit p et q des nombres premiers impairs et x, y des entiers non nuls tels que xp − yq = 1. Alors on
a :
I. pq−1 ≡ 1 (mod q2) et qp−1 ≡ 1 (mod p2).
II. p, q ≥ 11.
III. p < 4q2 et q < 4p2.
IV. p ≡ 1 (mod q) ou q ≡ 1 (mod p).
Preuve
La partie a) est le the´ore`me d’Euler du premier chapitre. La partie b) est le the´ore`me de Lebesgue du
deuxie`me chapitre. La partie c) est le the´ore`me de Ko-Chao du Chapitre 3. La partie d) I. est le the´ore`me
1 de Mihailescu du Chapitre 6. La partie d) II. est le le the´ore`me 2 de Mihailescu du Chapitre 7. La
partie d) III. est le le the´ore`me 3 de Mihailescu du Chapitre 8. La partie d) IV. est le le the´ore`me 4 de
Mihailescu du Chapitre 9. 
The´ore`me
Soit m et n des entiers supe´rieurs ou e´gaux a` 2. Alors les seules solutions (x, y) ∈ Z2, avec x, y 6= 0 de
l’e´quation
xn − ym = 1
sont donne´es par (x, y, n,m) = (±3, 2, 2, 3).
Preuve
On peut supposer que n = p et m = q sont des nombres premiers. Le cas p = 2 et q = 2 est trivialement
impossible (cf introduction). Le cas p = 2 ou q = 2 sont e´carte´s graˆce aux parties a), b) et c) du the´ore`me
pre´ce´dent.
Par syme´trie, en remplac¸ant e´ventuellement (x, y, p, q) par (−y,−x, q, p), on peut supposer, graˆce a` la
partie d) IV. du the´ore`me pre´ce´dent que p ≡ 1 (mod q). On affirme qu’alors p ≡ 1 (mod q2). En effet
on a la suite exacte (Z/q2Z)∗ −→ (Z/qZ)∗ −→ {1}. Donc la classe de p modulo q2 est dans le noyau de
cette application. Comme l’ordre de (Z/q2Z)∗ vaut q(q − 1) et l’ordre de (Z/qZ)∗ vaut q − 1, l’ordre de
ce noyau vaut q. Mais on sait (partie d)I. du the´ore`me pre´ce´dent) que pq−1 ≡ 1 (mod q2). Donc l’ordre
de p modulo q2 divise q et q − 1. Il vaut donc 1. Puisque p < 4q2 (partie d) III.), il nous reste les cas
p = 1+ q2, p = 1+2q2 et p = 1+3q2. Les cas p = 1+ q2 et p = 1+3q2 sont impossibles car cela voudrait
dire que p ou q est pair. Le cas p = 1+2q2 est impossible aussi, car en re´duisant modulo 3, on trouverait
p ≡ 0 (mod 3), donc p = 3 et q = 1 ou alors q = 3 et p = 19, mais c’est impossible, car cela contredit la
partie d) II du the´ore`me pre´ce´dent. 
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Appendice 1
Deux mots sur les anneaux semi-simples
De´finition
Soit R un anneau commutatif et a un ide´al de R. On dit que a est radical si R/a n’a pas de nilpotent,
ou, ce qui est e´quivalent, pour tout x ∈ R, si xn ∈ a, alors x ∈ a.
Lemme 1
Soit R un anneau commutatif et a et b des ide´aux co-premiers (a+b = R) tels que a ·b = a. Alors b = R.
Preuve
R = a+ b = a · b+ b = b. 
Lemme 2
Soit R un anneau commutatif, b un ide´al, M un R-module de type fini et ϕ ∈ EndR(M) tels que
ϕ(M) ⊂ bM . Alors il existe k ∈ N et b1, . . . , bn tels que
ϕk + b1ϕ
k−1 + · · ·+ bkIM = 0M ,
ou` IM et 0M sont l’endomorphisme identite´, respectivement nul sur M , alors qu’on notera 0R pour
l’e´le´ment nul de R et 0 pour l’e´le´ment nul de M .
Preuve
On choisit des ge´ne´rateurs m1, . . .mn de M et une matrice (bij) ∈ Mn(b) ⊂ Mn(R) tels que ϕ(mi) =∑n
j=1 bijmj , 1 ≤ i ≤ n. On peut voir M comme un R[ϕ]-module (R[ϕ] est un sous-anneau commutatif
de EndR(M)), via la re`gle f(ϕ) · x = f(ϕ)(x) pour tout f ∈ R[X ] et x ∈ M . Les relations pre´ce´dentes
s’e´crivent
(δijϕ− bij)
m1...
mn
 =
 0...
0
 , avec δij = { 1 si i = j
0 sinon.
Puisque R[ϕ] est commutatif, on peut former la co-matrice de (δijϕ− bij). (pour toute matrice A, la
co-matrice est l’unique matrice A˜ telle que AA˜ = A˜A = det(A)In). En multipliant par cette co-matrice,
on trouve que det (δijϕ− bij) (ms) = 0 pour tout s = 1, . . . , n. Ainsi det (δijϕ− bij) = 0M , et on ve´rifie
facilement que ce de´terminant est un polynoˆme unitaire ∈ R[ϕ]. 
Proposition 3
Soit R un anneau commutatif, b un ide´al et M un R-module de type fini. Supposons que Ann(M) + b
soit radical. Si ψ : R→ est la projection canonique, alors on a
ψ(Ann(M)) = AnnR/b(M/bM).
Avec bien suˆr AnnR(S) = {α ∈ R | αx = 0 pour tout x ∈ S} pour tout S ⊂M .
Preuve
On notera α pour ψ(α).
L’inclusion ⊂ est imme´diate, sans meˆme supposer que Ann(M) + b soit radical : si α ∈ Ann(M), alors
αM = {0}, donc a fortiori α ·M/bM = {0} et donc α ·M/bM = {0}. Montrons l’autre inclusion.
Supposons que α ∈ AnnR/b(M/bM). Cela veut dire que αM ⊂ bM . Posons α̂ la multiplication par α,
et appliquons le lemme pre´ce´dent a` cet endomorphisme, il existe b1, . . . , bn ∈ b tels que α̂n + b1α̂n−1 +
· · · + bnIM = 0M . Cela signifie que αn + b1αn−1 + · · ·+ bn ∈ AnnR(M). Donc, αn ∈ b + AnnR(M) qui
est suppose´ radical. Donc α ∈ b + AnnR(M). C’est-a`-dire α = b + x avec b ∈ b et x ∈ AnnR(M). On
trouve alors α = ψ(α) = ψ(x) ∈ ψ(Ann(M)). 
De´finition
On dira (pour faire simple ha-ha) qu’un anneau commutatif R est semi-simple si c’est un produit carte´sien
fini de corps. C’est-a`-dire R =
∏
α∈AKα, avec A fini et Kα corps (commutatif), pour tout α.
Si A est un anneau (pas force´ment semi-simple) et si M 6= {0} est un A-module, alors M est dit simple
s’il n’a pas d’autre sous-module que {0} et lui-meˆme. Un A-module qui est somme directe de modules
simples est appele´ semi-simple. Evidemment, un anneau semi-simple est un module semi-simple comme
module sur lui-meˆme.
Soit R =
∏
α∈AKα un anneau semi-simple. Soit β ∈ A. On pose K ′β = {(xα) ∈
∏
Kα | xα = 0 si
α 6= β}. Les K ′α sont des ide´aux de R, et R =
⊕
α∈AK
′
α, et Ann(K
′
α) =
⊕
β 6=αK
′
β. Evidemment, K
′
α est
isomorphe a` Kα additivement et multiplicativement, mais on “voit” qu’ils sont sensiblement diffe´rents.
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De plus, K ′α ·K ′β =
{
0 si α 6= β
K ′α si α = β
. De plus, chaque K ′α est un R-module simple. On en de´duit que les
ide´aux de R sont de la forme
⊕
α∈BK
′
α, avec B ⊂ A. On en tire aussi que si a et b sont des ide´aux de
R, alors a · b = a∩ b. Si a ∈ a · b, alors il existe a1 ∈ a et a2 ∈ b tels que a = a1a2. En particulier, a2 = a,
donc, pour tout a ∈ a, il existe a1, a2 ∈ a tels que a = a1a2.
Maintenant on va voir un the´ore`me tre`s connu sur les modules semi-simples. Comme il n’est pas trop
long, on va en donner la preuve.
The´ore`me 4
Soit R un anneau commutatif (pas force´ment semi-simple) et M un R-module. Les conditions suivantes
sont e´quivalentes :
a) M est une somme de modules simples.
b) M est une somme directe de modules simples (i.e. M est semi-simple).
c) Tout sous-module de M est un facteur direct dans M .
Preuve
Prouvons a)⇒ b). Supposons donc que M =∑i∈I Pi ou` Pi est simple. On peut supposer que Pi 6= Pj si
i 6= j. Pour tout J ⊂ I, on pose PJ =
∑
i∈J Pi. Conside´rons la famille de tous les J tels que PJ = ⊕i∈JPi.
Cette famille est non vide (elle contient au moins J = ∅). Cette famille est partiellement ordonne´e par
l’inclusion. On veut utiliser le Lemme de Zorn : soit (Jα) une chaˆıne. Posons J
′ = ∪Jα. Alors PJ′ est
une somme directe. En effet, si m1 + · · · +ms = 0, alors, puisque les mi sont en nombre fini, il existe
PJα dans lequel se trouvent tous les mi. C’est une contradiction, car PJα est une somme directe. Par
le Lemme de Zorn, notre famille contient un e´le´ment maximal, disons J . On affirme que PJ = M . Soit
i ∈ I. On a PJ ∩ Pi ⊂ Pi. Comme Pi est simple, on a PJ ∩ Pi = Pi, ce qui signifie que Pi ⊂ PJ ; ou alors
PJ ∩ Pi = {0}, ce qui veut dire de PJ ⊕ Pj est une somme directe, ce qui contredit la maximalite´ de J .
Donc Pi ⊂ PJ pour tout i ∈ I, et ainsi M = PJ est une somme directe de modules simples.
Prouvons b)⇒ c). SoitN un sous-module deM et f : M →M/N la projection canonique. Alors, siM =
⊕iPi, on a M/N =
∑
f(Pi), et f(Pi) est soit isomorphe a` Pi, soit {0} (le noyau d’un homomorphisme
sur un module simple est un sous-module, qui est soit tout, soit rien...). Donc, M/N est aussi une somme
de module simple. Par la partie a) ⇒ b), on en de´duit que cette somme peut eˆtre suppose´e directe. Plus
pre´cise´ment, il existe K ⊂ I tel que les f(Pi) sont distincts et non nuls et tels que
M/N =
⊕
i∈K
f(Pi). (i)
Posons N ′ =
∑
K Pi. Cette somme est directe, et f(N
′) =
∑
k f(Pi) = f(M). En prenant les images
inverses, on trouve que M = N + N ′. Puisque (i) est une somme directe, f est injective sur N ′, ce qui
veut dire que N ∩N ′ = {0} et donc M = N ′ ⊕N .
Prouvons c) ⇒ a). Soit N la somme de tous les sous-modules simples de M . Par hypothe`se, il existe N ′
tel queM = N
⊕
N ′. nous allons montrer que N ′ = {0}. Supposons le contraire, donc que N 6= {0}. Soit
P un sous-module cyclique de N ′. On peut montrer facilement graˆce au lemme de Zorn que P contient
(au moins) un sous-module propre maximal Q (car il est de type fini). Par hypothe`se, il existe Q′ tel
que M = Q ⊕Q′. Clairement, P = Q ⊕ (Q′ ∩ P ). Puisque Q est maximal dans P , on a Q′ ∩ P ≃ P/Q
est simple. Donc P et par suite N ′ contient un sous-module simple et donc N ∩ N ′ 6= {0}. C’est une
contradiction, donc N ′ = {0} et N =M . 
Corollaire 5
Soit R =
∏
α∈AKα un anneau semi-simple. Alors les affirmations suivantes sont vraies :
a) Tout R-module est semi simple.
b) Tout R-moduleM s’e´crit
⊕
α∈AMα ou`Mα est la somme des sous-modules simples deM isomorphes
a` K ′α.
c) Toute suite exacte de R-module est scinde´e.
Preuve
Prouvons a) et b). On a M =
∑
x∈M Rx =
∑
x∈M
∑
α∈AK
′
αx. Pour tout x ∈M et α ∈ A, l’application
de K ′α sur K
′
αx, y 7→ yx est R-line´aire, surjective et son noyau est {0} ou K ′α. Donc K ′αx est isomorphe
a` K ′α ou a` {0}. Donc, M est la somme de modules simples, il est donc semi-simple en vertu du lemme
pre´ce´dent. Par suite on a bien M =
∑
α∈AMα ou` Mα est la somme des sous-modules simples de M
isomorphes a` K ′α. Voyons que cette somme est directe. Soit x ∈Mα ∩
(∑
β 6=αMβ
)
. Comme x ∈Mα, il
est annule´ par
⊕
β 6=αK
′
β ; et comme x ∈
∑
β 6=αMβ, il est annule´ par K
′
α. Ainsi, AnnR(x) = R, et donc
x = 0. La somme est donc directe.
Prouvons c). Soit 0 → M1 f→ M g→ M2 → 0 une suite exacte de R-modules. Puisque M est semi-
simple (partie a)), il existe M3 tel que M = f(M1) ⊕ M3. Puisque f(M1) est le noyau de g, on a
g(M3) = g(M) = M2 et si m3 et m
′
3 sont tels que g(m3) = g(m
′
3), alors m3 −m′3 ∈ f(M1) ∩M3 = {0}.
On a montre´ que M3 et M2 sont isomorphes et donc que M ≃ M1 ⊕M2, ce qui prouve que le suite est
scinde´e. 
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Proposition 6
Soit R =
∏
α∈AKα un anneau semi-simple et M un R-module. Il existe a ∈ M tel que AnnR(a) =
AnnR(M). Donc, M contient un sous-module cyclique (celui engendre´ par a) isomorphe a` R/AnnR(M).
En particulier, si R et M sont finis, alors |M | ≥ |R/AnnR(M)|, avec e´galite´ si et seulement si M est
cyclique.
Preuve
Posons B = {α ∈ A | Mα 6= {0}}. On a M =
⊕
α∈BMα et AnnR(M) =
⊕
β∈A\BK
′
β. Pour chaque
α ∈ B, on choisit 0 6= xα ∈ Mα. On a AnnR(xα) =
⊕
β 6=αK
′
β. Posons a =
∑
α∈B xα. On a AnnR(a) =⋂
α∈B AnnR(xα), car les somme des Mα est directe. Ainsi, AnnR(a) =
⊕
β∈A\BK
′
β = AnnR(M). Le
reste en de´coule facilement. 
Proposition 7
Soit R =
∏
α∈AKα et M un R-module cyclique. Soit M
′ un sous-module de M . Alors M ′ est cyclique,
AnnR(M
′) ·AnnR(M/M ′) = AnnR(M), et les deux ide´aux AnnR(M ′) et AnnR(M/M ′) sont co-premiers.
Preuve
Soit B ⊂ A tel que AnnR(M) =
⊕
β∈A\BK
′
β. Alors M ≃ R/AnnR(M) ≃
⊕
β∈BK
′
β (ide´al de R). Via
cet isomorphisme,M ′ est isomorphe a` un sous-ide´al; c’est-a`-direM ′ ≃⊕β∈B′ K ′β pour B′ ⊂ B. Et alors,
AnnR(M
′) =
⊕
β∈A\B′ K
′
β , et M
′ ≃ R/AnnR(M ′). Donc, en vertu de la proposition pre´ce´dente, M ′ est
cyclique. D’autre part, M/M ′ ≃ ⊕β∈B\B′ K ′β et donc, AnnR(M/M ′) ≃ ⊕β 6∈B\B′ K ′β. Ce qui prouve
que AnnR(M/M
′) · AnnR(M ′) =
⊕
β∈A\BK
′
β = AnnR(M) et que ces deux ide´aux sont premiers entre
eux. 
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Appendice 2
Le the´ore`me de Thaine
Tout d’abord quelques lemmes pour e´noncer le the´ore`me de manie`re sensiblement diffe´rente de celle qu’on
a vue au chapitre 9 :
Lemme 1
Soit A un anneau local commutatif (c’est-a`-dire qui ne posse`de qu’un seul ide´al maximal, disons P).
Soit f : M −→ N un homomorphisme injectif de A-modules libres de meˆme rang. Supposons que
f : M/PM −→ N/PN soit un isomorphisme. Alors f est un isomorphisme.
Preuve
Choisissons un base de M et une base de N . Posons Mf la matrice de f relativement a` ces deux bases.
Soit Mf la matrice de f . Puisque f est un isomorphisme, son de´terminant est inversible dans A/P . Cela
veut dire que det(Mf ) 6∈ P , donc det(Mf) est inversible, car si ce n’e´tait pas le cas, l’ide´al engendre´ par
det(Mf ) et P contiendrait strictement P qui est maximal. 
Lemme 2
Soit G un groupe cyclique (attention, on e´crira additivement ce groupe, mais on appliquera ce lemme
a` des groupes note´s multiplicativement) d’ordre n, et q un nombre premier tel que q 6 | n. Soit M
un Z[G]-module fini. Alors M [q] = {x ∈ M | qx = 0} et M/qM sont isomorphes comme Z[G] (ou
Fq[G])-modules.
Preuve
On peut supposer que M est un q-groupe, car si p 6= q, les p-sous-groupes de Sylow qui sont des sous-
Z[G]-modules de M ne contribuent ni a` M [q], ni a` M/qM . Remarquons de plus que M [q] et M/qM sont
isomorphes comme Z-modules. En effet, siM = Z/qr1Z⊕Z/qr2Z⊕· · ·⊕Z/qrsZ, alorsM [q] = Z/qZ⊕· · ·⊕
Z/qZ avec s facteurs. On a aussi qM = Z/qr1−1Z⊕ · · · ⊕ Z/qrs−1Z, donc M/qM ≃ Z/qZ⊕ · · · ⊕ Z/qZ.
On peut ge´ne´raliser ce raisonnement a` tout anneau principal (et meˆme pour tout produit d’anneaux
principaux) : si A est un produit d’anneaux principaux, et si q ∈ A est premier et si M est de ge´ne´ration
finie tel que qm ·M = {0} pour m assez grand, alors M [q] ≃M/qM , comme A-modules.
Autre re´duction : comme M est de q-torsion, il est canoniquement un Zq module : si x ∈M est d’ordre
qr, et a ∈ Zq, alors on pose a · x = b · x ou` b ∈ Z tel que b ≡ a (mod qrZq) (souvenons-nous que
Zq/qrZq ≃ Z/qrZ (cf. Chapitre 7)). En re´sume´, M est un Zq[G]-module de q-torsion, fini.
On a Zq[G] ≃ Zq[X ]/(Xn − 1). Puisque Zq[X ] est factoriel, e´crivons Xn − 1 =
∏s
i=1 fi la factorisation
en polynoˆmes irre´ductibles dans Zq[X ] de Xn − 1. On peut supposer les fi unitaires, car on est en
caracte´ristique 0. On a donc un homomorphisme injectif de Zq-alge`bres :
Zq[G] ≃ Zq[X ]/(Xn − 1) −֒→
s∏
i=1
Zq[X ]/(fi), (i)
car Xn − 1 n’a pas de racine multiple.
La source et le but sont des Zq-modules libres de rang n. En quotientant par l’ide´al engendre´ par q, on
obtient
Fq[X ]/(Xn − 1) −→
s∏
i=1
Fq[X ]/(fi),
ou` fi est, pour tout i, la re´duction modulo q de fi. Par le the´ore`me de Hensel (cf. Chapitre 7), les fi sont
irre´ductibles et premiers entre eux, car Xn − 1 n’a que des racines simples (q 6 | n). Donc, l’application
est encore injective. Elle est donc surjective car un homomorphisme injectif entre deux espaces vectoriels
de meˆme dimension est surjectif. Par le Lemme 1, l’homomorphisme (i) est un isomorphisme. Il reste a`
voir que pour tout i, l’ide´al Zq[X ]/(fi) est principal. Il suffit de voir que tout ide´al premier est principal.
Soit donc Zq[X ] % P % (fi). Voyons que P ⊃ (q, fi). Soit g ∈ P , g 6∈ (fi). Quitte a` prendre le reste de
la division euclidienne de g par fi, au lieu de g, on peut supposer que g et fi sont premiers entres eux
dans Qp[X ]. Par le the´ore`me de Bezout, et en remultipliant par les de´nominateurs e´ventuels, il existe
r, s ∈ Zq[x], m ∈ N, m ≥ 1 et u ∈ Z∗q tels que r · g + s · fi = u · qm. Donc, qm ∈ P , donc q ∈ P , car P est
un ide´al premier. On a montre´ que P ⊃ (q, fi). En quotientant Zq[X ] par (q, fi), on obtient Fq[X ]/(fi)
qui est un corps (donc simple). Ainsi P = (q, fi) et ainsi, P = (q) est principal. Ce qui prouve le lemme.

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On rappelle que U+p = Z[ζ
+
p
]∗, que E = {u(1− ζ
p
)k | u ∈ Up, k ∈ Z} = Z[ζp, 1p ]∗, que CLpl = CLQ(ζ+
p
) sont
les classes d’ide´aux de Q(ζ
+
p
) et que C = {u ∈ E | u = 1−ζ
i
p
1−ζj
p
ω(1−ζ
p
)k, ω est une racine de l’unite´ et i, j ∈
N et k ∈ Z}, les p-unite´s cyclotomiques de Q(ζ
p
). Si c ∈ C est telle que vpi(c) = 0, avec π = 1 − ζp, on
dit que c est une unite´ cyclotomique et on note C0 l’ensemble des unite´s cyclotomiques.
Lemme 3
Notons C+0 = C0 ∩ R. Alors les Fq[G+]-modules E/CEq et U+/C+0 U+q sont isomorphes. De plus, si on
pose pour tout a ∈ N tel que p 6 | a ξa = ζ
1−a
2
p
· ζ
a
p
−1
ζ
p
−1 , alors C
+
0 =< −1, ξa > est le sous-groupe de U+
engendre´ par −1 et les ξa.
Preuve
Soit x = u · (1− ζ
p
)k ∈ E avec u ∈ E∗p = Up, et [x] la classe de x modulo CEq. Par le Lemme de Kummer
(cf. Chapitre 7), il existe u0 ∈ U+ et s ∈ Z tel que u = u0 · ζsp. Ainsi [x] = [u · (1− ζp)k] = [u] = [u0 · ζ
s
p
] =
[u0]. Donc l’homomorphisme de Fq[G+]-modules U+p −→ E/CEq, u0 7−→ [u0] est surjective. Voyons le
noyau de cette application. Soit u0 ∈ U+p , tel que u0 = c · eq avec c ∈ C et e ∈ E. On peut supposer
que vpi(c) = vpi(e
q) = 0. Donc c ∈ C0 et e ∈ Up. Toujours graˆce au Lemme de Kummer, e = ζsp · e0, avec
e0 ∈ U+p . Donc, u0 = (c · ζsqp ) · e
q
0. On ve´rifie que (c · ζ
sq
p
) ∈ C0 ∩ R, et donc u0 ∈ C+0 U+p q.
Pour la seconde partie de la preuve, soit α ∈ C+0 . Alors, puisque α ∈ C0, il existe d ∈ Z tel que
α = ±ζd
p
∏p−1
a=1(1 − ζ
a
p
)ca avec ca ∈ Z pour tout a. Puisque α est inversible, on a l’e´galite´ Ep = αEp =∏p−1
a=1(1− ζ
a
)caEp = (πEp)
∑
ca , car les ide´aux engendre´ par les 1− ζa
p
sont tous e´gaux a` πEp (cf. Lemme
2, Chapitre 6). Puisque πEp est un ide´al premier, on en de´duit que
∑p−1
a=1 ca = 0. Ainsi,
α = ±ζd
p−1∏
a=1
(
1− ζa
p
1− ζ
p
)ca
= ±ζd−
∑
a
ca(
1−a
2 )
p
p−1∏
a=1
ξcaa .
On ve´rifie facilement que, pour tout a, ξa ∈ R, et donc ζd−
∑
ca(
1−a
2 )
p
= ±1, ce qui prouve le lemme. 
On peut maintenant e´noncer un the´ore`me e´quivalent au the´ore`me de Thaine tel qu’on l’a e´nonce´ au
Chapitre 9.
The´ore`me 4 (The´ore`me de Thaine seconde version)
Soit p, q des nombres premiers impairs distincts tels que p 6≡ 1 (mod q). Posons F = Q(ζ+
p
), G+ =
Gal(Q(ζ
+
p
)/Q), U+p = Z[ζ
+
p
]∗, C+0 , les unite´s cyclotomiques de Q(ζ
+
p
), qui est, comme on vient de le voir,
le sous-groupe de U+p engendre´ par −1 les ξa = ζ
1−a
2
p
· ζ
a
p
−1
ζ
p
−1 . Notons encore CLpl le groupe des classes
d’ide´aux de F .
Si θ ∈ Z[G+] annule U+p /C+0 U+p q alors, il annule CLpl/CLpl
q
.
Il est e´vident que ce the´ore`me est e´quivalent a` celui e´nonce´ au Chapitre 9. Le the´ore`me e´nonce´ au
chapitre 9 dit que tout annulateur de E/CEq annule aussi CLpl[q]. Or, on a vu au Lemme 3 que E/CEq
et U+/C+0 U
+q sont isomorphes et au lemme 2 que CLpl[q] est isomorphe a` CLpl/CLplq, ceci parce que
p 6≡ 1 (mod q). C’est cette version que nous allons de´montrer.
Maintenant, un petit peu de the´orie de Galois supple´mentaire.
Notation
Si K et L sont des corps de nombres, on note KL le plus petit corps contenant K et L.
Lemme 5
a) Soit K ⊂ L ⊂ E des corps de nombres. Supposons que E/K soit une extension galoisienne de groupe
G. Alors E/L est galoisienne et Gal(E/L) = {g ∈ G | g|L = IdL} := H . De plus L/K est galoisienne
si et seulement si H est un sous groupe normal de G et dans ce cas, Gal(L/K) = G/H .
b) Soit K ⊂ L et K ⊂ E deux extensions de corps de nombres. On suppose que L/K est galoisienne.
Alors EL/L est aussi galoisienne et Gal(EL/E) ≃ Gal(L/L ∩ E).
c) Soit K ⊂ L et K ⊂ E deux extensions galoisiennes de corps de nombres telles que L∩E = K. Alors
EL/K est une extension galoisienne et Gal(EL/K) ≃ Gal(L/K)×Gal(E/K).
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Preuve
Ces re´sultats se trouvent dans [Lang1], au Chapitre VI, §1. Il s’agit du The´ore`me 1.10 et du Corollaire
1.9, p. 265, pour la partie a); du The´ore`me 1.12, p. 266, pour la partie b); et du The´ore`me 1.14, p. 267,
pour la partie c). 
Notations
Posons ∆ = Gal(Q(ζ
q
)/Q) = Gal(F (ζ
q
)/F ) (cf. Lemme pre´ce´dent partie b)). On a de meˆme G+ =
Gal(F/Q) = Gal(F (ζ
q
)/Q(ζ
q
)). Puisque F et Q(ζ
q
) sont line´airement disjoints (i.e. F ∩ Q(ζ
q
) = Q), on
a que F (ζ
q
)/Q est une extension galoisienne et Gal(F (ζ
q
)/Q) = G+ × ∆ (cf. Lemme pre´ce´dent partie
c)). Inte´ressons-nous maintenant au corps F (ζ
q
, q
√
U+p ). Puisque U+p est un Z-module de ge´ne´ration
finie, alors U+p /U
+
p
q
est fini. Donc F (ζ
q
, q
√
U+p ) est un corps de nombres. De plus, chaque fois qu’une
racine q-ie`me d’un e´le´ment est dans ce corps, toutes les autres y sont aussi, car ζ
q
en fait partie. Ainsi,
l’extension F (ζ
q
, q
√
U+p )/F (ζq) est galoisienne. Notons G0 le groupe de Galois de cette extension.
En re´sume´, on a la situation suivante :
F Q(ζq)
Q
F (ζ
q
)
F (ζ
q
, q
√
U+p )
G+ ∆
∆×G+
∆ G
+
G0
On montrera meˆme au Lemme 9 que F (ζ
q
, q
√
U+p )/Q est galoisienne.
Lemme 6 (second lemme de Kummer)
Sous les meˆmes hypothe`ses que pre´ce´demment, en posant µq l’ensemble des racines q-ie`me de l’unite´, on
a
G0 = Gal(F (ζq,
q
√
U+p )/F (ζq)) ≃ Hom(U+p /U+p
q
, µq).
Cet isomorphisme est un isomorphisme de groupe et meˆme de Fq-espace vectoriel.
Preuve
Conside´rons l’application
φ : G0 × U+p /U+p q −→ µq
(g, [u]) 7−→ g(
q
√
u)
q
√
u
ou` q
√
u est n’importe quelle racine q-ie`me de u. L’application est bien de´finie, car, d’une part toute racine
q-ie`me diffe`re d’une autre d’une racine q-ie`me de l’unite´, sur laquelle g est l’identite´ et d’autre part, si
u′ = u · vq, avec u′, v ∈ U+p alors g(
q
√
u)
q
√
u
= g(
q
√
u′)
q
√
u′
, car g est l’identite´ sur U+p . L’application φ (qu’on
appelle parfois “Kummer pairing”) est bi-multiplicative. La bi-multiplicativite´ a` droite est e´vidente. Pour
celle de gauche, on a
φ(gg′, [u]) =
gg′( q
√
u)
q
√
u
=
gg′( q
√
u)
g′( q
√
u)
· g
′( q
√
u)
q
√
u
= φ(g, [u]) · φ(g′, [u]),
car g′( q
√
u)q = g′(u) = u, donc g′( q
√
u) est une racine q-ie`me de u.
D’autre part, supposons que φ(g, [u]) = 1 pour tout u ∈ U+p . Cela veut dire que g( q
√
u) = q
√
u pour tout
u ∈ U+p , ce qui veut dire que g est l’identite´. Donc φ est non de´ge´ne´re´e a` gauche. (i)
Montrons celle a` droite. Remarquons tout d’abord que l’on a F (ζ)∗q ∩ U+p = U+p q. En effet, l’inclusion
⊃ est triviale. Pour l’autre inclusion, supposons que u = uq0, avec u ∈ U+p et u0 ∈ F (ζp). Posons
N = NF (ζ
p
)/F la norme de l’extension F (ζp)/F . Appliquant N a` u = u
q
0, on obtient u
q−1 = (N(u0))q,
ou encore u =
(
u
N(u0)
)q
. Or, u0 et u
−1
0 sont des entiers de F (ζp), car ils sont solutions des e´quations
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Xq − u = 0 respectivement Xq − u−1 = 0, donc, N(u−10 ) = 1N(u0) ∈ U+p . Et donc uN(u0) ∈ U+p . L’autre
inclusion est ainsi prouve´e.
Donc si φ(g, [u]) = 1 pour tout g ∈ G0, cela veut dire que g( q
√
u) = q
√
u, pour tout g et pour tout racine
q-ie`me de u, donc u ∈ U+p ∩ F (ζ)∗q = U+p q, ce qui veut dire que [u] = 1. (ii).
On a montre´ que l’application φ est non-de´ge´ne´re´e a` gauche et a` droite. Cela prouve le lemme. En effet,
soit l’application
ˇ : G0 −→ Hom(U+p /U+p q, µq)
g 7−→ gˇ = φ(g, ·)
La relation (ii) montre queˇest injective, donc, G0 est un q-groupe dont tous les e´le´ments sont d’ordre
q (ou 1). Ainsi, tous ces groupes sont des Fq-espaces vectoriels. Et on a |G0| ≤ |Hom(U+p /U+p q, µq) =
| ̂U+p /U+p q| = |U+p /U+p q|. Finalement, l’application [u] 7−→ φ(·, [u]) de U+p /U+p q dans Hom(G0, µq) est
injective graˆce a` la relation (i), ainsi |U+p /U+p q| ≤ Hom(G0, µq)
Fq−e.v.
= |G0|. Donc |U+p /U+p q| = |G0| et
ainsiˇest un isomorphisme, qu’on appellera isomorphisme de Kummer ce qui prouve le lemme. 
On verra mieux au Lemme 9 : l’isomorphisme de Kummer est en fait un isomorphisme de Fq[G+]-modules.
De´finition
Soit M est Fq[G+]-module. On munit Hom(M,Fq) = HomFq (M,Fq) d’une structure de Fq[G
+]-module
graˆce a` l’action suivante : si σ ∈ G+ et ϕ ∈ Hom(M,Fq) , alors on pose
(ϕσ)(x) = ϕ(σ−1(x))
On dit alors que Hom(M,Fp) est muni de la structure de Fq[G+]-module duale. Si θ =
∑
σ∈G+ aσσ ∈
Fq[G+], on de´finit l’application
θ 7−→ θˆ :=
∑
σ∈G+
aσσ
−1.
Puisque G+ est abe´lien, cette application est un automorphisme de Fq[G+].
Posons encore s(G+) =
∑
σ∈G+ σ (on l’avait de´ja` de´finit au Chapitre 5, mais il n’est pas inutile de le
rappeler). Posons encore A = {∑σ∈G+ aσσ ∈ Fq[G+] |∑σ∈G+ aσ = 0}. C’est un ide´al de Fq[G+] appele´
l’ide´al d’augmentation.
Lemme 7
Sous les meˆme hypothe`ses que la de´finition pre´ce´dente, on a les isomorphismes de Fq[G+]-modules :
Hom(U+p /U
+
p
q
, µq) ≃ U+p /U+p q ≃ Fq[G+]/(s(G+)) ≃ A.
De plus, ils sont des Fq[G+]-modules libres de rang 1. En outre, Fq[G+] = (s(G+))⊕ A.
Preuve
On a vu au Lemme 8 du Chapitre 9 (relation (12)) que AnnFq [G+](U
+
p /U
+
p
q
) = (s(G+)) (a` l’e´poque, on
avait quotiente´ par {±1}, mais c¸a ne change rien). Si on munit Hom(U+p /U+p q, µq) de la structure
de Fq[G+]-module duale, alors on a aussi que AnnFq [G+](Hom(U
+
p /U
+
p
q
, µq)) = (s(G
+)). En effet,
θ ∈ AnnFq[G+](Hom(U+p /U+p q, µq)) si et seulement si ϕθ = 1 pour tout ϕ ∈ Hom(U+p /U+p q, µq) si et
seulement si ϕ(xθˆ) = 1 pour tout ϕ et tout x ∈ U+p /U+p q (car ϕθ(x) = ϕ
∑
σ
aσσ(x) =
∏
σ(ϕ
σ)aσ (x) =∏
σ(ϕ
σ(x))aσ =
∏
σ(ϕ(x
σ−1 ))aσ = ϕ(xθˆ)); si et seulement si xθˆ = 1 pour tout x ∈ U+p /U+p q ⇐⇒ θˆ ∈
Ann(U+p /U
+
p
q
) = (s(G+)) ⇐⇒ θ ∈ (s(G+)) (la dernie`re e´quivalence vient du fait que dans l’ide´al
(s(G+)), tous les aσ sont e´gaux; on avait de´ja` montre´ ce fait au lemme 8 du Chapitre 9, mais on redit
l’argument, car c’e´tait un peu cache´ : l’ide´al s(G+)Fq[G+] = s(G+)Fq, car si α =
∑
σ∈G+ aσσ ∈ Fq[G+],
alors
α · s(G+) =
∑
σ∈G+
τ∈G+
aσ · στ µ=στ=
∑
µ∈G+
·( ∑
τ∈G+
aµτ−1
) · µ = k · s(G+) (i)
ou` k =
∑
σ∈G+ aσ.
D’autre part, cette meˆme preuve montre que
q
p−3
2 =
∣∣Fq[G+]/(s(G+))∣∣ = ∣∣U+p /U+p q∣∣ = ∣∣Hom(U+p /U+p q, µq)∣∣ .
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On en de´duit les deux premiers isomorphismes en vertu du Lemme 7 b) et c) du Chapitre 9.
Reste a` voir le dernier isomorphisme. Conside´rons l’application
f : Fq[G+] −→ (s(G+))∑
σ∈G+
aσσ 7−→
( ∑
σ∈G+
aσ
)
· s(G+).
Par (i), voit que f(x) = x · s(G+), pour tout x ∈ Fq[G+]. Ainsi, pour tout x, y ∈ Fq[G+], on a
f(x+y) = f(x)+f(y) et f(x ·y) = x ·f(y). Ainsi, f est un homomorphisme de Fq[G+]-module. Toujours
par (i), elle est surjective et son noyau est A. On se souvient que Fq[G+] est un anneau semi-simple.
Donc, on a que Fq[G+] = (s(G+))⊕ A, et ainsi, Fq[G+]/(s(G+)) ≃ A. 
Lemme 8
Si H est un sous-groupe abe´lien normal d’un groupe G, alors le groupe Q = G/H agit canoniquement
sur H par α ∈ Q et h ∈ H :
hα = ghg−1
ou` g est n’importe quel repre´sentant de α.
Preuve
C’est un ve´rification facile : si g′ = gh0 avec h0 ∈ H , alors
g′hg′−1 = gh0hh−10 g
−1 = ghg−1
car H est abe´lien. 
Lemme 9
Sous les meˆmes hypothe`ses que la de´finition pre´ce´dente, on a que
a) L’isomorphisme de Kummer entre G0 et Hom(U
+
p /U
+
p
q
, µq) est en fait un isomorphisme de Fq[G+]-
modules.
b) ∆ agit sur G0 par Fq[G+]-automorphisme.
c) Si g ∈ G0, la classe de conjugaison dans G := Gal(F (ζq, q
√
U+p )/F ) est l’orbite de g sous l’action de
∆ = G/G0.
Preuve
Tout d’abord, l’extension F (ζ
q
, q
√
U+p )/Q est une extension galoisienne. En effet, les conjugue´s de ζq
et de ζ
+
p
sont dans F (ζ
q
, q
√
U+p ). Concentrons-nous sur les e´le´ments de
q
√
U+p . Soit u ∈ U+p et q
√
u
une racine q-ie`me de u. Pour montrer que l’extension est galoisienne, il suffit de trouver un polynoˆme
annulateur de q
√
u qui soit dans Q[X ] et dont toutes les racines soient dans F (ζ
q
, q
√
U+p ). Soit σ ∈ G+.
Puisque σ(u) ∈ U+p , on a toute q
√
σ(u) ∈ F (ζ
q
, q
√
U+p ). Enfin, le polynoˆme
∏
σ∈G+(X − σ(u)) ∈ Q[X ] et
donc
∏
σ∈G+(X
q − σ(u)) ∈ Q[X ] et toutes les racines de ce polynoˆmes sont dans F (ζ
q
, q
√
U+p ). Posons
G0 = Gal(F (ζq, q
√
U+p )/Q) le groupe de Galois de cette extension. Par le Lemme 8, en posant G = G0
et H = G0 = Gal(F (ζq,
q
√
U+p )/F (ζq)), on a que ∆ × G+ ≃ G0/G0 agit canoniquement sur G0. En
particulier, G+ et ∆ agissent sur G0.
Voyons de´ja` comment ∆ = Gal(F (ζ
q
)/F ) agit sur G0 : soit ϕ ∈ G0 et h ∈ ∆. On cherche ϕh, ou plutoˆt
si ϕˇ ∈ Hom(U+p /U+p q, µq) est l’homomorphisme correspondant a` ϕ par l’isomorphisme de Kummer, on
cherche l’e´le´ment qui correspond a` (ϕh)ˇ. Par de´finition de la “Kummer pairing”, soit [u] ∈ U+p /U+p q et
q
√
u une racine q-ie`me de u, on a ϕh( q
√
u) = (ϕh)ˇ([u]) · q√u. Notons cette e´galite´ (i). Or, par de´finition de
l’action canonique du Lemme 7, on a ϕh( q
√
u) = h˜ϕh˜−1( q
√
u) ou` h˜ est un automorphisme de F (ζ
q
, q
√
U+p )
qui prolonge h. Or, h˜−1( q
√
u) est une racine q-ie`me de h−1(u) = u (car h vaut l’identite´ sur F ). Donc, par
de´finition de l’isomorphisme de Kummer, on a ϕ(h˜−1( q
√
u)) = ϕˇ([u])·h˜−1( q√u). Donc, ϕh( q√u) = h˜(ϕˇ([u])·
h˜−1( q
√
u)) = h(ϕ˜(u)) · q√u. Ceci combine´ avec (i), en simplifiant par q√u, donne (ϕh)ˇ([u]) = h(ϕˇ([u])).
Pour eˆtre plus pre´cis, si h = ha est l’automorphisme de F (ζq) tel que ha(ζ
+
p
) = ζ
+
p
et ha(ζq) = ζ
a
q
(q 6 | a),
on a
(ϕha)ˇ([u]) = ϕˇ([u])a. (ii)
En particulier, si ι est la conjugaison complexe dans F (ζ
q
), alors (ϕι)ˇ([u]) = ϕˇ([u])−1, pour tout [u] ∈
U+p /U
+
p
q
. Donc,
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(ϕι)ˇ= (ϕˇ)−1. (13)
Regardons maintenant l’action de g ∈ G+. Soit ϕ, ϕˇ et (ϕg)ˇ, comme avant. Soit g˜ un prolongement de g en
un automorphisme de F (ζ
q
, q
√
U+p ). On a comme avant ϕg( q
√
u) = (ϕg)ˇ([u])· q√u et ϕg( q√u) = g˜ϕg˜−1( q√u).
La`, une petite diffe´rence : g˜−1( q
√
u) et une racine q-ie`me de g−1(u). Donc, ϕ(g˜g−1( q
√
u)) = ϕˇ([g−1(u)]) ·
g˜−1( q
√
u). Ainsi, ϕg( q
√
u) = g˜(ϕˇ([g−1(u)]) · g˜−1( q√u)) = g(ϕˇ([g−1(u)])) · q√u = ϕˇ(g−1(u)) · q√u. La dernie`re
e´galite´ vient du fait que g(ζ) = ζ pour tout ζ ∈ µq. En simplifiant par q
√
u, on obtient (ϕg)ˇ([u]) =
ϕˇ([g−1(u)]) = (ϕˇ)g([u]) (structure duale), ceci pour tout u ∈ U+p et parce que [g−1(u)] = g−1[u]. Donc,
(ϕg)ˇ= (ϕˇ)g. (iii)
Cela montre que l’isomorphisme de Kummer G0 −→ Hom(U+p /U+p q, µq) est un isomorphisme de Fq[G+]-
modules, donc a) est prouve´.
Pour prouver b), il faut voir que si ϕ ∈ G0, h = ha ∈ ∆ et g ∈ G+, alors (ϕg)h = (ϕh)g. Soit u ∈ U+p , on
a :
((ϕg)h)ˇ(u)
(ii)
= (ϕg)ˇ(ua)
(iii)
= (ϕˇ)g(ua) = ϕˇ(g−1(ua)) = ϕˇ(g−1(u))a
(ii)
= (ϕh)ˇ(g−1(u))
(iii)
= ((ϕh)g)ˇ(u).
Et on conclut pour b), car l’applicationˇde Kummer est un isomorphisme de F[G+]-modules.
Pour la partie c), c’est a` peu pre`s e´vident, car si h ∈ G = Gal(F (ζ
q
, q
√
U+p )/F ), par le Lemme 8, l’action
canonique de ∆ = G/G0 est pre´cise´ment hgh−1 = gh0 ou` h0 = h|F (ζ
q
) ∈ ∆. 
Maintenant nous allons faire quelques rappels sur l’automorphisme de Frobenius. On en avait de´ja` parle´
au Chapitre 5, mais uniquement pour le corps Q(ζ
m
).
De´finitions-The´ore`mes “l’automorphisme de Frobenius”
Soit L/K une extension galoisienne de corps de nombres de degre´ n de groupe de Galois G. Soit P un
ide´al premier de OK et P un ide´al premier de OL au dessus de P . On se souvient que Z(P|P) = {σ ∈
G | σ(P) = P} et que si σ ∈ G, on a Z(σ(P)|P) = σZ(P|P)σ−1, donc si G est abe´lien, ce groupe est
toujours le meˆme et ne de´pend que de L et P , on le note alors Z(L/P). On a POL = (P1 · · ·Pr)e, P est
l’un des Pi. On a n = efr, ou` f = [OL/Pi : OK/P ] est le degre´ de P sur K. On a aussi [G : Z(P|P)] = r
et |Z(P|P)| = ef . Si σ ∈ Z(P|P), il determine un σ ∈ Gal((OL/P)/(OK/P)) et l’application σ −→ σ
est un homomorphisme surjectif de Z(P|P) sur Gal((OL/P)/(OK/P)). Son noyau se note I(P/P) ou
I(P/K) et s’appelle le groupe d’inertie de P/P ou de P/K. On a aussi I(σ(P/P) = σI(P/P)σ−1 pour
tout σ ∈ G. On a donc |I(P/P)| = e et Z(P/P)/I(P/P) ≃ Gal((OL/P)/(OK/P)), de cardinal f . Pour
tout σ ∈ I(P/P), on a σ(x) ≡ x (mod P) pour tout x ∈ OL. Supposons que P ne ramifie pas, c’est-a`-dire
e = 1 et donc le groupe d’inertie est trivial et donc l’application σ −→ σ est un isomorphisme de Z(P|P)
sur Gal((OL/P)/(OK/P)). Ce groupe de Galois est un groupe cyclique avec un ge´ne´rateur privile´gie´
qui est l’application ν 7→ νN(P) pour tout ν ∈ OL/P et l’unique e´le´ment de Z(P|P) qui correspond
a` cet automorphisme s’appelle l’automorphisme de Frobenius de P/P. On le note Frob(P/P). Il est
caracte´rise´ comme l’e´le´ment de G qui satisfait :
Frob(P/P)(x) ≡ xN(P) (mod P) pour tout x ∈ OL.
On a aussi Frob(σ(P)/P) = σFrob(P/P)σ−1 et donc l’ensemble {Frob(P/P) | P|P}, qu’on note
FrL/K(P) est une classe de conjugaison dans G. Si G est abe´lien, alors Frob(P|P) ne de´pend que
de P , on le notera FrobL/K(P), et on a
FrobL/K(P)(x) ≡ xN(P) (mod POL) pour tout x ∈ OL.
Finalement, si K ⊂ M ⊂ L sont des corps de nombres et P ⊂ P0 ⊂ P sont des ide´aux premiers de K,
M et L respectivement. Alors Frob(P0/P) = Frob(P/P)|M .
Preuve
Tout cela se trouve dans [Nar, p. 180]. 
Maintenant, on va e´noncer un the´ore`me important qui ne sera utilise´ qu’une fois mais est crucial. C’est
le the´ore`me de Cˇebotarev.
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De´finition
Soit K un corps de nombres et A un ensemble d’ide´aux premiers de OK . On dit que A est re´gulier s’il
existe 0 ≤ a ≤ 1 et gA une fonction holomorphe sur un voisinage ouvert de {s ∈ C | ℜ(s) > 1}∪ {1} telle
que pour tout s ∈ C avec ℜ(s) > 1 on ait∑
P∈A
N(P)−s = a log ( 1
s− 1
)
+ gA(s).
Le nombre a s’appelle la densite´ de Dirichlet de A. Si A est l’ensemble de tous les ide´aux premiers de
OK , a = 1.
The´ore`me 10 (Cˇebotarev, 1923)
Soit L/K une extension galoisienne de corps de nombres de groupe de Galois G. Soit C une classe de
conjugaison de G. Alors l’ensemble
A = {P | P est un ide´al premier de K non ramifie´ dans L avec FrL/K(P) = C}
est re´gulier et sa densite´ de Dirichlet vaut |C||G| .
Preuve
[Lang2, Thm 10, p. 169]. 
Remarque
Les ide´aux premiers de degre´ sur Q strictement supe´rieur a` 1 sont de densite´ de Dirichlet nuls, donc dans
le the´ore`me de Cˇebotarev, on peut se restreindre aux P qui sont de degre´ 1 sur Q.
Lemme 11
Un nombre premier l ne divisant pas n ∈ N se de´compose totalement dans Q(ζ+
n
) si et seulement si
l ≡ ±1 (mod n).
Preuve
Le nombre l se de´compose totalement dans Q(ζ
n
) si et seulement si f = e = 1 si et seulement si
l’automorphisme de Frobenius est l’identite´ si et seulement si l ≡ 1 (mod n) (car l’ordre de l’automorphisme
de Frobenius vaut f). Or, le Frobenius Frob
Q(ζ+
n
)/Q(l) est la restriction a` Q(ζ
+
n
) de FrobQ(ζ
n
)/Q(l). De
plus, Gal(Q(ζ
n
)/Q) = (Z/nZ)∗, donc, Gal(Q(ζ
+
n
)/Q) = (Z/nZ)∗/ < −1 >. On en de´duit donc que l se
de´compose totalement dans Q(ζ
+
n
) si et seulement si l ≡ ±1 (mod n). 
Maintenant un autre monument de la the´orie de nombres, lie´ au pre´ce´dent : le corps de classe de Hilbert.
De´finition
Soit L/K une extension abe´lienne de corps de nombres. Soit S un ensemble fini d’ide´aux premiers de K
contenant ceux qui ramifient dans L. Posons IS le groupe abe´lien libre engendre´ par les ide´aux premiers
qui ne sont pas dans S. Si P 6∈ S est un ide´al premier, on de´finit l’application P 7−→ FrobL/K(P) se
prolonge en un homomorphisme de groupe
ΦSL/K : IS −→ G
appele´ l’homomorphisme d’Artin. Remarquons en passant que le the´ore`me de Cˇebotarev montre que
cette application est surjective (mais on n’en aura pas besoin). Toute la the´orie du corps de classe est en
fait de de´crire le noyau de cette application.
The´ore`me 12 (existence du corps de Hilbert)
Soit K un corps de nombres. Il existe une (unique) extension H/K telle que
a) H/K est une extension abe´lienne finie (de groupe disons G).
b) Aucun ide´al premier de K ne ramifie dans H .
c) En posant S = ∅ et I∅ =: IK , l’homomorphisme Φ∅H/K : IK −→ G a pour noyau les ide´aux
(fractionnaires) principaux et de´finit donc un isomorphisme ΦH/K : CLK −→ G.
On appelle H le corps de Hilbert de K.
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Lemme 13 (The´ore`me de Hilbert 90)
Soit L/K une extension cyclique de corps (i.e. galoisienne de groupe de Galois cyclique). Soit τ un
ge´ne´rateur de Gal(L/K). Soit x ∈ L et N = NL/K la norme associe´e a` cette extension. Alors on a
N(x) = 1 ⇐⇒ x = τ(α)
α
pour un certain α ∈ L∗
Preuve
On peut trouver une preuve de ce the´ore`me classique dans [Lang1, Thm 6.1, p.288]. 
Nous aurons besoin (vers la fin de la preuve) de quelques notions rudimentaires sur le localise´ d’un
anneau :
De´finitions-The´ore`me
Si A est un anneau inte`gre commutatif et Q son corps des fractions. Soit P un ide´al premier de A. On
de´finit AP := {ab ∈ Q | b 6∈ P}. On appelle AP le localise´ de A en P . C’est un anneau local d’ide´al
maximal qu’on note encore P . Voir [Ati, pp. 36-43] pour plus de de´tails.
Preuve de la deuxie`me version du the´ore`me de Thaine
On rappelle les notations : p, q sont des nombres premiers impairs distincts tels que p 6≡ 1 (mod q). On
a F = Q(ζ
+
p
), G+ = Gal(Q(ζ
+
p
)/Q), U+p = Z[ζ
+
p
]∗, C+0 , sont les unite´s cyclotomiques de Q(ζ
+
p
), qui est
comme nous le savons (Lemme 3) le sous-groupe de U+p engendre´ par −1 les ξa = ζ
1−a
2
p
· ζ
a
p
−1
ζ
p
−1 . Enfin,
CLpl est le groupe des classes d’ide´aux de F .
Soit θ ∈ AnnZ[G+](U+p /C+0 U+p q) et C ∈ CLpl. On doit montrer que Cθ ∈ CLpl
q
. Allons-y, dans la joie et
la bonne humeur !
Soit H le corps de Hilbert de F . Posons GH = Gal(H/F ). On conside`re aussi les corps H(ζq) et
H(ζ
q
, q
√
U+p ) vus comme extensions sur F . Tout d’abord, H ∩ F (ζq) = F . En effet, si Q est un ide´al
premier de F au-dessus de q, alors Q ramifie totalement dans F (ζ
q
), mais il ne ramifie pas dans H . Donc,
s’il y avait eu un corps intercale´, dans ce corps, Q ramifierait et ne ramifierait pas, ce qui est absurde !
Maintenant, plus de´licat : H(ζ
q
) ∩ F (ζ
q
, q
√
U+p ) = F (ζq). Rappelons que ∆ = Gal(F (ζq)/F ) (≃
Gal(Q(ζ
q
)/Q)) agit sur G0 = Gal(F (ζq,
q
√
U+p )/F (ζq)) ≃ Hom(U+p /U+p
q
, µq) (Lemme 9 b) et a)). De
plus, puisque H ∩F (ζ
q
) = F , alors l’extension H(ζ
q
)/F est galoisienne de groupe GH ×∆ (Lemme 5 c)),
donc est abe´lienne, car ∆ et GH le sont. Par le Lemme 8 et le Lemme 5 a), ∆ agit canoniquement sur
GH = Gal(H/F ) ≃ Gal(H(ζq)/F (ζq)), ceci de manie`re triviale car H(ζq)/F est abe´lienne. Mais si on
prend dans ∆ la conjugaison complexe ι, et ϕ ∈ G0, on a
(ϕι)ˇ
(13)
= (ϕˇ)−1
ˇ homomorphisme
= (ϕ−1)ˇ. (i)
On en de´duit que ϕι = ϕ−1. Donc, il n’y a pas de point fixe dans cette action, car |G0| = q p−32 est impair.
Supposons par l’absurde que H(ζ
q
) ∩ F (ζ
q
, q
√
U+p ) 6= F (ζq), c’est-a`-dire qu’il existe un corps, disons K,
intercale´. Nous sommes donc dans la situation suivante :
F (ζ
q
)
K
H(ζ
q
) F (ζ
q
, q
√
U+p )
J
GH G0
J1 J2
∆ agit trivialement ∆ agit sans point fixe
En effet, puisque GH est abe´lien, l’extension K/F (ζq) est aussi abe´lienne (tout sous-groupe d’un groupe
abe´lien est normal), de groupe, disons J ≃ GH/J1 ≃ G0/J2. Puisque ∆ agit trivialement sur GH , il
agit trivialement sur GH/J1. Mais, il agit sans point fixe sur G0. Puisqu’il agit par conjugaison sur
G0 (Lemme 9 c)) et que J2 est un groupe normal, alors l’action de ∆ sur J2 laisse fixe J2 dans son
ensemble. Donc, l’action de ∆ passe au quotient, car si ϕ, ϕ0 ∈ G0 sont tels qu’il existe ψ ∈ J2 avec
ϕ0 = ϕψ; soit h ∈ ∆ et h0 ∈ Gal(F (ζq, q
√
U+p )/F ) tel que h0|F (ζ) = h, on a ϕh0 = (ϕψ)h = h0ϕψh−10 =
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h0ϕh
−1
0 h0ψh
−1
0︸ ︷︷ ︸
:=ψ′∈J2
= ϕhψ′. Donc [ϕh0 ] = [ϕ
h] =: [ϕ]h. Mais cette action n’est pas triviale : si elle l’e´tait,
on aurait [ϕ] = [ϕ]ι = [ϕι]
(i)
= [ϕ−1] pour tout ϕ ∈ G0. Donc G20 ⊂ J2. Mais puisque l’ordre de G0 est
impair, on a G0 = G
2
0 (the´ore`me de Bezout), donc, on aurait J2 = G0, ce qui est absurde. On a ainsi
prouve´ que H(ζ
q
) ∩ F (ζ
q
, q
√
U+p ) = F (ζq). On en de´duit que H ∩ F (ζq, q
√
U+p ) = F , car
H ∩ F (ζ
q
,
q
√
U+p ) = H ∩ (H(ζq) ∩ F (ζq,
q
√
U+p )) = H ∩ F (ζq) = F.
Donc, H et F (ζ
q
, q
√
U+p ) sont line´airement disjoints. Ainsi, l’extension H(ζq,
q
√
U+p )/F est galoisienne de
groupe GH × G ⊃ GH ×G0 ≃ GH ×Hom(U+p /U+p q, µq), ou` G = Gal(F (ζq, q
√
U+p )/F ).
Revenons a` la classe C fixe´e au de´but de notre preuve. L’homomorphisme d’Artin fait correspondre C
a` ΦH/F (C) ∈ GH . Conside´rons la classe de conjugaison re´duite a` ΦH/F (C). Conside´rons aussi C′ une
classe de conjugaison contenant un ge´ne´rateur de Hom(U+p /U
+
p
q
, µq) ≃ G0. Par ce qu’on vient de voir,
on a {ΦH/F (C)} × C′ est une classe de conjugaison de Gal(H(ζq, q
√
U+p )/F ). Le the´ore`me de Cˇebotarev
nous apprend qu’il existe un (en fait une infinite´) ide´al premier de F , λ, de degre´ 1 sur Q, tel que
Fr
H(ζ
q
, q
√
U+p )/F
(λ) = {ΦH/F (C)} × C′. Cela signifie que
a) λ est de degre´ 1 sur Q.
b) FrobH/F (λ) = ΦH/F (C).
c) Fr
F (ζ
q
, q
√
U+p )/F
(λ) = C′.
Soit l ∈ P le nombre premier sous λ (λ∩Z = lZ). La partie a) et le lemme 11 montrent alors que l ≡ ±1
(mod p). La partie b) implique que λ est dans la classe C. La partie c) dit plusieurs choses : la premie`re
est qu’il existe Λ un ide´al premier de F (ζ
q
, q
√
U+p ) au-dessus de λ tel que Frob(Λ/λ) est un ge´ne´rateur de
G0. Graˆce au Lemme 5 a), on sait que G0 = {h ∈ G | h|F (ζ
q
) = IdF (ζ
q
)}. Soit Λ0 = Λ∩F (ζq). On a alors
Frob(Λ0/λ) = Frob(Λ/λ)|F (ζ
q
) = IdF (ζ
q
) = 1∆. Donc, Λ0 est de degre´ 1 sur F (car Frob(Λ0/λ) engendre
Z(Λ0/λ) qui est de cardinal f(Λ0/λ)). Cela implique que l est totalement de´compose´ dans Q(ζq) (car si
L est un ide´al de Q(ζ
q
) au-dessus de l, on a f(L/l) = f(Λ0/λ)) et donc que l ≡ 1 (mod q) (cf. remarque
avant le Lemme 11). Re´sumons encore tout cela
λ ∈ C l ≡ ±1 (mod p) l ≡ 1 (mod q) Frob(Λ/λ) est un Z[G+]-ge´ne´rateur de G0. (ii)
Le corps de Hilbert et le the´ore`me de Cˇebotarev ont fait leur office, nous n’en n’aurons de´sormais plus
besoin.
Sous-Lemme 14
Sous les meˆmes notations et hypothe`ses, posons encore L =
(
Z[ζ
+
p
]/(l)
)∗
. Alors on a un homomorphisme
injectif de Z[G+]-module :
U+p /U
+
p
q −֒→ L/Lq ≃ Fq[G+]
et l’image de U+p /U
+
p
q
dans Fq[G+] est l’ide´al d’augmentation A.
Preuve du sous-lemme 14
On a (l) = l · Z[ζ+
p
] =
∏
σ∈G+ σ(λ) et les σ(λ) sont tous disjoints, car l se de´compose totalement dans
Z[ζ
+
p
]. Par le the´ore`me chinois, on a
Z[ζ
+
p
]/(l) ≃
∏
σ∈G+
Z[ζ
+
p
]/σ(λ)
f=1≃
∏
σ∈G+
Fl ≃ FG+l
ou` FG
+
l est l’ensemble des applications de G
+ dans Fl.
Le groupe G+ agit la`-dessus par permutations des coordonne´es : tout σ ∈ G+ induit un isomorphisme
de Z[ζ
+
p
]/λ sur Z[ζ
+
p
]/σ(λ) qui donne l’identite´ si on identifie ces quotients a` Fl. Donc ce sont des
Z[G+]-modules. Toujours canoniquement, on a
(
Z[ζ
+
p
]/(l)
)∗
= L ≃∏σ∈G+ F∗l ≃ Fl∗G+ et donc L/Lq ≃∏
σ∈G+ F
∗
l /F
∗
l
q. D’autre part, comme groupes, F∗l /F
∗
l
q ≃ Fq, le premier est note´ multiplicativement et le
second additivement, voyons pourquoi : si s est une racine primitive modulo l et s est sa classe modulo
F∗l
q, alors on envoie s sur 1 modulo q. L’application est bien de´finie, car q divise l − 1 (cf.(ii)), et
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est un isomorphisme. On a donc L/Lq ≃ FG+q D’autre part, FG
+
q et Fq[G
+] sont isomorphes comme
Fq[G+]-modules : l’application x 7→
∑
σ∈G+ x(σ)σ en est un isomorphisme (attention, l’action de Fq[G
+]
sur FG
+
q se fait comme suit : x
σ(τ) := x(σ−1τ)).
Soit ψ l’homomorphisme canonique (de Z[G+]-module) U+p −→ L/Lq. Il est clair que U+p q ⊂ ker(ψ). On
va voir que c’est en fait e´gal. Soit u ∈ ker(ψ); u est donc une puissance q-ie`me dans L. Cela veut dire
que u
l−1
q ≡ 1 (mod l · Z[ζ+
p
]), ou encore
σ−1(u)
l−1
q ≡ 1 (mod l · Z[ζ+
p
]) pour tout σ ∈ G+. (∗)
Posons f = Frob(Λ/λ) et fˇ l’e´le´ment de Hom(U+p /U
+
p
q
, µq) associe´ a` f . On se souvient que f(x) ≡ xl
(mod Λ) pour tout x ∈ O
F (ζ
q
, q
√
U+p )
(l = N(λ)) et, pour tout [u′] ∈ U+p /U+p q, on a q
√
u′ · fˇ([u′]) = f( q√u′)
ou` q
√
u′ est n’importe quelle racine q-ie`me de u′. Donc, fˇ([u′]) q
√
u′ ≡
(
q
√
u′
)l
= u′
l−1
q · q√u′ (mod Λ). Donc,
fˇ([u′]) ≡ u′ l−1q (mod Λ). Revenons a` notre u ∈ ker(ψ). Par (∗), on a donc montre´ que fˇ([σ−1(u)]) ≡ 1
(mod Λ), pour tout σ ∈ G+. Or fˇ([σ−1(u)]) est une racine q-ie`me de l’unite´. Le Lemme IMP du Chapitre
5 nous dit que les racines q-ie`me de l’unite´ sont distinctes modulo Λ, ainsi, fˇ([σ−1(u)]) = 1 pour tout
σ ∈ G+, en d’autre terme, (fˇ)σ([u]) = 1 pour tout σ ∈ G+. Donc, (fˇ)
∑
σ
aσσ([u]) = 1 pour tout∑
σ aσσ ∈ Z[G+]. Or, par (ii), on sait que fˇ est un ge´ne´rateur de Hom(U+p /U+p q, µq), donc α([u]) = 1
pour tout α ∈ Hom(U+p /U+p q, µq). Donc, par dualite´, [u] = 1, c’est-a`-dire u ∈ U+p q. On a donc prouve´
que
U+p /U
+
p
q −֒→ L/Lq ≃ Fq[G+].
Pour montrer que l’image de U+p /U
+
p
q
est l’ide´al d’augmentation, il suffit de montrer que
AnnFq [G+](U
+/U+p
q
) = s(G+) · Fq[G+],
car dans ce cas, U+/U+p
q Prop 6, App 1≃ Fq[G+]/(s(G+)) Lemme 7≃ A. Mais on l’a de´ja` prouve´ au lemme 8 du
Chapitre 9 (relation (12)). 
Revenons a` notre preuve. Nous savons que U+/U+p
q
est cyclique (Proposition 6, Appendice 1 et le sous-
lemme ci-dessus). Soit u ∈ U+p tel que u soit un ge´ne´rateur de U+p /U+p q. Soit le θ du de´but de notre
preuve. Puisque θ ∈ AnnZ[G+](U+p /C+0 U+p q), alors on a uθ ∈ C+0 U+p q, c’est-a`-dire uθ = c ·vq, avec c ∈ C+0
et v ∈ U+p q. On peut supposer que c = c20 est un carre´. En effet : par le the´ore`me de Bezout, il existe
des entiers k et k′ tels que 2k + qk′ = 1, donc uθ = (ck)2 · (ck′ · v)q . D’autre part, puisque c0 ∈ C+0 , on a
que C0 est un produit de ξa = ζ
1−a
2
p
· ζ
a
p
−1
ζ
p
−1 avec a ∈ N \ {0, 1} et a ≤ p− 1 (Lemme 3). Posons, pour de
tels a :
εa = ζ
1−a
2
p
·
ζ
a
p
− ζ
l
ζ
p
− ζ
l
∈ Q(ζ
p
, ζ
l
) = Q(ζ
pl
) et ε′a = ζ
1−a
2
p
·
ζ
a
p
− ζ−1
l
ζ
p
− ζ−1
l
∈ Q(ζ
pl
).
Posons encore ηa = εa · ε′a.
Sous-Lemme 15
Sous les meˆmes notations et hypothe`ses, on a :
a) εa et ε
′
a sont des unite´s cyclotomiques de Q(ζpl)
b) εa ≡ ε′a ≡ ξa (mod (ζl − 1)Z[ζpl]).
c) NQ(ζ
pl
)/Q(ζ
p
)(εa) = NQ(ζ
pl
)/Q(ζ
p
)(ε
′
a) = 1.
d) ηa est une unite´ de F (ζl)
e) NF (ζ
l
)/F (ηa) = 1
f) ηa ≡ ξ2a (mod (ζl − 1)OF (ζl)).
Preuve du Sous-Lemme 15
a) On a
ζa
p
−ζ
l
ζ
p
−ζ
l
=
ζ−1
l
ζa
p
−1
ζ−1
l
ζ
p
−1 =
(ζ−1
l
ζ
p
)b−1
ζ−1
l
ζ
p
−1 , ou` b ∈ Z tel que b ≡ a (mod p) et b ≡ 1 (mod l), est une unite´
cyclotomique. La preuve pour ε′a est semblable.
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b) On pourrait na¨ıvement dire que ζ
l
≡ 1 (mod (ζ
l
−1)Z[ζ
pl
]), et le tour est joue´. Mais c’est un argument
fallacieux! On ve´rifie que ξa − εa = ζ
1−a
2
p
·
(
ζa
p
−1
ζ
p
−1 −
ζa
p
−ζ
l
ζ
p
−ζ
l
)
= ζ
1−a
2
p
·
(
ζa
p
−ζ
p
ζ
p
−1
)
·
(
1−ζ
l
ζ
p
−ζ
l
)
. D’une part,
ζ
1−a
2
p
·
(
ζa
p
−ζ
p
ζ
p
−1
)
est clairement une unite´ (cf. Lemme 2 a) du Chapitre 6). D’autre part,
1− ζ
l
ζ
p
− ζ
l
=
ζ
−1
l
− 1
ζ
−1
l
ζ
p
− 1
(∗)
=
(ζ
−1
l
ζ
p
)b − 1
(ζ
−1
l
ζ
p
)− 1
=
b−1∑
k=0
(ζ
−1
l
ζ
p
)k
(∗∗)≡
b−1∑
k=0
ζ
k
p
=
ζ
b
p
− 1
ζ
p
− 1 = 0 (mod (ζl − 1)Z[ζpl]).
L’e´galite´ (∗) est vraie en posant b ≡ 0 (mod p), b ≡ 1 (mod l) et b > 0. L’e´quivalence (∗∗) vient du
fait que ζ
−1
l
≡ 1 (mod (ζ
l
− 1)Z[ζ
pl
]), car l’ide´al engendre´ par ζ
l
− 1 est le meˆme que celui engendre´
par ζ
−1
l
− 1. Cela prouve la partie b).
c) On se souvient que
∏l−1
k=0(X − ζ
k
l
) = X l − 1. Posons N = NQ(ζ
pl
)/Q(ζ
p
). On rappelle d’autre part
que l ≡ ±1 (mod p) (relation (ii)). On a
ξa ·N(εa) (∗∗∗)= ζl·(
1−a
2 )
p
·
l−1∏
k=0
ζ
a
p
− ζk
l
ζ
p
− ζk
l
= ζ
l·( 1−a2 )
p
·
ζ
la
p
− 1
ζ
l
p
− 1
=
{
ξa si l ≡ 1 (mod p)
ξa = ξa (ξa est re´el) si l ≡ −1 (mod p)
Dans l’e´galite´ (∗ ∗ ∗), le l de ζl·(
1−a
2 )
p
vient du fait que l = l − 1 + 1, le l − 1 vient de la norme et
le 1 vient du ξa, d’autre part le produit qui part de k = 0 vient aussi du ξa. On en de´duit que
ξa ·N(εa)) = ξa. Donc N(εa)) = 1. La preuve de N(ε′a)) = 1 est identique.
Les parties d), e) et f) se de´montrent simultane´ment. Le groupe de Galois Gal(Q(ζ
p
, ζ
l
)/F (ζ
l
)) est d’ordre
2, engendre´ par l’automorphisme σ0 de Q(ζp, ζl) qui change ζp en ζp = ζ
−1
p
et laisse fixe ζ
l
. On va montrer
que σ0(εa) = ε
′
a :
σ0(εa) = σ0
(
ζ
1−a
2
p
·
ζ
a
p
− ζ
l
ζ
p
− ζ
l
)
= ζ
a−1
2
p
·
ζ
−a
p
− ζ
l
ζ
−1
p
− ζ
l
= ζ
1−a
2
p
·
1− ζa
p
ζ
l
1− ζ
p
ζ
l
= ζ
1−a
2
p
·
ζ
−1
l
− ζa
p
ζ
−1
l
− ζ
p
= ε′a.
On en de´duit que ηa = εaε
′
a ∈ F (ζl) est une unite´, que NF (ζl)/F (ηa) = 1, car NQ(ζp,ζl)/Q(ζp) restreint a`
F (ζ
l
) est NF (ζ
l
)/F (ces deux extensions ont meˆme groupe de Galois) et que ηa ≡ ξ2a (mod (ζl− 1)OF (ζl)),
par la partie b). 
Revenons a` nouveau a` notre preuve. Nous avons que uθ = c · vq avec c = c20 =
∏r
i=1 ξ
2
ai . Posons ε =∏r
i=1 ηai . Par le sous-lemme pre´ce´dent, ε est une unite´ de F (ζl), N(ε) = 1 et c ≡ ε (mod (ζl − 1)OF (ζl)).
Notons τ le ge´ne´rateur de Gal(F (ζ
l
)/F ) ≃ Gal(Q(ζ
l
)/Q) qui envoie ζ
l
sur ζ
s
l
ou s est la racine primitive
vue lors de la preuve du Sous-Lemme 14. Par le the´ore`me de Hilbert 90, il existe α ∈ F (ζ
l
)∗ tel que
ε =
τ(α)
α
.
On en de´duit en particulier que l’ide´al fractionnaire (α) est invariant par τ . Puisque l ramifie totalement
dans Q(ζ
l
), l’ide´al λ ramifie totalement dans F (ζ
l
). Notons l l’unique ide´al premier de F (ζ
l
) au-dessus
de λ. De meˆme, pour chaque σ ∈ G+, l’unique ide´al premier au-dessus de σ(λ) est σ(l) (on identifie
e´videmment G+ = Gal(F/Q) ≃ Gal(F (ζ
l
)/Q(ζ
l
))). Les σ(l) sont aussi τ -invariants, car il y a ramification
totale. Ecrivons
α · OF (ζ
l
) = (α) = J ·
∏
σ∈G+
σ(l)rσ , (rσ ∈ Z, J ide´al fractionnaire premier a` l). (iii)
Puisque (α) et les σ(l) sont invariants par τ , alors J l’est aussi. Puisque J est τ -invariant et qu’il n’a que
des diviseurs premiers non ramifie´ sur F , J doit provenir d’un ide´al J0, c’est-a`-dire J0 ·OF (ζ
l
) = J. On a
donc, Jl−10 ·OF (ζ
l
) = J
l−1 = NF (ζ
l
)/F (J) ·OF (ζ
l
). Donc, NF (ζ
l
)/F (J) = J
l−1
0 (cf. Chapitre 5, Rappels sur
les corps de nombres et la the´orie de Galois). D’autre part, puisque σ(λ) ramifie totalement dans F (ζ
l
),
alors NF (ζ
l
)/F (σ(l)) = σ(λ). En prenant la norme de l’e´quation (iii), on trouve :
NF (ζ
l
)/F (α) · OF = Jl−10 ·
∏
σ∈G+
σ(λ)rσ = Jl−10 · λΣrσσ.
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Cette e´galite´ montre que l’e´le´ment
∑
σ∈G+ rσσ ∈ Z[G+] est tel que
CΣrσσ ∈ CLplq, (iv)
ceci parce que λ ∈ C, donc C est la classe de´finie par λ, l ≡ 1 (mod q) (cf. (ii)), donc Jl−10 ∈ CLpl
q
et
parce que NF (ζ
l
)/F (α) · OF est principal. Donc, il faut jeter un pont entre θ et
∑
σ∈G+ rσσ.
On a que l’ide´al (ζ
l
− 1) =∏σ∈G+ σ(l). Donc, l’e´le´ment α(ζ
l
−1)rσ est premier a` σ(l), il est donc inversible
dans l’anneau localise´ (OF (ζ
l
))σ(l). Le groupe de Galois Gal(F (ζl)/F ) =< τ > est le groupe d’inertie de
σ(l) sur σ(λ) car la ramification est totale. On a donc, τ(x) ≡ x (mod σ(l)) pour tout x ∈ OF (ζ
l
) (cf.
De´finitions-The´ore`me sur l’automorphisme de Frobenius), et donc aussi τ(x) ≡ x (mod σ(l)) pour tout
x ∈ (OF (ζ
l
))σ(l). En particulier,
α
(ζ
l
− 1)rσ ≡ τ
(
α
(ζ
l
− 1)rσ
)
=
ε · α
(ζ
s
l
− 1)rσ (mod σ(l) · (OF (ζl))σ(l)).
On notera dore´navant (mod σ(l)′) au lieu de (mod σ(l)·(OF (ζ
l
))σ(l)). Or,
ε·α
(ζs
l
−1)rσ =
ε·α
(ζ
l
−1)rσ ·
(
ζs
l
−1
ζ
l
−1
)−rσ
et
ζs
l
−1
ζ
l
−1 = 1 + ζl + · · · + ζ
s−1
l
≡ s (mod ζ
l
− 1), donc a fortiori modulo σ(l)′. Donc
(
ζs
l
−1
ζ
l
−1
)−rσ ≡ s−rσ
(mod σ(l)′). Ainsi, α
(ζ
l
−1)rσ ≡ ε·α(ζs
l
−1)rσ ≡ εα(ζ
l
−1)rσ · s−rσ (mod σ(l)′). En simplifiant, par α(ζ
l
−1)rσ , qui
est, rappelons-le, inversible, on trouve ε ≡ srσ (mod σ(l)′). Or, on se souvient que c ≡ ε (mod (ζ
l
− 1)),
on a donc a fortiori c ≡ ε (mod σ(l)′). Donc, on a c ≡ srσ (mod σ(l)′). Comme c et srσ sont dans
(Z[ζ
+
p
])′ := (Z[ζ+
p
])σ(λ), on a
c ≡ srσ (mod σ(λ)′), (v)
car σ(l)′ ∩ (Z[ζ+
p
])′ = σ(λ)′ qui est l’ide´al maximal de (Z[ζ+
p
])′. Puisque Z[ζ+
p
]′/σ(λ)′ ≃ Z[ζ+
p
]/σ(λ) ≃
Z/lZ = Fl, la congruence (v) montre que l’image de c dans L =
(
Z[ζ
+
p
]/(l)
)∗
≃∏σ∈G+ (Z[ζ+p ]/σ(λ))∗ ≃
(F∗l )
G+ est (s′rσ )σ∈G+ , ou` s′ ∈ F∗l est la classe de s modulo l. Passant encore aux classes modulo les
puissances q-ie`mes, on obtient que l’image de uθ qui est la meˆme que celle de celle de c modulo U+p dans
L/Lq ≃ (F∗l /F∗l q)G
+
est (srσ)σ∈G+ , ou` s ∈ F∗l /F∗l q est l’image canonique de s′. Par le Sous-Lemme 14,
L/Lq est isomorphe a` Fq[G+] et cet isomorphisme envoie (srσ )σ∈G+ sur
∑
σ∈G+ rσσ.
D’autre part, u est tel que u est un ge´ne´rateur de U+p /U
+
p
q
et nous savons que l’image de U+p /U
+
p
q
dans
Z[G+] est l’ide´al d’augmentation A (cf. Sous-Lemme 14), donc l’image de u dans Z[G+] correspond a` un
ge´ne´rateur ϕ de A. On a ainsi ∑
σ∈G+
rσσ = ϕ · θ,
ou` θ est l’image de θ dans Fq[G+]. Ou encore
ϕ · θ ≡
∑
σ∈G+
rσσ (mod q · Z[G+]). (vi)
Or nous savons que Fq[G+] = A ⊕ (s(G+)), avec rappelons-le s(G+) =
∑
σ∈G+ σ (cf. Lemme 7) et que
(s(G+)) = Fq · s(G+) (relation (i) du Lemme 7). Donc il existe γ ∈ Z[G+] et m ∈ Z tels que
γ · ϕ+m ·
∑
σ∈G+
σ ≡ 1 (mod q · Z[G+]).
En multipliant par θ, on en de´duit que
θ ≡ γ · ϕ · θ +m · θ ·
∑
σ∈G+
σ
(vi)≡ γ ·
∑
σ∈G+
rσσ +m · θ ·
∑
σ∈G+
σ (mod q · Z[G+]).
Il existe donc ρ ∈ Z[G+] tel que θ = γ ·∑σ∈G+ rσσ +m · θ ·∑σ∈G+ σ + qρ. Ainsi,
Cθ = (CΣrσσ)γ · (CΣσ)mθ · (Cρ)q
Mais, (CΣrσσ)γ ∈ CLplq (relation (iv)). D’autre part, (CΣσ)mθ est une classe principale, car si a est un
ide´al de C (par exemple λ), alors aΣσ = NF/Q(a) ·OF (cf. Chapitre 5 (rappel sur les corps de nombres et
la the´orie de Galois)) et NF/Q(a) est un ide´al de Z qui est principal. Et finalement, (Cρ)q ∈ CLplq. On a
prouve´ que Cθ ∈ CLplq, ce qu’il fallait de´montrer. 
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