Hyperspectral (HS) imagery contains a wealth of spectral and spatial information that can improve target detection and recognition performance. Conventional spectral-spatial classification methods cannot fully exploit both spectral and spatial information of HS image. In this paper, we propose a new method to fuse the spectral and spatial information for HS image classification. Our approach transfers the spatial structures of the whole morphological profile into the original HS image by using bilateral filtering, and obtains an enhanced HS image enriching both spectral and spatial information. Meanwhile, the enhanced HS image has the same spectral and spatial dimensions as the original HS image, which may provide a new input to improve the performances of existing HS image classification methods. Experimental results on real HS images are very encouraging. Compared to the methods using only single feature and stacking all the features together, the proposed fusion method improves the overall classification accuracy more than 10% and 5%, respectively.
INTRODUCTION
Recent advances in sensors technology have led to an increased availability of hyperspectral data at very high spatial and spectral resolutions. A general framework typically used for the spectral-spatial classification of hyperspectral images either exploits neighbourhood information [2] or deduces the spatial information by mathematical morphological [1, 3] (or their variants). However, these approaches have some limitations: (1) the exploitation of neighbourhood information within a sliding window [2] will increase the computational burden, because each pixel is repeatedly treated as a collaborative assistant for its surrounding pixels; (2) morphological profiles (MPs) (or their variants) are built by only considering few components extracted from the original HS cube, hence not fully exploiting the spectral information.
Combining spatial and spectral information can contribute to a more comprehensive interpretation of objects on the ground. For example, spectral signatures cannot differentiate between objects made of the same material (e.g., roofs and roads made with the same asphalt), while they can often be easily distinguished by their geometry. On the other hand, spatial features alone may fail to discriminate between objects that are quite different in nature (e.g., grass field, parking, or a swimming pool), if their shape and size are similar. Many approaches have been developed to fuse the spectral and spatial information for the classification of remote sensing data [3, 4, 5, 6] . Some of these approaches employ the so-called composite kernel methods [4] or their generalization [5] . Others define spatial information through MPs, and concatenate spectral and spatial features in a stacked architecture for classification [6] . In our recent work [3] , we defined a local fusion graph to couple dimension reduction and data fusion of spectral and spatial features, demonstrating an improvement in classification. However, these approaches treat spectral and spatial features individually, and suffer the problem of spectral and spatial dimension selection.
In this paper, we propose a novel spectral-spatial fusion framework for hyperspectral image classification by using bilateral filtering. Specifically, we first extract spatial information by computing the extended morphological profile (EMP) on original hyperspectral image. We then transfer the spatial relationships of EMP to the original hyperspectral image by bilateral filtering [7] , and obtain an enhanced hyperspectral image without increasing or reducing spectral and spatial dimensionalities. Last but not least the enhanced HS image is used as the input of SVM classifier to get the final classification map. Experimental results demonstrate the proposed spectral-spatial fusion method can transfer complementary spatial information into the original hyperspectral image, and enable better performances on classification. The remainder of the paper is organized as follows. The proposed spectral-spatial fusion method is detailed in Section 2. Section 3 presents the experimental results. Finally, conclusions are drawn in Section 4.
METHODOLOGY

Morphological features
Typical morphological features used for characterizing the spatial information of very high resolution remote sensing images are generated by applying morphological openings and closings by reconstruction [1] on a grayscale image, using a structural element (SE) of predefined size and shape. An opening acts on objects that are bright compared with their surrounding, while closings act on dark objects. For example, an opening deletes (i.e. the pixels in the object take on the value of their surrounding) bright objects that are smaller than the SE. By increasing the size of the SE and repeating the previous operation, a complete morphological profile is built [1] , carrying information about the size and the shape of objects in the image due to its multiscale nature.
When applying MP to hyperspectral data, principal component analysis (PCA) is widely used as a pre-processing step to reduce the dimensionality of the high-dimensional original data, as well as to reduce redundancy among the bands [1] . Then one constructs a morphological profile on each principal component (PC) independently. An extended MP (EMP) is formed by stacking all the computed morphological profiles. Specifically in our experiments, the first 3 PCs (representing more than 99% of the cumulative variance) of original HS image are used to computed EMP, with 4 openings and closings (ranging from 2 to 8 with step size increment of 2) . The usefulness of using morphological features to exploit the spatial information of high-resolution remote sensing images has been discussed in numerous studies [3, 1, 6 ].
Proposed spectral-spatial fusion method
Extensive research has been conducted to transfer the spatial information into hyperspectral imagery, e.g., hyperspectral image pansharpening [9, 10] . The objective of these approaches is to obtain an enhanced hyperspectral image, with the optimized preservations on both spectral and spatial information. However, they mainly focus on boundary spatial information transformation from an additional image source. This paper will transfer the spatial relationships of a complementary features to the original hyperspectral image. The complementary features are generated from the original image, which includes not only boundary information, but also object size and shape information of the image. We take bilateral filter [7] as an example, as its efficient and strong abilities to transfer the spatial relationships of the guidance image to the filtering output. Its application to HS data can be found in [8] , where the bilateral filter [7] was applied to transfer the structures of the principal components of the HS image to the initial classification maps.
Our proposed framework for spectral and spatial fusion exploits the transformation of the morphological information to a HS image by using bilateral filter [7] in PCA domain. Instead of simply stacking or graph fusion spectral and spatial features [3] which may not be easy to be interpreted, our proposed fusion method obtains an enhanced HS image enriching both spectral and spatial information while keeping the spectral and spatial dimensionalities the same to the original HS image. This way, our proposed method may provide an enhanced input for existing HS image processing techniques. By joint bilateral filtering the spectral and spatial fusion process, our method can not only preserve the spectral information from the original HS image, but also transfer the spatial structures (e.g., size, shape) of the EMP to the enhanced HS image. To reduce the noise effect, our method first uses PCA to decorrelate the HS images and separate the information content from the noise. The first k PCA channels contain most of the total energy of a HS image (i.e., most information of the HS image), and the remaining B − k PCA channels (where B is the number of spectral bands of HSI and B k) mainly contain noise. If joint bilateral filtering is performed on these noisy and high-dimensional B − k PCs, then it will amplify the noise of the data cube, which is undesirable. Therefore, we only transfer the spatial structures of EMP to the first k PCA channels by using bilateral filter. Let P C i ∈ k and P C j ∈ k denote the ith pixel and its neighboring pixels of the first k PC (of original HS image), the filtering output P C i ∈ k can be represented as a linear transform of guided profile EMP in a local window of size (2δ s + 1) × (2δ s + 1) as follows:
(1) K is a normalizing term of the joint bilateral filter:
where δ s controls the size of the local window used to filter a pixel, and δ r defines how much the weight of a pixel decreases because of the feature difference between the guided profile pixels (i.e., EM P i and EM P j ).
) are spatial and range kernels defined using two Gaussian decreasing functions.
The kernels are the combination of weights based on both the spectral similarity and spatial similarity. From equations (1) and (2), we can easily find that if the neighboring pixels of pixel i in the EMP have similar characteristics (i.e., EM P i ≈ EM P j ), the weight of pixel j (represented by neighboring pixel j) will be quite large, especially when it is very geometrically close to i (i.e., ||i − j|| is very small). On the contrary, if the neighboring pixels have quite different characteristics in the guidance profile, the situation will be the opposite. This means that the filter will only smooth spectra with similar characteristics on both spectral and spatial domains and keep the rest untouched. This way our proposed method ensures the preservation of the original spectral information while transferring the spatial information of EMP. For more details about bilateral filter, we refer the readers to [7] . We remove the noise in the remaining PCA channels using a soft-thresholding scheme (and without joint bilateral filter). We obtain the enhanced HS image by inverting PCA transformation.
EXPERIMENTAL RESULTS
Experiments are done on a hyperspectral data of Pavia University, which was collected by the Reflective Optics System Imaging Spectrometer (ROSIS-03). This data set has 115 bands, with a spectral range of 0.43-0.86 um and very fine spatial resolution of 1.3 m per pixel. After removing 12 water absorption and noisy bands, 103 bands were used in the experiments. This data set includes nine land cover/use classes, see Table 1 . Note that the color in the cell denotes different classes in the classification maps (Fig. 1) The SVM classifier with radial basis function (RBF) kernels [9] is applied in our experiments. We apply a gridsearch on the two parameters C and γ of SVM using 5-fold cross-validation to find the best C within the given set {10 −1 , 10 0 , 10 1 , 10 2 , 10 3 } and the best γ within the given set {10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 }. We compare our proposed spectral-spatial fusion method with the schemes of (1) Only using raw hyperspectral data (Raw); (2) Only using extended morphological profile (EMP); (3) Stacking raw hyperspectral data and EMP together (Sta), similar as [6] . The classification results are quantitatively evaluated by measuring the Overall Accuracy (OA), the Average Accuracy (AA) and the Kappa coefficient (κ) on the test data. Table 1 shows the accuracies obtained from the experiments, Fig. 1 shows the best result of each method.
It is obvious that using raw hyperspectral is not enough for reliable classification, with relative lower accuracy and noisy map. By using only the spatial information through EMP, we produce smoother classification map. However, the remote sensing data from urban area was a mix between manmade structures and natural materials, either spectral or spatial feature alone is not sufficient to discriminate different classes. For example, single hyperspectral image misclassified many objects made with same material, e.g., 'Asphalt'; while EMP alone cannot well separated objects with similar size and shape, like 'Meadows' and 'Soil', leading to poor performances. By simply stacking different feature sources together, we won't always produce better results than using single feature source [6] , but increase the dimensionality of the input for the SVM classifier (which will consume more computational time). Our proposed method enhanced hyperspectral image by exploiting spatial information from EMP. Meanwhile, we also preserve the spectral information of original hyperspectral image, and enable much better classification performances. Compared with using single feature source or simply stacking both of features together, our proposed method has more than 10% and 5% improvements in accuracies, respectively.
CONCLUSION
This paper presents a new spectral-spatial fusion method for hyperspectral image classification. Different from existing methods, our proposed method transfers the spatial structures of the whole morphological profile to original hyperspectral image, without increasing/reducing the spectral and spatial dimensions. By taking into account both spectral and spatial information, our proposed method preserves spectral information while transferring the spatial relationships from complementary features into the resulting enhanced hyperspectral data, and improves classification performances. Experimental results on the classification of a hyperspectral image show the efficiency of the proposed method, with significant classification accuracy improvements over using single feature and simply stacking different features together. Our approach may provide an enhanced input to improve the performances of the existing hyperspectral image classification methods.
