Emissions reduction legislation relies upon 'bottom-up' accounting of industrial and biogenic greenhouse-gas (GHG) emissions at their sources. Yet, even for relatively wellconstrained industrial GHGs, global emissions based on 'top-down' methods that use atmospheric measurements often agree poorly with the reported bottom-up emissions. For emissions reduction legislation to be effective, it is essential that these discrepancies be resolved. Because emissions are regulated nationally or regionally, not globally, topdown estimates must also be determined at these scales. High-frequency atmospheric GHG measurements at well-chosen station locations record 'pollution events' above the background values that result from regional emissions. By combining such measurements with inverse methods and atmospheric transport and chemistry models, it is possible to map and quantify regional emissions. Even with the sparse current network of measurement stations and current inverse-modelling techniques, it is possible to rival the accuracies of regional 'bottom-up' emission estimates for some GHGs. But meeting the verification goals of emissions reduction legislation will require major increases in the density and types of atmospheric observations, as well as expanded inversemodelling capabilities. The cost of this effort would be minor when compared with current investments in carbon-equivalent trading, and would reduce the volatility of that market and increase investment in emissions reduction.
Introduction
Entering the second decade of the twenty-first century, legislation to stem the adverse effects of anthropogenic climate change by requiring reductions in anthropogenic carbon dioxide (CO 2 ) and non-CO 2 long-lived greenhousegas (GHG) emissions is becoming increasingly widespread. In addition to the multi-national Kyoto Protocol, established under the United Nations Framework *Author for correspondence (rfweiss@ucsd.edu).
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This journal is © 2011 The Royal Society Convention on Climate Change (UNFCCC), there are many national, bilateral, multi-lateral and regional initiatives to limit GHG emissions. Emissions of non-CO 2 GHGs, many of which have global warming potentials (GWPs) that are tens to thousands of times greater than CO 2 per unit mass, represent roughly 35 per cent of current GHG emissions on a carbon-equivalent basis [1] , and play a significant role in the current emissions trading market. Among the longlived non-CO 2 GHGs are a number of high-GWP anthropogenic gases that are not regulated by the Kyoto Protocol, but which still contribute significantly to anthropogenic radiative forcing, especially the chlorofluorocarbons (CFCs) and other stratospheric ozone-depleting substances that are regulated by the Montreal Protocol.
Current emissions reduction legislation is based on accounting methods that are prescribed under the UNFCCC for calculating inventories of emissions of industrial and biogenic GHGs at their sources, so-called 'bottom-up' emissions reporting. Detailed guidelines for emissions reporting have been developed under the auspices of the Intergovernmental Panel on Climate Change (IPCC; [2] and subsidiary volumes). These prescribed procedures are based on activity metrics such as economic and land-use databases, emission factors relating these activities to GHG emissions, and time delays between GHG production and release. There is capacity for including uncertainties in these estimates, but they are often reported as 'unknown'. This is a complex task involving estimates for a very wide range of GHG emission sources; each reported individually and then aggregated. The resulting national GHG emission inventories for UNFCCC Annex I developed countries are reported with many digits of resolution, but usually without uncertainties [3] . However, estimated emissions of GHGs of primarily industrial origin and with limited types of sources are generally held to have greater accuracy than emissions of GHGs from primarily biogenic sources that are more difficult to quantify.
It is important to note that the Kyoto Protocol and other similar legislation requires carbon-equivalent emissions reductions relative to a base period that are often specified with resolutions of 5 per cent or less, with required 'certification' according to the IPCC or other formal bottom-up reporting procedures. But do these procedures yield actual emissions? This is a critical question because the anthropogenic affect on climate is ultimately driven by actual emissions of GHGs to the atmosphere, not by reported ones.
Emission estimation approach
For emissions control legislation to be effective, and considering that enforcement is likely to be practical only by bottom-up methods, it is essential that significant discrepancies between bottom-up emissions estimates and 'top-down' emissions estimates based on atmospheric measurements be resolved. But because emissions control legislation is national or regional in nature, not global, it is also essential that top-down emission estimates be determined at these same geographic scales. Atmospheric GHG measurements and inverse modelling, when proceeding in tandem, allow observations to be used to answer important scientific, as well as regional, emission questions. Modelling can also help to define measurement strategies (target species, site location, measurement precision and frequency) and priorities. Using the so-called minimum variance Bayesian inverse methods, optimal estimates of fluxes by process and/or region in a chemical transport model (CTM) can be obtained by minimizing the errors (variances) in the estimated emissions given the errors in the observations. These inverse studies can use measurements from a number of independent observational networks, after conversion to a common calibration scale using results of inter-laboratory measurement comparisons.
(a) Statistical methods
There are a number of statistical approaches to flux (source and sink) estimations [4] [5] [6] . As an illustration here, we discuss specifically the discrete Kalman filter (DKF). A desirable feature of the DKF is its capability for objective estimation of the errors in the estimated fluxes and for inclusion of both observational and certain CTM errors in the measurement error treatment. A detailed introduction to the DKF in vector/matrix form for application to estimating sources and sinks for atmospheric trace gases can be found in Prinn [6] . To illustrate some of the key aspects of the use of the DKF for emissions estimation, we can look at the highly simplified but informative one-dimensional case of estimating sequential emissions from a single region using a sequence of observations at a single site where vectors and matrices are now replaced by scalars.
In this case, the filter is effectively minimizing the square of the error (p k = s 2 ), x f k as the 'forecast' value for x k (value before using observation k), x a k as the 'analysis' value for x k (corrected value after using observation k), h k = dy k /dx k (sensitivity of model mole fraction to model emissions) and y k = h k x f k as the model estimate for observation k. If we also define p f k and p a k as the forecast and analysis values, respectively, for p k (values before and after using observation k) and m as a scalar that multiplies the analysis values from a prior time step to serve as a forecast for the current time step, then the recursive filter equations to estimate emissions and their errors are simply figure 1 .
It is important to ensure that model and observation imperfections are accounted for properly (e.g. [4, 6] ). The processes and parameters to be estimated are chosen so that they have effects on the emission patterns in space and time that are sufficiently distinct from each other to ensure uniqueness and stability (e.g. [7, 8] ). The estimations are also formulated so that small fractional changes in concentrations do not yield unacceptably large fractional changes in deduced emissions. Observational uncertainties that are associated with absolute calibration, instrument precision and inadequate sampling in space and time are incorporated into the observation error whenever possible. It is also important to recognize when observation errors are correlated, thus possibly violating a condition of optimal filters like the DKF or complicating the definition of the observational error treatment. Various methods exist to address this (see [4, 6] for reviews). Weak nonlinearities in the chemical models (e.g. the lowering of the hydroxyl radical (OH) when methane (CH 4 ) emissions increase) are routinely handled by recalculating the time-dependent sensitivities (h k in the above simplified equations) after each run through all the data, and repeating the inverse method to ensure convergence. Structural errors and random and systematic transport errors (i.e. errors in h k above) are handled through utilization of multiple model versions and Monte Carlo methods (e.g. [9] ) and/or by increasing the measurement error to include the error owing to the model (e.g. [6, 10] ). [7, 8] . The El Niño Southern Oscillation Index (SOI) and the North Atlantic Oscillation (NAO) index are shown adjacent, respectively. The comparison in (a) is for the same months during the 1998 El Niño (top) and 1999 La Niña (bottom) with the January-May average surface wind fields for the 2 years, and the comparison in (b) is for the same months during the 1995 positive NAO (top) and 1996 negative NAO (bottom) with the January-May average surface winds also shown. Note that observations and model estimates are plotted on scales of opposite direction so that an exact mirror image of the two datasets implies perfect agreement. The CH 4 measurement station location is shown by a cross on each surface wind field map.
(b) Models
A basic requirement for inverse modelling is an accurate and realistic multidimensional atmospheric CTM. Even apparently small transport errors can lead to significant errors in estimated sources or sinks [11, 12] . Three-dimensional models are essential to resolve pollution events and solve for regional sources and sinks. In addition, three-dimensional models must possess realistic atmospheric circulations. These models may compute quantities at fixed grid points (Eulerian) or compute them following the trajectories of the air parcels (Lagrangian).
As an example of a three-dimensional Eulerian model, a large number of inverse studies have used the Model of Atmospheric Transport and Chemistry (MATCH) [10, 13, 14] . This is an offline global three-dimensional transport model that uses meteorological fields derived from forecast-centre analyses. MATCH has been successfully driven by meteorological data from the National Centers for Environmental Prediction (NCEP), the European Centre for Medium Range Weather Forecasts (ECMWF) and the Goddard Space Flight Center/National Aeronautics and Space Administration (GSFC/NASA) Data Assimilation Office (DAO) analysis [14] . Sub-grid mixing processes, which include dry convective mixing, moist convective mixing and large-scale precipitation processes, are computed in the model. MATCH can be used at a horizontal resolution as fine as T62 (1.8
• × 1.8
• ), with either 42 or 28 levels in the vertical. MATCH inversions have been used for many GHGs, including chlorofluorocarbon-11 (CF 3 Cl) [10] , CO 2 [15] [16] [17] [18] , CH 4 [7, 8] , nitrous oxide (N 2 O) [19] and carbon tetrachloride (CCl 4 ) [20] . The ability of MATCH to accurately simulate the effects of transport on long-lived trace gases is well illustrated by the methane simulations in figure 2 .
Another common modelling approach is based on back-trajectories computed from meteorological data using a Lagrangian model (e.g. [12] ). By dividing the trace gas observations into 'background air events' and 'pollution events' and computing air mass back-trajectories, and thus air mass transit times over predefined emission regions, the time/space average emissions from these predefined regions can be determined. The method obviously requires accurate definition of both back-trajectories and eddy diffusive fluxes. The Hybrid SingleParticle Lagrangian Integrated Trajectory (HYSPLIT) model [21, 22] of the National Oceanic and Atmospheric Administration (NOAA) has been used for this purpose [23] . The UK Met Office Lagrangian particle model (Numerical Atmospheric dispersion Modelling Environment; NAME) has also been applied extensively to determine European source and sink strengths for a variety of species (e.g. [24] [25] [26] [27] [28] [29] ). Similarly, Australian regional emissions of various species have been determined using inverse studies and regional transport models [30, 31] . The FLEXPART Lagrangian particle dispersion model has also been used to determine emissions of halocarbon GHGs regionally and globally (e.g. [32] ).
While two-dimensional models are not suitable for regional emission estimation, they have their uses (e.g. solving for global or hemispheric emissions or for model error analysis). Three-dimensional models, being computationally expensive, do not always lend themselves well to doing very long time integrations, and multiple runs are required to address uncertainties (e.g. thousands of runs for Monte Carlo treatments of model transport, rate constant and absolute calibration errors). A two-dimensional model is better suited to a full uncertainty analysis because its transport is 'tunable' to simulate observed latitudinal gradients (e.g. [9, 33] ). For example, measurements of N 2 O have been used in conjunction with three-dimensional atmospheric CTMs transport models to attribute source and sink strengths [19, 34] , and use of a complementary two-dimensional model to assess the effects of model error using a Monte Carlo approach indicates that the errors emanating from the three-dimensional inversions alone need to be augmented significantly to account for model errors [19] .
Global and regional emissions
There are large uncertainties associated with emissions of the biogenic components of some of the most important anthropogenic GHGs such as CO 2 , CH 4 and N 2 O-emissions associated with land-use changes, agriculture and waste processing. For these gases, there is also a need to separate anthropogenic emissions from natural emissions. As a result, the accuracies of bottom-up emissions inventories are most easily assessed for global emissions of purely industrial long-lived anthropogenic GHGs that are emitted from defined sources and are easily quantified from atmospheric measurements. Furthermore, emissions of industrial non-CO 2 GHGs, with their very high GWPs, are particularly important to quantify because they represent a disproportionately large share of the global carbon-equivalent trading market, even though their contributions to global warming are much less than that of CO 2 .
Atmospheric abundances of a wide range of GHGs, including all of the non-CO 2 GHGs currently regulated by the Kyoto and Montreal Protocols, are routinely measured at a few select locations around the world by several independent research programmes including our Advanced Global Atmospheric Gases Experiment (AGAGE) programme [35, 36] . These measurements, made in real time at remote stations, in flask samples and in archived air samples, yield accurate trends for the background atmospheric composition that extend back three decades for most of these gases. They can also be extended well before their industrial production when combined with measurements of air trapped in polar firn or ice cores (e.g. [37] ). Using such data and the estimation approaches discussed above, it is possible to calculate top-down global emission rates from the measured trends, especially for long-lived gases with simple chemistry, and then to compare these values with the reported bottom-up emission rates.
The current knowledge of methane emissions exemplifies the issues surrounding gases with large biogenic, as well as anthropogenic, sources. After nearly a decade of little net change, the mole fractions of this gas began to rise in both hemispheres in 2006-2008 [38] . The inverse modelling by Rigby et al. [38] implied that the increase in growth rate was due either to increasing tropical and high-latitude emissions or to a smaller high-latitude emissions increase along with a few percent tropical OH decrease (or to some combination of the two). A later study of spatial gradients and Arctic isotopic signals by Dlugokencky et al. [39] suggested that the rise was primarily due to increased wetland emissions in both the high latitudes and tropics, with little influence from OH variations. Bousquet et al. [40] earlier suggested that the stable period for CH 4 [8] have noted that their computed increased rice emissions (about 25 Tg methane yr −1 ) could also be due to neighbouring non-rice wetland emissions.
The estimation of emissions for the essentially purely anthropogenic (industrial) greenhouse gases is more straightforward than for those gases whose budgets involve both biogenic and anthropogenic components. However, challenges still remain for accurately inferring regional emission estimates for these industrial gases. Examples for four high-GWP anthropogenic GHGs are presented here.
Carbon tetrafluoride (CF 4 ) is the longest-lived GHG regulated by the Kyoto Protocol, with an atmospheric lifetime of 50 000 years and a GWP of 7390 on a 100 yr time horizon [1] . It is emitted principally as a by-product of aluminium production, with lesser but significant emissions from the electronics industry. The trend of CF 4 concentration in the atmosphere is being measured in real time by AGAGE, and with the aid of stored samples, its trend in both hemispheres has been extended back to the 1970s [41] . There is also a small natural source of CF 4 from the continental lithosphere [42] , which, because of its very long atmospheric lifetime, accounts for about half of the approximately 78 ppt (parts per trillion, dry air mole fraction) in the current atmosphere. But this flux is negligible when compared with the anthropogenic flux that drives the current trend. Modelling the AGAGE atmospheric CF 4 trends using a 12 box inverse model [41] figure 3 , together with various reported bottom-up CF 4 emission estimates.
Comparison with bottom-up estimates reported to the UNFCCC by the Annex I industrialized countries [3] shows that in 1990, when reporting began, reported emissions accounted for only about 60 per cent of the measured atmospheric increase, and that by 2006, this fraction had decreased to about 40 per cent. In other words, while the rate of CF 4 accumulation in the atmosphere decreased by about 30 per cent during this period, the Annex I reported CF 4 emissions decreased by about 50 per cent. Although aluminium-producing countries like China, India and Brazil are not included in Annex I reporting, and production by these countries certainly increased significantly over this time period, it is difficult to reconcile that by 2006, non-Annex I countries accounted for about 60 per cent of global CF 4 emissions. Reinforcing this concern are the bottom-up results of the International Aluminium Institute (IAI) report series (e.g. [43] ), which include worldwide CF 4 emissions from Annex I as well as nonAnnex I aluminium production, but do not include emissions from the electronics industry. When the IAI estimates are added to the much smaller electronics [41] , with shaded combined modelling and measurement uncertainties (±1 standard deviation), compared with the bottom-up global emissions estimates for the aluminium industry (e.g. [43] ), for the electronics industry [44] and for these two sources combined. Also plotted are bottom-up emissions reported to the UNFCCC for the Annex I developed countries [3] . Adapted from Mühle et al. [41] . . Top-down global emissions of sulphur hexafluoride (SF 6 ) modelled from AGAGE programme global atmospheric measurements [48] , with shaded combined modelling and measurement uncertainties (±1 standard deviation) compared with bottom-up global emissions reported to the UNFCCC for the Annex I developed countries [3] after correction of pre-1995 reported Japanese emissions [46] . Also plotted are the EDGAR global-estimated emissions [44] that take into account bottom-up estimates as well as atmospheric measurements, and EDGAR estimates for SF 6 6 ) is the most potent GHG regulated by the Kyoto Protocol, with a GWP on a 100 yr time horizon of 22 800 and an atmospheric lifetime of 3200 years [1] . It is used principally as a dielectric to prevent arcing in high-voltage equipment, and also in industrial applications where a heavy and chemically inert gas is required. SF 6 is also emitted naturally from the continental lithosphere, but in such small quantities relative to its atmospheric lifetime that its natural pre-industrial background concentration was less than 0.006 ppt [45] . Its present atmospheric abundance of about 6.8 ppt is therefore effectively entirely anthropogenic. Recent trends in global atmospheric SF 6 distributions have been measured and modelled extensively and independently by several research programmes, including the University of Heidelberg [46, 47] , AGAGE [48] and the NOAA Earth System Research Laboratory [49, 50] . The SF 6 measurements of each of these three programmes are generally in good agreement and lead to essentially the same conclusion, namely that global SF 6 emissions are greatly underestimated by bottom-up emissions reported to the UNFCCC by Annex I countries.
The modelled SF 6 global emissions history based on AGAGE global atmospheric measurements [48] is compared with various bottom-up emissions estimates in figure 4 . After correction of pre-1995 reported Japanese emissions [46] , all the datasets show that throughout the mid-1990s, only about 40 per cent of total emissions were reported by Annex I countries, and that by 2006, this fraction had reduced to about 20-25%. If the Annex I countries have indeed reported correctly, then the non-Annex I countries emitted about 1.5 times as much SF 6 as the Annex I countries in the mid-1990s, and by 2006, they were emitting four or five times as much. A more likely explanation that is supported by the v. 4.0 EDGAR [44] interpretation of this mismatch is that Annex I SF 6 emissions are severely under-reported and that they actually represented about 80 per cent of the total in the mid-1990s and about 60 per cent of the total in 2006. In other words, the Annex I countries collectively have likely under-reported SF 6 emissions by more than a factor of 2.
With respect to the use of the EDGAR [44] database for comparisons of top-down and bottom-up emission fluxes, it is important to note that because EDGAR's objective is to provide the best emission estimates, both bottomup and top-down methods are used to arrive at its recommended values of such parameters as emissions factors and emissions delays. Discrepancies such as the ones discussed above, in which measured global atmospheric trends have disagreed significantly with EDGAR bottom-up assessments, have resulted in major revisions of EDGAR emission values in subsequent release versions. For CF 4 and SF 6 , the current (v. 4.0) EDGAR global total and Annex I emission estimates are neither bottom-up nor top-down, but rather are in effect a synthesis of both, which improves upon the purely bottom-up approach by adjusting emission factors. In the case of SF 6 , these relationships are discussed by Maiss & Brenninkmeijer [51] and Rigby et al. [48] Nitrogen trifluoride (NF 3 ) is not regulated by the Kyoto Protocol, and its emissions from Annex I countries are therefore not required to be reported to the UNFCCC, but its long lifetime of about 550 years and high GWP of about 16 800 on a 100 yr time horizon [52] , and its use as a replacement in electronics manufacturing for perfluorocarbons that are currently regulated, make it a strong candidate for future emissions regulation. The first measurements of the trend of NF 3 in the global atmosphere were made by the AGAGE programme [53] . They showed that its present global abundance is about 0.5 ppt and that its emissions in 2006 were roughly four times greater than the only published bottom-up global NF 3 emission estimate for that year. When recently unpublished industry-wide estimates of global NF 3 usage provided by Air Products Corporation, a major producer, are compared with the modelled global atmospheric NF 3 emission results, they suggest that about 9 per cent of current global NF 3 usage is emitted to the atmosphere, 4.5 times greater than the 2 per cent emission factor that has been used widely in bottom-up estimates [54] .
Although each of the above examples finds significantly greater global emissions than are estimated by bottom-up accounting methods, this is not uniformly the case. Sulphuryl fluoride (SO 2 F 2 ) is a fumigant that is used increasingly to kill termites and other pests, often as a replacement for methyl bromide, which is restricted by the Montreal Protocol because of its role in stratospheric ozone depletion. SO 2 F 2 is not regulated by the Kyoto Protocol, and its emissions from Annex I countries are therefore not reported to the UNFCCC. The first measurements of SO 2 F 2 in the global atmosphere [55] , coupled with laboratory studies of its optical properties and reactivity [56] , showed that its GWP is about 4800 on a 100 yr time horizon and its atmospheric lifetime is about 36 years. The observed global trend of SO 2 F 2 , presently at about 1.6 ppt and rising at about 5 per cent per year, is best explained by the emission to the atmosphere of only about two-thirds of its estimated global usage [55] . Either the usage data are overestimated, or unidentified mechanisms destroy about one-third of the gas before it is emitted to the atmosphere so that the flux to the atmosphere is reduced without changing the modelled atmospheric lifetime.
The picture that emerges from these four examples of global top-down and bottom-up comparisons for these industrial gases is that the discrepancies can be quite large, and that more often than not, the measured accumulations of industrially produced GHGs in the atmosphere are substantially greater than can be explained by the emissions that have been reported. Certainly, the discrepancies are large enough to call into serious question the reliability of the emission factors that are used in bottom-up emissions accounting, the many significant digits with which these emissions are typically reported, and the viability of GHG emissions reduction legislation that depends solely on bottom-up reporting procedures. Also called into question are the viability of emissions trading that depends upon bottom-up emissions accounting, and the feasibility of implementing legislation that requires reductions in emissions that are small when compared with the ability of prescribed bottom-up methods to resolve them.
Future prospects for improvements
The uncertainties of current regional emission estimates either by top-down or bottom-up approaches are commonly greater than 10-20%-sometimes very much greater-and thus are grossly inadequate for verifying claims of emission reductions by nations (e.g. mandated reductions under the Kyoto Protocol are generally only a few to 10%).
Looking to the future, it is clear that the spatial density of precise highfrequency atmospheric trace-gas measurements, whether using in situ or remotely sensed methods, needs to be increased by an order of magnitude or more. Equally important, the knowledge (theory, observation) embraced in models of industrial or ecosystem fluxes should be incorporated into the model system to enable estimation of uncertain parameters in these flux models as opposed to simply the fluxes themselves. In essence, this approach combines the best features of the bottom-up and top-down methods in flux estimation. Specifically, the use of an adjoint of MATCH or other similar model, coupled to models of the surface fluxes, would enable the estimation of uncertain parameters or controls in the flux model with a more powerful statistical approach. An adjoint of a model code is a complementary code that relates anomalies in model outputs (e.g. mole fractions) to changes in model inputs (e.g. emissions) or model parameters. Using the mathematical algorithms (but not the exact goal) of control theory (e.g. [57] ), one can formulate the state estimation problem using a cost function J (p k in the simplified discussion earlier) that is augmented with a demand for model consistency using the so-called Lagrange multipliers. Any variable that can be affected by changes in any of the control variables is called active, while variables that remain unaffected are called passive. Thus, the computations consist of an active part in which the coupling of the surface fluxes or atmospheric destruction rates is considered and that would be improved as part of the estimation problem to minimize J , and a passive part in which all the other elements of the system are considered that do not change throughout the optimization (e.g. the MATCH atmospheric circulation).
Through variation of the controls and initial conditions of the system, a solution of the state vector (x k in the simplified discussion earlier) is sought that minimizes J . The general structure of J consists of four sums measuring: (i) the departure of the initial state from a first guess, (ii) the difference between the observations and the model projections of them, (iii) the deviation of the controls from a prior, and (iv) the demand that the state vector satisfies the various model equations through the introduction of Lagrange multipliers. Besides its key role in the J -minimization process, and thus in the state vector and model parameter estimations, the three-dimensional model and flux model adjoints could also be used to analyse the origins of observed mole-fraction anomalies in terms of specific flux model parameters and initial conditions. This linking of effects to causes enables observation-based corrections to the industry and natural emission models.
Improvements to the driving circulations for CTMs are also needed. The widely used meteorological circulation re-analyses (NCEP, ECMWF, etc.) show significant differences, particularly in regions with very sparse meteorological observations to correct the underlying weather forecasting models.
The modelling of convection and other sub-grid scale phenomena in both chemical transport and weather forecasting models is another area needing significant improvement.
Besides inclusion of all available surface and aircraft measurements of trace-gas mole fractions, future inversions should also include column abundances obtained from satellite and ground-based remote sensing. The above control system approach also enables use of direct measurements of industrial and ecosystem fluxes in the estimation algorithms. Besides accurate calibration comparisons among laboratories, a key issue in combining multiple types of measurements is an accurate estimation of the uncertainties in each type as they will be the basis for the weighting contained in the inverses of the various measurement uncertainty matrices involved in the inversions.
Finally, for GHGs that have natural, anthropogenic, industrial and biogenic emissions, such as CO 2 , CH 4 and N 2 O, measurements of atmospheric abundances alone are inadequate to differentiate precisely among these different sources. High-frequency in situ measurements of not just the total mole fractions of these gases, but also their isotopic compositions are a new frontier in global monitoring and hold the promise of revolutionizing understanding of the natural cycles of these gases and verifying claims of emission reductions. At present, stable isotopic measurements for CO 2 and CH 4 are carried out routinely only by collecting air samples weekly to monthly at network stations for analysis in a central laboratory by conventional gas-source magnetic-sector isotope ratio mass spectrometry, but this sampling frequency is far too limited to be used to accurately constrain estimates of sources and sinks by process and by region. Also, deployment of these instruments at remote stations is inhibited by their high costs, maintenance needs and power requirements, which hinder reliable automation. Measurements of N 2 O isotopic composition in the troposphere are even scarcer. Bulk nitrogen-15 ( 15 N) data are available (e.g. [58] ), and some intra-molecular 15 N measurements have also been made (e.g. [59] ).
However, high-frequency in situ isotope measurements are now becoming feasible using optical (laser) detection. Recent improvements in mid-infrared quantum cascade lasers (QCL) enable continuous wave (CW) operation near room temperature (RT) with higher power, narrower line widths and higher spectral mode purity than previously possible. The application of CWRT-QCLs has greatly extended detection limits for atmospheric trace-gas measurements without cryogenic cooling of the laser. CWRT-QCLs have been applied to detection of the isotopes of CO 2 , CH 4 and N 2 O (e.g. [60, 61] ). In addition to the QCL work, there has been recent progress with isotopic monitoring using other laser sources (e.g. [62, 63] ). For CH 4 and N 2 O, automated cryogenic preconcentration will probably be necessary to measure their isotopic compositions with the precisions needed to differentiate their various surface fluxes (biogenic, anthropogenic) and photochemical sinks.
The prospects for remote sensing from satellite, aircraft and surface platforms of some of the above isotopomers and isotopologues are less clear, but should also be pursued. These isotopically resolved trace-gas measurements of ambient air would need to be accompanied by accurate field and laboratory measurements of the isotopic signatures of relevant industrial, biological and chemical processes.
Finally, measurements of radiocarbon ( 14 C) are particularly valuable in distinguishing fossil sources of CO 2 and CH 4 , but unfortunately the techniques described above do not yet hold promise for measuring 14 C in these gases in situ with the required high frequency, sensitivity and precision. For the foreseeable future, the highest temporal resolution 14 C measurements will probably continue to be made by accelerator mass spectrometry (e.g. [64] ), which does not lend itself to in situ operation.
Conclusions
The examples cited here show that the discrepancies between reported bottom-up GHG emissions and measured top-down accumulations of these emissions in the atmosphere can be substantial. There are many possible explanations for these large discrepancies. Statistical uncertainties in emission factors used in bottom-up protocols are always possible, but such errors ought to be mostly random, and thus do not explain the tendency for the actual emissions to exceed the reported ones, more often than not. When emissions from industrial processes are measured at their sources to establish emission factors, the equipment may be adjusted to minimize emissions, so that the measured values may be lower than they are under typical day-to-day operating conditions, and this would lead to under-reporting. Furthermore, the possible existence of unaccounted or unidentified sources, such as fugitive emissions during industrial production or transportation, would also lead to under-reporting. In addition, the negative impact of GHG emissions on climate, and the financial value of emissions reductions in carbon-equivalent trading markets, both create incentives to under-report actual emissions, whether consciously or subconsciously.
Because effective emissions control legislation ultimately must depend upon enforcement by reliable bottom-up methods, it is essential that these discrepancies be resolved. But since the legislation is national or regional in scale, not global, top-down emission estimates must be determined at these same scales. In addition to recording background GHG trends driven by global and hemispheric emissions, high-frequency atmospheric measurements at well-chosen ground-based station locations also record GHGs that have been elevated above their background values because of regional emissions. By analysing these and other atmospheric measurements with three-dimensional atmospheric transport and mixing models using inverse numerical methods, it is possible to map and quantify regional emissions over time. To reconcile discrepancies between top-down assessments and those obtained by bottom-up protocols, we propose that optimal estimation and control-theory methods be used to identify and correct the most likely causes of the observed discrepancies.
Even with the relatively sparse existing network of ground-based measurement stations, using current modelling techniques, it is possible to rival the accuracies of bottom-up emissions estimates for some GHGs in some regions. Awareness by policy-makers of the large discrepancies which have been found between reported bottom-up emissions and emissions determined from atmospheric measurements has, so far, been limited, but there is an example for European CH 4 emissions in which German CH 4 emissions for 2001 reported to the UNFCCC have been revised upward substantially, and thus were brought into far better agreement with the modelled atmospheric observations [65] .
Meeting the goals of effective top-down GHG emissions verification and refining bottom-up protocols to bring about convergence is a research problem that will require substantial increases in the density and scope of atmospheric measurements, as well as improvements in inverse modelling capabilities, but many of the basic components exist already and need only to be increased in scale. Such an initiative would be large when compared with most current atmospheric research programmes, but could easily be supported by an annual investment of less than 1 per cent of the $144 billion US$ currently invested in global carbonequivalent trading markets [66] , with the added benefit of reducing the volatility of these markets and thereby increasing investment in emissions reductions.
