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Abstract: Given some observable H on a finite-dimensional quantum system, we inves-
tigate the typical properties of random state vectors |ψ〉 that have a fixed expectation
value 〈ψ |H |ψ〉 = E with respect to H . Under some conditions on the spectrum, we
prove that this manifold of quantum states shows a concentration of measure phenom-
enon: any continuous function on this set is almost everywhere close to its mean. We
also give a method to estimate the corresponding expectation values analytically, and
we prove a formula for the typical reduced density matrix in the case that H is a sum
of local observables. We discuss the implications of our results as new proof tools in
quantum information theory and to study phenomena in quantum statistical mechanics.
As a by-product, we derive a method to sample the resulting distribution numerically,
which generalizes the well-known Gaussian method to draw random states from the
sphere.
1. Introduction
The term concentration of measure phenomenon refers to the observation that in many
high-dimensional spaces “continuous functions are almost everywhere close to their
mean”. A well-known illustration is the fact that on a high-dimensional sphere “most
points lie close to the equator”. In other words, the values of the coordinate func-
tions concentrate about 0, their mean. On the sphere, the effect exists not only for
coordinate functions, but for any Lipschitz-continuous function. The result—known as
Lévy’s Lemma—has surprisingly many applications in both mathematics and physics
(see below).
Our main contribution is a “Lévy’s Lemma”-type concentration of measure theorem
for the set of quantum states with fixed expectation value. More concretely, suppose that
we are given any observable H = H† with eigenvalues {Ek}nk=1 on Cn . In the following,
we will often call H a “Hamiltonian” and Ek the “energy levels”, but this is not the only
possible physical interpretation. We fix some arbitrary value E , and we are interested in
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the set of pure quantum states with fixed expectation value E , i.e.,
ME :=
{|ψ〉 ∈ Cn | 〈ψ |H |ψ〉 = E and ‖ψ‖ = 1}.
Our main Theorem 1 shows that, subject to conditions on the spectrum of H , any con-
tinuous function on ME concentrates about its mean. The motivation for the approach
taken here is two-fold.
1.1. Motivation 1: The probabilistic method. Beyond being a geometric curiosity, the
concentration of measure effect is a crucial ingredient to an extremely versatile proof
technique: the probabilistic method [1]. Recall the basic idea. Assume, by way of exam-
ple, one wants to ascertain the existence of a state vector ψ on n qubits, such that ψ is
“highly entangled” with respect to any bipartition of the n systems into two sets. The
problem seems daunting: There are exponentially many ways of dividing the composite
system into two parts. For any bipartition, we need to make a statement about the entropy
of the eigenvalue distribution of the reduced density matrix – a highly non-trivial func-
tion. Lastly, in any natural parametrization of the set of state vectors, a change of any of
the parameters will affect the vast majority of the constraints simultaneously.
Given these difficulties, it is an amazing fact that the probabilistic method reduces the
problem above to a simple lemma with a schematic proof (detailed, e.g., in Ref. [2,3]).
Neither the non-trivial nature of the entropy function, nor the details of the tensor prod-
uct space from which the vectors are drawn enters the proof. Only extremely coarse
information – the Lipschitz constant of the entropy and the concentration properties of
the unit sphere – are needed.
Consequently, proofs based on concentration properties are now common specifi-
cally in quantum information theory. Examples include the investigation of “generic
entanglement” [3], random coding arguments to assess optimum rates in quantum com-
munication protocols, state merging [5], the celebrated counterexample to the additivity
conjecture in quantum information theory [6], or the resource character of quantum
states for measurement-based computing [7,8].
The tremendous reduction of complexity afforded by the probabilistic method moti-
vates our desire to prove measure concentration for other naturally occurring spaces,
besides the sphere. For the set of “states under a constraint”, Theorem 1 achieves that
goal and opens up the possibility of applying randomized arguments in this setting.
1.2. Motivation 2: Statistical mechanics. The second motivation draws from notions of
quantum statistical mechanics [13,9–12,14–18]. The predictions of statistical mechanics
are based on ensemble averages, yet in practice prove to apply already to single instances
of thermodynamical systems. This phenomenon needs to be explained. It becomes at
least plausible if there is a measure concentration effect on the ensemble under consider-
ation. Concentration implies that any observable will give values close to the ensemble
mean for almost every state in the ensemble. This will in particular happen at almost
every point on a sufficiently generic trajectory through the ensemble. Thus there may
be an “apparent relaxation” [10,11,15–18] even in systems not in a global equilibrium
state.
Recently, several authors realized that it is particularly simple to state a precise quan-
titative version of this intuition for ensembles consisting of random vectors drawn from
some subspace [10,18]. However, in the context of statistical mechanics, it may be more
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natural to consider sets of states with prescribed energy expectation value, rather than
elements of some linear subspace. Indeed, such “mean energy ensembles” have been
studied before [19–22]. Thus, it is natural to ask whether the concentration results for
linear spaces translate to mean energy ensembles.
We present both positive and negative results on this problem. Since the mean energy
ensemble and its properties depend on the spectrum of the chosen observable H , so does
the degree of measure concentration. For many spectra typically encountered in large
many-body systems, our main theorem yields trivial bounds. As explained in Sect. 3, this
is partly a consequence of the fact that “Lévy’s Lemma-type” exponential concentration
simply does not exist for such systems. However, for families of Hamiltonians with,
for example, constant spectral radius, we do get meaningful concentration inequali-
ties. Therefore, the methods presented in this paper are expected to have a range of
applicability complementary to other approaches. The question whether weakened con-
centration properties can be proven for more general many-body systems under energy
constraints remains an interesting problem (see Sect. 3).
2. Main Results and Overview
As stated above, we will analyze the set
ME :=
{|ψ〉 ∈ Cn | 〈ψ |H |ψ〉 = E and ‖ψ‖ = 1}
for some observable H and expectation value E . The set of all pure quantum states is
a complex sphere in Cn ; equivalently, we can view it as the unit sphere S2n−1 in R2n .
The obvious geometric volume measure on S2n−1 corresponds to the unitarily invariant
measure on the pure quantum states [3]. As we will see below, the set ME is a subman-
ifold of the sphere (and thus of R2n); hence it carries a natural volume measure as well,
namely the “Hausdorff measure” [23] that it inherits from the surrounding Euclidean
space R2n . Normalizing it, we get a natural probability measure on ME .
Our first main theorem can be understood as an analog of Lévy’s Lemma [24] for
the manifold ME . It says that the measure on ME is strongly concentrated, in the sense
that the values of Lipschitz-continuous functions are very close to their mean on almost
all points of ME . In some sense, almost all quantum states with fixed expectation value
behave “typically”. To understand the theorem, note that ME is invariant with respect
to energy shifts of the form E ′ := E + s, H ′ := H + s1, such that the new eigenvalues
are E ′k := Ek + s. We then have M ′E ′ = ME , i.e., the manifold of states does not change(only its description does). We call a function f : ME → R λ-Lipschitz if it satisfies
| f (x) − f (y)| ≤ λ‖x − y‖, where ‖ · ‖ denotes the Euclidean norm in Cn .
Theorem 1 (Concentration of measure). Let H = H† be any observable on Cn, with
eigenvalues {Ek}nk=1, Emin := mink Ek, Emax := maxk Ek, and arithmetic mean E A :=
1
n
∑
k Ek. Let E > Emin be any value which is not too close to the arithmetic mean, i.e.,
E ≤ E A − π(Emax − Emin)√2(n − 1) .
Suppose we draw a normalized state vector |ψ〉 ∈ Cn randomly under the constraint
〈ψ |H |ψ〉 = E, i.e., |ψ〉 ∈ ME is a random state according to the natural distribution
described above. Then, if f : ME → R is any λ-Lipschitz function, we have
Prob
{| f (ψ) − f¯ | > λt} ≤ a · n 32 e−cn
(
t− 14n
)2
+2ε
√
n
, (1)
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where f¯ is the median of f on ME , and the constants a, c and ε can be determined in
the following way:
– Shift the energies by some offset s (as described above) such that E ′min > 0 and
E ′ =
(
1 +
1
n
)(
1 +
ε√
n
)
E ′H (2)
with ε > 0, where E ′H denotes the harmonic mean energy. The offset may be chosen
arbitrarily subject only to the constraint that the constant a below is positive.
– Compute c = 3E ′min/(32E ′) and
E ′Q :=
(
1
n
∑
k
E ′−2k
)− 12
, a = 3040E ′2max
[
E ′2
(
1 − E
′2
ε2 E ′2Q
)]−1
.
The theorem involves an energy offset s, shifting all energy levels to E ′k := Ek + s.
The idea is to choose this shift such that E ′ ≈ E ′H , i.e. such that the energy in question
becomes close to the harmonic mean energy (we show in Lemma 11 below that this is
always possible). Specifically, the theorem demands that E ′ becomes a bit larger than
E ′H , resulting in a constant ε > 0 defined in Eq. (2). The theorem does not specify s
uniquely – there is some freedom for optimizing over the different possible choices of s.
However, there is the constraint that a > 0, which prevents us from choosing too small
values of ε (indeed, a > 0 is equivalent to ε > E ′/E ′Q). On the other hand, ε should
not be too large, because it appears in the exponent in Eq. (1).
To apply the theorem, it is often useful to know the value of the median f¯ . Our second
main theorem gives an approximation of f¯ in the limit n → ∞:
Theorem 2 (Estimation of the median f¯ ). With the notation from Theorem 1, let N be
the full ellipsoid
N :=
{
z ∈ Cn | 〈z|H ′|z〉 ≤ E ′
(
1 +
1
2n
)}
,
and let f : N → R be any λN -Lipschitz function. Then, the median f¯ of f on the energy
manifold ME satisfies
∣
∣ f¯ − EN f
∣
∣ ≤ λN
(
3
8n
+ 15
(
E ′
E ′min
· O
(
n−
1
2
)) 12
)
,
where O
(
n− 12
)
:= ε/√n + ln
(
2an
3
2
)
/(2n).
We proceed by discussing a simple example. Suppose we have a bipartite Hilbert
space A ⊗ B with dimensions |A| = 3 and large, but arbitrary |B|, and the Hamiltonian
H =
⎛
⎝
1
2
3
⎞
⎠ ⊗ 1B =: HA ⊗ 1B . (3)
We fix the arbitrary energy value E = 32 , and draw a state |ψ〉 ∈ A ⊗ B randomly
under the constraint 〈ψ |H |ψ〉 = E , which is Tr(ψ A HA) = E . What does Theorem 1
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tell us about concentration of measure for this manifold of quantum states? To have all
positive eigenvalues, our offset s must be s > −1, and the shifted harmonic mean energy
becomes
E ′H (s) = 3
(
1
1 + s
+
1
2 + s
+
1
3 + s
)−1
.
The offset s (equivalently, the constant ε) is not specified uniquely by Theorem 1; we try
to find a good choice by fixing ε independently of n. After some trial-and-error, ε = 2
turns out to be a good choice (other values work as well, but not ε = 1). The next task
is to estimate the shift s which results from our choice of ε = 2; it is determined by the
equation
3
2
+ s =
(
1 +
1
n
)(
1 +
2√
n
)
E ′H (s),
where n = 3|B|. It is difficult to solve this equation directly, but it is easy to see that a
solution close to (−4 + √7)/3 ≈ −.45 exists for large n. This fact helps to gain a rough
estimate of s which is sufficient to prove strong concentration of measure: denote the
difference of the left- and right-hand side by fn(s), then fn
(− 12
)
> 0 for all n ≥ 8193.
Since fn is decreasing, we get fn(x) > 0 for all x ∈ (−1,− 12 ], hence s > − 12 . The
constant
c = c(s) = 3(1 + s)
32
( 3
2 + s
)
is increasing in s, hence c ≥ c (− 12
) = 364 , and similarly E ′max/E ′ ≤ 52 . On the other
hand, since fn(0) < 0 for all n ∈ N, we have s < 0. Hence we have to consider the
expression E ′2/(ε2 E ′2Q) only in the relevant interval s ∈ (− 12 , 0), where it is decreasing
and thus upper-bounded by 259675 . Consequently, a is positive and satisfies a < 30830.
Substituting these expressions into Theorem 1, we get the following result:
Example 1. Drawing random pure state vectors |ψ〉 under the constraint 〈ψ |H |ψ〉 = 32 ,
where H is the observable defined in Eq. (3), we get the concentration of measure result
Prob
{| f (ψ) − f¯ | > λt} ≤ 30830 n 32 e− 364 n
(
t− 14n
)2
+4
√
n
for every λ-Lipschitz function f and all n ≥ 8193.
It is clear that the amount of measure concentration that we get from Theorem 1
depends sensitively on the spectrum of the Hamiltonian H . In particular, not all nat-
ural Hamiltonians yield a non-trivial concentration result. For example, in Sect. 3, we
show that for a sequence of m non-interacting spins, Theorem 1 does not give a useful
concentration result in the sense that the corresponding concentration constant c in (1)
will be very close to zero. However, we will also prove that this is not a failure of our
method, but reflects the fact that there simply is no concentration in that case, at least
no concentration which is exponential in the dimension.
In the “thermodynamic limit” of large dimensions n, the condition on the energy
E in Theorem 1 becomes Emin < E < E A. From a statistical physics point of view,
Emin is the ground state energy of “temperature zero”, while E A corresponds to the
“infinite temperature” energy. Hence, the condition on E can be interpreted as a “finite
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temperature” condition. However, this condition is no restriction: if one is interested in
concentration of measure for E A < E < Emax, then the simple substitution H → −H
and E → −E will make Theorem 1 applicable in this case as well.
In the situation of Example 1 above, with Hamiltonian (3) on the bipartite Hilbert
space A ⊗ B with fixed |A| and large |B|, we may ask what the reduced density matrix
ψ A typically looks like. It is well-known [3] that for quantum states without constraints,
the reduced density matrix is typically close to the maximally mixed state. To estimate
the typical reduced state in our case, we may consider the Lipschitz-continuous func-
tions fi, j (ψ) :=
(
ψ A
)
i, j , that is, the matrix elements of the reduced state. Theorem 2
gives a way to estimate these matrix elements by integration over some ellipsoid.
Instead of doing this calculation directly, we give a general theorem below which
gives the typical reduced density matrix in the more general case that the global Hamil-
tonian H can be written
H = HA + HB,
i.e., if it describes two systems without interaction. The Hamiltonian (3) corresponds to
the special case HB = 0. In this case, we get:
Example 2. Random state vectors |ψ〉 under the constraint 〈ψ |H |ψ〉 = 32 , where H is
the observable defined in (3), typically have a reduced density matrix ψ A close to
ρc = 112
⎛
⎝
5 +
√
7 0 0
0 2(4 − √7) 0
0 0 −1 + √7
⎞
⎠.
Specifically, we have for all t > 0 and n ≥ 8193
Prob
{∥
∥
∥ψ A − ρc
∥
∥
∥
2
> 3
√
8
(
t +
59
4√n
)}
≤ 369960 n 32 e− 364 n
(
t− 14n
)2
+4
√
n
.
This example is a special case of our third main theorem:
Theorem 3 (Typical reduced density matrix). Let H = HA + HB be an observable in
the Hilbert space A ⊗ B := C|A| ⊗ C|B| of dimension n = |A| · |B| with |A|, |B| ≥ 2.
Denote the eigenvalues of HA and HB by {E Ai }|A|i=1 and {E Bj }|B|j=1, and the eigenvalues
of H by Ekl := E Ak + E Bl respectively. Suppose that the assumptions of Theorem 1 hold,
and adopt the notation from there, in particular, E ′k := Ek + s with the energy offset
s specified there. Then, the reduced density matrix ψ A := TrB |ψ〉〈ψ | of random pure
state vectors |ψ〉 ∈ A ⊗ B under the constraint 〈ψ |H |ψ〉 = E satisfies
Prob
{∥∥
∥ψ A − ρc
∥
∥
∥
2
>
√
8|A|(t + δ)
}
≤ |A|(|A| + 1)an 32 e−cn
(
t− 14n
)2
+2ε
√
n
for all t > 0, where the “canonical” matrix ρc is given by
ρc =
1 + 12n
n + 1
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
∑|B|
k=1
E ′
E ′1k
0 . . . 0
0
∑|B|
k=1
E ′
E ′2k
...
...
. . .
0 . . .
∑|B|
k=1
E ′
E ′|A|k
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
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and the constant δ equals
δ =
(
E ′
E ′min
(
1 +
1
n
)) 1
2
(
3
8n
+ 15
(
E ′
E ′min
O
(
n−
1
2
)) 12
)
,
where O
(
n− 12
)
= ε√
n
+
ln
(
2an
3
2
)
2n .
The “canonical” matrix ρc given above does not immediately have a useful physical
interpretation. In particular, it is not in general proportional to exp(−βHA), i.e., it is
not necessarily the Gibbs state corresponding to HA as one might have expected based
on intuition from statistical mechanics (we discuss this point in more detail in Sect. 3
below). Note also that ρc is not exactly normalized, but it is close to being normalized
(i.e., Tr ρc ≈ 1 in large dimensions n, which follows from E ′ ≈ E ′H ).
To illustrate the use of Theorem 3, we give a proof of Example 2. We use the notation
and intermediate results from the proof of Example 1. The energy shift s depends on
the dimension n, i.e., s = s(n), and we have limn→∞ s(n) = −4+
√
7
3 . More in detail, if
we use Mathematica to compute the Taylor expansion of s(n) at n = ∞, we find the
inequality
−4 + √7
3
− 4(35 + 16
√
7)
63
√
n
< s(n) <
−4 + √7
3
(4)
for all n ∈ N. The typical reduced density matrix that Theorem 3 supplies depends on n.
It is
ρ(n)c :=
(
1 + 12n
) ( 3
2 + s(n)
)
n + 1
· n
3
⎛
⎜
⎝
1
1+s(n) 0 0
0 12+s(n) 0
0 0 13+s(n)
⎞
⎟
⎠ ,
which tends to the matrix ρc from the statement of Example 2 as n → ∞. We can use
Eq. (4) to bound the difference between ρ(n)c and ρc. Using that
3
2 +s
1+s is decreasing in s,
while
3
2 +s
2+s and
3
2 +s
3+s are increasing, a standard calculation yields
∥
∥
∥ρ(n)c − ρc
∥
∥
∥
2
≤ 4√
n
(5)
for all n ≥ 829. Similar calculations can be used to bound the constant δ from above:
δ < 584√n for all n ≥ 550. Thus, according to Theorem 3,
Prob
{∥
∥
∥ψ A − ρ(n)c
∥
∥
∥
2
> 3
√
8
(
t +
58
4√n
)}
≤ 369960 n 32 e− 364 n
(
t− 14n
)2
+4
√
n
holds for all n ≥ 8193. The estimate (5) together with 3√8 · 584√n + 4√n < 3
√
8 · 594√n
proves the claim in Example 2. unionsq
An interesting aspect of Theorem 3 is that the typical reduced density matrix does not
maximize the entropy locally (if so, it would be the Gibbs state corresponding to HA).
This is expected to have applications in quantum information theory in situations where
random bipartite states with non-maximal entanglement are considered. It will be shown
in Sect. 4 below that the reduced density matrices maximize a different functional instead
which is related to the determinant.
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3. Implications for Statistical Mechanics
Recently, the concentration of measure phenomenon has attracted a considerable amount
of attention in the context of quantum statistical mechanics. Consider some ensemble
of quantum states, such as the set of all pure quantum states in a certain subspace of
the global Hilbert space. The subspace might be given, for example, by the span of all
eigenvectors corresponding to an energy in some small interval [E −	E, E +	E] with
respect to a given Hamiltonian H .
Suppose we are given a single, particular, random state vector |ψ〉 from this sub-
space. What properties will this pure state have? At first one might be tempted to think
that there is very little knowledge available on the properties of the state, and that most
properties should turn out to be random. However, the concentration of measure phe-
nomenon shows that this is not the case – almost all the possible state vectors |ψ〉 will
have many properties in common.
Several authors [13,9–12] have recently argued that this property of measure concen-
tration may help to better understand certain foundational issues of statistical mechanics.
Conceptually, statistical mechanics aims to predict outcomes of measurements on sys-
tems even in the case that we have only very limited knowledge about the system (say,
we only know a few macroscopic variables). Ensemble averages are employed to make
predictions, and the predictions agree very well with experiment even in single instances
of the system. Concentration of measure is then viewed as a possible theoretical expla-
nation of some aspects of this phenomenon.
As a paradigmatic example, Ref. [10] considers the situation of a bipartite Hilbert
space HS ⊗HE , consisting of system S and environment E . Then the setting is investi-
gated where the set of physically accessible quantum states is a subspace HR ⊂ HS ⊗
HE (for example, a spectral window subspace as explained above). If we are given
an unknown random global quantum state vector |ψ〉 ∈ HR , then what does the state
typically look like for the system S alone? In this case, the postulate of equal apriori
probabilities from statistical physics suggests to use the maximally mixed state on HR ,
that is 1/ dim(HR), as an ensemble description. Then, taking the partial trace over the
environment will yield a state 
S = TrE 1/ dim(HR) which may be used by observers
in S to predict measurement outcomes.
According to Ref. [10], concentration of measure in the subspace HR proves that
almost all quantum state vectors |ψ〉 ∈ HR have the property that the corresponding
reduced state ψ S := TrE |ψ〉〈ψ | is very close to 
S. That is, ψ S ≈ 
S with over-
whelming probability. It is then argued in Ref. [10] that this result explains why using
the ensemble average 
S is in good agreement with experiment even in the case of a
single instance of the physical system.
While Ref. [10] considers a very general situation that does not allow for specifying
directly what the “typical” state 
S looks like, Ref. [9] make additional assumptions
that allow to specify 
S in more detail. That is, if the Hamiltonian H is
H = HS + HE
(that is, there is no or negligible interaction between system and environment), if the
restriction HR is given by a spectral energy window, and if the bath’s spectral density
scales exponentially, then 
S ∼ exp(−βHS) for some suitable β > 0. That is, under
these standard assumptions from statistical mechanics, Ref. [9] argues that the typical
reduced state is a Gibbs state.
These results raise an immediate question: what happens if the restriction is not given
by a subspace? In statistical mechanics, one often considers the situation that an observer
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“knows the total energy of the system”, but does not know the exact microscopic state.
In all the papers previously mentioned, the intuitive notion of “knowing the energy” has
been translated to the technical statement of “knowing with certainty that the quantum
state is supported in a spectral subspace”. Obviously, there is at least one natural alterna-
tive: knowing the energy might also be read as “knowing the energy expectation value
〈ψ |H |ψ〉 of |ψ〉”.
In fact, this possibility has been proposed by several authors [19–21] as a possi-
ble alternative definition of the “quantum microcanonical ensemble” (we call it “mean
energy ensemble”). The results in this paper give some information on the applicability
of the mean energy ensemble in statistical mechanics:
1. As a positive result, we know from Theorem 1 that the concentration of measure
phenomenon occurs for the mean energy ensemble as well, if that theorem is appli-
cable to the particular Hamiltonian H and energy value E that is considered. In this
case, many interesting results from Refs. [13,9–12] carry over to the mean energy
ensemble.
2. On the other hand, the ensemble does not seem to reproduce well-known properties
of statistical mechanics, such as the occurrence of the Gibbs state (cf. Theorem 3).
Hence it seems to describe rather exotic physical situations.
There is an intuitive reason why the mean energy ensemble behaves exotically: cal-
culations involving Theorem 2 suggest that the kth energy level |Ek〉 typically has an
occupation proportional to |〈ψ |Ek〉|2 ∼ 1/E ′k , where E ′k is the corresponding shifted
energy value (cf. Theorem 1); this is also visible in the form of the typical reduced den-
sity matrix ρc in Theorem 3. In particular, typical state vectors |ψ〉 “spread out” a lot on
the small energy levels. This produces a “Schrödinger cat state” which is in a coherent
superposition of many different energy states. Such states are not normally observed in
statistical physics.
However, Point 2 does not completely rule out the mean energy ensemble as a descrip-
tion of actual physics, due to the following fact:
3. Our result is tailor-made for systems with the property that the corresponding mean
energy ensemble concentrates exponentially in the dimension n, similarly as in
Lévy’s Lemma (corresponding to inequality (6) below with κ(n) = const.). How-
ever, many natural many-body systems do not have such a concentration property,
which is why Theorems 1, 2 and 3 do not apply in those cases.
As an example, we will now show that the mean energy ensemble does not concentrate
exponentially in the case of m non-interacting spins. Let the energy levels of each spin
be 0 and +1. The total Hilbert space has dimension n = 2m . If k is an integer between
0 and m, then the energy level k is
(
m
k
)
-fold degenerate. Moreover, suppose that we
are interested in the energy value E = αm, where α ∈ (0, 12 ). To see if Theorem 1 is
applicable, we determine a rough estimate of the energy shift s that has to be employed
such that E ′ ≈ E ′H . We thus have to find s > 0 such that
E ′H =
(
2−m
m∑
k=0
(
m
k
)
1
k + s
)−1
!≈ αm + s;
this is only possible if the (k = 0)-term gives a significant contribution. The conclusion
is that s must be very small, that is, of the order s ≈ αm2−m (and this conclusion is con-
firmed by more elaborate large deviations arguments similar to those discussed below).
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But then, the constant c in the exponent in (1) is approximately
c = 3E
′
min
32E ′
≈ 3
32
· αm2
−m
αm
= 3
32
· 2−m = 3
32
· 1
n
such that Theorem 1 does not give any measure concentration at all.
It turns out, however, that this result is not a failure of our method, but reflects the fact
that there simply is no concentration of measure which is exponential in the dimension
n in this case. The precise statement below makes use of the binary entropy function
H(γ ) = −γ log2 γ − (1 − γ ) log2(1 − γ )
defined for γ ∈ [0, 1] (c.f. [25]).
Example 3 (Non-interacting spins: no exp. concentration). Suppose we have m non-
interacting spins as explained above, and fix the energy value E = αm with α ∈ (0, 12 ).
Consider a hypothetical concentration of measure inequality
Prob{| f − f¯ | > t} ≤ b · e−κ(n)t2 (6)
for all 1-Lipschitz functions f . Here, f¯ denotes either the mean or the median of f, n =
2m is the dimension of the system and b > 0 a fixed constant. If such an inequality is to
hold, then necessarily
κ(n) = o
(
nH(β)
)
(7)
for any β > α. In particular, the optimal exponent in (7) is strictly smaller than one if
α = 12 and goes to zero as α → 0.
Proof. Let γ be such that α < γ < 12 . Let
L =
∑
{i | Ei <γ m}
E[|ψi |2], R =
∑
{i | Ei≥γ m}
E[|ψi |2].
Normalization gives L + R = 1 from which we get
αm = E =
∑
i
E[|ψi |2] Ei ≥ γ m R = γ m(1 − L)
⇒ L ≥ 1 − α
γ
. (8)
We can also bound L using inequality (6). To this end, consider the 1-Lipschitz function
|ψ〉 → ψi , that is, the real part of the i th component of |ψ〉 in the Hamiltonian’s
eigenbasis. Due to the invariance of the energy manifold with respect to reflections
|ψ〉 → −|ψ〉, both expectation value and median of this function equal zero. If hypoth-
esis (6) is true, then it follows by squaring that
Prob{(ψi )2 > u} ≤ b · e−κ(n) u,
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and thus
E[(ψi )2] =
∫ ∞
u=0
u ∂uProb{(ψi )2 ≤ u} du
= −
∫ ∞
u=0
u ∂uProb{(ψi )2 > u} du
=
∫ ∞
u=0
Prob{(ψi )2 > u} du
≤
∫ ∞
u=0
b · e−κ(n)u du = b
κ(n)
, (9)
having used integration by parts. An analogous inequality obviously holds for the imag-
inary part E[(ψi )2]. From basic information theory (e.g., Chap. 11 in Ref. [25]), we
borrow the fact that the number of terms in the definition of L is upper-bounded by
|{i | Ei < γ m}| ≤ 2m H(γ )+log2 m . (10)
Combining (8), (9) and (10):
2b
κ(n)
2m(H(γ )+
1
m log2 m) ≥ L ≥ 1 − α
γ
⇒ κ(n) ≤ 2b
1 − α
γ
nH(γ )+
1
m
log2 m = o
(
nH(β)
)
for every β > γ . unionsq
It is highly plausible that similar results hold for the mean energy ensemble of many
other many-body systems: the best possible rate of concentration (such as the right-hand
side in (6)) is not exp(−cnt2), but at most exp(−cn pt2) with energy-dependent exponent
p < 1. Deciding whether this upper bound can be achieved remains an interesting open
problem. Indeed, we end the present section by sketching a possible route for tackling
this question.
The proof of Example 3 uses the coordinate functions ψ → ψi as an example
for continuous functions without strong concentration properties. We conjecture that
this is already the worst case, i.e. that no function with Lipschitz-constant equal to one
“concentrates less” than the “most-spread out” of the coordinate functions.
A strongly simplified version of this conjecture is easily made precise. We restrict
attention to real spaces and linear functions
ψ →
∑
i
ciψi
of the state vectors. Here, the ψi ’s are the coefficients of ψ in the eigenbasis of the
Hamiltonian and the ci ’s are arbitrary coefficients subject to the normalization con-
straint
∑
i c
2
i = 1. The latter constraint ensures that the Lipschitz constant of the linear
funtion is one. If the vectors ψ are drawn from an energy ensemble ME , we have the
elementary estimate
Var
[∑
i
ciψi
] =
∑
i, j
ci c jE[ψi ψ j ] =
∑
i
c2i E[ψ2i ] ≤ maxi E[ψ
2
i ] = maxi Var[ψi ],
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having made use of the fact that ME is invariant under the transformation which takes
ψi → −ψi for some i while leaving the other coordinates fixed.
Upper bounds on the variance of a random variable are sufficient to establish simple
concentration estimates (by means of Chebychev’s inequality). From that point of view,
we have proven that coordinate functions show the least concentration among all lin-
ear functions, according to methods based on second moments alone. Generalizing this
observation to more general functions and higher moments would allow us to restrict
attention to the eigenbasis of the Hamiltonian, thus “taking the non-commutativity out
of the problem”. Conceivably, this would constitute a relatively tractable path to a more
complete understanding of concentration in typical many-body systems.
4. Invitation: A Simple Hamiltonian
As a preparation for the proof in the next section, we give a particularly simple example
of a Hamiltonian which admits a more direct proof of concentration of measure; in the
meantime, we will also see that the “harmonic mean energy” from Theorem 1 appears
naturally. Consider a bipartite quantum system on a Hilbert space H = HA ⊗HB , with
dimensions |A| := dim HA and |B| := dim HB . We may assume without restriction
that |A| ≤ |B|. We are interested in the manifold of state vectors |ψ〉 ∈ H with average
energy 〈ψ |H |ψ〉 = E , where H = H† is some Hamiltonian on H. What happens if we
draw a state |ψ〉 from that submanifold at random? Instead of studying this question in
full generality (which we will do in Sect. 5), we start with the simple example
H = HA ⊗ 1,
where HA = H†A is an observable on HA alone. This is a special case of a more general
bipartite Hamiltonian H = HA + HB = HA ⊗1+1⊗ HB without interaction as studied
in Theorem 3. A nice consequence is that
〈ψ |H |ψ〉 = E ⇔ Tr(ψ A HA) = E,
that is, the constraint depends on the reduced density matrix ψ A := TrB |ψ〉〈ψ | alone.
The unitarily invariant measure ν on the pure quantum states on the global Hilbert
space H induces in a natural way a measure νA on the density matrices in HA: if S is
some measurable subset of the density matrices, then
νA(S) := ν ({|ψ〉 | TrB |ψ〉〈ψ | ∈ S}) = ν
(
Tr−1B (S)
)
.
Formally, the measure νA is the pushforward measure [26] of the unitarily invariant mea-
sure ν on the pure states ofHA⊗HB with respect to the map TrB ; that is, νA = (TrB)∗ (ν).
Due to the simple form of the Hamiltonian H , we may calculate probabilities with
respect to νA. The probability density distribution corresponding to νA is invariant with
respect to unitaries on HA, but it depends on the eigenvalues t = (t1, . . . , t|A|) of the
reduced density matrix ψ A. The relation is [2,27]:
dνA(t) = z−1δ
⎛
⎝1 −
|A|∑
i=1
ti
⎞
⎠
|A|∏
i=1
t |B|−|A|i
∏
i< j≤|A|
(ti − t j )2dt, (11)
where z is the normalization constant and dt = dt1 . . . dt|A|.
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We will now study the simplest case |A| = 2, where
HA =
(
E1 0
0 E2
)
,
and we may assume without loss of generality that E1 > E2. We fix some arbitrary energy
value E between E1 and E2. Since the average energy E A := 12 (E1 + E2) is the energy
of an “infinite temperature” Gibbs state, we additionally assume that E < E A, which is
no restriction, but saves us some distinction of cases. Thus, E2 < E < E A < E1.
The state space is now the Bloch ball; that is, the unit ball in R3. The distribution
dνA has been calculated for the case |A| = 2 already by Hall [28]. In ordinary spherical
coordinates, it can be written
dνA(r) = ρ|B|(r)r2dr dϕ dθ,
where ρ|B|(r) = cB(1 − r2)|B|−2, and cB is some normalization constant. It can be
derived from Eq. (11) by using that points r in the Bloch ball correspond to density
matrices with eigenvalues t1 = 12 (1 + ‖r‖) and t2 = 12 (1 − ‖r‖). If |B| = 2, this
measure becomes the usual Euclidean measure in the Bloch ball, corresponding to the
Hilbert-Schmidt measure [27]. In general,
νA(S) =
∫∫∫
S
ρ|B|(r)r2dr dϕ dθ =
∫∫∫
S
ρ|B|(|x |)dx .
We write ρB(x) := ρ|B|(|x |) for x ∈ R3.
It is easy to see (and we will show this below) that the subset of mixed states ψ A
in the Bloch ball with Tr(ψ A HA) = E is the intersection of a plane with the Bloch
ball; that is, a disc KE . To determine probabilities, we need to compute the area μ(X)
of two-dimensional subsets X ⊂ KE . In light of the density ρB introduced above, it is
tempting to use the term
∫∫
X ρB(x) dx as the measure of X . The normalized version is
a probability measure:
Prob(X) :=
∫∫
X ρB(x) dx∫∫
KE ρB(x) dx
. (12)
It turns out that this measure agrees with the normalized geometric volume measure
Prob that we use elsewhere in this paper (for example in Theorem 1). We discuss this
fact in detail below after the proof of Proposition 1. Using this identity and deferring its
justification to below, we get a concentration of measure result:
Proposition 1. The reduced density matrix ψ A := |ψ〉〈ψ | concentrates exponentially
on the canonical state
ρc :=
(
E−E2
E1−E2 0
0 E1−EE1−E2
)
,
that is,
Prob
{
‖ψ A − ρc‖1 ≥ ε
}
≤ exp
[
−ε2 (|B| − 1)(E1 − E2)
2
4(E1 − E)(E − E2)
]
for all ε ≥ 0.
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Proof. It follows from the condition Tr(ψ A HA) = E that ψ A must have diagonal ele-
ments
d1 := E − E2E1 − E2 , d2 :=
E1 − E
E1 − E2 ,
where d1 < d2. By Schur’s Theorem [29], the eigenvalues t1 and t2 of ψ A must major-
ize the diagonal elements, that is, (d2, d1) ≺ (t2, t1), hence t2 = ‖ψ A‖∞ ≥ d2. Thus,
among all states ψ A satisfying the energy condition, the canonical state ρc is the “most
mixed” one, in the sense that its radius in the Bloch ball is the smallest possible.
Geometrically, this has the following interpretation. Translating the condition
Tr(ψ A HA) = E to the Bloch ball representation, that is, representing density matri-
ces ψ A by vectors r ∈ R3, we get
r ·
⎛
⎝
0
0
E1 − E2
⎞
⎠ = 2(E − E A).
This defines a plane with
rz = 2(E − E A)E1 − E2 < 0
in R3; the intersection of that plane with the Bloch ball gives the set of density matrices
that fulfill the energy condition. This set is a disc KE , with the vector representation of
ρc at its center. Since the trace distance ‖ · ‖1 on the density matrices corresponds to the
Euclidean distance in the Bloch ball, the set of states ψ A satisfying the energy condition
with ‖ψ A − ρc‖1 ≥ ε corresponds to an annulus in KE with inner radius ε; we denote
this annulus by KE (ε). Hence
Prob
{
‖ψ A − ρc‖1 ≥ ε
}
=
∫∫
x∈KE (ε) ρB(x)dx∫∫
x∈KE (0) ρB(x)dx
.
By elementary integration, we get
∫
x∈KE (ε)
ρB(x)dx =
∫ 2π
0
dϕ
∫ √1−r2z
ε
ds · sρB
⎛
⎝
s cos ϕ
s sin ϕ
rz
⎞
⎠
= 2πcB
∫ √1−r2z
ε
s(1 − s2 − r2z )|B|−2ds
= πcB|B| − 1
(
1 − r2z − ε2
)|B|−1
.
Since KE = KE (0), this yields
Prob
{
‖ψ A − ρc‖1 ≥ ε
}
=
(
1 − r2z − ε2
1 − r2z
)|B|−1
=
(
1 − ε
2
1 − r2z
)|B|−1
≤ exp
(
−(|B| − 1) ε
2
1 − r2z
)
.
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Substituting
1 − r2z =
4(E1 − E)(E − E2)
(E1 − E2)2
proves the claim. unionsq
In this paper, the measure that we are interested in is the Hausdorff volume measure
μME on the energy manifold ME . To compute the correct probabilities when restricting
to the Bloch ball by partial trace, we need to invoke the pushforward of μME with respect
to TrB . So is the probability measure Prob that we have defined above in Eq. (12) equal
to this pushforward measure, i.e., does
Prob ?= (TrB)∗ (μME )
hold? Fortunately the answer is “yes”, but this is not directly obvious. First we observe
that Prob may be interpreted as an “energy shell measure” in the following sense. The
submanifold measure from Eq. (12) can be given by a limit, in a spirit similar to the
definition of the “Minkowski content” (cf. Ref. [23]): For X ⊂ KE , denote by U−δ (X)
the set of matrices ψ A that are δ-close to X , and have an energy expectation value of
Tr(ψ A HA) < E . This is half of the δ-neighborhood of X . Then, up to a normalization
constant,
Prob(X) ∼
∫∫
X
ρB(x)dx
= lim
δ→0
1
δ
∫∫∫
U−δ (X)
ρB(x)dx
= lim
δ→0
1
δ
νA
(
U−δ (X)
)
= lim
δ→0
1
δ
ν
(
Tr−1B (U
−
δ (X))
)
.
But U−δ (KE ) is a “slice” of the Bloch ball in between two parallel planes. The set con-
sists of those matrices ψ A determined by the inequality E − ε < Tr(ψ A HA) < E ,
where ε > 0 is some energy difference corresponding to δ. In particular,
Tr−1B
(
U−δ (KE )
) = {|ψ〉 | 〈ψ |H |ψ〉 ∈ (E − ε, E)}.
This is an energy shell. Hence it is basically the uniform distribution on this energy shell
on the pure states which, by taking the partial trace and the limit ε → 0, generates our
probability measure Prob.
In the general case of arbitrarily many different energy levels {Ek}nk=1, this energy
shell has different “widths” at different points x ∈ ME ; in the limit δ → 0, this width
is proportional to ‖PS∇E(x)‖−1, where PS denotes the projection onto the sphere’s
tangent space at x . Hence the corresponding “energy shell measure” does not in gen-
eral equal the geometric (Hausdorff) measure Prob used elsewhere in this paper, which
arises from an analogous limit procedure, but starting with the uniform distribution in
an ε-neighborhood of ME .
However, here we are in a very special situation: we only have two different energy
levels E1 and E2 which are highly degenerate. In this case, it turns out that ‖PS∇E(x)‖
is constant along ME . To simplify the argument, we double the dimensions and work in
real space Rn ; the case n = 2|A| |B| applies to Proposition 1 above.
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Lemma 1. Consider the real energy manifold
ME :=
{
x ∈ Rn
∣
∣
∣
∣
∣
n∑
k=1
Ek x2k = E,
n∑
k=1
x2k = 1
}
in the special case that there are only two different energy levels, i.e. there exist E1, E2
such that E1 = E2 = · · · = Em = E1, and Em+1 = · · · = En = E2. Furthermore,
assume that E1 < E < E2. Let PS denote the projection onto the tangent space of the
unit sphere, and let E(x) := ∑nk=1 Ek x2k . Then, ‖PS∇E(x)‖ is constant on ME .
Proof. Direct calculation yields
‖PS∇E(x)‖2 = 4E2(x) − 4E(x)2,
where E2(x) := ∑nk=1 E2k x2k . Since
E(x) =
(
m∑
k=1
x2k
)
E1 +
(
1 −
m∑
k=1
x2k
)
E2
equals E on all of ME , it follows that
∑m
k=1 x2k is constant on ME . But then,
E2(x) =
(
m∑
k=1
x2k
)
E21 +
(
1 −
m∑
k=1
x2k
)
E22
is also constant on all of ME . unionsq
Hence, in our case of only two different energy levels, the energy shell has constant
width everywhere, such that the measure defined in Eq. (12) indeed agrees with the
geometric measure that we use elsewhere in the paper.
Proposition 1 shows that a typical reduced density matrix is close to ρc; that is, it is
diagonal in HA-basis, and it can be written ρc = e−βHA/Z with Z := Tr(e−βHA ) and
some appropriate “inverse temperature” β > 0. Hence it is a Gibbs state.
This result suggests that the local state always concentrates on a Gibbs state when
H = HA ⊗ 1, also in the more general case |A| = dim HA ≥ 3. But this guess is false,
as we have already shown in Theorem 3 and Example 2 – the local density matrix always
commutes with HA, but it is not in general the corresponding Gibbs state.
In light of the calculation above, it is now easy to give an intuitive explanation for
this fact. In analogy to the previous proposition for |A| = 2, we expect that the distri-
bution of eigenvalues as given in Eq. (11) will dominate the concentration of measure
to some local “canonical” state. It also seems reasonable to assume (and can be verified
numerically) that the (ti − t j )2-terms do not contribute much for large |B|, and that the
other terms exponential in |B| dominate. But these terms are
|A|∏
i=1
t |B|−|A|i = (det ψ A)|B|−|A|,
and so we conclude that the reduced density matrix should concentrate on the one ψ A
which maximized the previous expression. This suggests the following conjecture:
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Conjecture 1. Suppose that H = HA ⊗ 1 is a Hamiltonian on a bipartite Hilbert space
H = HA ⊗ HB with fixed |A| := dim HA and varying |B| := dim HB . Then typical
quantum states |ψ〉 ∈ H with fixed mean energy 〈ψ |H |ψ〉 = E have the property that
ψ A := TrB |ψ〉〈ψ | concentrates exponentially on the determinant maximizer
ρc := arg max
{
det ψ A | Tr(ψ A HA) = E
}
,
given the maximizer is unique.
We will now see that the prediction of this conjecture is consistent with Theorem 3.
To this end, we now compute the determinant maximizer ρc explicitly. First of all, it is
easy to see that ρc must be diagonal if written in the basis of HA, i.e., [ρc, HA] = 0:
Suppose σ is any density matrix with Tr(σ HA) = E , and let {σk,k}|A|k=1 denote the diag-
onal elements. Then Tr(σ HA) = ∑k σk,k Ek = E , where Ek denotes the eigenvalues
of HA. Now if σ˜ is the matrix with diagonal elements σk,k and other entries zero, then
Tr(σ˜ HA) = E is still true, but by the Hadamard determinant theorem [29]
det σ ≤
|A|∏
k=1
σk,k = det σ˜ .
Hence the maximizer is diagonal; it remains to determine its diagonal elements
(λ1, . . . , λ|A|). We have to maximize
∑
k ln λk subject to the constraints
∑
k λk = 1
and
∑
k λk Ek = E . It turns out to be difficult to do that directly, so we drop the normal-
ization condition
∑
k λk = 1 for the moment and solve the resulting equation
∂
∂λi
∑
k
ln λk − λ ∂
∂λi
∑
k
λk Ek = 0,
where λ is the Lagrange multiplier. This gives λ = |A|E , and λi = E|A| · 1Ei . Since this
distribution is not automatically normalized, we can use the freedom to shift the energy
levels by some offset s ∈ R, i.e., E ′k := Ek + s, E ′ := E + s. The resulting distribution
λ′i := E
′
|A| · 1E ′i is normalized, i.e.,
∑
i λ
′
i = 1, if and only if
E ′ =
⎛
⎝ 1|A|
|A|∑
k=1
1
E ′k
⎞
⎠
−1
=: E ′H ,
that is, if the offset is shifted such that the new energy value E ′ equals the harmonic mean
energy E ′H . We have thus reproduced the canonical density matrix ρc of Theorem 3.
Moreover, the calculation above shows that the occurrence of the harmonic mean energy
is very natural and not a technical artifact of our proof. (In Sect. 6, we give a method for
numerical sampling of the energy manifold, and there, the harmonic mean energy will
appear in a natural way as well.)
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5. Proof of Main Theorem
Before proving the main theorems, we fix some notation that will be useful for the proof.
Following the lines of Gromov [26], we define a metric measure space X to be a sep-
arable complete metric space with a finite Borel measure μ, i.e., X = (X, dist, μ). (In
fact, one could more generally consider Polish spaces with a σ–finite Borel measure,
as described by Gromov.) In this paper, we will only consider the two cases that X is
the energy manifold ME , or a full ellipsoid N , both equipped with the obvious geo-
metric measure and the metric dist that is induced by the surrounding Euclidean space
R
2n  Cn (for more details, see Sect. 5).
We denote the (n − 1)-sphere by Sn−1, and the n-ball is denoted Bn , i.e.,
Sn−1 := {x ∈ Rn | ‖x‖ = 1} ,
Bn := {x ∈ Rn | ‖x‖ ≤ 1}.
The symbol ∂ is used for the topological boundary, for example, ∂ Bn = Sn−1.
We denote the k-dimensional (Hausdorff) volume measure on k-dimensional sub-
manifolds M ⊂ Rn by μk . In case that μk(M) < ∞, we write μM for the normalized
measure on M , i.e.,
μM (X) := μk(X)
μk(M)
for Borel subsets X ⊂ M . Sometimes we consider subsets that are not actually subman-
ifolds, but are turned into submanifolds in an obvious way. For example, the Ball Bn is
itself a metric measure space, but not a submanifold, since it is not open. However, its
interior is a submanifold of Rn , and
μn(Bn) = π
n
2

(
1 + n2
) ,
while μBn (Bn) = 1. Expectation values with respect to μM are denoted EM .
Given some Hamiltonian H = H† on Cm , we would like to prove concentration of
measure for the “mean energy ensemble”
ME :=
{
ψ ∈ Cm | 〈ψ |H |ψ〉 = E, ‖ψ‖ = 1}.
To relate our discussion to real-valued geometry, we work instead in Rn with n = 2m.
That is, doubling all energy eigenvalues of H to get the energy levels E1, . . . , En , and
slightly abusing notation, we can write
ME =
{
x ∈ Rn
∣
∣
∣
∣
∣
n∑
k=1
x2k Ek = E,
n∑
k=1
x2k = 1
}
.
Geometrically, ME is the intersection of the unit sphere with an ellipsoid (given by the
energy condition). The action of shifting all energies by some offset (as postulated in
Theorem 1) alters the ellipsoid, but not the ellipsoid’s intersection with the sphere; it
leaves ME invariant. It is interesting to note that the corresponding full ellipsoid’s vol-
ume turns out to be minimal exactly if the energy shift is tuned such that E ′ = E ′H , i.e.,
for the harmonic mean energy shift close to the one which is postulated in Theorem 1.
Concentration of Measure for Quantum States with a Fixed Expectation Value 803
We would like to prove measure concentration for the algebraic variety ME in ordinary
Euclidean space. Introducing a function f : Rn → R2 via
f (x) :=
(
n∑
k=1
x2k ,
n∑
k=1
x2k Ek
)T
,
we can write
ME = f −1
(
1
E
)
.
If E is any energy value with mink Ek < E < maxk Ek and E = Ek for all k, then the
differential d f has full rank on all of ME , such that ME is a proper submanifold of Rn
of codimension 2.
If E = Ek for some k (but E = mink Ek and E = maxk Ek), the eigenvectors
corresponding to this energy value are singular points of f . Still, removing those eigen-
vectors from ME , we get a valid submanifold M˜E of Rn of codimension 2. Since M˜E
and ME agree up to a set of measure zero, we will drop the tilde in the following, and
simply write ME for the manifold with eigenvectors removed. If we treat ME as a metric
measure space, we include the eigenvectors in its definition to have a complete metric
space.
As a submanifold of Rn , the sets ME carry a natural geometric volume measure.
Since every ME is a compact submanifold, it makes sense to talk about the normal-
ized measure μME on ME , and to ask whether this measure exhibits a concentration of
measure phenomenon. Our main proof strategy to answer this question in the positive
is due to Gromov [26]. To explain this strategy, we introduce the notion of a “typical
submanifold”. Suppose that N is a metric measure space, and M ⊂ N is a subset (say,
a submanifold) which is itself a metric measure space. Then we say that “M is typical
in N” if M has small codimension, and if a small neighborhood of M covers almost all
of N . That is, μN (Uε(M)) ≈ 1 already for small ε.
For example, given an n-dimensional sphere N = Sn , any equator M (which is itself
an (n − 1)-dimensional sphere) is typical in N ; this is just Lévy’s Lemma. On the other
hand, a polar cap with angle θ is only typical in Sn if θ ≈ π2 .
Gromov’s idea can now be explained as follows:
If N is a metric measure space that shows concentration of measure, and if M is a
typical submanifold of N , then M shows measure concentration as well: it “inherits”
concentration of measure from N .
The intuitive reason why this idea works is as follows. Consider the behavior of Lipschitz-
continuous functions on M ⊂ N . By continuity, those functions do not change much if
we turn to an ε-neighborhood of M ; but then, since M is assumed to be typical in N , we
already obtain almost all of N , and so the behavior of the functions on M will be similar
to that on N – in particular, expectation values will be similar, and the concentration
of measure phenomenon will occur in M if it occurs in N . However, Gromov seems to
explore this idea in his book only for the case that N is a sphere.
In our case, we have to find a submanifold N ⊂ Rn which is itself subject to the
concentration of measure phenomenon, such that ME ⊂ N holds and such that ME is
typical in N . A first obvious guess is to use the sphere itself; clearly, ME is a subset of
the sphere Sn−1 ⊂ Rn , and we have concentration of measure on the sphere by Lévy’s
Lemma. However, ME can only be typical in Sn−1 if the energy E is close to the “typical”
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value ESn−1
∑n
k=1 x2k Ek , which turns out to be the mean value
1
n
(E1 + E2 + · · · + En).
Since we definitely want to consider different energies far away from the mean energy,
N = Sn−1 is not a useful choice. Instead, it will turn out that we can choose N to be a
full ellipsoid with appropriate equatorial radii (in fact, N will be the slightly enlarged
full energy ellipsoid for an appropriate energy shift).
Our main tool from integral geometry is the Crofton formula [30,31]. It expresses
the volume of a submanifold of Rn in terms of the average volume of intersection of that
manifold with random hyperplanes.
Lemma 2 (The Crofton formula [30]). Let M be a q-dimensional submanifold of Rn.
Consider the invariant measure d Lr on the planes of dimension r in Rn. If r + q ≥ n,
∫
Lr
μr+q−n(M ∩ Lr ) d Lr = σ(q, r, n)μq(M),
where σ(q, r, n) = Or+q−n ·
∏n
i=n−r Oi
Oq ·∏ri=0 Oi , and On :=
2π
n+1
2

(
n+1
2
) denotes the surface area of the
n-sphere.
Note that the Crofton formula is formulated in Ref. [30, (14.69)] only for the case
that M is a compact submanifold, but the proof remains valid also in the case that M is
not compact. This observation is also expressed in Ref. [31].
For the details of the definition of the invariant measure d L R , see Ref. [30]. In short,
the Lie group M of all motions (translations and rotations) in Rn possesses the closed
subgroup Hr of motions leaving a fixed r -dimensional plane L0r invariant. Then, there
is a one-to-one correspondence between the set of r -planes in Rn and the homogeneous
space M/Hr . Since both M and Hr are unimodular, M/Hr possesses an invariant density
d Lr which can then be interpreted as a density on the r -planes in Rn .
Note that this measure is defined only up to some multiplicative constant – different
authors use different normalizations (cf. Ref. [32]), which give different constants
σ˜ (q, r, n) instead of σ(q, r, n) in Lemma 2. However, for fixed l and n, we always
have
σ(k, l, n)
σ (k′, l, n)
= σ˜ (k, l, n)
σ˜ (k′, l, n)
,
and it is only those ratios that are relevant for the calculations. If r + q = n, then
μr+q−n(X) = μ0(X) equals the number of points in the set X . A useful possible expres-
sion for the constants is [32]
σ˜ (q, r, n) =

(
q+1
2
)

(
r+1
2
)

(
n+1
2
)

(
q+r−n+1
2
) .
The Crofton formula will be useful in the following lemma, which gives a lower
bound on the measure of ε-neighborhoods of subsets of ME . Given any subset X ⊂ Rn
(say, any curve), directly estimating μn(Uε(X)) seems difficult – if the curve intersects
itself many times, the neighborhood can be almost arbitrarily small. On the other hand,
the Crofton formula takes into account how “meandering” subsets X are, by counting
the number of intersections with hyperplanes.
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Lemma 3 (Measure of neighborhood). For every open subset X ⊂ ME ⊂ Rn with
n ≥ 3 and ε > 0, we have
μn(Uε(X)) ≥ πε
2
4(n − 1)μn−2(X),
where Uε(X) denotes the open ε-neighborhood in Rn of X.
Proof. If L2 is any 2-dimensional plane in Rn , then ME ∩ L2 = (∂N ∩ L2)∩ (Sn ∩ L2),
where ∂N is the surface of an ellipsoid. If the intersection is not empty, then Sn ∩ L2
is a circle, and ∂N ∩ L2 is a compact quadratic curve, hence an ellipse. By the Crofton
formula,
∫
L2
μ0(ME ∩ L2) d L2 = σ(n − 2, 2, n)μn−2(ME ) < ∞,
so the set of planes L2 with μ0(ME ∩ L2) = #(ME ∩ L2) = ∞ has measure zero, and
we can ignore them. Let now L X be the set of all planes L2 such that X ∩ L2 is a finite
non-empty set. Since a circle and an ellipse in the plane intersect in at most four points if
they are not equal, we have #(X ∩ L2) ≤ 4 for all L2 ∈ L X . Hence, the Crofton formula
yields
σ(n − 2, 2, n)μn−2(X) =
∫
L2
μ0(X ∩ L2) d L2
=
∫
L X
#(X ∩ L2) d L2
≤ 4
∫
L X
d L2.
Using Crofton’s formula for the n-dimensional submanifold Uε(X), we get on the other
hand
σ(n, 2, n)μn(Uε(X)) =
∫
L2
μ2(Uε(X) ∩ L2) d L2
≥
∫
L X
μ2(Uε(X) ∩ L2) d L2
≥ πε2
∫
L X
d L2,
since every plane that intersects X intersects Uε(X) in at least a disc of radius ε. Com-
bining both inequalities, the claim follows. unionsq
To deal with concentration of measure on submanifolds, we need to introduce some
additional notions of the theory of measure concentration; they all can be found in the
book by Gromov [26], and also, e.g., in Ref. [33] with a few errors corrected.
Let (Y, ν) be a metric measure space with 0 < m := ν(Y ) < ∞, then the “partial
diameter” diam is defined by
diam(ν, m − κ) := inf{diam(Y0) | Y0 ⊂ Y, ν(Y0) ≥ m − κ},
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that is, the smallest diameter of any Borel subset with measure larger than m − κ . If
(X, μ) is a metric measure space with m := μ(X) < ∞, the observable diameter
ObsDiam is defined as
ObsDiam(X, κ) := sup
{
diam(μ ◦ f −1, m − κ) | f : X → R is 1-Lipschitz
}
,
where μ ◦ f −1 is the push-forward measure on f (X) ⊂ R. In the special case that
μ = μX , i.e., if μ is normalized such that m = 1, this definition implies
ObsDiam(X, κ) ≤ D ⇔ ∀ f : X → R 1-Lipschitz ∀ε > 0∃Y0 ⊂ f (X) ⊂ R
with μX
(
f −1(Y0)
)
≥ 1 − κ and diam(Y0) ≤ D + ε. (13)
This shows that small ObsDiam amounts to a large amount of measure concentration
– in fact, one can conversely infer that ObsDiam(X, κ) ≤ D for D > 0, 0 < κ < 12
implies that all λ-Lipschitz maps f : X → R satisfy
μX {x ∈ X : | f (x) − m X f | ≥ λD} ≤ κ, (14)
where m X f is the median of f on X , see Ref. [26] and, for a proof, Ref. [34, Lemma 2.3].
(Replacing κ by 2κ on the right-hand side removes the restriction κ < 12 .) Another useful
notion is the separation distance
Sep(X; κ0, . . . , κN ) := sup{δ | ∃Xi ⊂ X : μ(Xi ) ≥ κi ,
dist(Xi , X j ) ≥ δ, Xi open}.
In Ref. [26], arbitrary Borel sets are allowed in the definition of the separation distance;
here, we only use open sets, since they are submanifolds and hence subject to the Crofton
formula. In the most important case of two parameters, the equation Sep(X, κ, κ) = D
implies that for every ε > 0 there are open subsets X1, X2 ⊂ X with μ(X1) ≥ κ and
μ(X2) ≥ κ such that dist(X1, X2) ≥ D − ε.
In the following, we need an inequality relating separation distance and observable
diameter. It has first been stated in Ref. [26], and a small lapse has been corrected in
Ref. [33]. Since the notation of Ref. [33] differs significantly from the notation used
here, we give a proof in order to keep the presentation self-contained.
Lemma 4 (Observable diameter). For every metric measure space X, and for every
κ > κ ′ > 0,
ObsDiam(X, 2κ) ≤ Sep(X; κ, κ) ≤ ObsDiam(X, κ ′) holds.
Proof. Suppose that ObsDiam(X; κ ′)≤ D. Let X1 ⊂ X be an open set with μX (X1)≥ κ ,
and define a function f : X → R via
f (x) := dist(x, X1) = inf
y∈X1
dist(x, y),
where d denotes the metric on X . It follows from the triangle inequality that f is contin-
uous with Lipschitz constant 1. Let ε > 0. According to (13), there is a subset Y0 ⊂ R
with diam(Y0) ≤ D+ε such that μX {x ∈ X | f (x) ∈ Y0} ≥ 1−κ ′. Since 1−κ ′+κ > 1,
it follows that X1∩ f −1(Y0) = ∅, hence we have 0 ∈ Y0. Similarly, if X2 ⊂ X is another
Concentration of Measure for Quantum States with a Fixed Expectation Value 807
open set with μX (X2) ≥ κ , it follows that X2 ∩ f −1(Y0) = ∅, so there is some x ∈ X2
with f (x) ∈ Y0. Thus,
dist(X1, X2) = inf
x∈X2
f (x) ≤ sup
y∈Y0
y = diam(Y0) ≤ D + ε.
Since ε > 0 was arbitrary, it follows that dist(X1, X2) ≤ D, and thus Sep(X; κ, κ) ≤ D.
This proves the second inequality.
To prove the first inequality, suppose that ObsDiam(X, 2κ) ≥ D. This means that
there exists a 1-Lipschitz function f : X → R such that for all Y0 ⊂ R with
μX {x ∈ X | f (x) ∈ Y0} ≥ 1 − 2κ,
diam(Y0) ≥ D holds. Clearly, the function M(a) := μX
( f −1 ((−∞, a])) is increasing
in a ∈ R. Let a0 := inf{a ∈ R | M(a) ≥ κ}, then
μX
(
f −1 ((−∞, a0]) ∪ f −1 ((a0, a])
)
≥ κ
for all a > a0. Since every finite Borel measure on a Polish space is regular [35,
Ulam Theorem], it follows that μX
( f −1 ((−∞, a0])
) ≥ κ . Similarly, define N (b) :=
μX
( f −1 ([b,∞))), and let
b0 := sup{b ∈ R | N (b) ≥ κ}.
An analogous argument shows that μX
( f −1 ([b0,∞))
) ≥ κ . Moreover, μX ( f −1
((a, b))) ≥ 1 − 2κ if a < a0 and b > b0. Due to the regularity of μX , we con-
clude that μX
( f −1 (Y0)
) ≥ 1 − 2κ for Y0 := [a0, b0]. Setting Y1 := (−∞, a0] and
Y2 := [b0,∞), we get dist(Y1, Y2) ≥ diam(Y0) ≥ D. Letting Xi := f −1(Yi ) for
i = 1, 2, it follows from the Lipschitz continuity of f that dist(X1, X2) ≥ D, and
μX (Xi ) ≥ κ . Now if ε > 0 is arbitrary, the open sets X˜i := Uε(Xi ) have measure
μX (X˜i ) ≥ κ , and dist(X˜1, X˜2) ≥ D − 2ε. This proves that Sep(X; κ, κ) ≥ D. unionsq
Now we can formulate a lemma on how ME inherits measure concentration from
surrounding bodies:
Lemma 5 (Measure concentration on ME from that of surrounding body). Let ε > 0,
and let N ⊂ Rn be a metric measure space such that Uε(ME ) ⊂ N. Then, for all κ > 0,
ObsDiam(ME , 2κ) ≤ 2ε + ObsDiam
(
N ,
μn−2(ME )πε2κ
μn(N )4(n − 1)
)
.
Proof. Abbreviate X := ME . Suppose that Sep(X; κ, κ) = D, that is, for every δ > 0,
there are open subsets X1, X2 ⊂ X such that μX (X1) ≥ κ and μX (X2) ≥ κ and
dist(X1, X2) ≥ D − δ. Let X˜i := Uε(Xi ) ⊂ N . Using Lemma 3, we get
μN (X˜i ) = μn(X˜i )
μn(N )
≥ 1
μn(N )
πε2
4(n − 1)μn−2(Xi )
= 1
μn(N )
πε2
4(n − 1)μX (Xi )μn−2(X)
≥ μn−2(X)
μn(N )
πε2
4(n − 1)κ =: κε.
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Since also dist(X˜1, X˜2) ≥ D − δ − 2ε, we get Sep(N ; κε, κε) ≥ D − 2ε. All in all, we
have shown that
Sep(X; κ, κ) ≤ 2ε + Sep(N ; κε, κε).
Lemma 4 yields the chain of inequalities
ObsDiam(X, 2κ) ≤ Sep(X; κ, κ)
≤ Sep(N ; κε, κε) + 2ε
≤ ObsDiam(N , κ ′ε) + 2ε
for every κ ′ε < κε. unionsq
Our goal in the following will thus be to find a good n-dimensional body N with
small observable diameter and Uε(ME ) ⊂ N such that the ratio μn−2(ME )μn(N ) appearing in
the previous lemma is not too small. To this end, note that
μn−2(ME ) = μn−2(∂(Sn−1 ∩ NE )),
where NE =
{
x ∈ Rn | ∑nk=1 Ek x2k ≤ E
}
is the full energy ellipsoid. We would like
to relate μn−2(∂(Sn−1 ∩ NE )) to μn−1(Sn−1 ∩ NE ). For this purpose, the following
isoperimetric inequality will be useful.
Lemma 6 (An isoperimetric inequality). Let n ≥ 3, and let B ⊂ Sn−1 ⊂ Rn be a Borel
subset which covers at most half of the sphere, i.e., μSn−1(B) ≤ 12 . Then,
μn−2(∂ B)
μn−1(B)
>
1
2
√
n.
Proof. We use the isoperimetric inequality on the sphere [24,36, App. I]: Among all
Borel sets in Sn−1 with fixed volume, the minimal volume of the boundary is assumed by
a round ball. Thus, let Cn−1t ⊂ Sn−1 be a polar cap (i.e., round ball) with corresponding
angle 0 < t ≤ π2 such that μn−1(Cn−1t ) = μn−1(B). By the isoperimetric inequality,
μn−2(∂ B)
μn−1(B)
≥ μn−2(∂C
n−1
t )
μn−1(Cn−1t )
= μn−2(S
n−2) · sinn−2 t
μn−2(Sn−2) ·
∫ t
0 sin
n−2 θ dθ
= sin
n−2 t
∫ t
0 sin
n−2 θ dθ
=: fn(t).
For t ∈ [0, π/2), let hn(t) := (n − 2)
∫ t
0 sin
n−2 θ dθ − sinn−1 tcos t , then h′n(t) =
− sinn−2 t (1+tan2 t) ≤ 0, so hn is decreasing. Since hn(0) = 0, it follows that hn(t) ≤ 0
for all t ∈ [0, π/2). Multiplying the corresponding equation with the non-negative
expression cos t
sin t
∫ t
0 ...
gives for 0 < t < π2 ,
(n − 2)cos t
sin t
− sin
n−2 t
∫ t
0 sin
n−2 θ dθ
≤ 0.
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But the left-hand side is exactly (ln fn(t))′, such that ln fn(t) is decreasing, and hence
fn(t) is decreasing, so
fn(t) ≥ fn
(π
2
)
= 2
(
n
2
)
√
π
(
n−1
2
) ,
and this expression is larger than 12
√
n if n≥3 (it grows asymptotically like
√
2
π
√
n).
unionsq
To deal with ellipsoids, we need some results on expectation values of certain func-
tions.
Lemma 7 (Ellipsoidal expectation values). Let N ⊂ Rn be the full ellipsoid with equa-
torial radii {ak}nk=1, ak > 0. Then we have the following expectation values with respect
to the geometric measure in N:
EN‖x‖2 = a
2
1 + a
2
2 + · · · + a2n
n + 2
,
EN‖x‖4 = 2
∑n
k=1 a4k +
(∑n
k=1 a2k
)2
(n + 2)(n + 4)
.
Proof. First, we use a linear transformation to reduce the expectation value calculations
to integrals on the ball Bn = {x ∈ Rn : ‖x‖ ≤ 1}. That is, let(x) := diag(a1, . . . , an)x
for x ∈ Rn , then by the transformation formula for integrals, we have
∫
N
f (x)dx =
∫
Bn
f ((x))| det D(x)|dx,
where det D(x) = a1a2 . . . an . The only other non-trivial ingredients are the spherical
integrals
∫
Bn
x21 dx =
μn(Bn)
n + 2
,
∫
Bn
x41 dx =
3μn(Bn)
(n + 2)(n + 4)
, (15)
∫
Bn
x21 x
2
2 dx =
μn(Bn)
(n + 2)(n + 4)
.
These formulas can be proved directly by applying hyperspherical coordinates, cf. Ref.
[37]. unionsq
Now we are ready to estimate the crucial expression μn−2(ME )
μn(N ) for surrounding ellip-
soids N .
Lemma 8 (Ratio of ME and the surrounding ellipsoid). Let n ≥ 3, and
EH :=
(
1
n
n∑
k=1
1
Ek
)−1
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be the harmonic mean energy corresponding to the energy levels Ek > 0, k = 1, . . . , n.
Suppose that
E = n + 2
n
(1 + δ)EH
with some δ > 0 such that the energy manifold ME is not empty. Moreover, suppose
that E is less than the median of ∑k Ek x2k on the sphere Sn−1. Let N be a full ellipsoid
with equatorial radii {ak}nk=1, ak > 0, i.e.,
N :=
{
x ∈ Rn
∣
∣
∣
∣
∣
n∑
k=1
x2k
a2k
≤ 1
}
.
Then, we have
μn−2(ME )
μn(N )
>
1
2
· n
3
2
(1 + 2δ)
n
2 − 1
n∏
k=1
(
E
a2k Ek
) 1
2
(
1 − 2E
2
δ2(n + 2)(n + 4)
n∑
k=1
1
E2k
)
.
Proof. According to the isoperimetric inequality from Lemma 6, we have (with NE the
energy ellipsoid as defined directly above that lemma),
μn−2(ME ) = μn−2(∂(Sn−1 ∩ NE )) >
√
n
2
μn−1(Sn−1 ∩ NE ).
Hence it remains to lower-bound μn−1(Sn−1 ∩ NE ); this is exactly the Haar measure
probability Prob {〈ψ |H |ψ〉 ≤ E}. In principle, this probability can be computed exactly:
using the volume-preserving map from the unit sphere to the probability simplex [38],
this probability equals the ratio of the volumes of the two bodies that originate from
intersecting the simplex with a hyperplane. This ratio has been computed in Ref. [39],
and the result is
∑
k:Ek≤E
∏
i =k
E−Ek
Ei−Ek for E ≤ Emax. Unfortunately, the result is only
valid in the non-degenerate case; moreover, despite its simple form, it is hard to estimate
that value in a way which is useful in the current calculation. Thus, we instead use a dif-
ferent approach which is based on geometry of the ellipsoid. Let E(x) := ∑nk=1 Ek x2k ,
and let Sn−1r be the sphere of radius r in Rn . First we show the inequality
μn−1(Sn−1λr ∩ NE ) ≥ λn−1μn−1(Sn−1r ∩ NE ) (16)
for any λ ∈ (0, 1). This can be seen as follows: let x ∈ Sn−1r ∩ NE such that ‖x‖ = r and
E(x) ≤ E . Then, ‖λx‖ = λ‖x‖ and E(λx) = λ2 E(x) < E , such that x ∈ Sn−1λr ∩ NE .
Hence λ(Sn−1r ∩ NE ) ⊂ Sn−1λr ∩ NE , and so μn−1(Sn−1λr ∩ NE ) is lower-bounded by
μn−1(λ(Sn−1r ∩ NE )), which equals λn−1μn−1(Sn−1r ∩ NE ).
Let Bna,b be the set of vectors in Rn with norm between a and b. With the help of
Ineq. (16), we get
μn(NE ∩ Bn1,√1+2δ) =
∫ √1+2δ
1
μn−1(Sn−1r ∩ NE ) dr
≤
∫ √1+2δ
1
rn−1μn−1(Sn−1 ∩ NE ) dr
= μn−1(Sn−1 ∩ NE ) · (1 + 2δ)
n
2 − 1
n
.
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Thus, we have reduced the problem to finding a lower bound on μn(NE ∩ B1,√1+2δ).
Indeed, applying Lemma 7 to the assumptions of this lemma, we see that the expectation
value of ‖x‖2 with respect to the geometric measure in NE is exactly
ENE ‖x‖2 = 1 + δ,
so we can indeed expect that much of the weight of NE is contained in Bn1,√1+2δ . To
prove this, we use the Chebyshev inequality. Let σ 2 be the variance of ‖x‖2 with respect
to the geometric measure on NE , then it is easy to see that
σ 2 = ENE ‖x‖4 −
(
ENE ‖x‖2
)2 ≤ 2E
2
(n + 2)(n + 4)
n∑
k=1
1
E2k
,
and the probability that a point in NE is not contained in Bn1,√1+2δ is upper-bounded by
σ 2
δ2
. Hence
μn(NE ∩ Bn1,√1+2δ) ≥
(
1 − 2E
2
δ2(n + 2)(n + 4)
n∑
k=1
1
E2k
)
μn(NE ).
The claim follows from substituting explicit expressions for μn(NE ) and μn(N ). unionsq
Since we want to show that our energy submanifold ME inherits measure concen-
tration from an ellipsoid, we first have to prove concentration of measure for ellipsoids:
Lemma 9 (Measure concentration for ellipsoids). Let N ⊂ Rn be the full ellipsoid with
equatorial radii {ak}nk=1, ak > 0. Then, for every κ > 0, we have
ObsDiam(N , κ) ≤ 4a√
n
√
ln
4
κ
,
where a := maxk ak .
Proof. In accordance with Refs. [24,40], for a (convex) body K ⊂ Rn with surface
S := ∂K , we say that K is strictly convex if for every ε > 0 there exists some δ =
δ(ε) > 0 such that x, y ∈ S and ‖x − y‖ ≥ ε implies (x + y)/2 ∈ (1 − δ)K . The unit
ball Bn is strictly convex, and one can choose
δ(ε) = 1 −
(
1 − ε
2
4
) 12
≥ ε
2
8
for 0 ≤ ε ≤ 2. According to Ref. [24, p. 37], if A ⊂ Bn is any measurable subset with
ε-neighborhood Aε, we have
μBn (Aε) ≥ 1 − 1
μBn (A)
· e−nε2/4.
Now let L = diag(a1, . . . , an) be the linear map which maps the ball Bn onto the
ellipsoid N . Since L is linear, it preserves the geometric measure; that is, for every
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measurable subset A ⊂ Bn , we have μN (L(A)) = μBn (A). Now let B ⊂ N be any
measurable subset. We claim that
L
[(
L−1 B
)
ε
a
]
⊂ Bε.
To prove this, let
y ∈ L
[(
L−1 B
)
ε
a
]
,
and let x := L−1 y. It follows that there is some x ′ ∈ L−1(B) such that ‖x − x ′‖ ≤ ε
a
.
Let y′ := Lx ′ ∈ B, then ‖y − y′‖ = ‖L(x − x ′)‖ ≤ ‖L‖ · ‖x − x ′‖ ≤ ε since ‖L‖ = a,
so y ∈ Bε. Thus
μN (Bε) ≥ μN
(
L
[(
L−1 B
)
ε
a
])
= μBn
((
L−1 B
)
ε
a
)
≥ 1 − 1
μBn (L−1 B)
· e−n( εa )2/4
= 1 − 1
μN (B)
· e−nε2/(4a2).
Let now f : N → R be any 1-Lipschitz function, let m f be the median of f on N , and
let A := {x ∈ N | f (x) ≤ m f } such that μN (A) = 12 . It follows that
μN {x ∈ N | f (x) > m f + ε} ≤ μN {x ∈ N | x ∈ Aε}
= 1 − μN (Aε)
≤ 1
μN (A)
· e−nε2/(4a2).
Repeating the calculation for f (x) − m f − ε and applying the union bound yields
μN {| f (x) − m f | > ε} ≤ 4 · e−nε2/(4a2) =: κ. (17)
Due to the characterization of the observable diameter as given in (13), we obtain
ObsDiam(N , κ) ≤ 2ε, and the claim follows from expressing ε in terms of κ . unionsq
As a last technical lemma, we need a comparison between the mean and the median
on the (n − 1)-dimensional sphere. We suspect that the statement is well-known, but we
have been unable to locate a proof in the literature.
Lemma 10 (Mean vs. median on the sphere). Let f : Sn−1 → R be any function that is
λ-Lipschitz with respect to the Euclidean distance measure, inherited from the surround-
ing space Rn. Moreover, let ESn−1 f denote the expectation value, and mSn−1 f denote
the median of f on Sn−1. Then,
∣
∣ESn−1 f − mSn−1 f
∣
∣ ≤ λπ
2
√
n − 2 .
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Proof. Without loss of generality, we may assume that λ = 1. We use Lévy’s Lemma
on the sphere [36]. Normally, it is formulated for the geodesic distance ρ instead of the
Euclidean distance d; but since d ≤ ρ, it follows that f must be 1-Lipschitz also for
the geodesic distance. Since two arbitrary points on the sphere always have geodesic
distance less than or equal to π , it is clear that | f (x) − mSn−1 f | ≤ π for all x ∈ Sn−1.
Let ε > 0. Lévy’s Lemma states that
μSn−1
{| f (x) − mSn−1 f | > ε
} ≤
√
π
2
· e−ε2(n−2)/2.
Abbreviating m := mSn−1 f and μ := μSn−1 , we get
∣
∣ESn−1 f − m
∣
∣ = |ESn−1( f − m)| ≤ ESn−1 | f − m|
= −
∫ ∞
0
ε∂εμSn−1{| f − m| > ε} dε
=
∫ ∞
0
μSn−1{| f − m| > ε} dε
≤
√
π
2
∫ ∞
0
e−ε2(n−2)/2 dε = π
2
√
n − 2 .
This proves the claim. unionsq
Now we are ready to prove concentration of measure for the manifold that arises
from intersecting a sphere with an ellipsoid in Euclidean space.
Theorem 4 (Concentration of measure for ME , R-version). Let n ≥ 3, and {Ek}nk=1 any
set of positive energy levels with arithmetic mean E A := 1n
∑n
k=1 Ek, harmonic mean
EH :=
(
1
n
∑n
k=1 1Ek
)−1
, maximum Emax := maxk Ek, minimum Emin := mink Ek, and
E−2Q := 1n
∑n
k=1 1E2k
. Suppose that E is any energy value which satisfies
– E = (1 + 2
n
) (
1 + ε√
n
)
EH for some ε > 0,
– E ≤ E A − π(Emax−Emin)√
n−2 .
Then, for every λ-Lipschitz function f : ME → R with median f¯ , we have for the
normalized geometric measure μ ≡ μME ,
μ
{| f − f¯ | > t} ≤ βE
2
maxn
3
2
E2
(
1 − 2E2
ε2 E2Q
)e
−n
[
3Emin
64E
(
t
λ
− 12n
)2]
+ε
√
n
whenever the denominator on the right-hand side is positive. The constant β > 0 can
be chosen as β = 2048
π
√
e < 1075.
Moreover, the median f¯ of f on ME can be estimated as follows. Let N be the full
ellipsoid of points x ∈ Rn with ∑nk=1 Ek x2k ≤ E
(
1 + 1
n
)
, and let λN be the Lipschitz
constant of f in N. Then
∣
∣ f¯ − EN f
∣
∣ ≤ λN
(
3
4n
+ b
(
E
Emin
· O
(
n−
1
2
)) 12
)
,
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where the constant b > 0 can be chosen as b = 8
(
1 +
√
2
3
)
< 15, and
O
(
n−
1
2
)
= ε√
n
+
1
n
ln
2βn
3
2 E2max
E2
(
1 − 2E2
ε2 E¯2
) .
Proof. Let δ := ε√
n
. We may suppose that not all energy levels are equal, i.e., there
exist k and l such that Ek = El ; otherwise, there is nothing to prove. Define the func-
tion E : Rn → R by E(x) := ∑nk=1 Ek x2k , and E˜ : Rn → R by E˜(x) := Emin +∑n
k=1(Ek −Emin)x2k , then E˜ Sn−1= E Sn−1 . Moreover, ‖∇ E˜(x)‖2 ≤ 4(Emax−Emin)2
for all ‖x‖ ≤ 1, which proves that the Lipschitz constant of E Sn−1 with respect to the
Euclidean distance in Rn is upper-bounded by 2(Emax − Emin). Since E A = ESn−1 E(x),
the third condition together with Lemma 10 ensures that E is less than or equal to the
median of E(x) on the sphere.
For every E ′, define the energy ellipsoid NE ′ via NE ′ := {x ∈ Rn | E(x) ≤ E ′}.
Suppose that x ∈ Uε(ME ), so there is some y ∈ ME with ‖x − y‖ < ε, hence
|E(x) − E(y)| ≤ max
z∈Uε(ME )
‖∇E(z)‖ · ‖x − y‖ ≤ 2Emax(1 + ε)ε.
It follows that E(x) ≤ E + 4Emaxε if 0 < ε ≤ 1. Consequently, Uε(ME ) ⊂ NE+4εEmax ,
and N := NE+4εEmax will be the surrounding body of ME that we use when applying
Lemma 5. We arbitrarily fix the value
ε := E
4nEmax
which turns out to be an almost optimal choice (clearly, 0 < ε ≤ 1). Hence N = N
E
(
1+ 1
n
)
is a full ellipsoid with equatorial radii
ak =
(
E
Ek
(
1 +
1
n
)) 1
2
.
Using that ((1 + 2δ)n/2 − 1)−1 ≥ e−nδ and a few more easy simplifications, we get by
applying Lemma 8,
μn−2(ME )
μn(N )
>
1
2
n
3
2 e−nδ
(
1 − 2E
2
nδ2 E2Q
)(
1 +
1
n
)− n2
.
By Lemma 9 and 1 + 1
n
≤ 1 + 13 , we have measure concentration in N :
ObsDiam(N , κ) ≤ 8
(
1
n
· E
3Emin
ln
4
κ
) 1
2
.
Then Lemma 5 yields measure concentration in ME – applying that lemma, using the pre-
vious inequalities together with the fact that E ≤ Emax and that
(
1 + 1
n
)− n2 is decreasing
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and hence lower-bounded by limn→∞
((
1 + 1
n
)n)− 12 = e− 12 , we get
ObsDiam(ME , 2κ) ≤ 12n + 8
√
E
3Emin
×
(
δ +
1
n
(
ln
512n 32 E2max
π E2κ
+
1
2
− ln
(
1 − 2E
2
nδ2 E2Q
))) 1
2
.
Then the first claimed inequality follows from the characterization of the observable
diameter as given in (14).
To prove the second claim, suppose that f : N → R is any (λN = 1)-Lipschitz
function, and define for ξ > 0,
Xξ :=
{
x ∈ ME : | f (x) − m ME f | ≤ λξ
}
.
We already know that μME (Xξ ) is large. Lemma 3 yields
μN (Uε(Xξ )) = μn(Uε(Xξ ))
μn(N )
≥ πε
2
4(n − 1)
μn−2(Xξ )
μn(N )
= πε
2
4(n − 1)μME (Xξ ) ·
μn−2(ME )
μn(N )
=: P.
We know that we have measure concentration in N ; setting
a := min
k
ak =
(
E
Emin
(
1 +
1
n
)) 1
2
and using Eq. (17) of Lemma 9, we get for all C > 0,
μN {x ∈ N : | f (x) − m N f | > C} ≤ 4 · e−nC2/(4a2),
and using [36, App. V.4],
μN {x ∈ N : | f (x) − EN f | > C} ≤ 8 · e−nC2/(32a2λ2).
Set now
C := a
(
32
n
ln
8
P
) 1
2
,
then μN {| f (x) − EN f | ≤ C} > 1 − P . Thus,
Uε(Xξ ) ∩ {x ∈ N : | f (x) − EN f | ≤ C} = ∅,
and if x is any element of that intersection, | f (x)−EN f | ≤ C and | f (x)−mME f | ≤ ξ+ε
holds, such that
∣
∣m ME f − EN f
∣
∣ ≤ a
(
32
n
ln
8
P
) 1
2
+ ξ + ε. (18)
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Now we specialize ξ by setting
ξ := 1
2n
+ 8
(
E
Emin
(
δ +
α
n
)) 12
,
where
α := 1
2
− ln
(
1 − 2E
2
nδ2 E2Q
)
+ ln
4096n 32 E2max
π E2
.
This ξ is chosen such that μME (Xξ ) ≥ 12 . The assertion of the theorem is then proved
by substituting all the previously established inequalities into (18). unionsq
Consider now the assumptions given in Theorem 1, but denote the complex dimension
by n˜. Define ε˜ := ε√
2
, double all energy eigenvalues, and substitute this into Theorem 4.
After dropping all tildes, this substitution yields the statements of Theorem 1 and 2. The
proof of Theorem 3 can now be given as follows:
Proof of Theorem 3. Every |ψ〉 ∈ A ⊗ B can be written
|ψ〉 =
∑
j,k
ψ jk | j〉 ⊗ |k〉,
where HA| j〉 = E Aj | j〉 and HB |k〉 = E Bk |k〉. We embed all vectors in real space R2n by
introducing coordinates x jk and y jk such that
ψ jk =: x jk + iy jk .
First we apply Theorem 2 to estimate the matrix elements of ψ A := TrB |ψ〉〈ψ |. Embed-
ding the ellipsoid N from Theorem 2 into R2n , we get a real ellipsoid with equatorial radii
(E ′
(
1 + 12n
)
/E ′jk)
1
2 , where each equatorial radius appears twice, namely for the coordi-
nate axes x jk and y jk . Let v,w ∈ {x, y}, then a transformation to spherical coordinates
yields
EN (vabwcd) = 1
μ2n(N )
∫
N
vabwcd dz
= E
′ (1 + 12n
)
μ2n(B2n)(E ′ab E ′cd)
1
2
∫
B2n
vabwcd dz
=
⎧
⎨
⎩
0 if (a, b) = (c, d) or v = w
E ′
(
1+ 12n
)
E ′ab(2n+2)
otherwise,
where we have used Eq. (15) and the equation ∫Bn x1x2 dx = 0. Hence
EN ψpkψ¯qk = EN
[
(x pk xqk + ypk yqk) + i(ypk xqk − x pk yqk)
] = δp,q E
′ (1 + 12n
)
E ′pk(n + 1)
.
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Since 〈p|ψ A|q〉 = ∑|B|k=1 ψpkψ¯qk , this yields
EN 〈p|ψ A|q〉 =
δp,q
(
1 + 12n
)
n + 1
|B|∑
k=1
E ′
E ′pk
.
To bound the Lipschitz constants, we compute gradients: the result for the real part is
∥
∥
∥∇〈p|ψ A|q〉
∥
∥
∥
2 =
⎧
⎨
⎩
∑|B|
j=1
(
x2q j + x
2
pj + y
2
q j + y
2
pj
)
4
∑|B|
j=1
(
x2pj + y
2
pj
) ≤
{ ‖ψ‖2 if p = q
4‖ψ‖2 if p = q,
and for the imaginary part, we get
∥
∥
∥∇〈p|ψ A|q〉
∥
∥
∥
2 =
{∑|B|
j=1
(
y2pj + y
2
q j + x
2
q j + x
2
pj
)
0
≤
{ ‖ψ‖2 if p = q
0 if p = q.
Consider the functions rpq(ψ) := 〈p|ψ A|q〉 and i pq(ψ) := 〈p|ψ A|q〉. All corre-
sponding Lipschitz constants λN in the ellipsoid N satisfy
λN ≤ 2
(
E ′
E ′min
(
1 +
1
n
)) 1
2
,
since this square root denotes the largest equatorial radius, which is an upper bound to
‖ψ‖. It follows from Theorem 2 that the median of both functions satisfies
|r¯ pq − (ρc)p,q |
|i¯ pq − (ρc)p,q |
}
≤ 2
(
E ′
E ′min
(
1 +
1
n
)) 1
2
(
3
8n
+ 15on
)
︸ ︷︷ ︸
=:δ
,
where
on =
(
E ′
E ′min
(
ε√
n
+
ln(2an
3
2 )
2n
)) 1
2
.
By the triangle inequality, we have
∣
∣rpq(ψ) − (ρc)p,q
∣
∣ > t + 2δ ⇒ ∣∣rpq(ψ) − r¯ pq
∣
∣ > t
∣
∣i pq(ψ) − (ρc)p,q
∣
∣ > t + 2δ ⇒ ∣∣i pq(ψ) − i¯ pq
∣
∣ > t
for every t ≥ 0. Since the Lipschitz constants of rpq and i pq in the sphere (and thus in
ME ) satisfy λ ≤ 2, it follows from Theorem 1 that
Prob
{∣∣rpq(ψ) − (ρc)p,q
∣
∣ > 2t + 2δ
} ≤ η,
and similarly for i pq , where we used the abbreviation
η := a · n 32 exp
(
−cn
(
t − 1
4n
)2
+ 2ε
√
n
)
.
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Combining the two inequalities for the real and the imaginary part, we get
Prob
{∣∣
∣〈p|ψ A|q〉 − (ρc)p,q
∣
∣
∣ >
√
2(2t + 2δ)
}
≤ 2η.
By the union bound, the probability that there exist indices p and q such that∣
∣〈p|ψ A|q〉 − (ρc)p,q
∣
∣ >
√
2(2t + 2δ) is upper-bounded by |A|(|A| + 1)η. If this is
not the case, i.e., if no such indices exist, then
∥
∥
∥ψ A − ρc
∥
∥
∥
2
2
=
∑
p,q
(
〈p|ψ A|q〉 − (ρc)p,q
)2 ≤ 2|A|2(2t + 2δ)2.
Thus,
Prob
{∥
∥
∥ψ A − ρc
∥
∥
∥
2
2
≤ 8|A|2(t + δ)2
}
≥ 1 − |A|(|A| + 1)η.
This proves the claim. unionsq
As stated in the Introduction, we now give a proof that it is always possible to shift
the energy offset such that the energy E in question becomes (close to) the harmonic
mean energy.
Lemma 11 (Harmonic mean and energy shifts). Suppose we are given energy levels
{Ek}nk=1 and an energy E between the smallest and the arithmetic mean energy E A,
that is
min
k
Ek ≤ E < E A := 1
n
n∑
k=1
Ek .
Then there exists 	E ∈ R such that the harmonic mean of the energies {Ek + 	E}nk=1
equals E + 	E, and all energies are non–negative: Ek + 	E ≥ 0. Moreover, 	E is
unique unless all energies are equal.
Proof. Denote the harmonic mean of n energy values E1, . . . , En by EH {Ek}nk=1 :=(
1
n
∑n
k=1 1Ek
)−1
; similarly, we use E A{Ek}nk=1 := 1n
∑n
k=1 Ek to emphasize the depen-
dence of the arithmetic mean E A on the energy values. Let E(	E) := EH {Ek +
	E}nk=1 −	E which defines a continuous function. We may assume without restriction
that E1 = mini Ei and En = maxi Ei . If 	E = −E1, then
E(	E) = EH {Ek − E1}nk=1 + E1 = EH {0, . . .} + E1 = E1.
It remains to show that lim	E→∞ E(	E) = E A, then by continuity there must be
some 	E ≥ −E1 such that E(	E) = E . The limit identity we would like to show is
equivalent to
lim
	E→∞
(
EH {Ek + 	E}nk=1 − E A{Ek + 	E}nk=1
) = 0.
We apply an inequality given by Furuta [41]:
E A{Ek + 	E}nk=1 ≥ EH {Ek + 	E}nk=1
≥ 4(E1 + 	E)(En + 	E)
(E1 + En + 2	E)2︸ ︷︷ ︸
→1 for 	E→∞
E A{Ek + 	E}nk=1.
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This proves existence of some 	E such that E(	E) = E . In order to see uniqueness,
note that the Cauchy-Schwarz inequality for two vectors v = ( 1
n
, . . . , 1
n
)T
and a =
(a1, . . . , an)T , i.e. |〈v, a〉|2 ≤ 〈v, v〉〈a, a〉 implies that
( 1
n
∑n
k=1 ak
)2 ≤ 1
n
∑n
k=1 a2k ,
and we have equality if and only if a1 = a2 = · · · = an . The derivative of the function
E turns out to be
E ′(x) =
(
1
n
n∑
k=1
1
(Ek + x)2
)
/
(
1
n
n∑
k=1
1
Ek + x
)2
− 1
which must thus be strictly positive unless all energies are equal. unionsq
6. Approximate Sampling of the Manifold
There is a well-known method [42,43] to pick random points from the surface of a
hypersphere Sn−1 ⊂ Rn : Generate X1, X2, . . . , Xn random real numbers, distributed
independently identically according to the normal distribution with density proportional
to exp(−nx2/2). Then, normalize the resulting vector: For r := (X21 + X22 + · · · + X2n)
1
2 ,
the point
(X1, X2, . . . , Xn)T /r
is uniformly distributed on the unit hypersphere.
If the uniform distribution on the hypersphere shall be sampled only approximately,
then the normalization is not necessary: we have the norm expectation value E‖X‖2 = 1
and the variance Var‖X‖2 = 2
n
, such that the distribution of the vectors X themselves
closely resembles the uniform distribution on the sphere in high dimensions n. This way,
expectation values of functions f : Rn → R with respect to the uniform distribution on
the sphere can be estimated numerically to good accuracy (assuming that f is slowly
varying and not growing too fast at infinity). This has the quantum interpretation (if n is
even) of drawing random pure states in Cn/2.
It turns out that a simple modification of this algorithm yields approximate sampling
of the energy manifold ME , or rather of its measure μME = Prob that we use in this paper.
We describe the algorithm below. In contrast to the rest of this paper, we do not give
explicit error bounds in this case, because the necessary calculations are straightforward
but very lengthy, and the resulting error bounds depend sensitively on the assumptions
on the regularity of the functions f that are considered. However, we discuss a rough
estimate of the error at the end of this section.
Algorithm 5 (Approximate sampling of ME ). Suppose we are given an observable
H = H† on Cn with eigenvalues {Ek}nk=1 and an energy value E such that Theorem 1
applies and proves sufficient concentration of measure. Then, the uniform (Hausdorff)
measure on the manifold of quantum states |ψ〉 with 〈ψ |H |ψ〉 = E can be numerically
sampled in the following way:
1. Find an energy shift s ∈ R such that H ′ := H + s1 ≥ 0, and such that the harmonic
mean of the new energy levels E ′k := Ek + s equals E ′ := E + s, i.e.,
E ′H :=
(
1
n
n∑
k=1
1
E ′k
)−1
= E ′.
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2. Generate all real and imaginary parts ψk and ψk of |ψ〉 (in the eigenbasis of H )
independently according to the Gaussian distribution proportional to
exp
(
−n E
′
k
E ′
x2
)
.
If H = 1 and E = 1 (which means that we have a void constraint), this algorithm
reduces to the well-known sphere point picking algorithm as a special case (note that
the real dimension is 2n, which cancels a factor 12 in the exponent). If H is not propor-
tional to the identity, then the entries of the random vector |ψ〉 are independently, but
not identically distributed. Note that a similar “Gaussian approximation” has been used
in Ref. [21] right from the start in the analysis of the mean energy ensemble (without
error bounds).
Without using the results in this paper, direct calculation shows that the distribution
generated by the algorithm above satisfies
E‖ψ‖2 = E
′
E ′H
= 1
(explaining the choice of the energy shift) and E〈ψ |H ′|ψ〉 = E ′. The corresponding
variances are Var〈ψ |H ′|ψ〉 = E ′2
n
and
Var‖ψ‖2 = 1
n2
n∑
k=1
(
E ′
E ′k
)2
;
this expression is also present in Theorem 1, where it is called E ′2/(nE ′2Q) and assumed
to be small (the factor n is absorbed into ε there).
Thus, the algorithm above produces points close to the energy manifold ME with
high probability. But does it approximate the uniform distribution on ME ? Since phys-
ics mainly involves computing expectation values of observables, we are interested in a
weak form of approximation where we say that two measure μ and ν on Cn ∼ R2n (or on
submanifolds) are close, i.e., μ ≈ ν, if Eμ f ≈ Eν f for all real functions f : Cn → R
that satisfy certain regularity conditions (such as Lipschitz continuity and polynomial
growth at infinity).
For example, the uniform measure on the sphere μS2n−1 and in the ball μB2n are close
if n is large: Since
μB2n {|ψ〉 | ‖ψ‖ < 1 − ε} = (1 − ε)2n ≤ exp(−2nε),
most of the points in the ball are close to the surface. As a consequence, a simple
calculation shows that expectation values of λ-Lipschitz functions f : B2n → R satisfy
∣
∣EB2n f − ES2n−1 f
∣
∣ ≤ λ
2n + 1
.
Are the uniform measure μME and the resulting Gaussian measure from Algorithm 5
close in this sense? The answer is yes, and the results in this paper give a simple geometric
explanation for this fact, which is schematically depicted in Fig. 1:
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Fig. 1. Geometric caricature why Algorithm 5 samples the measure μME on the energy manifold to good
approximation. Point a) denotes the well-known sphere point picking algorithm, and e) is for Algorithm 5.
See the text below for an explanation how the one leads to the other
a) As explained at the beginning of this section, it is well-known how to pick random
points approximately from the uniform distribution on the sphere S2n−1: choose
real and imaginary parts randomly, distributed independently identically according
to a Gaussian distribution proportional to exp(−nx2).
b) We have just seen that the uniform distribution in the ball B2n and on the sphere
S2n−1 are close to each other. Hence the algorithm from a) also samples the uniform
distribution in the ball to good approximation.
c) Let N ′ be the full ellipsoid with equatorial radii
{ak}nk=1 :=
{
(E ′/E ′k)
1
2
}n
k=1
in the directions of the eigenvectors of H ′, i.e.,
N ′ := {z ∈ C | 〈z|H ′|z〉 ≤ E ′}.
Then the ball B2n and the ellipsoid N ′ are related by a linear transformation L :
C
n → Cn which preserves the normalized geometric volume measure:
L := diag(a1, . . . , an),
then N ′ = L B(2n) and μB2n = L∗ (μN ′).
Sampling the ball B2n , and then applying the linear transformation L , is the same as
sampling the full ellipsoid N ′. Writing y = Lx , the components yk of vectors after
the transformation are related to the components xK before by yk = (E ′/E ′k)
1
2 xk .
Hence
exp
(
−nx2k
)
= exp
⎛
⎜
⎝−n
⎛
⎝
(
E ′k
E ′
) 1
2
yk
⎞
⎠
2
⎞
⎟
⎠ = exp
(
−n E
′
k
E ′
y2k
)
.
Thus, we have shown that Algorithm 5 samples the full ellipsoid N ′ to good approx-
imation.
d) The full ellipsoid N ′ is close to the full ellipsoid N from Theorem 2. There, it was
shown that the uniform volume measure in N is close to the uniform measure μME
on the energy manifold ME . Hence the uniform volume measure in N ′ is close to
μME .
e) In summary, the measure produced by Algorithm 5 is close to μME as claimed
– assuming that the underlying Hamiltonian is in the range of applicability of
Theorem 1 and 2.
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The sampling algorithm gives a simple method for a numerical check of identities
such as the form of the reduced density matrix in Example 2. It is interesting to note that
even though the typical reduced density matrices are not Gibbs states (cf. Theorem 3),
the distribution involved in Algorithm 5 involves the Boltzmann-like term exp(−cE ′k),
where c > 0 is constant, and E ′k denotes the kth energy level.
How good is the approximation given by Algorithm 5? As explained above, the
algorithm is meant to approximate expectation values of functions f : Rn → R on
the energy manifold with respect to the measure μME . Thus, we would like to estimate
the expression |E f −EME f |, where E denotes the expectation value with respect to the
Gaussian measure used in the algorithm. As a lower bound on that error (for some f ),
recall that
Var‖ψ‖2 = E
(
‖ψ‖2 − 1
)2 = E
′2
nE ′2Q
.
The function f (ψ) := (‖ψ‖2 − 1)2 is Lipschitz continuous, and the upper bound on the
Lipschitz constant ‖∇ f (ψ)‖ = 4‖ψ‖(1 − ‖ψ‖2) ≤ 8/(3√3) on the unit ball does not
grow with n. Assume for simplicity that E ′ and E ′Q are constant in n (like in Example 1
and Example 2). Then
|E f − EME f | =
E ′2
E ′2Q
· 1
n
,
which shows that we have to expect at least an error of the order 1/n even for functions f
and Hamiltonians H that behave very regularly.
A rough upper bound on the error can be given by adding the error contributions of
steps a), b), c), and d) in Algorithm 5. It seems that the dominant contribution comes
from step d) – a corresponding error estimate is given in Theorem 2. It is roughly of the
order n−1/4, again assuming that the energies and the Lipschitz constant are constant
in n.
7. Conclusions
In this work, we have established the notion of concentration of measure for quantum
states with a fixed expectation value. The results that we established constitute on the
one hand a new proof tool to assess properties of quantum states with the probabilistic
method. Such a proof tool is expected to be helpful in a number of contexts, e.g., when
sharpening counterexamples to additivity by enforcing a strong “conspiracy” by means
of a suitable Hilbert Schmidt constraint, adding to the portfolio of techniques available
related to the idea of a probabilistic method.
On the other hand, in this work we are in the position to introduce concentration of
measure ideas to notions from quantum statistical mechanics, specifically to the mean
energy ensemble, and link this physically meaningful ensemble to ideas of typicality.
Obviously, a constraint of the type introduced here could as well relate to settings where
the particle number is held constant, so is expected to be applicable to a quite wide range
of physical settings. It is also the hope that methods similar to the ones established here
help assessing questions of typicality in the context of quantum dynamics and address-
ing key open problems in the theory of relaxation [15–18] of non-equilibrium complex
quantum systems.
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