We propose an algorithm to compute upper and lower bounds for the star discrepancy of an arbitrary sequence of points in the s-dimensional unit cube. The method is based on a particular partition of the unit cube into subintervals and on a specialized procedure for orthogonal range counting. The cardinality of the partition depends on the dimension and on an accuracy parameter that has to be specified. We have implemented this method and here we present results of some computational experiments obtained with this implementation.
INTRODUCTION
The star discrepancy is a measure for the irregularity of point sequences that is mainly used in quasi-Monte Carlo methods (see [15] for an overview). 
where I* is the family of all subintervals of I s =[0, 1) s of the form < s i=1 [0, p i ), l(P) is the volume of a subinterval P, and A(P, x) is the number of points of x belonging to P. Clearly we have 0 < D g n (x) [ 1. These notations are standard, except that we use P for a subinterval, whereas many authors use it for point sets.
For s \ 2, the computation of the star discrepancy is not an easy task. A discretization of (1) has been proposed by Niederreiter [13] , but it still requires the evaluation of O(n s ) terms, making this approach impractical in most cases. We also mention the existence of an O(n 1+s/2 ) time algorithm proposed by Dobkin and Eppstein [4] . We refer to [21] for computational experiments and a more detailed discussion.
The intractability of the computation of the star discrepancy is partially balanced by the existence of upper bounds for some particularly regular point sets called (t, s)-sequences and (t, m, s)-nets (see [18] , [5] , and [14] ). However, the minimum sample size n for which these upper bounds become meaningful grows exponentially with the dimension s (see [12] and [21] ).
Winker and Fang [23] proposed an algorithm inspired by simulated annealing to compute lower bounds for the star discrepancy. In [21] , we proposed an algorithm to compute upper bounds for the star discrepancy of an arbitrary sequence in a multidimensional unit cube. This method uses considerable time and memory, but in many cases, provides better bounds than the classical ones stated in [14] .
We carry on with this approach in the present paper and propose an improved algorithm to compute upper and lower bounds for the star discrepancy. We also give results of some numerical experiments and give bounds for the star discrepancy of some particular sequences. The method described in this paper has been implemented. The C code is available at http://rosowww.epfl.ch/papers/discrbound2/.
THEORETICAL FOUNDATION
With every subinterval of the form P=< 
For any finite partition P of I s into subintervals, the following quantity is obviously a lower bound for the star discrepancy: So we have the following lower and upper bounds:
C(P, x)=max
PC(P, x) [ D g n (x) [ B
(P, x).
Of course, one would like this interval that bounds the star discrepancy to be small. The following result shows that it cannot be larger than W(P), where 
W(P)=max
P ¥ P W(P).
B(P, x) − C(P, x) [ W(P).
Proof. First we observe that for each P ¥ P, we have
and
Thus, we obtain
B(P, x)=max
is independent of the point set, one may choose an e ¥ (0, 1) and construct a partition P with W(P)=e to guarantee an interval of width at most e containing the true discrepancy. Such a construction is proposed in Section 3.
Conversely, among partitions with a given cardinality, the best choice is the one that minimizes W(P). In [21] , we restricted the partition choice to grids and we tried to find, for a fixed integer k \ 2, an optimal grid of cardinality k s by solving the following mathematical program:
Basically, the larger k, the smaller M s k and the better the upper bound B(P, x), but the more time and memory required for the computation. The problem with the restriction to grids is that it implies substantial computational effort. It appears that in an optimal solution of (2) 8 can be partitioned into less than 4 · 10 6 subintervals of weight less than or equal to 0.2023 (among which 63% have a weight equal to 0.2023).
PARTITIONING I s
For a sequence x of n points in dimension s \ 2, we will choose an accuracy parameter e ¥ (0, 1) and build a partition P of I s into subintervals such that
Then, the corresponding interval [C(P, x), B(P, x)] is of width at most e and contains the value of the star discrepancy D g n (x). From this point of view, the smaller e, the tighter the bounds. However, it is also clear that small values of e imply large partitions and heavy computational costs. In practice, a compromise solution needs to be found.
We also suspect (though we could not prove it) that B(P, x) \ W(P). This point has been observed in each experiment that we carried out. Then, if one suspects D g n (x) to be close to some value v, it is a good idea to choose e [ v.
We could not find a partition algorithm for which constraint (3) holds and cardinality |P| is minimal. However, in addition to generating a partition for which constraint (3) holds, our method has the following properties:
• |P| is finite; • W(P)=e for a large proportion of the subintervals P ¥ P (which might hopefully indicate that |P| is nearly minimal);
• the time required to generate the partition is optimal (relative to its cardinality), namely O(s |P|);
• the very nature of the partition P facilitates the computation of B(P, x) in the second phase of the algorithm. Specifically, the computational cost of counting A(P − , x) and A(P + , x) for each P ¥ P is sublinear in n. 
In the following, this partition step will be called a decomposition of parameter c d in direction d (see Fig. 1 ). We will see that, starting with I s , such partition steps in different directions can be recursively applied until we obtain a partition that contains only subintervals of weight at most e.
We now define a partition step which combines at most s decompositions (in different directions) and partitions a subinterval [a, b) … I s into at most s+1 subintervals. Given any c ¥ [a, b), we successively apply for each direction d=1, ..., s a decomposition of parameter c d in direction d to one of the subintervals (the one with the preserved b ''upper-corner'') resulting from the previous decomposition.
FIG. 2. Decomposition of
As illustrated in Fig. 2, starting with P=P 0 =[a, b), for d=1, . .., s we apply a decomposition of parameter c d in direction d to P d − 1 and obtain two subintervals Q d and P d with
More explicitly, we have
The resulting combined partition step will be called a decomposition of parameter c. Finally we can write
Depending on the choice of parameter
In the following, we will need some formal notation for the above decomposition process. Given a subinterval P=[a
, the decomposition of P of parameter c P will be noted
where
We observe that
Of course, the decomposition principle proposed in this section leads to a very particular way to partition I s . We tried various other approaches, but none had the nice structure discussed below and none led to partitions of substantially lower cardinality. 
and a factor d P ¥ ] 0, 1[ which is the unique solution of equation
Intuitively, c P can be seen as a linear transformation of b P that is, when necessary, truncated to a P in some components. For the directions that correspond to these truncations we have
We can now state the first version of our partition algorithm of I s :
This algorithm will be improved in the following section, but its basic structure will remain the same. We will also explain later how d P and c P can be efficiently computed.
As an example, Table I and Fig. 3 illustrate the partition returned by the above algorithm for s=3 and e=0.6. We observe in Table I that both series (of a and b) are generated in lexicographic order. 
Structure of Partition P s e
In this section we will actually show that both series {a P : P ¥ P s e } and {b P : P ¥ P s e } are generated by our algorithm in lexicographic order. This attractive property will be intensively exploited to speed up the computation of the upper bound B(P s e , x). Then, we will show how to compute decomposition parameters d P and c P associated with a subinterval P and we will formulate an efficient version of our partition algorithm.
Proof.
(a) First we need to determine the value of c
otherwise.
Considering both cases of definition (5) we observe that
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We can now bound the weight of subinterval [c
(b) First we observe that a
The following result is a direct consequence of Lemma 3.1b. 
This means that for each i < j, the decomposition of Q P j (which is obtained from P after decompositions in directions 1, ..., j) in direction i leads to an empty subinterval and need not be considered. Thus, Q P j is partitioned into at most s − j+2 subintervals, namely
This leads to the following reformulation of the partition algorithm:
Procedure decompose(P, j) c Proof. For a nonempty subinterval Q P j arising in the course of the algorithm, we denote by F(Q P j ) … P s e the family of subintervals issued from the recursive decomposition of Q P j into subintervals of weight smaller than or equal to e. By the recursion it is clear that, -j < s, the construction of F(Q P j ) is entirely completed before the processing of Q P j+1 is started. From definition (4) we see that the s+1 subintervals that can potentially arise from the decomposition of a subinterval P are in lexicographic order:
In the following, we show this order is preserved between the subintervals in F(Q (a) {a (4), Lemma 3.1b, and its corollary, we have
For a nonempty Q P j , we have a
In particular, we have a
and we finally obtain (4) and Corollary 3.1, we have
We now show how parameters d P and c P can be determined and state the final version of our partition algorithm. 
Proof. Examining definition (4), we observe that the a component of index s is preserved throughout the decomposition process:
For each call to decompose(P, j) during the decomposition process, we have
Proof. By definition, d
Considering the entire decomposition process, P is issued from I s by a series of decompositions in directions of index smaller than or equal to j (Corollary 3.1). Then, from definition (4) we have 
Applying identity ( " .
Proof.
For each call to decompose(P, j) during the decomposition process, subinterval P is partitioned into exactly s − j+2 subintervals Q P j , ..., Q P s , and [c
has weight e and is inserted in the partition. As mentioned in Corollary 3.2, the weight of the remaining s − j+1 subintervals is reduced by a factor d P (in relation to the weight of P). From Lemma 3.1a, we know that this factor d P is smaller than the first one d
1/s occurring in the decomposition process. Then, the whole decomposition process can be represented as a triangular tree of width s+1 (with numerous cut branches), whose leaves correspond to the subintervals of the partition. The height of this tree is bounded by the smallest integer h satisfying
Thus we have h= ! s log e log (1 − e) As mentioned in Section 2, the use of Theorem 2.1 when partition P is a grid implies substantial waste of computational effort. In Table III , we compare the cardinality of the thinnest optimal grid used in [21] with the cardinality of the corresponding partition P s e for certain dimensions s ¥ {2, ..., 20}. We observe that our new partitions P s e are more economical than the corresponding grids and that the advantage becomes clearer as dimension s increases. Thus, for a given computational cost, we can expect to work with thinner partitions of I s and get better bounds with our new method. 
we must determine the number of points of x belonging to the subintervals
This counting can be done naively, by complete enumeration of the n points for each of the 2 |P . However, we can do better than linear time in n. In the following, we propose a method based on orthogonal range counting that runs much faster.
To motivate our approach, we illustrate in advance this superiority with the results of Table IV in the case s=7, e=0.1. We see that, with the naive enumeration counting algorithm, the computation time per point is almost constant (the slight upward trend probably being caused by cache memory effects), whereas with the orthogonal range counting algorithm presented below, this marginal time is smaller and decreases as n increases.
Let us point out that partition P [2] . Surveys can be found in the books by Mehlhorn [11] and Preparata and Shamos [16] .
In our situation, S is the set of n points x={x 0 , ..., x n − 1 } … Ī s and we want to compute A(P − , x) and A(P
e . This is clearly equivalent to solving an orthogonal range counting problem for every subinterval in R=R a 2 R b where
We define an s-dimensional range tree on n points x={x 0 , ..., x n − 1 } … Ī s inductively as follows. In dimension s=1, a range tree is a usual binary search tree. In dimension s > 1, a range tree is a binary search tree organized according to the first component of the points. In addition, each node x i of this tree contains a pointer to an (s − 1)-dimensional range tree on the projections into dimensions 2, ..., s of the points in the left subtree rooted at x i (including x i ). This construction is illustrated by an example in Fig. 5 . Our definition slightly differs from the classical one found in the literature, but the underlying principles are exactly the same. Then, the resolution of an orthogonal range counting problem for a given subinterval P=[0, p) ¥ R proceeds as follows. We start with a binary search of p 1 from the root of the s-dimensional range tree. We observe that the length of the corresponding path is at most O(log n). We denote by y(p, 1) the set of nodes in this path that are followed by a move to the right. In the example of Fig. 5, we have y(p, 1) y(p, d − 1) . We define y(p, d) as the set of nodes which belong to one of the (s − d+1)-dimensional trees under consideration which are on the corresponding binary search path of p d and are followed by a move to the right in this path.
FIG. 5.
A portion of the 3-dimensional range tree on six points of the unit cube and the exploration induced by an orthogonal range query for a specified subinterval.
The subset of points of x with their first d components respectively smaller than p 1 , ..., p d is the set of points in y(p, d) and in their left subtrees. If we store in every node of every 1-dimensional tree the cardinality of its left subtree (including its root), then the solution of orthogonal range counting is obtained by summing these cardinalities for every node in y(p, s).
Every path in this process being of length O(log n), the problem is solved in O((log n) s ) time. Moreover, exploiting the structure of P s e , we will see that the exploration of the range tree simplifies drastically.
A range tree can be constructed in O(n(log n) s ) space and time, but with a constant term which grows exponentially with the dimension [10] . Hopefully, we will not have to build the whole range tree.
Exploiting the Structure of P s e
Considering the structure exposed in the previous section, it is easy to see that [c )}, let S(P) denote its successor in P s e . In Theorem 3.1, we have shown that a P < lex a S(P) and b
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FIGURE 6
These facts will prove to be very useful, but first let us show how w 
otherwise (that is, when S(P) is a subinterval of the form [c*, b*)).
1 The case j=1 never occurs: the only subinterval that directly stems from a decomposition in direction 1 is the very first one of the partition. Thus j ¥ {2, ..., s}.
Proof. In the special case where d s is further decomposed and there exists a subinterval R from which P stems after two decompositions (we mean P has a grandfather R as illustrated in Fig. 6 ). Basically, there are two possibilities:
Considering definition (4) in both cases we obtain
• If P=[c
, and we obtain in direction i+1. In any case, we havę ) we have
Finally, if i < s, then S(P) is either Q
Thus, considering the sequence of resolutions of orthogonal range counting problems, a part of the work done for [0, a P ) can be reused for [0, a
S(P)
). Namely, for [0, a
), the exploration of the range tree can be started with the search of a S(P) w P in the trees pointed to by the nodes in y(a P , w P − 1). In practice, as suggested by Corollary 3.2 and Theorem 4.1, w P is frequently equal to s or at least close to it. This fact drastically shortens the resolution of our orthogonal range counting problems.
Moreover, considering the fact that a (S(p), 1) . Using the same argument when w P =s, the partial summations of the cardinalities stored in the nodes along such an initial path fragment can be stored and do not have to be recomputed.
Of course, the above development for the requests in R a can be reformulated for those in R b . In our implementation of the method, the entire range tree is not precomputed. The required parts of the range tree are built on the fly, as subintervals in P s e are generated. Moreover, we can also save memory by discarding in the course of the algorithm the parts of the range tree which we know will never be used again. We will not go into detail, but mention that this can be done (in the suitable left part of the range tree) each time w P =1 and the length of the initial path fragment (as above) in the s-dimensional range tree is longer for the search of a S(P) 1 than for a P 1 .
Unbalancing the Trees
In our definition of range trees, we did not specify what kind of binary search trees were to be used. The optimal way, for uniformly distributed requests, is to use balanced binary search trees (for any node of such trees, the cardinalities of the left and right subtrees differ by at most one). However, our request set R is far from being uniformly distributed and requests appear to be concentrated in the neighborhood of 1 (particularly in high dimension). We can reduce our average request time by using unbalanced binary search trees.
For example, the results of Table IV were obtained with binary search trees characterized by an unbalance parameter of 4 5 . This implies that, for any node of those trees, there are four times more points in the left subtree than in the right one. This fact considerably shortens the length of search paths for the numerous requests that are in the neighborhood of 1 (and lengthens it for the few that are not). The price paid for the resulting speedup is higher storage requirement.
As long as for any node a constant fraction of the nodes are in each of the left and right subtrees, the height of the whole unbalanced tree remains O(log n) (with a constant term that depends on this fraction). Then, the use of balanced or unbalanced trees does not affect the worst case complexity for orthogonal range counting, which remains O((log n) s ) time.
Unbalancing can be seen as a tradeoff between space and time. In our implementation, the unbalance parameter is an optional argument (the default being 1 2 ) which can be set depending on memory availability. Schematically, the higher this parameter, the faster the algorithm, but the more memory required. In practice, the choice of a suitable unbalance parameter on a given machine calls for some experimentation.
Lower Bounds for the Star Discrepancy
We can take advantage of the work done for the upper bound B(P s e , x) for the star discrepancy D g n (x) to compute the corresponding lower bound C(P s e , x). Namely, the values of A(P, x) already computed for every P ¥ R can be reused:
Moreover, we can easily obtain a tighter lower bound than C(P 
is another lower bound for the star discrepancy D
is easy to compute [22] [12], but it does not give better lower bounds than ours.
NUMERICAL EXPERIMENTS
In this section, we illustrate the performance of our method with some numerical results. First, we give best-known upper and lower bounds for the star discrepancy of some (0, m, s)-nets [14] . Then, we compare the star discrepancy of five different sequences in dimension 7. Finally, we use our algorithm to gain insight into some theoretical questions.
Faure Nets
As mentioned in [21] , the computation of the star discrepancy with the discretization proposed in [13] is only reasonable in low dimensions (say s [ 6) and for small sample sizes. That discretization method is intractable for the cases treated below.
In Table V , we give best-known bounds for the star discrepancy of some Faure [5] (0, m, s)-nets in base b for s ¥ {7, 10, 12, 15, 20, 100} . For each of these nets (except the one in dimension 2), the corresponding upper bound proposed in [14] is greater than 1. These results are also better than the corresponding ones obtained with the grid decomposition method [21] .
Accuracy parameter e up has been fixed so that each of these bounds required a few days of computation. However, with only slightly greater values, much less time is required. For example, the computation of the upper bound 0.416446 for the Faure (0, 3, 15) [14] are often better (0.0000105 in this case).
Comparison of Sequences
Star discrepancy is a popular measure for the irregularity of sequences. A low-discrepancy sequence x in I s is a sequence for which we have
It is widely believed, though not yet proved, that there exists no sequence with a better order of magnitude (the only thing we are sure of is that any sequence satisfies D
s/2 for infinitely many n, where the constant B s depends only on s [17] ). Thus, low-discrepancy sequences are often compared by the value of their best-known dominant constant term C x [6] . Such comparisons are presumably not meaningful for practical purposes, for such constants characterize a whole sequence, whereas a quasi-Monte Carlo approximation only uses a finite number of points. Moreover, these constants themselves being upper bounds, the result of the comparison may depend more on our ability to find good constants, than on the actual star discrepancy of the sequences. On the other hand, with our algorithm we can effectively compare the star discrepancy of finite point sets in some nontrivial dimensions. In Fig. 7 we give upper and lower bounds for the star discrepancy of samples from five different sequences in dimension 7:
• Rand(): the pseudo-random generator from the standard C library associated with the gcc compiler (presumably poor-its period is only 2
15
); • MRG32k3a: a powerful combined multiple recursive pseudorandom generator proposed by L'Ecuyer [9] ;
• the Halton [7] sequence in bases 2, 3, 5, 7, 11, 13, and 17;
• a scrambled 2 Sobol sequence as implemented by Bratley and Fox [3] ;
2 The Sobol and Faure sequences are scrambled with a (b-ary) Gray code (see [1, 19, 20] ).
• a scrambled 2 Faure sequence as implemented by Thiémard [20] .
First we observe that among these five sequences, the Sobol and Faure samples have the smallest star discrepancy and present similar performances for n [ 100. From n=150 points, the Halton samples seem to perform as well as those of Sobol and Faure. The samples from the generator of L'Ecuyer clearly have the highest star discrepancy and the most irregular downward trend among the five sequences. This comes as no surprise from a sequence designed to mimic a uniform random distribution.
FIG. 7.
Upper and lower bounds for the star discrepancy of five different sequences in dimension s=7 for some n between 30 and 250 points.
Such a sequence has both regularity and independence properties, whereas a low-discrepancy sequence only aims at regularity.
For Halton, Sobol, and Faure sequences in dimension 7, the best-known constants C x in upper bound (11) are, respectively, 17.3, 5.28, and 0.0041 [6] . Predictably, our results show that, at least in dimension 7 and for small sample sizes, these constants are not representative of the actual star discrepancy of the corresponding sequences.
An Intuitive Insight-Providing Tool
Let us denote by n(s, d) the minimal number of points in I s with star discrepancy at most d. In a recent paper, Heinrich, Novak, Wasilkowski, and Woźniakowski [8] proved (in a non-constructive way) that n(s, d) depends linearly on s and at most quadratically on d −1 . It would be interesting to know if corresponding minimal samples from classical families of low-discrepancy sequences present the same growth, or if we should suspect that there exist intrinsically better sequences than those currently known. We cannot answer this, but our algorithm can be used to develop insight for this question.
For the special case of Faure sequences scrambled with a Gray code [19] [20], we used our algorithm to seek the minimal number of points with star discrepancy at most 0.45 in dimension s=4, ..., 12. Since our algorithm only computes upper and lower bounds for the star discrepancy, we could not determine these minima but could only provide ranges for them. These sets are represented in Fig. 8 .
We should be cautious here, since we do not know what happens in higher dimensions. However, it seems that for s=4, ..., 12 the minimal number of points from a scrambled Faure sequence with star discrepancy at most 0.45 tends to grow faster than linearly with dimension. We will not try to further extrapolate from these results. Our purpose here is simply to show that our algorithm can also be used to gain some intuition for such questions. 
CONCLUSION
The method proposed in this paper is a step towards better assessment of the star discrepancy. It can compute nontrivial upper and lower bounds in dimensions that previously seemed out of reach. However, its efficiency is limited, because the cardinalities of the partitions to consider grow very rapidly with dimension and accuracy requirements.
