Rank correlation measures are intended to measure to which extent there is a monotonic association between two observables. While they are mainly designed for ordinal data, they are not ideally suited for noisy numerical data. In order to better account for noisy data, a family of rank correlation measures has previously been introduced that replaces classical ordering relations by fuzzy relations with smooth transitions -thereby ensuring that the correlation measure is continuous with respect to the data. The given paper briefly repeats the basic concepts behind this family of rank correlation measures and investigates it from the viewpoint of robust statistics. Then, on this basis, we introduce a framework of novel rank correlation tests. An extensive experimental evaluation using a large number of simulated data sets is presented which demonstrates that the new tests indeed outperform the classical variants in terms of type II error rates without sacrificing good performance in terms of type I error rates. This is mainly due to the fact that the new tests are more robust to noise for small samples.
Introduction
Correlation measures are among the most basic tools in statistical data analysis and machine learning. They are applied to pairs of observations (n ≥ 2) (x i , y i ) n i=1 (1) to measure to which extent the two observations comply with a certain model. The most prominent representative is surely Pearson's product moment coefficient [1, 32] , often called correlation coefficient for short. Pearson's product moment coefficient assumes a linear relationship as the underlying model.
Rank correlation measures [19, 26, 29] are intended to measure to which extent a monotonic function is able to model the inherent relationship between the two observables. They neither assume a specific parametric model nor specific distributions of the observables. Therefore, rank correlation measures are wellsuited for detecting dependencies if no specific information about the data is available. The two most common approaches are Spearman's rank correlation coefficient (Spearman's rho for short) [34, 35] and Kendall's tau (rank correlation coefficient) [2, 25, 26 ]. Spearman's rho is defined as the Pearson product moment coefficient of the vectors of sorting ranks (rank(x 1 ), . . . , rank(x n )) and (rank(y 1 ), . . . , rank(y n )). The basic variant of Kendall's tau is defined as
where C and D are the numbers of concordant and discordant pairs, respectively: C = |{(i, j) | x i < x j and y i < y j }| D = |{(i, j) | x i < x j and y i > y j }|
The rationale behind Kendall's tau is that every concordant pair counts as evidence for the assumption that the two observables are positively associated, whereas every discordant pair counts as evidence for a negative association between the observables. The more C exceeds D, the more likely a positive association is. Conversely, the more D exceeds C, the more likely a negative association is. Obviously, the presence of ties, i.e. pairs (i, j) for which either x i = x j and/or y i = y j holds, dilutes evidence in favor of an association between the two observables. For situations in which this is not desired, an advanced variant of Kendall's tau, commonly known as τ b [26] , and Goodman's and Kruskal's gamma rank correlation measure [19] ,
have been introduced. Kendall's tau and γ coincide if there are no ties in the data. All rank correlation measures discussed are scaled to the interval [−1, +1], are equal to +1 if there is a perfect positive association between the two observables and equal −1 in presence of a perfect negative association, whereas a value close to 0 indicates the absence of any monotonic association. The rank correlation measures introduced above are perfectly suited for ordinal data, such as, ranks, marks, scores, etc., but there is vast number of applications in which numerical data must be tested for monotonic associations, e.g. in medical dose-response studies [18, 22, 24] , in epidemiology [13] , or when studying associations between gene expression levels [36] . In [5, 6] , we argued in detail that the rank correlation measures mentioned above are not fully satisfactory for measuring rank correlation in numerical data that are perturbed by noise. Consequently, we proposed a family of rank correlation measures on the basis of fuzzy orderings. The present paper starts from this basis and introduces how a statistical test for monotonic association can be devised on the basis of this family of robust rank correlation measures. Subsequently, we present a detailed empirical evaluation of these rank correlation measures, also comparing them to the traditional rank correlation measures introduced above. This comparison also includes a recently published rank correlation measure for numerical data, the Gaussian rank correlation estimator [8] . It is conceptually similar to Spearman's rho, except for a monotonic transformation of the ranks. More specifically, the Gaussian rank correlation estimator is defined as the Pearson product moment correlation of the two vectors , where Φ is the cumulative distribution function of the standard normal distribution N(0, 1). Testing for monotonic association is also closely related to testing for monotonicity of regression [9, 18, 20] . Our setup, however, is slightly different. First of all, we do not presume a model Y = f (X) + ε in which there is a designated "input observable" X and a designated "output observable" Y. Instead, we consider the two observables X and Y in a symmetric fashion like all standard correlation measures. Secondly, the null hypothesis of the tests for monotonicity of regression is that the underlying function f is monotonic. As it will be explained below, our null hypothesis is the independence of the two observables X and Y.
All considerations in this paper deal with standard (crisp) data and classical (crisp) p-values. We do not work with fuzzy data (e.g. [16, 31] ), fuzzy estimates (e.g. [10] ), or fuzzy p-values (e.g. [16, 17, 37] ). From this point of view, our method applies fuzzy/soft techniques in classical statistics.
This paper is organized as follows. Section 2 highlights the family of robust rank correlation measures, whereas Section 3 introduces the corresponding statistical tests. Then Section 4 briefly introduces an open-source software package that implements the robust rank correlation measures and the corresponding tests introduced in this paper. Section 5 then relates the robust rank correlation measures to concepts from robust statistics in order to formally argue in favor of the robustness of our family of rank correlation measures. An empirical study that compares robust rank correlation tests with their classical counterparts is presented in Sections 6 and 7. Section 6 compares type II error rates for given significance thresholds, whereas Section 7 compares type I error rates.
The Family of Robust Rank Correlation Measures
The rank correlation measures introduced above have the advantage that they are able to detect monotonic association without making any assumption concerning the distribution of the data and the specific kind of association. Therefore, they are ideal for detecting monotonic associations in ordinal data. If numerical data are to be considered, however, the issue of noise sensitivity arises. Random perturbations of the data, even if they are small, may obscure monotonic association. We have argued in detail in [5, 6] that all classical rank correlation measures are non-continuous with respect to the data and that small random perturbations, i.e. noise, may severely impair the ability to detect monotonic association. Consequently, we have introduced a family of rank correlation measures that allow for continuity with respect to the data. The basic idea behind this family is to replace the strict orderings in the definitions of concordant and discordant pairs by continuous functions that measure the degree to which one value is greater than another. In the following, we will consider non-negative scoring functions R : X 2 → R, where X is a linearly ordered set, having the following properties:
(i) Irreflexivity: R(x, x) = 0 (ii) Monotonicity: x ≤ y implies R(x, z) ≤ R(y, z) and R(z, x) ≥ R(z, y)
Note that these two properties further entail R(y, x) = 0 whenever x ≤ y and therefore, asymmetry, i.e. min(R(x, y), R(y, x)) = 0. In principle, it is possible to use any binary (two-argument) scoring function that is non-decreasing in one and non-increasing in the other component. In our preceding papers [5, 6] , we decided in favor of using strict fuzzy orderings [3, 4] as scoring functions, since a solid mathematical grounding is available for them. Since this is not of primary relevance for this paper, the reader is referred to [5, 6] .
Let us briefly mention some examples of scoring functions on the real numbers that fulfill the above-mentioned properties:
ε-tolerant strict ordering: (for ε ≥ 0)
This definition also includes the classical strict ordering for ε = 0. This scoring function can be interpreted as follows: the degree to which x is smaller than y is 0 if x > y and 1 if y ≥ x + r (compare with R crisp ε above). For y ∈ [x, x + r], the degree to which y is greater than x increases linearly from 0 to 1. The parameter r can be interpreted as a radius of tolerance. All these four examples have in common that R(x, y) ∈ [0, 1]. Except the first one, all are continuous in both arguments. All except the fourth scoring function can be interpreted as strict fuzzy orderings in the sense of [4] . For a given scoring function R : X 2 → [0, 1], we can define an operator E : X 2 → [0, 1] as E(x, y) = 1 − max(R(x, y), R(y, x)). All these four operators can be interpreted as some underlying similarity scoring functions. Obviously, E exp b and E Gauss σ are unnormalized densities of Laplace and Gaussian distributions, respectively (which is the reason why we named R exp b and R Gauss σ in this way above). Now suppose that we are given pairs of real-valued data as in (1) and that we have chosen appropriate scoring functions R X : R 2 → [0, 1] and R Y : R 2 → [0, 1] for the first and the second observable, respectively. Given an index pair (i, j), we can compute the degree to which (i, j) is a concordant pair as C(i, j) =T (R X (x i , x j ), R Y (y i , y j )) and the degree to which (i, j) is a discordant pair as D(i, j) =T (R X (x i , x j ), R Y (y j , y i )), whereT is some binary function used for aggregating the relationships of x and y components in a conjunctive manner. Then we can compute the overall score of concordant pairsC and the overall score of discordant pairsD, respectively, as sums of the following scores:
Consequently, we can define the generalized gamma rank correlation measureγ asγ
We speak of a family of rank correlation measures because the concrete realization ofγ depends on the choice of R X , R Y , andT . In our previous works, we assumed T to be a triangular norm [27] . For this paper, we can restrict to three simple choices: T M (x, y) = min(x, y), T P (x, y) = x · y and T L (x, y) = max(x + y − 1, 0).
An important property ofγ is immediate to see: if the scoring functions R X and R Y are continuous and ifT is continuous too, thenγ depends continuously on the data set (x i , y i ) n i=1 . In [5, 6] , we provided empirical arguments in favor of the robustness of the family of generalized gamma rank correlation coefficients. A more formal analysis of mathematical properties is provided in [33] . In this paper, we introduce tests based on this family of rank correlation coefficients (cf. Section 3) and we will also demonstrate the robustness of the measures in Section 5. Therefore, from now on, we will speak of "robust gamma rank correlation coefficients/tests".
Rank Correlation Tests Based on the Family of Robust Rank Correlation Coefficients
Association measures can be applied in various ways, e.g. for mining dependencies between observables, for unsupervised grouping of features or supervised feature selection. Our family of robust rank correlation measures has also been applied in such a way already [28] . The most prominent application, however, is to use them in a statistical test to determine whether there is a significant association in the data. For the classical rank correlation measures, such tests have been available for a long time and have become standard tools in statistics. The main contribution of this paper is to introduce association tests for our family of robust rank correlation measures. As usual in correlation tests, the null hypothesis H 0 is that the two observables under consideration are independent, whereas the alternate hypothesis H 1 is that the two observables are dependent. Analogously to well-established correlation tests, we distinguish between one-sided tests (for positive or negative association) and the two-sided test for any association. The procedure is the same for all these tests: we first compute the test statisticγ on the given data and then, assuming the null hypothesis of independence, compute the (approximate) probability of having observed this value or a more extreme one. If this probability (the well-known p-value) is smaller than a given significance level α, the null hypothesis is rejected, otherwise the null hypothesis is accepted.
Computing the exact probability of having observed a certain value ofγ or a more extreme one under the null hypothesis requires full knowledge of the test statistic's distribution under the null hypothesis (often called the null distribution). No such explicit distributions are known for the classical gamma or Kendall's tau. Our rank correlation coefficient further involves the scoring functions R X and R Y as well as the aggregation functionT , hence, the problem of determining the exact distribution becomes even more difficult. That is why it is more than unlikely that an explicit representation of the null distribution for our robust rank correlation coefficients can be determined. Instead, we resort to the well-known remedy of permutation testing: assuming that the two observables are independent, any combination of two values is equally likely. Therefore, we can obtain all possible values of the test statistic for the given data under the null hypothesis by considering all permutations of one of the two observables. More specifically, if we compute the test statisticγ for x = (x 1 , . . . , x n ) and every possible permutation of y = (y 1 , . . . , y n ), then we can compute the p-values as follows:
Test for positive association: p = relative frequency of how many times the test statistics for the shuffles are at least as large asγ for the original, unshuffled data;
Test for negative association: p = relative frequency of how many times the test statistics for the shuffles are at most as large asγ for the unshuffled data;
Two-sided test: p = relative frequency of how many times the absolute value of the test statistics for the shuffles is at least as large as the absolute value of γ for the unshuffled data;
This approach has the advantage that we need not have an analytic representation of the null distribution. For the classical rank correlation measures introduced in Section 1, considering all permutations would provide exact p-values. The same is true for the above procedures, but only conditional to the fact that the samples are fixed. Without this assumption, however, the null distribution also depends on the marginal distributions of the two observables which are not necessarily known. So, depending on how representative the data are for the underlying marginal distributions, the p-values may be more or less imprecise. In cases in which it is intractable or too expensive to consider all permutations, we can only resort to computing an approximation of the p-value. In principle, there are two ways of doing this: As a first method, we can create a certain number m of random shuffles of y and count the number of times that the test statistic was at least as extreme as the test statistic on the unshuffled data. This number S is binomially distributed with m trials and probability p, where p is the exact p-value, and we can derive the approximate p-value as is an unbiased estimate of the true p-value. To approximate the null distribution by some known distribution would be an alternative to the method above. This variant is commonly used for Kendall's rank correlation test in which a normal distribution is used to approximate the null distribution. The parameters of this normal distribution fortunately depend only on the number of samples n. In the case of our family of robust rank correlation coefficients, this method cannot be used. The null distribution for our robust gamma rank correlation coefficients, on the one hand, depends on the choice ofT and the two scoring functions R X and R Y . On the other hand, it does not only depend on the ordering of the data vectors x and y, but also on the marginal distributions of the two observables. Experiments suggest (see Supplementary Figure S1 ) that the null distributions are close to normal. However, in most experiments described in Section 6, all well-established tests for normality rejected the normality assumption in a majority of cases. Therefore, we do not further pursue this option.
Once the p-value of a test for given data is computed, we can apply a significance threshold α, i.e., we accept the null hypothesis if p ≥ α and reject the null hypothesis if p < α. If the p-values were exact, the type I error rate, i.e., the probability of wrongly rejecting the null hypothesis, also called false positive rate (FPR), would be exactly α. However, as noted above, the p-values are not exact, and they are not even exact for classical correlation tests or only under additional assumptions. That is why we will investigate type I error rates empirically (see Section 7).
The R Package rococo
We have implemented all tests introduced in this paper as an R package named rococo [7] . This package is available publicly and freely through the Comprehensive R Archive Network (CRAN) 1 . Further instructions can be found at http://www.bioinf.jku.at/software/rococo/.
The package implements a wide selection of robust rank correlation coefficients. The user is free to choose R X and R Y from the four parametric families of scoring functions mentioned in Section 2, namely R . For the aggregation operatorT , three choices are available: the minimum t-norm T M , the product t-norm T P , and the Łukasiewicz t-norm T L . The user can even supply custom functions for aggregation, however, at the cost of a severe slowdown.
Most importantly, the package implements rank correlation tests based on these robust rank correlation coefficients. All tests return a p-value based on permutation testing as described above and, additionally, a p-value based on a normal approximation of the null distribution. For ten or less samples, it is possible to consider the complete set of n! permutations. Additionally, the package also implements the Gaussian rank correlation estimator [8] .
Robustness Properties
Robust statistics (see, for instance, [21, 23, 30] ) emphasizes the importance of handling outliers and limiting the influence of single data and noise on the outcome of a statistical analysis. In this section, we briefly recall the basic concepts from robust statistics and compare our family of robust rank correlation coefficients to the established measures from Section 1.
Breakdown Point
The breakdown point of a statistic is usually defined as the largest possible fraction of samples for which the statistic is still bounded when that fraction is altered without restriction [21] . This definition is not useful in the context of correlation coefficients, since they only yield values between −1 and 1, so an unbounded change can never occur. Therefore, we follow [8] and define the breakdown point as the smallest fraction of arbitrary contamination needed to make the correlation coefficient uninformative, i.e. to change the sign of the correlation coefficient. Of course, the breakdown point depends on the sample. For reasons of comparability with other rank correlation measures that are based on ranks, we investigate the breakdown point with respect to the identical sample s n = {(1, 1), . . . , (n, n)}; hence, we have x = (1, . . . , n) and y = (1, . . . , n). Trivially, s n yields a correlation of 1 according to all classical correlation measures, and to our new variants too, since the value ofD will always be zero. In this setting, the breakdown point of the Pearson correlation coefficient is always 0, whereas Spearman's rho and Kendall's tau have limit breakdown points (if n goes to infinity) of 0.206 and 0.293, respectively [8, 12] . For the Gaussian rank correlation estimator, the limit breakdown point has been determined as 0.124 [8] .
The breakdown points of the robust rank correlation coefficients discussed in this paper depend on the choice of the underlying strict fuzzy ordering, its parameter and the chosen t-norm. In the following, we determine the breakdown point for all combinations of orderings and t-norms that are available in the rococo package (see Section 4) . For the analysis, we will assume that the same strict ordering is used, i.e. R X = R Y .
Breakdown Point for the Classical Strict Ordering
In case of the classical strict ordering R crisp 0
, the values of R X and R Y are either 0 or 1. AsT (0, 0) =T (0, 1) =T (1, 0) = 0 andT (1, 1) = 1 holds for every t-norm T , the values ofC andD correspond to the number of concordant and discordant pairs in Kendall's tau. Thus, the breakdown point equals the breakdown point of Kendall's tau (i.e. 0.293).
Breakdown Point for Fixed Parameter
Except for the classical strict ordering, every ordering available in the rococo package can be parameterized by a value larger than zero. We assume that this parameter is fixed and is used for both orderings. In this setting, the values of R X and R Y are either zero or, for n → ∞, an infinite proportion of them will tend to 1 whereas only a fixed proportion will be between zero and one. Thus,C andD will converge to the number of concordant and discordant pairs in Kendall's tau and the limit breakdown point will again correspond to the breakdown point of Kendall's tau.
Breakdown Point for the Parameter Depending on the Interquartile Range
In the rococo implementation, the value of the parameter is automatically chosen as 20% of the interquartile ranges of x and y, respectively, if this parameter is not supplied by the user. The interquartile range of a sample t = (t 1 , . . . , t n ) is defined as q(t, 0.75) − q(t, 0.25) with q being the sample quantile function q(t, α) = t (i) if (i − 1)/n < α ≤ i/n, i = 1, . . . , n , where t (1) , . . . , t (n) is derived by sorting t in ascending order.
In order to determine the breakdown point if the parameter is chosen as 20% of the interquartile ranges, the outliers that result in the largest decrease of our rank correlation coefficients are sought. Due to the similarity of the proposed measures and Kendall's tau, the greatest effect that k outliers have is obtained if y = (1, . . . , n) is changed to y = y 1 , y 2 , . . . , y n in such a way that y 1 > y 2 > . . . > y k > y n where y i = i for i = k + 1, . . . , n is unchanged. With the help of order statistics, this can be written as y (i) = y k+i for i = 1, . . . , n − k and y (n+1− j) = y j for j = 1, . . . , k. In the following, we will commonly refer to the parameter of the ordering as r x (for x) and r y (for y ), although the parameter is denoted ε for the ε-intolerant strict ordering, r for the truncated linear scoring, b for the Laplace scoring and σ for the Gaussian scoring. To visualize the influence of the outliers on the value ofγ, we use two matrices M x and M y with M x,i, j = R X,r x (x i , x j ) and M y ,i, j = R Y,r y (y i , y j ). In this setting, the value ofC can be calculated by applying the t-normT to every corresponding pair of entries of M x and M y , whereas forD, the transpose of M y has to be used.
In order to determine the breakdown points of our rank correlation coefficients, the cases k < 0.25n and k ≥ 0.25n need to be considered separately. • For k < 0.25n, the interquartile range of y is not influenced by the outliers and hence r x = r y = n 10
. In order to decrease the value of the rank correlation coefficients as much as possible, the pairwise differences y i − y i+1 for i = 1, . . . , k need to be chosen such that M y ,i, j , j = 1, . . . , k and i = j + 1, . . . , n, is as close to 1 as possible. In case of the truncated linear scoring, for example, it is sufficient to ensure that the pairwise differences are at least as large as r y . Figure 1 describes the matrices M x and M y for y having k outliers subject to the above considerations. In this figure, the black areas correspond to values arbitrarily close to one, whereas the entries inside the white areas are zero. Within the grey areas, the values range between 0 and 1 with entries further away from the main diagonal being closer to 1. In this setting, the overall score of concordant pairs is C n,k = n r=k+1 n c=r+1T R X,r x (r, c) , R Y,r y (r, c) (recall that x i = i for i = 1, . . . , n and y i = i for i = k + 1, . . . , n), whereas the overall score of discordant pairs equals (i.e. for a approaching 0.25 "from below") was calculated for the combinations of ordering and t-norm available in the rococo package. The obtained values can be found in Table 1 and an explanation is given in Supplementary Section S1. Clearly, for those combinations of ordering and t-norm where the limit is less than zero, the breakdown point is less than 0.25. In these cases, we used numerical simulations to obtain the breakdown point. The breakdown points for R exp b are 0.244 and 0.234 in case of the product t-norm T P and the Łukasiewicz t-norm T L , respectively. For R Gauss σ , the breakdown points are 0.239 for T P and 0.231 for T L . In the other cases, the breakdown point of our proposed robust rank correlation coefficient is at least 0.25.
• We will now consider only those combinations of ordering and t-norm for which the limit in Table 1 is larger than zero. For k ≥ 0.25n, the interquartile range of y is no longer independent of the outliers. Consequently, we have r x = Consequently, r y directly depends on the values of the outliers.
The largest decrease ofγ in case of k ≥ 0.25n is obtained if the two following conditions are fulfilled.
1.C needs to be as small as possible, i.e. R Y,r y (y i , y j ) for i = k + 1, . . . , n and j = i + 1, . . . , n has to be as close as possible to 0. 2. The value ofD has to be as large as possible. Hence, R Y,r y (y i , y j ) for j = 1, . . . , k and i = j + 1, . . . , n needs to be as close as possible to 1.
The first condition is fulfilled if r y is as large as possible. For the second condition, it is neccessary for the pairwise differences y i − y i+1 for i = 1, . . . , k to be very large. In case of the truncated linear scoring, for example, these differences need to be at least as large as r y . In this setting, the overall score of concordant pairs is arbitrarily close to zero, whereas the overall scrore of discordant pairs is as large as
Hence, if the outliers are chosen in accordance to the above considerations, the value ofγ is arbitrarily close to −1. Consequently, the breakdown point for those combinations of ordering and t-norm for which the value of (2) is larger than zero is exactely 0.25 if the parameter of the ordering is chosen as 20% of the interquartile ranges.
Sensitivity Curve
The sensitivity curve is another important concept of robust statistics. It shows the influence of a single new observation added to a sample. In the context of correlation coefficients, a new observation is a pair of values (x, y), hence, the sensitivity curve is actually a function of two variables. The sensitivity "curve" of a correlation coefficient ρ for a sample z n−1 = {(x 1 , y 1 ), . . . , (x n−1 , y n−1 )} is defined as (cf. [8] ) SC n (x, y; ρ, z n−1 ) = n · (ρ(z n−1 ∪ {(x, y)}) − ρ(z n−1 )) .
For a robust correlation coefficient, the sensitivity curve should be bounded, i.e. the influence of a single new observation should be limited. Figure 2 shows two sensitivity curves for Kendall's tau. For the left curve, 10 pairs of samples from two independent uniform distributions on the unit interval were used, having a correlation of almost 0. The right curve is based on the identical sample of size 10, i.e. s 10 = {(1, 1), . . . , (10, 10)}. We observe that the sensitivity curves of Kendall's tau are not continuous, but piecewise constant. Figure 3 shows two sensitivity curves of our robust rank correlation coefficients for the uncorrelated sample on which the sensitivity curve on the left-hand side of Figure 2 is based. Both sensitivity curves are based on R X = R Y = R lin r with r = 0.1 (left) and r = 0.5 (right). For aggregation,T = T L has been used. In contrast to the sensitivity curves of Kendall's tau, the sensitivity curves of the robust rank correlation coefficient are continuous and it can be clearly seen that, the larger r, the smoother the sensitivity curve. Continuous sensitivity curves are Figure 2: Two sensitivity curves for Kendall's tau for samples with n = 10. Left: sensitivity curve for random sample generated from two independent uniform distributions on the unit interval; right: sensitivity curve for perfectly correlated sample. advantageous since a slight change in the values of the new pair (x, y) will only have a small impact on the value of the rank correlation coefficient.
The finite sample gross error sensitivity of a correlation coefficient ρ is the worst case scenario for the sensitivity curve for the perfectly correlated sample s n
(cf. [8] ). Clearly, for a robust correlation coefficient, the influence of a single new observation should be limited, i.e. the finite sample gross error sensitivity should be as small as possible. Again, for reasons of comparability, the analysis is done with respect to the identical sample of size n, i.e. { (1, 1) , . . . , (n, n)}. Thus, the finite sample gross error sensitivity of the Pearson correlation coefficient is 2n, whereas it is 4 for Kendall's tau and 6 for Spearman's rho [8] . For the Gaussian rank correlation estimator, the finite sample gross error sensitivity is proportional to 2 log(n) (cf. [8] ). This implies that the asymptotic gross error sensitivity, i.e., lim n→∞ FSGE n (ρ), of both the Spearman correlation coefficient and Kendall's tau is constant, whereas it is unbounded for both the Pearson correlation coefficient and the Gaussian rank correlation estimator. The asymptotic gross error sensitivity of our robust rank correlation coefficients again depends on the choice of the underlying strict fuzzy ordering, its parameter and the t-norm. For the analysis, we again assume that the same ordering is used, i.e. R X = R Y .
Asymptotic Gross Error Sensitivity for the Classical Strict Ordering
, the maximum influence of a single new observation (x n , y n ) is obtained for x n > max i (x i ), i.e. x n > n−1, and y n = −x n . Clearly, the choice of the t-norm is irrelevant andC equals 1 2 (n 2 − 3n + 2), whereas D = n − 1. Hence, we haveγ = 1 − 4 n and both the finite sample gross error sensitivity and the asymptotic gross error sensitivity are 4, i.e. they coincide with those of Kendall's tau.
Asymptotic Gross Error Sensitivity for Fixed Parameter
We will now consider the asymptotic gross error sensitivity in the case that the parameter of the chosen ordering is fixed. Then, the largest influence of a single new observation (x n , y n ) is still obtained by taking y n = −x n . However, the value of x n needs to be chosen depending on the underlying strict ordering and its parameter. In this setting, the value ofD is as large as n − 1. Due to the complex structure of our robust rank correlation coefficients, we succeeded in obtaining closed formulae for the value ofC in the expressionγ (s n−1 ∪ {(x n , y n )}) for only a limited number of combinations of ordering and t-norm. These formulas are listed in Supplementary Section S2. In the other cases, we used numerical computations to obtain the asymptotic gross error sensitivity. We observed that if the parameter of the ordering is fixed, the asymptotic gross error sensitivity is always 4, i.e. it coincides with the asymptotic gross error sensitivity of Kendall's tau. Furthermore, the smaller the value of the parameter is, the faster the value of (3) tends to this limit.
Asymptotic Gross Error Sensitivity for the Parameter Depending on the
Interquartile Range If the parameter of the ordering is chosen as 20% of the interquartile ranges of x and y, its value is not influenced by the single new observation (x n , y n ), provided that n ≥ 5. Consequently, the value of the parameter is n− 1 10 . Again, we used numerical computations to determine the asymptotic gross error sensitivity in these settings and it turns out that the limits are larger than the limit for Kendall's tau, but smaller than the limit for Spearman's rho. The exact values we obtained can be found in Supplementary Table S1 .
The above considerations show that the proposed robust rank correlation coefficients have good robustness properties. Although, depending on how the parameter of the ordering is chosen, the robustness properties may be worse than those of Kendall's tau, the proposed measures have been shown to be more robust to noise than Spearman's rho. Furthermore, the robust rank correlation coefficients have the additional advantage of having continuous sensitivity curves.
Experimental Validation of Type II Error Rates
Since the complex structure of the robust rank correlation coefficient does not facilitate a rigorous analytical investigation, we have to resort to an empirical study in which we compare the results of several rank correlation coefficients on a large number of simulated data sets.
Data Sets
We considered a total number of 2,880 random data sets, all of which were created according to the model
i.e. the second observable y is given by applying a function f to the first observable x plus additive independent noise ε.
We considered three sizes of data sets, n = 10, n = 20, and n = 40. For creating values of the first observable, two different distributions were considered: (a) standard normal distribution with mean 0 and variance 1 and (b) a symmetric uniform distribution of values between −2 and 2. For the function underlying the model (4), we considered four different families of functions:
; the scaling with 1 4 has been chosen to obtain values approximately in the same range as the other functions. 3. Piecewise linear function with flat area:
The parameter a is chosen randomly according to a uniform distribution of values between 0.2 and 1. 4. Piecewise linear function with small decreasing part:
The parameter a is chosen randomly according to a uniform distribution of values between 0.1 and 0.3.
We consider the following noise distributions: normally distributed noise with µ = 0 and three different choices of σ ∈ {0.05, 0.1, 0.25} as well as Laplacian noise with µ = 0 and three different choices of b ∈ {0.1, 0.2, 0.5}. So, in total, six different noise distributions are used. For each combination of settings listed above, 20 replicates were created, which results in a total of 2,880 data sets: For each data set involving functions f 3 or f 4 , the parameter a is chosen independently. Figure 4 shows 12 plots of examples of data sets along with their underlying function f .
Compared Rank Correlation Tests
We applied seven rank correlation tests to all 2,880 data sets. For comparison with our robust rank correlation tests, we used the Spearman test, the Kendall test, and the classical gamma test. We did not include the Pearson test, as this test is only suitable for linearly correlated data and is sensitive to outliers [8] . All three included tests solely depend on the ranking of the values in the data set and are, therefore, independent of the scaling of the data and their marginal distributions. From our new framework, we tested the following variants: : Nine of the 2,880 simulated data sets along with their exact model functions; the first row shows data sets that were created using function f 2 , the second row shows data sets created with f 3 , while the third row depicts data sets created using f 4 .
No prior knowledge: suppose we have no knowledge about the model underlying the data. Then an ad-hoc choice of parameters has to be made. We used R X = R lin r x and R Y = R lin r y , i.e. strict fuzzy orderings based on triangle similarities for both components, where the tolerance radii r x and r y were chosen as 20% of the interquartile ranges of the values x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ), respectively. We will refer to this variant as robust gamma test with ad-hoc settings in the following.
Using prior knowledge: suppose we want to test whether our data have been generated from the model (4) for an unknown monotonic function f and a known noise distribution. If we want to make use of this prior information, it is immediate to use the following settings:
, i.e. we use the crisp strict ordering for the first component, as there is no noise on the first component in the model (4) .
• If ε is normally distributed with mean 0 and standard deviation σ, use
• If ε is Laplace-distributed with mean 0 and scale parameter b, use R Y = R exp b . We will refer to this variant as robust gamma test using prior information.
As a third variant, we consider the case that we again know that the data comply with the model (4) for an unknown monotonic function f and an unknown noise distribution, however, with known standard deviation σ. One possibility to tackle this situation is to use the following settings:
(as above);
• R Y = R crisp σ , i.e. crisp strict ordering not taking any pairs into account whose difference in the y component is less than the noise level.
We will refer to this third variant as noise-tolerant gamma test.
The robust gamma tests with ad-hoc settings were made usingT = T M . In the other two tests, at least one of the two scoring functions is binary, therefore, it does not matter whether we useT = T M ,T = T P , orT = T L .
Finally, we included the Gaussian rank correlation estimator [8] in the comparison.
Knowing that all functions underlying our data are largely non-decreasing, we performed tests for positive association only. All analyses were done using the statistical computing platform R. For the Spearman test and the Kendall test, the standard R function cor.test() was used. The classical gamma test, the three robust rank correlation tests, and the Gaussian rank correlation test were performed using our R package rococo (see Section 4) . For data sets with 10 samples, all permutations were considered. For data sets with 20 or 40 samples, approximate tests were performed using 100,000 random permutations (see Section 3).
Supplementary Figure S1 shows histograms of rank correlation values (according to the ad-hoc settings) for random permutations of the twelve data sets shown in Figure 4 . It can be observed that, the larger the sample, the more the values ofγ seem to be normally distributed. For 10 samples, the histograms show the largest deviations from a normal distribution, whereas for 40 samples, there is virtually no deviation of the histograms from the fitted normal distribution. It seems that the null distributions converge to normal distributions. However, for most of our data sets, well-established normality tests rejected the normality hypothesis. The asymptotic null distribution would require further investigation. Since this is not the main focus of this paper, we defer this to future studies.
Evaluation Results
The main question about a statistical test is whether it correctly accepts or rejects the null hypothesis. The data sets in this section have all been created such that the two observables are positively correlated. So the type II error rates on these data corresponds to the proportion of falsely accepted null hypotheses. Table 2 shows the type II error rates for the seven tests using the four most popular significance thresholds 0.05, 0.01, 0.005, and 0.001. The table provides these rates for all 2,880 data sets together and also split up by the monotonic functions underlying the model (4) . Regardless of the threshold and the type of underlying model, the three robust tests and the Gaussian rank correlation test clearly outperform the three classical tests. Of the four robust tests, the one that makes use of prior information works best, followed by the Gaussian rank correlation test.
The results above rely on the choice of a particular significance level α. The question arises whether we can assess the performance of the tests regardless of a particular choice of a certain significance level. The simplest approach is to plot the type II error rates (FNR) versus all possible choices of α. If we plot TPR = 1 − FNR versus α instead, the resulting curve can be interpreted as a receiver-operator characteristic (ROC) curve [15] . Figure 5 shows these curves for all seven tests we compared. In order to emphasize the differences between the curves, we restrict to the most illustrative top-left corner of the curves (FPR ∈ [0, 0.06], TNR ∈ [0.875, 1]). If we make a vertical cut at a certain significance level α, we can directly see the type II error rate as one minus the true negative rate (compare the cuts in Figure 5 with the values in Table 2 ). The ROC curves confirm the results of Table 2 : all four robust tests outperform all three classical tests, where the test with optimal prior information again performs best, again followed by the Gaussian rank correlation test.
The standard measure for evaluating an ROC curve is the area under the curve (AUC). Table 2 also provides such an evaluation for the seven compared tests. Since the areas under the curve are quite close to 1, Table 2 actually provides 1 − AUC to allow for a better judgment of differences.
Type II error rates as well as the ROC curves only provide reliable information for cases with larger p-values, but they do not allow for any insights which methods give better results in the presence of rather strong correlations which result in very low p-values. Figure 6 provides pairwise scatter plots of p-values and log-transformed p-values obtained for the 2,880 simulated data sets of our comparative study. The scatter plots of plain p-values (boxes above the diagonal) confirm the insights we gained using type II error rates and ROC curves: in all the scatter plots in rows 1, 3, and 4 (corresponding to the Spearman test, the Kendall test, and the classical gamma test) and columns 2 and 5-7 (Gaussian rank correlation test and our three robust gamma variants), the majority of points are above the diagonal which means that the p-values of the three classical tests are above the p-values of the four robust tests. We also see that the vast majority of the data sets visible in these scatter plots are the small data sets with 10 samples (red dots). All data sets for which small p-values were obtained are concentrated around (0, 0) and cannot be analyzed meaningfully in these plots.
The boxes below the diagonal show scatter plots of log-transformed p-values. In these scatter plots, the differences of high p-values (10 −2 or higher) are hardly visible, but we get a detailed picture of how the methods compare for data sets with highly significant correlations, therefore, these scatter plots ideally complement the plots of plain p-values. If we compare the log-transformed p-values of the classical gamma test (column 4) with the log-transformed p-values of the three robust gamma variants (rows 5-7), we again see the superiority of the robust variants for small data sets (a certain majority of red dots are below the gray line).
The results in Table 2 , the ROC graphs in Figure 5 , and the p-value scatter plots in Figure 6 seem to indicate that the robust gamma rank correlation test using prior information outperforms all other methods, while the Gaussian rank correlation test ranks second. To validate these claims statistically, we applied one-sided Wilcoxon tests to all pairs of p-value vectors of the seven tests. The results are summarized in Supplementary Table S2 . We clearly see that the robust gamma rank correlation test using prior information gives smaller -more significant -p-values than any test in the comparison (see sixth row of Supplementary Table S2 ). The Gaussian rank correlation test gives smaller p-values than any other test except the robust gamma rank correlation test using prior information (see second row of Supplementary Table S2 ). Our family of robust rank correlation tests and the Gaussian rank correlation test give smaller p-values than any of the three classical rank correlation tests.
So we can summarize that the robust gamma rank correlation test using prior information clearly performs best. However, it necessitates knowledge of the underlying noise distribution. If this knowledge is not available, the next best option is the Gaussian rank correlation estimator which outperforms both the robust gamma correlation test with ad-hoc settings and the noise-tolerant gamma rank correlation test. Furthermore, the Gaussian rank correlation test has the advantage that the user need not make any parameter adjustments.
Finally, we have to emphasize again that the error rates, ROC curves and pvalues presented in this section were calculated on the basis of our simulated data sets and will consequently be different for other data sets. The specific functions f 1 , f 2 , f 3 and f 4 that were used to create our data sets have been chosen as representatives for (mostly) monotonic relationships.
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gamma testrobust gamma test with ad−hoc settingsrobust gamma test using prior knowledge, where the parameters σ x and σ y were chosen as 20% of the interquartile ranges of x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ), respectively. 8. Robust gamma rank correlation test with R X = R crisp ε x and R Y = R crisp ε y , where the tolerance radii ε x and ε y were chosen as 20% of the interquartile ranges of x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ), respectively.
Analogously to the experimental evaluation of type II error rates, we performed tests for positive association. Again, all analyses were done using the statistical computing platform R. For the Spearman test and the Kendall test, the standard R function cor.test() was used. The classical gamma test, the three robust rank correlation tests, and the Gaussian rank correlation test were performed using our R package rococo (see Section 4) . For data sets with 10 samples, all permutations were considered. For data sets with 20 or 30 samples, approximate tests were performed using 100,000 random permutations (see Section 3). Table 3 provides type I error rates estimated from the 6,000 sample data sets. We see that the type I error rates of all eight tests sometimes exceed the significance threshold α. This is particularly true for data sets whose x and y vectors have both been sampled as mixtures of Gaussians: all tests have a much higher type I error rate for these data sets (with the obvious effect that the overall type I error rates averaged over all data sets are exceeding the α levels too). For all other combinations of marginal distributions, the type I error rates are quite close to the desired α levels. It seems that all eight tests seem to perform equally well in terms of type I error rates. To investigate this in more depth, we again performed statistical tests evaluating the distributions of p-values. This time we used an unpaired two-sample Wilcoxon test (equivalent to the Mann-Whitney test), since it is mainly the overall distribution of p-values under the null hypothesis that matters for type I error rates. Supplementary Table S3 provides the results in detail. We see that all tests, except the Kendall test, do not show any significant difference in the overall distribution of p-values for the data sets created under the null hypothesis. The Kendall test seems to produce slightly larger p-values than all other methods (see third column of Supplementary Table S3) . Thereby, the Kendall test has slightly lower type I error rates. However, the differences are by far not as significant as the differences observed for type II error rates above (see Section 6). So we can safely state that the claims of Section 6 hold true: better type II error rates in the comparison above are not the effect of worse type I error rates. Table 3 : Type I error rates (false positive rates) of the eight compared tests with respect to four different significance levels. The first block gives cumulated rates over all 6,000 data sets. The other six blocks correspond to rates computed for sub-selections of data sets with specific combinations of marginal distributions. As an example, the block labeled "mixt/uni" gives rates for all data sets for which one of the two vectors x and y was sampled as a mixture of Gaussians, while the other was sampled from a uniform distribution. 
Evaluation Results

Concluding Remarks
This paper introduced a family of rank correlation tests based on our robust gamma rank correlation coefficients [5, 6] . A detailed comparative study with a large number of simulated data sets was carried out to validate if and under which particular circumstances the new tests and a test based on the Gaussian rank correlation estimator outperform the established rank correlation tests, such as the Spearman test, the Kendall test, and the classical gamma test. We have seen that a clear improvement of type II error rates is achieved. This is mainly due to the fact that the robust tests are less sensitive to noise, especially for small numbers of samples. At the same time, the type I error rates of the robust gamma rank correlation tests, the Gaussian rank correlation test, and the classical rank correlation tests are in comparable ranges.
We are convinced that the empirical arguments raised in this paper provide sufficient practical justification in favor of robust rank correlation tests. The remaining challenges are more on the theoretical side. One important challenge is to achieve a better understanding of the null distributions, although we are not sure that substantial progress can be made in this direction. The study of mathematical properties of the family of robust rank correlation coefficients is for sure not complete either. A recent paper [33] has made some progress, but some more issues remain open, e.g. which of the properties discussed in [14] are fulfilled by robust rank correlation coefficients. Another question of practical importance is whether correlation matrices in a multi-variate settings are positive semi-definite or not.
Finally, we note that although this paper deals completely with traditional statistics, it demonstrates that methods of traditional statistics can be improved by the integration of concepts from fuzzy set theory (in line with [11] ), in our case, by replacing crisp relations by fuzzy/graded ones.
