Motivated by Emmanuel Kowalski's exponential sums over definable sets in finite fields, we generalize theorems of Ax and Chatzidakis-Van den Dries-Macintyre to pseudo-finite fields with an additive character, in a continuous logic setting.
Introduction
The first-order theory of the class of finite fields was determined in a fundamental paper of Ax, [1] . His student Kieffe studied zeta functions in this connection, and a systematic theory of the definability of the measure -the leading coefficient of the asymptotic expression for the cardinality of a definable set -was laid down in [3] .
An extension of these estimates to exponential sums was made by Emmanuel Kowalski in [16] . Here is a (slightly restated) special case of his Theorem 2: Theorem 1.1. Let φ(x, y) a formula in the language of fields, contained in an affine variety C y of dimension m; f (x, y) a polynomial (where x = (x 1 , . . . , x n ) ranges over A n , y over A k .) On each finite field F p , fix a nontrivial additive character ψ : F p → C * . Then there exist constants C ′ ≥ 0, η > 0 depending only on the formula φ and on deg(f ), such that for any prime p and any parameter b ∈ F m p , we have (1) In case φ(x, b) is contained in an absolutely irreducible curve C b (of genus bounded independently of b), the condition (*) is simply that f be nonconstant on C b , and that φ(x, b) have more than a bounded number 1/η points. (The case φ(x, b) = C b is known as the Weil bound, cf. [21] .) (2) For a multiplicative character χ whose image is contained in the l'th roots of unity, for fixed l, χ is essentially already definable in the pseudo-finite field structure; sums as above are linear combinations of cardinalities of definable sets, controlled (to first order) by [3] .
Proof. Let < be the image of the archimedean ordering on {0, . . . , p − 1}. We may assume a p := |I p | < p/2. By intersecting the interval I p with translates, one obtains a uniformly definable family of convex definable sets including all intervals [0, a] with a ≤ a p . So the restriction of < to [0, a p ] is definable. Note that ⌈a p /m⌉ (the integer part of a p /m) is definable for each m, and that ⌈ √ a p ⌉ is definable since [0, √ a p /2] is the largest segment contained in [0, a p /4] ∩ {x : x 2 ∈ [0, a p /2]} ; similarly for higher roots. Now consider polynomials F, G in variables x = (x 1 , . . . , x k ) and of some given degree d, with non-negative integer coefficients. Let D be a set with T ⊂ D and D ∩ T ⊥ = ∅. Then N |= (∃x)(F (x) = G(x)) if and only if ∃x 1 , . . . , x k ∈ [0, d+1 √ a p ])F = G ∈ D Thus we can decide existence of solutions of integer polynomials if we have access to D, so by Matiyasevich's theorem D is not recursive. Remark 1.5.
(1) Following Gödel, using the Chinese remainder theorem, we could define the exponential function x mod p → 2 x mod p on an unbounded interval contained in [0, log 2 (p)]; then we could appeal to Davis-Putnam-Robinson instead, or (with more quantifiers) even directly to Gödel's theorem, in place of Matiyasevich.
(2) T is in fact Σ 0 2 -complete: one can reduce to T the question of whether a given r.e. set E is finite. Say again that E is defined by (∃x)(F (x) = G(x)), with F, G of degree d ≥ 2. It follows from [14] that for large n, there exists a prime p with n d+1 < p < (n + 1) d+1 ; so n = d+1 √ p . Thus E is finite iff for all but finitely many primes p, (F p , +, ·, I p ) |= ¬(F (⌈ d+1 √ p⌉) = G(⌈ d+1 √ p⌉)); iff this sentence lies in T . (Here too by replacing n d+1 by a faster growing function, we could avoid any nontrivial number theory.) So one cannot expect to have quantifier elimination (up to bounded quantifiers) for T h({(F p , +, ·, I p ) : p}).
This has been puzzling; it seems to deprive us of a natural logical setting for Proposition 1.3, playing a role analogous to the theory [1] of pseudo-finite fields for [3] .
Before discussing the simple resolution in the additive case, let us note two consequences of Proposition 1.4. The first is a curious, purely negative alternative proof of another result of Kowalski's, that he drew as a corollary of the positive results of Theorem 1.1. Corollary 1.6. Intervals cannot be defined uniformly in F p , unless they are bounded or co-bounded.
Proof. Ax showed that the theory of pseudo-finite fields is decidable, while according to Proposition 1.4 they cannot be uniformly defined in any decidable theory.
Returning to the question above, our resolution is the simply to use continuous logic. This is a mild extension of the usual first-order logic, including natural generalizations of all the basic results of model theory; see [9] , [7] . In a structure F for this logic, a formula φ(x 1 , . . . , x n ) is interpreted as a function φ F : F n → C, with compact image. In case the image is {0, 1}, the pullback of 1 is called a definable subset of F n , or for emphasis a discretely definable subset; but these can be rare.
When intervals are defined in continuous logic, via a map [0, p − 1] → [0, 1] or more conveniently to the unit circle T ⊂ C, the nature of the logic blurs the endpoints of intervals, and thus -for better and for worse-removes at least the apparent source of undecidability. This theory accounts well for intervals of length p/m for any given m, but cannot access any intervals of length of order o(p).
We will see that in continuous logic, a natural theory does exist that answers to the above, paralleling closely Ax's theorem of pseudo-finite fields. Let Ψ q := Ψ p (T r Fq/Fp (a)) be the standard additive character of F q , where Ψ p (n + pZ) := exp(2πi n p ); and F + q := (F q , +, ·, Ψ q ). The language treats =, +, · in the usual way, so that the graphs of + and · will be discretely definable subsets; there is an additional symbol Ψ whose interpretation is the additive character. Let F + = {F + q : q} be the class of all finite fields with their standard additive characters. Theorem 1.7. The theory T = T h({F + q : q}) of finite fields with additive characters F + q is decidable. It admits quantifier-elimination to the level of algebraically bounded quantifiers. The completions are determined by the isomorphism type of the subfield of points algebraic over the prime field, enriched with Ψ. T is a simple theory. The pseudo-finite measure is definable. In particular the Fourier transform is definable. The discrete definable sets are just those definable in Ax's theory of finite fields.
These terms will be explained in the course of the paper. We will concentrate on characteristic zero, since in a fixed characteristic p the theory is just an expansion by algebraic constants of the theory of pseudo-finite fields of that characteristic. Decidability holds in a strong sense: given a sentence S (formed using the basic relations, connectives and quantifiers), and ǫ > 0, one can effectively find a sentence S ′ such that |S − S ′ | < ǫ in any model of T , and a number field L, such that S ′ has only quantifiers ranging L; and the set of possible values of S ′ is F (T n ) for some explicit polynomial function F and some n.
The last statement shows that we recover Ax's theorem. All the assertions of Theorem 1.7 hold for the stronger theory T ′ of the enriched prime fields F + p , with the possible exception of the first, decidability. An explicit axiomatization of T ′ is suggested, that would imply decidability; but whether or not it suffices to axiomatize T ′ hinges on on a certain open question in number theory.
We end the introduction with a brief sketch of continuous logic. We will require an especially simple case where equality is treated in the usual way. 1 Function symbols and the formation of terms are treated in the usual way. Basic relations R come with a compact subset V R ⊂ C (their intended range of values). It is best to think of φ not as a yes-no question with a smeared out set of possible answers, but simply as a question that has a range of possible answers in the first place. In case V R = {0, 1}, we can call V R two-valued; in particular this is the case for the equality symbol. Formulas are formed using connectives and quantifiers, then closed under uniform limits (uniform over all evaluations in all structures for the language.) The connectives are complex conjugation and complex polynomial operations +, −, ·; however by Stone-Weierstrass we can also throw in any continuous function from C n to C, without changing the set of formulas. Quantifiers are replaced by continuous C-valued maps on the space of compact subsets of a given compact of C; suprema and infima of real-valued functions suffice. A structure A is a set A along with a function R A : A n → V R , for each basic n-ary relation φ. The interpretation φ A of an formula φ, along with the compact set V φ in which it takes values, is then defined in the obvious way.
All the usual definitions and notions of basic model theory generalize readily, once one gets used to the transposition. For instance, a sentence is a formula with no variables. For each structure A, T h(A) is the assignment of a point to each V φ , namely the point φ A . The theory of a class C of structures is the assignment of a closed subset to each V φ , namely the closure of {φ A : A ∈ C}. A theory is complete if it gives each sentence ψ a definite value (in V ψ .) If T is complete and has an explicit (or recursive) axiomatization, then it is automatically decidable, i.e. there exists an algorithm that given a sentence ψ, and any ǫ > 0, is guaranteed to terminate and output the value of ψ up to a possible error below ǫ. The compactness theorem holds: if (φ i , B i ) is a set of pairs consisting of a sentence φ i and a closed subset B i of V φ , and for any finite Φ 0 ⊂ Φ there exists a structure
There is also an ultraproduct construction of A. The theory of saturated models generalizes, etc. In fact deeper theories including stability and simplicity generalize too, [2] , but we will not use them here.
Let us recall also the definition of quantifier-elimination in this setting:
T admits quantifier-elimination if for any formula ψ and any ǫ > 0 there exist atomic formulas φ 1 , . . . , φ k and a continuous function C such that whenever M |= T and a ∈ M x , we have |ψ(a) − C(φ 1 (a), . . . , φ k (a))| < ǫ.
The usual criteria for QE go through from the discrete 1st-order logic case. When T admits quantifier-elimination, a type is determined by a quantifier-free type (and only then.) (Proof: the continuous map restricting complete types to qf types will under these circumstances be a bijection; as the two spaces are compact Hausdorff, it is a homeomorphism.) It follows likewise that T admits QE provided, for any two λ + -saturated models, λ ≥ |L|, any isomorphism between substructures of cardinality ≤ λ extends to an another whose domain includes a prescribed element.
Many thanks to Chieu-Minh Tran and to Jamshid Derakhshan for discussions and comments on the text.
Exponential sums in a model theoretic setting were discussed in [18] , who noted that in positive characteristic the additive character is definable, and used equidistribution to determine the theory of certain reducts of pseudo-finite fields. Chieu Minh Tran [8] used the exponential sum estimates to determine the (discrete) first order theory of F alg p with 'multiplicative intervals'. Zilber [22] used them with a view to quantum mechanical integrals, taking different limits than we do here.
The theory of pseudo-finite fields with an additive character
We work in continuous logic, as described above.
2.1. The language. The language L + has a sort F for the field, with equality treated in the usual (discrete) way; with the ring operations. And there is one additional unary relation Ψ : F → T, where T = {z ∈ C : |z| = 1} is the complex unit circle. The function (x 1 , . . . , x n ) → (Ψ(x 1 ), . . . , Ψ(x n )) : F n → T n will be denoted by P si (n) , or just Ψ when no confusion can arise.
We also include some defined terms. Let
is clearly definable; it is our analogue of the bounded quantifiers required for quantifier-elimination in the case of Ax.
We will also view any PF-definable function (using bounded quantifiers) as a basic function. Thus a basic formula has the form Ψ n sym (g 1 (u), . . . , g n (u)) with g i PF-definable functions.
Remark 2.2. We note a few closure properties of these terms.
•
where the e i are the coefficients of ( c i x i )( d j x j ).
• Let α(x, u) be any PF formula, such that P F |= (∀u)(∃ ≤n x)α(x, u). Then {Ψ(x) : α(x, u)} can be expressed as a basic formula. (Let t be a variable and write Π{(t − c) : α(c, u)} = n i=0 g i (u)t n−i ; then the g i (u) are PF-definable functions, and Ψ α (u) = Ψ n sym (g 1 (u), · · · , g n (u)).) • More generally, if β(x, u) is a function into N with finite image, whose level sets are PF-definable, then x {β(x, u)Ψ(x) : α(x, u)} can be expressed as a basic formula. (Split α into a disjoint union of α i on which β has constant value v i ∈ N, and apply the previous two items.) • The product Ψ n sym (c 1 , . . . , c n )Ψ m sym (d 1 , . . . , d m ) can be expressed as a basic formula. (Take β to give the number of ways that an element can be written as a sum of a root of c i x i and a root of d j x j .) • Hence the expressions 1 m Ψ n sym (u) form a ring, closed under complex conjugation. By Stone-Weierstrass, an arbitrary continuous function composed with basic formulas can be uniformly approximated by a basic formula.
Standard models.
The standard interpretation of Ψ for Z/pZ is by definition the character map
On F q (with q a power of p) we set
where T r is the trace from F q to F p . F + q will denote the field F q with the additive character Ψ q . These will be called the standard models.
Any other additive character on F q has the form Ψ q (cx), for a unique c ∈ F q ; so they are all uniformly definable in this language.
We seek the asymptotic theory of the F + p ; the set of sentences true in all but finitely many F + p . We will also look at the asymptotic theory of the F + q going towards characteristic 0; namely the set of all sentences that are true in F + q for all sufficiently large p and all prime powers q of p.
Remark 2.4. In fixed characteristic p > 0, continuous logic is not needed for the theory of the finite fields F p m with their additive character; the theory of Ax and hence Chatzidakis-Van-den-Dries-Macintyre already applies. Note that the trace map is constant on cosets of the image of Artin-Schreier map ℘(x) = x p −x. Hence the character Ψ p m factors through the imaginary interpretable group A = F/℘(F). Thus adding the additive character to the structure amounts merely to choosing an isomorphism between A and (F p , +), or equivalently choosing an element a among the p − 1 elements of A (0). For this reason we restrict attention the the asymptotic theory in unbounded characteristic.
Axioms for PF
(1) F is a field containing Q, with a unique Galois extension of order n for each n;
. . , z n , z −1 n ] be a Laurent polynomial with degrees ≤ m, and constant term α 0 . For any absolutely irreducible curve C ⊂ A n , not contained in any hyperplane of height at most m, sup{|h(Ψ (n) (x))| : x ∈ C} ≥ α 0 (4) The definitions of the defined terms that we wish to include in the language. In the case of the prime fields, we require an additional (essentially quantifierfree) axiom group, leaving to the reader the verification that it holds in all F + p . We can denote the theory with this addition PP + (5) For any n ∈ N, for some k we have
acting on the n'th roots of 1 by k'th power, and k ′ satisfying kk ′ = −1 mod n.
Remark 2.6.
• The prime field axiom (5) is nicer to formulate if one adds to the language of fields the algebraic imaginary constants naming (coherently) a generator of the Galois group of the order n extension, for each n; so that both the character group and the Galois group have a distinguished generator. In the standard models, they are interpreted as naming the Frobenius automorphism F r; in particular on the n'th roots of 1 (with n prime to p) the distinguished automorphism determines an integer k(n), namely the unique integer modulo n such that F r(ω) = ω k for each n'th root ω of 1. In this case the axiom asserts that Ψ( 1 n ) = exp(2πik ′ /n), where kk ′ = −1 (mod n). It is interesting that the value of p modulo n is provided either via the action of Frobenius on the orientation module of n'th roots of 1, or via the additive character 'to resolution 1/n'; requiring a choice of generator of the Galois group in one case, and of an additive character in the other.
• The essential content of the AE axioms is that Ψ(C) is dense in T n , provided C is not contained in any rational subspace of F n . One could more easily formulate axioms assuming for C not contained in any subspace of F n ; but that would not suffice. • We treat C here as having a distinguished square root of −1, called i.
Proof. Let U be a nonempty open subset of T n . Find a continuous g ≥ 0, whose support is contained in U, and with gdλ = 3, where λ denotes normalized Haar measure on T n . Using Stone-Weierstrass, find a polyomial h(x) in z 1 , . . . , z n ,z 1 , . . . ,z n with rational coefficients, of degree say m, with ||g − h|| < 1 in the uniform norm; replacing h by the average of h with its complex conjugate, we may assume h takes real values; in particular the constant term h 0 ∈ R.
Lemma 2.8. The enriched fields-with-additive-character (F p , +, ·, Ψ p ) satisfy the axioms PP + asymptotically. Likewise, the F + q satisfy PF + asymptotically.
Proof. Let us consider the F + p . The first axiom is part of [1] . The second and fifth are an agreeable exercise; for instance F p contains all n'th roots of 1 iff p = 1 (mod n) iff 1/n is represented by (p − 1)/n in F p . In this case we have ψ(1/n) = exp(2πi/n · (1 − 1/p)), so the limit with large p is indeed exp(2πi/n). More generaly if p = k (mod n) then Ψ(k/n) = exp(2πi/n) and the value of Ψ(1/n) follows. Now consider the third axiom group. Let h be a Laurent polynomial of degree ≤ m in variables z 1 , . . . , z n . By subtracting the constant term, we may assume it is zero. Let C ⊂ A n be an absolutely irreducible curve over F p , not contained in any subspace of height at most m. For a nonzero k ∈ Z n of height ≤ m, we consider f (x) = k · x as a function on C. By the Weil bound
for some b that depends on the genus of C only. This applies to the monomials
Note that we used the Weil bound only for algebraic curves. We thus expect the proof to carry through for multiplicative characters, either by themselves (in which case, the exceptions become curves satisfying a multiplicative relation Π i x m i i = c of bounded height i |m i |) or in combination with additive characters. However for simplicity we will deal only wth additive characters here. Proof. We can extend α first to an isomorphism dcl(A) → dcl(A ′ ), preserving the field operations and Ψ, since the basic relations are closed under pre-composition with PF-definable functions. (It is also possible to see this using the functions Ψ n sym and the ring operations alone.) We can extend α further to a field isomorhpism acl(A) → acl(A ′ ). Thus we may assume F = F ′ as fields, A = dcl(A) ≤ F , F = acl(A), but F, F ′ have two additive characters Ψ, Ψ ′ , agreeing on A. We also know that Ψ n sym (c 1 , . . . , c n ) has the same value, for c 1 , . . . , c n ∈ A, whether computed with respect to Ψ or to Ψ ′ . We have to find in this situation a field automorphism taking Ψ to Ψ ′ . By compactness of Aut(F/A), it suffices to find, given a finite set β of elements of F , an automorphism σ of F over A such that
We may enlarge β so as to be Aut(F/A)-invariant.
These are products of linear polynomials; if we show φ = φ ′ , it will follow that f |φ ′ so f = g · f ′ for some g ∈ G; then g −1 would be precisely the σ we are after.
In order to show that φ = φ ′ , we compute φ explicitly in terms of terms
Let nβ be the set of all n-fold sums of elements of β; G acts naturally on nβ.
. This expresses φ ν as a sum of Ψ n sym applied to elements of A, and the same expression is valid for φ ′ ν . Proposition 2.11. qe PF + admits quantifier elimination.
Proof. We will use the criterion mentioned at the end of § 1, constructing an isomorphism between saturated models M, N by an inductive back-and-forth procedure, starting with an arbitrary isomorphism between closed substructures. (see [6] .) At a given stage we have a common countable substructure A of M and N, and a small extension A ′ of A within M, which we can take to be generated by a single element a. We must embed A ′ in N over A. By Lemma 2.10, we may take A to be relatively algebraically closed; and we choose to replace A ′ by its relative algebraic closure too, preserving the fact that tr.deg. A (A ′ ) = 1. The advantage is that the defined terms Ψ n sym , and the boundedly quantified algebraic formulas, can be computed in A ′ , so it suffices to find a field embedding A ′ → N over A, preserving Ψ. Consider finitely generated substuctures, say A(a 1 , . . . , a n ) where a = (a 1 , . . . , a n ) now denotes a generic point of a curve C in affine n-space; since a ∈ M n and A is relatively algebraically closed in M, C is absolutely irreducible. By compactness, it suffices to find b ∈ C(N) with Ψ (n) (b) = Ψ (n) (a). We can replace (a 1 , . . . , a n ) by Q-linearly independent elements b 1 , . . . , b m generating the same additive group as (a 1 , . . . , a n ) (This uses the fact that if a 1 = m j b j with m j ∈ Z then Ψ(a 1 ) = m j Ψ(b j ) in the circle group.) Now by Lemma 2.7, there exists an m-tuple (c 1 , . . . , c m ) of C(N) with the same values Ψ(b i ) = Ψ(c i ).
2.12.
Completions. As in Ax's case, the completions are determined by the 'absolute numbers' as a field with additive character. In more detail, let G = Aut(Q a /Q) be the absolute Galois group of Q. It follows from quantifier-elimination that the completions of PF + are determined by pairs (σ, ψ), where σ ∈ G and ψ : F ix(σ) → T is a homomorphism, extending x → exp(2πix) on Z, and with σ(ω) = ω k , ψ(k/n) = exp(2πi/n) for ω n = 1. Two such pairs are equivalent iff F ix(σ) = F ix(σ ′ ) and ρ = ρ ′ ; and any such pair (σ, ψ) occurs. (It is easy to find by an inductive limit, a model of PF + containing the given structure on Q a .) Remarks: -given such a structure on Q a , it is easy to find by the usual inductive limit construction a model of PF + containing the given structure on Q a .
-It may seem odd to have a character only on F ix(σ). Of course, we obtain other 0-definable characters on k n = F ix(σ n ), by x → Ψ(x+σ(x)+· · ·+σ n−1 (x)).
2.13. Universal theory. PF + is the model completion of the theory described in axioms (1, 2) ; it is easy to extend any model of (the universal part of) this theory to a model of PF + . Similarly for PP + , taking into account (the universal implications of) Axiom 5.
2.14.
Decidability. PF + is decidable. Given a sentence ψ and ǫ > 0, one can first look for a quantifier-free sentence ψ ′ and a proof that the values of ψ, ψ ′ are within ǫ/2. Now ψ ′ concerns a number field L, that one can take to be Galois over Q, with Galois group G; and is determined by an element g ∈ G, and a homomorphism ψ : F ix(g) → C * . Actually only the values of ψ on finitely many elements e 1 , . . . , e k are concerned. Now e 1 , . . . , e k generate a finitely generated subgroup of (L, +), isomorphic to Z l for some l, and we may replace them by a lattice basis for the group they generate; so we may assume they are Q-linearly independent. In this case, ψ(e i ) ∈ T can be chosen arbitrarily and independently. Using this, we can determine the set of possible values of ψ ′ , to ǫ/2-accuracy.
2.15. The standard models. For any class of fields C, the characteristic zero asymptotic theory of C is simply T h(C) ∪ {2 = 0, 3 = 0, · · · }. Proposition 2.16. The characteristic 0 asymptotic theory of the standard fieldswith-additive-character F + q is precisely PF + . Proof. We have seen that PF + eliminates quantifiers and hence becomes complete upon a description of Ψ on Q a . We thus have only to show that for any σ ∈ Aut(Q a ), any homomorphism Ψ : F ix(σ) → T vanishing on Z. there exists an F + q approximating (F ix(σ), Ψ).
The following explicit statement is a little stronger than what we need: Let f (X) be an irreducible monic polynomial of degree d over Q, K = Q[X]/f . Assume the Galois hull L of K is cyclic of degree d ′ over K, and let r 1 , . . . , r b be elements of K such that 1, r 1 , . . . , r b are Q-linearly independent; also let r 0 be the reciprocal of some integer k > 0. We may write r i = g i (X)/f , g i ∈ Q[X], g 0 ∈ Q. Let U be a nonempty open subset of T b , and let u ∈ T satisfy u k = 1. Then there exist infinitely many primes p and such that f has a root a modulo p, and the splitting field of f over F p has degree d ′ over F p ; and such that moreover there exists e with (Ψ p e (g 1 (a)), . . . , Ψp e ( b (a))) ∈ U and such that Ψ p e (1/k) = u.
Using Cebotarev, we can find an infinite sequence of primes p m and a m ∈ F pm , such that the splitting field of f over F pm has degree d ′ over F pm . We will let q m = p em m for an appropriate sequence of integers e m . Then Ψ qm (g i (a m )) = Ψ pm (e m g i (a m )), and Ψ qm (1/k) = Ψ pm (1/k) em . Let c m = (g 1 (a m ), . . . , g b (a m )). Then it suffices to show given ǫ > 0 that for some infinite set of indices m, we can find e m such that Ψ pm (e m c m ) lies in a prescribed open subset of T b . This is true by Lemma 2.17, noting that as m → ∞, the g i (a m ) avoid any given finite number of Z-linear relations, even modulo 1 (since the g i (a) and 1 are linearly independent over Q.)
pm be a sequence of b-tuples from prime fields of increasing size. Assume: for any given nonzero rational vector (α 1 , . . . , α b ), for almost all m it is not the case that b i=1 α i c m,i = 0. Let U be a nonempty open subset of T b . Also fix k ∈ N and l ∈ (Z/kZ) * . Then for arbitrarily large m, for some e m ∈ N, Ψ pm (e m c m ) ∈ U. Morever we can choose e m = l (mod k).
Proof. This follows from an effective form of Weyl's criterion for equidistribution; but it also follows from the pseudo-finite version Lemma 2.18, that we will prove separately. Note that the 'moreover' is obvious, since changing e m by a multiple of p m does not effect Ψ pm (e m c m ), and p m is a unit modk. Lemma 2.18. Let (F, +, ·, Ψ) be an infinite ultraproduct of enriched finite fields F + q . Let n ∈ N, c ∈ F n and assume m·c = 0 for m ∈ Z n (0). Then Ψ(F c) = T n . Proof. In any case Ψ(F c) is a closed subgroup of T n , using ℵ 0 -saturation of the ultraproduct; so if it is not all of T n then for some m ∈ Z n (0) we have
Note we could not simply apply Weyl's theorem directly to Ψ(c), since that may fall into some rational subspace.
A number of variants on Proposition 2.16 can be formulated. In particular we can consider the larger class of all finite fields enriched by a nontrivial additive character, not necessarily a standard one. This does not seriously change the picture since any additive character of F q has the form x → Ψ(cx) for a unique c ∈ F q ; this is a version of the statement that a finite abelian group is isomorphic to its dual. It is clear that 2.5 (1, 3, 4) continue to hold asymptotically. However in Axiom (2), it need no longer be the case that Ψ(1) = 1. Let PF ′ + be PF + with the condition Ψ(Z) = {1} removed. Proposition 2.19. the characteristic zero asymptotic theory of the class of all finite fields, or all prime fields, with nontrivial additive character, is axiomatized by PF ′ + . Proof. We saw above that the axioms of PF ′ + hold in all finite fields with a nontrivial additive character. It suffices thus to show that no additional universal axioms hold (even) in the prime fields with a nontrivial additive character. In other words given a finite extension field L of Q and any character Ψ : L → T, we have to approximate L by prime fields with nontrivial additive characters. By enlarging L, we may assume Ψ is nontrivial. Let c = (c 1 , . . . , c n ) be a Q-basis for L such that Ψ(c 1 ) = 1. Let U be a nonempty open subset of T n , with Ψ(c) ∈ U, and (1, · · · , 1) / ∈ U. Let O L be the ring of integers of L. We must find a prime P of O L with c i in the local ring corresponding to P , such that the residue field is a (large) prime field F p ,c i the residue of c i ,c = (c 1 , · · · ,c m ), and m ∈ F * p wuch that Ψ p (mc) ∈ U. This follows from Lemma 2.17.
2.20. Simplicity. Proposition 2.21. PF + admits n-amalgamation for algebraically independent algebraically closed substructures. By the case n = 3, PF + is a simple theory.
Proof. Similar to the proof for pseudo-finite fields, but moving first to the Q-linear span of the n − 2-skeleton, arguing that the values of Ψ are determined thus far, and that beyond this one has Q-linear independence and thus sufficient freedom in the choice of Ψ. More precisely, choose a tuple of elements (e s,i : i = 1, . . . , m s ) of each given n-face s, linearly independent over the n − 1-skeleton; let m = s m s . We have to show consistency of Ψ(e s,i ) = α s,i , for any choice of α s,i ∈ T. By an internalization argument (internalize one of the vertices), we see that the (e s,i : i, s) are linearly independent as a set. The image under Ψ of their type is thus dense in T m .
This gives a natural continuous-logic example of a definable group G in a simple theory, where G 0 0 = G 00 0 , and where G 00 A does not stabilize with A; and can easily be modified to give a theory with a nontrivial connected Kim-Pillay space. For discrete first order theories, this is a longstanding open problem.
2.22
. Galois group. The compact (Lascar-Kim-Pillay) absolute Galois group G T of a theory T , whether in discrete or continuous logic, is defined as follows. A (hyper)imaginary sort has the form S = K n /E, with E an ∞-definable equivalence relation (without parameters). If (for some K, or all sufficiently saturated K) S does not grow upon replacing K by an elementary extension, we say that S is bounded. One an then define a compact Hausdorff topology, the logic topology, on S, by taking projections of definable sets (with parameters) to be the basic closed sets. G T is by definition the automorphism group of the family of all compact sorts (the permutations that extend to an automorphism of some model.) It is itself naturally a compact Hausdorff group.
If T admits 3-amalgamation over algebraically closed sets in the discrete logic sense, then G T is totally disconnected. For P F + this is the case by Proposition 2.21. See however 4.7.
2.23. More on intervals, and strictness of the expansion to PF + . It is not completely obvious that Ψ is not already definable over the theory of pseudo-finite fields, in the ring language. In continuous logic, this would mean that given any two subsets A ⊂ B ⊂ T of the unit circle with A compact and B open, there exists a formula φ(x) in the language of rings such that Ψ(a) ∈ A implies φ(a), while φ(a) implies a ∈ B. But this is ruled out by the comments below regarding intervals.
By considering the 'stabilizer' in the sense of [12] , one can in fact show that for ǫ > 0, a definable set cannot contain an interval of length ≥ ǫp, unless it is cofinite. (Let F be a pseudo-finite field. Since F p has no proper, nonzero definable subgroups, neither does F , and the 'stabilizer' S of F D must be all of F . But for mutually independent s 1 , . . . , s k ∈ S, ∩(s i + (F D)) = ∅, while one can choose s i such that the union of the s i -translates of the interval is all of F .)
A slightly different formulation of the same argument: it is clear that the additive group of an ultraproduct of finite fields with additive character admits a -definable subgroup such that the quotient is connected in the logic topology, namely the kernel of Ψ. But according to results in [12] we have G 0 = G 00 for any definable group over any base set, i.e. no nontrivial connected quotients exist.
Corollary 2.24. Let X p ⊂ F p = φ(F p ) be a definable set in the theory of pseudofinite fields of characteristic 0, or any decidable expansion. Assume |F p X p | is unbounded with p. Let k(p) be the minimal archimedean gap in F p X p , i.e. the minimum k ≥ 1 such that a mod p, a + 1 mod p, · · · , a + k mod p ∈ X p for some integer a with a mod p / ∈ X p , a + k mod p / ∈ X p . Then k(p) is bounded.
Proof. Let k = k(p). By taking u = a we see that
is contained in [1, k] ; it must be equal to [1, k] by minimality of k. Thus an interval of length k(p) is definable. So by Proposition 1.4 k(p) is bounded, or else the interval is cobounded, and then F X is bounded.
Definable measure and Fourier transform
Let F be an ultraproduct of finite fields. Then we have on each variety V the pseudo-finite measure µ V , obtained as an ultraproduct of the counting measures. 
is a definable map in the sense of continuous logic. Moreover when V varies in a definable family of varieties, µ V is uniformly definable.
The 'Moreover' clause is automatic, since the main statement applied to affine space A n implies the statement for any affine variety V , simply multiplying φ(x, y) by 1 V (x). However it will be convenient for the induction.
Proof. This reduces using Fubini to the case of affine curves C b ⊂ A n varying in some definable family. Using quantifier elimination and 2.2, it suffices to integrate Ψ n sym (c 1 , . . . , c k ), where the c i are PF-definable functions of the variables. By the definition of Ψ n as a sum, this amounts simply to integrating Ψ(x 1 ) over a P Fdefinable subset ψ d of another affine curve C ′ d , with d a definable function of the parameters. The case where ψ d is a finite set is directly definable via Ψ n sym , or 2.2 (iv). Using definability of dimension (specifically of dimension zero), we can similarly reduce to integrating Ψ(x 1 ) over an absolutely irreducible curve C b . If
Otherwise, by Remark 1.2, the answer is 0.
We can define, for any formula φ(x), the Fourier transform Proof. Extending the previous remark slightly, Ψ (n) (D) = ∪ k i=1 C i is a finite union of cosets C i of subgroups of T n ; moreover we can write D = ∪ k i=1 D i with D i = D ∩ S i definable with parameters, in fact S i a Q-affine subspace of F n , so that C i = Ψ (n) (D i ). Now h can be expressed, after replacing D by a finite cover, as C • Ψ with C : C n → C continuous. It follows that each D i is mapped into a single connected component of h(D), and so the classes of E h are finite unions of the D i . Corollary 3.5. Let (F, +, ·, Ψ) |= PF + be sufficiently saturated, and let X ⊂ F n be a definable subset, meaning that both X and F n X are -definable (with parameters). Then X is definable (with parameters) in (F, +, ·).
This follows from Lemma 3.4; the characteristic function of X is definable in these circumstances, and so E 1 X is PF-definable.
4. Some open-ended remarks 4.1. Prime fields with standard character. Just as in [1] , we have found an explicit theory admitting quantifier-elimination, and true asymptotically in the family of finite fields with their canonical additive character. Thus if we wish to evaluate a sentence of this language in finite fields of large characteristic, we are reduced to a quantifier-free sentence in the language with Ψ sym , i.e. a sentence concerning the values of Ψ on roots of a fixed rational polynomial in one variable. From this point, we are squarely within number theory rather than model theory. We would still like to know which quantifier-free sentences are true in all large finite fields, or in all large prime fields. In Ax's case, both questions were settled by the Chebotarev density theorem; leading to his conclusion that the the asymptotic theory of the prime fields is exactly the same. We obtained a similar result, looking at all nontrivial characters, in Proposition 2.19. However, the choice of a standard character, matching the standard generator of Galois, is of interest, and for that we determined the theory of all finite fields Proposition 2.16, but not the theory of the standard prime fields.
As § 2.5 (5) is valid is valid in the standard prime fields, in particular Ψ(1/2) = −1, their quantifier-free theory differs from that of all standard finite fields. The question remains whether the asymptotic theory of prime fields with their standard additive character is precisely PP + . Here, Chebotarev no longer suffices; we require an answer to the following question, that we phrase as a statement. Then there exist infinitely many primes p such that f has a root a modulo p, the splitting field of f over F p has degree d ′ over F p , and (Ψ(g 1 (a)), . . . , Ψ(g b (a))) ∈ U.
From the quantifier-elimination discussed above, we have: As far as I know this is open for d > 2. For d = 2 it was proved in [10] and [19] .
Our statement 4.2 has a natural equidistribution version, that appears stronger in two ways than 4.4. Let P k be the set of primes p such that {ν : (p, ν) ∈ S} has size k; and let S k (x) = {(p, nu) ∈ S(x) : p ∈ P k }. Then we make the same statement concerning probability for S k (provided |S k (x)| is unbounded.) This does not differ from [10] (1) when Q[X]/f is Galois, since in this case only k = 0 or k = d are possible.
Secondly, when d > 2, 4.2 requires density in higher powers of T also.
In the quadratic case, [L : Q] = 2, there are two roots satisfying one Q-linear relation, so b = 1 and the equidistribution or density statements take place in T . 4.5. p-adic additive character. The map Z[1/p]/Z → T, a → exp((2πi)a), induces a homomrphism Ψ p : Q p → T. Construed in discrete first-order logic, the theory of (Q p , Ψ p ) is undecidable for reasons similar to Proposition 1.4; pulling back appropriate arcs in T , and rescaling, as one can interpret long intervals [1, · · · , a] in Z/p n Z. Likewise, the asymptotic theory (over all Q p ) is undecidable in discrete logic. However it is natural to expect that the continuous-logic presentation will be decidable, and with definable integration with respect to the p-adic measure, both for a single Q p and asymptotically. 4.6. Transformal geometry. The theory of fields with an automorphism σ has a model companion ACFA; see e.g. [5] . The fixed field of σ is denoted k. The theory of pseudo-finite fields is precisely the theory of k; in this sense PF is contained in ACFA. The Frobenius difference field K p = (F a p , σ p ) with σ p (x) = x p is not a model of ACFA, but any nonprincipal ultraproduct K of such difference fields is. ( [13] , [20] ). Over any difference field, there is a notion of transformal dimension; it can be defined using transformal transcendence degree. Over K one can also characterize the transformal dimension of a definable set D = {x : φ(x)} as the unique n such that D p := φ(K p ) has dimension n for almost all p. Note that D p is a constructible set, since σ p is algebraic.
Any variety over the fixed field k has transformal dimension 0; thus the world of varieties over finite fields is represented within the difference varieties of transformal dimension 0. However, the latter category is considerably bigger. For one example, ultraproducts of Suzuki groups, defined using a square root of Frobenius, live therein.
When D has transformal dimension 0, a finer dimension called the total dimension can be defined, and one has |D p | = O(p m ) iff D has total dimension ≤ m. One can thus assign a measure µ 0 to any definable set of transformal dimension zero, namely the limit along the ultrafilter of |D p |/p m . This measure depends only on the theory of K (along with any parameters used in φ), and not on the specific presentation as an ultraproduct; it has the same definability properties as shown in [3] for pseudo-finite fields.
An example of a difference variety of transformal dimension 1 is given by the transformal curve D f : σ(y)−y = f (x), where x varies over an algebraic curve C, and f is a regular (algebraic or transformal) function on C. The specializations D f,p are algebraic curves; their smooth completions, were used by Weil ([21] ) to bridge the gap between varieties and exponential sums. In a different way, not requiring smooth completions, the D f,p were used by Grothendieck and Deligne to expressing additive characters in terms of l-adic monodromy. Katz raised the question of a uniform treatment of such situations; Kazhdan and Kowalski suggested specifically that model theory may be useful; the model theory of difference geometry seems to be a very natural framework.
A survey of the model theory of ACFA, with relevant open questions, is planned. It is difficult to include a summary here of reasonable length, but some minimal observations seem to be called for.
4.7.
ACFA with additive character on the fixed field. Consider a model K |= ACF A, with constant field k, and expand k to a model of PF + , in the language considered above. This simplest expansion requires no additional prepatory work: by the stable embeddedness of k in K, or directly from the nature of the quantifier-elimination of K, the new theory -let us temporarily name it ACF A + -admits quantifier-elimination. Nevertheless, it presents already some aspects worth noting.
(i) Let G be the compact absolute Galois group of ACF A + . By contrast with ACFA (see Remark 2.22,) for ACF A + , the absolute Galois group has a nontrivial connected component. If B is any 0-definable torsor of the additive group (k, +), one can define an equivalence relation E by: xEy iff Ψ(x − y) = 0. Then B/E is a T -torsor. In case B determines a complete type over ∅, the automorphism group of B/E is T . For instance, if a is any 0-definable element of K, then B a = {y : y − y σ = a} is such a torsor T a . In fact the connected component G 00 admits a homomorphism into T m for each algebraic element of K with m conjugates. Of course, the image of G 00 in Π a∈acl(0) Aut(T a ) is not all of T acl(0) , but reflects the additive relations among the elements a.
(ii) Conversely, I believe it can be shown that G 00 is precisely the above image, and in particular is commutative. Let F be a difference field, relatively algebraically closed in K, and let F ′ be the base structure consisting of F and B/E as above, for all acl(F )-definable k-torsors B. The key is to prove 3-amalgamation over F ; we are given, symbolically, the 2-types of each pair from a, b, c over F ′ , compatible on the 1-types and with each 2-type independent over F , and must find an independent 3-type extending them. As in 2.21, the purely algebraic amalgam is known to exist; and to define Ψ, it suffices to show that the known values of Ψ on k(F ab), k(F ac), k(F bc) where F ab denotes the relative algebraic closure of F (a, b), are compatible with any additive relations among them. If X is an F alg -definable k-torsor, and x ∈ X(F a), y ∈ X(F b), z ∈ X(F c), then
x − y, x − z, y − z are such a triple of elements whose sum is zero. By methods similar to [4] , it should be possible to show that all additive relations on elements of k(F ab), k(F ac), k(F bc) are generated in this way. These are taken into account in advance in the 1-types, since Ψ can be defined on the torsor X, with values in a torsor of T .
(iii) Let f be a regular function on a curve C. We can also view C as a transformal curve (as such, it is denoted C[σ] in [13] .) The transformal curve D defined by σ(y) − y = f (x) is a transformally étale cover of C (smooth and zero-dimensional). Define D Ψ as the quotient of D × T by the identification of (d, t) with (d + a, t + Ψ(a)); we obtain an archimedean analogue of an l-adic local system over C. The structural automorphism σ lifts, given an element a of C(k), to translation by Ψ(f (a)) on D Ψ .
While this is suggestive, in view of (ii), a deeper expansion is likely to be needed to have any hope of an archimedean analogue of Grothendieck's constructibility and Lefschetz theorems for l-adic local systems.
4.8.
Next-to-leading-order measure. Consider a definable family (D a : a ∈ P ) of definable sets over a pseudo-finite field F . We take F with the induced structure as a fixed field of a model of ACFA. (It is very likely that the statements below are true generally for definable sets of transformal dimension zero over K |= ACF A.)
Using Weil's Riemann hypothesis for curves, Will Johnson has shown [15] that counting modulo a prime l is definable. Equivalently, the function a → |D a | from P into Z, if viewed as a function into the compact set Z l , the l-adic completion of Z, is definable in the sense of continuous logic. 2 For an archimedean analogue, it is necessary to renormalize since the image of Z in R is not relatively compact. We defined µ 0 by renormalizing by p − dim . The definability of µ 0 implies in particular that the relation µ 0 (X) = µ 0 (X ′ ) is definable on definable families.
If we consider the formal expression [X] − [X ′ ], it can be viewed as a function whose µ 0 -integral is 0. (If X, X ′ are subsets of some ambient definable set D, we can represent [X] − [X ′ ] by a function on D, the difference of characteristic functions 1 X − 1 X ′ . ) We can now go one step further, and consider the counting measure µ 1 normalized so that (1 X − 1 X ′ )dµ 1 is finite and (in general) nonzero; namely the ultralimit of q 1 2 −dim(X) (|X| − |X ′ |) Of course, it can be efficient to use a single invariant combining µ 0 and µ 1 ; simply let µ(D) = µ 0 (D) + ǫµ 1 (D). This takes values in the ordered field R(ǫ), with 0 < ǫ < 1/n for each n. (So ǫ 2 'is' 1 p .) But here we will consider them separately. Now µ 0 is automatically definable, with discreteness properties. µ 1 is not discrete, even in pseudo-finite fields, and cannot be expected to be definable in the pseudo-finite field itself. But in continuous logic, the measure µ 1 can be added to the structure; note that µ 1 is bounded in bounded families. One would like to know if µ 1 is definable in a tame geometric expansion of the theory in continuous logic; to begin with, as an expansion of P F . Definability of µ on families of curves (one-dimensional integration) would imply definability over all varieties.
Here is a precise question: let (F, µ 1 ) be an ultraproduct of finite fields with the p −1/2 -normalized counting measure. Is it true that T h(F, µ 1 ) is simple as a continuous logic structure, and every definable subset of F n is definable over the pseudo-finite field F alone?
Disproving this statement would rule out the kind of archimedean analogue of the l-adic definability results envisaged in the paragraph above. Proving it may point to a richer theory reflecting the conceptual origin of this definability. 4.9. Difference geometry in transformal dimension one. Let us also take a quick look at how Weil's ideas in [21] may generalize. A notion of smooth transformal varieties exists; it may be defined in elementary terms using the usual Jacobian criterion applied to difference polynomials in place of polynomials, where differentiation treats any monomial X σ as a constant. There is also a notion of transformal blowing-up, [13] . It is plausible that the projective completion of the curves D f,σ can be made smooth upon blowing up, at least for ordinary polynomials f . (The existence of a smooth difference curve with a given function field has not been investigated, but carries its own interest.) Assuming a smooth projective model E = E f,σ exists, a moving lemma on E 2 can be formulated, but has only been proved for the transformalization of smooth projective algebraic varieties; it plausibly follows from a transposition to difference geometry of the classical 'synthetic geometry' proof in [11] . One can now define an intersection product on E × E. The coefficient ring is a 'motivic' ring constructed out of zero-dimensional difference varieties, with a dynamic 'preservation of number' principle built in. Whereas the Grothendieck ring of zero-dimensional schemes has roughly the complexity of the integers, zero-dimensional difference schemes have more approximately the complexity of zeta functions; in particular one can apply Frobenius specialization for almost all p, to obtain a sequence of ordinary numbers. Using [13] , this coefficient ring admits a natural homomorphism into the field R(ǫ) invoked above, and so one can work with these coefficients when interested in 'next to highest order' estimates. A Hodge index inequality is valid, though a purely transformal proof is not at present known to me; it follows using the main theorem of [13] from the case of ordinary algebraic varieties; presumably a direct proof is also possible. A Weil-style trace can be defined for correspondences on E using the intersection product with the diagonal; and exponential sums can be related to the trace of the structural automorphism σ.
