A forward search approach to identify influential observations in structural equation model. by Lam, Yuk Hing. & Chinese University of Hong Kong Graduate School. Division of Statistics.
A F O R W A R D S E A R C H A P P R O A C H T O I D E N T I F Y 
INFLUENTIAL OBSERVATIONS IN S T R U C T U R A L 
EQUATION MODEL 
LAM Yuk Hing 
A Thesis Submitted in Partial Fulfillment 
of the Requirements for the Degree of 
Master of Philosophy 
in 
Statistics 
� The Chinese University of Hong Kong 
May 2002 
The Chinese University of Hong Kong holds the copyright of this thesis. Any 
person(s) intending to use a part or whole of the materials in the thesis in 







I 1 I 
I 
„ 统 系 餘 書 園 
(Lf vA 
SI 18 1 � _ 
UNIVERSITY / 
XS^IBRARY S\'3T； ' / 
THE CHINESE UNIVERSITY OF HONG KONG 
GRADUATE SCHOOL 
The undersigned certify that we have read a thesis, entitled "A forward 
search approach to identify influential observations in Structural Equation 
Model" submitted to the Graduate School by LAM Yuk-hing ( ) 
in partial fulfillment of the requirements for the degree of Master of Philos-
ophy in Statistics. We recommend that it be accepted. 
Prof. W.Y. Pooii, 
Supervisor 
Prof. S.Y. Leo 
Prof. K.H. Wii 
Prof. C.P. Choii, 
Extoriial Examiner 
DECLARATION 
No portion of the work referred to in this thesis has been submitted in 
support of an application for another degree or qualification of this or any 
other university or other institution of learning. 
i 
ACKNOWLEDGMENT 
I would like to express my deepest gratitude to my supervisor, Prof. 
Poon, Wai-Yin, for her invaluable advice, guidance, encouragement, generous 
patience and consideration throughout the past two years. I would also like 
to thank Mr. Xu, Liang for his comments on programming. Finally, I would 
like to thank my family and friends for their supports. 
The work described in this paper was partially supported by a grant 
from the Research Grants Council of the Hong Kong Special Adminstrative 
Region(Project no. CUHK 4347/OlH). 
ii 
ABSTRACT 
While structural equation model has frequently been used in many fields, 
the identification of unusual observations has received little attention. These 
unusual observations may disproportionately influence the result of an analy-
sis, giving rise to misleading conclusions. The main purpose of this study is 
to identify influential observations in structural equation model. 
In the present study, a diagnostic measure di is developed by adopting 
Cook's likelihood distance to identify unusual observations in structural equa-
tion model. As influential observations are identified directly with reference 
to the magnitude of di, this method is called a one-step method. However, 
similar to many other deletion type diagnostic statistics, the proposed mea-
sure, di, is subjected to masking or swamping effect in the presence of a 
group of influential observations. In view of this, a forward search procedure 
is adopted to reveal the pattern of influential observations. This pattern can 
be obtained by a sequential construction of a subset of the data, starting from 
a small basic subset, say m in size. As the subset size increases from m to 
the total sample size N, the suspected influential observations are recorded 
for each subset size. The identified influential observations are summarized 
in a stalactite plot. Two approaches of the forward search procedure are 
presented. One starts with ordered basic subset and the other starts with 
random basic subset. Data sets taken from the literature are used to illus-
iii 
trate the practicability of the proposed procedure. Finally, a simulation study 
is conducted to investigate the performance of the two proposed methods, 
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Structural Equation Mo del (S EM) has been widely used in studying the 
linear relation among variables in various fields, including marketing, medical 
science, social science, economic and psychology. 
Structural equation modeling is also known as covariance structure analy-
sis. The causations and correlations among observed and latent variables are 
assessed through the analysis of the covariance structure. LISREL (Joreskog, 
1989) is a program that has been widely used in covariance structure analysis. 
Three estimation approaches are available in LISREL, the Maximum Like-
lihood(ML) approach, the Generalized Least Squares(GLS) approach and 
the Unweighted Least Squares(ULS) approach. The details of these three 
approaches are given in Bollen (1989). ML approach is considered in this 
thesis. 
It is hazardous to rely on the results of an analysis without identifying 
1 
influential points that disproportionately influence an analysis. The pres-
ence of influential points can lead to significant bias in study results. People 
may be misled if their decisions are based on parameter estimates that are 
unduly influenced by one or more unusual observations. In view of this, it 
is noteworthy to identify influential points in any statistical analysis. The 
identification of influential observations with different natures has been well 
documented in regression literature (see, e.g Cook & Weisberg, 1995; Hadi 
& Simonoff, 1993) and multivariate analysis (see, e.g Atkinson, 1994; Hadi, 
1992). On the contrary, it receives less attention in the literature of SEM. 
Specifically, emphasis in the literature of multivariate model has been placed 
on the identification of influential points that influence the estimate of the 
location parameters. However, the identification of observation that has a 
deleterious effect on the estimation of SEMs has been overlooked, although 
some initial works have been given by Cadigan(1995) and Lee & Wang(1996). 
In the present study, we develop a procedure to identify influential observa-
tions that substantially influence the estimation of SEMs. 
The deletion approach is one popular approach in the influence analysis 
literature. It develops diagnostic measure by measuring the change of chosen 
quantities due to excluding a specific observation in the data set from an 
analysis. Four typical diagnostic measures that receive particular attention 
in the context of SEM are: (see, Mullen, Milne & Doney, 1995): 
1. Bollen's a^i(Bollen, 1987): The distance of an individual case from the 
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mean value of all other cases. 
2. Cook's Distance: The distance between parameter estimates based on 
the full and reduced data sets. 
3. Observed Covariance Ratio: The absolute value of the ratio of the de-
terminants of the original covariance matrix and the covariance matrix 
deleting a single observation i. 
4. Likelihood distance: The difference between log likelihoods of the full 
and reduced data sets. 
In the current study, emphasis is placed on the Confirmatory Factor 
Analysis (CFA) model which is a special case of SEM. The General model 
for CFA can be represented by 
：^  二八：r<f + (^， (1 .1) 
where x is a vector of observed variables, ^ is the latent factor, 5 is the errors 
of iiieasurement, and k工 contains factor loadings. There are two assumptions 
ill this model, E[6) = 0 and 二 0 respectively. With (1.1)，the covari-
aiice matrix of x can be constructed as a function of 0, where 6 contains all 
of the unknown model parameters. Specifically, covariance matrix may be 
decomposed a�s a function of A .^, 4) and 9,5 denoted as 
= A x ^ A ； + e<5 , (1.2) 
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where ^ is the covariance matrix of and B^ is the covariance matrix of S. 
Based on this CFA model, the likelihood distance is adopted to develop a 
diagnostic measure. Details are presented in Chapter 2. Likelihood distance 
is computed for each observation, then an observation with relatively large 
distance will be classified as an influential point. As influential points are de-
tected directly with reference to the magnitude of the distance, the method 
is called a one-step method. One-step method is powerful when the data 
contains only one influential point. However, its power decreases drastically 
if more than one influential points exist in the data set. This loss of power 
is usually due to what are known as the masking and swamping problems. 
Masking occurs when an outlying observation is undetected because of the 
presence of another, while swamping occurs when "good" observations are 
incorrectly identified as iiifliieiitial points because of the presence of other 
observations. Sometimes, masking effect refers to Type II error and swamp-
ing effect refers to Type I error. There are several approaclies to tackle these 
problems. Multiple deletion method is convincing but may not be feasible 
due to the iiisunnoiintable iiuiiiber of coinhiiiations. Robust methods lia.v(� 
l)eeii widely developed under the contexts of linear regr(\ssi()ii and the (lot(�(:-
tioii of multivariate location iiifiiieiitial points (s(h、，e.g. Roiisschmiw & van 
Zoinereii, 1990; Hadi, 1992; Hawkins & Siiiioiioff, 1993; Peiia & Yohai, 1999), 
and have been recently generalizocI to structural of|iiati()ii modeling (Yuan 
k Rentier, 1998a,b; Yuan, Chan k Beiitler, 2000). Stq)piiig searching ap-
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proach, on the other hand, is another popular approach that has received 
considerable attention in diagnostic literature. 
Stepping techniques are usually classified into two general categories, 
namely, the backward stepping and the forward search procedures. A back-
ward stepping procedure starts with a large basic subset (usually the entire 
data set), and then reduces the size of the subset by deleting the most ex-
treme influential point. On the other hand, a forward search procedure (see, 
e.g Hadi, 1992; Atkinson & Mulira, 1993; Atkinson, 1994) starts with an "in-
fluential point free" small basic subset, then continues to increase the size of 
the subset by adding s observations to the basic subset, usually s 二 1. The 
process is terminated when it meets the specified stopping criteria. Different 
stopping criteria have been adopted for different steeping procedures. For in-
stance, Hadi(1992) uses the forward algorithm starting from robust estimates 
of the means and covariances for calculation of the initial Mahalanobis dis-
tances, his forward search procedure terminates when m is the median of the 
number of observations. Atkinson & Mulira (1993) adopts the same forward 
search procedure, but continues the algorithm until m 二 N. 
In the current study, Atkinson & Mulira (1993)'s forward search proce-
dure and stopping criteria are adopted. A basic subset of size k < N is 
selected and observations in the subset are used to fit the CFA model. The 
relative distances from each observation to the center of the basic subset 
are then computed, and those observations with relatively large distance are 
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identified with respect to the current basic subset. The basic subset is then 
updated and the sample size is increased by one. The forward search pro-
cedure involves starting with an initial basic subset of size m 二 A; + 1 and 
continuing to update the basic subset up to m 二 TV, the sample size. For 
each updated subset, the CFA model is used to fit the subset. Each fit yields 
a set of relative distances and observations with large distance are identified. 
The pattern of influential points detected as m varies can be displayed in a 
stalactite plot (Atkinson & Mulira, 1993). The stalactite plot gives a com-
prehensive picture about the observations with large distance in relation to 
different basic subsets, and influential points in the data set can be identi-
fied. by studying the stalactite plot. Examples of stalactite plot are given in 
Figure 4.4, 4.6, 4.12, 4.14. 
Chapter 2 introduces some basic diagnostic measures in the context of 
CFA. Chapter 3 presents the details of the two proposed methods, namely 
the one-step method and the forward search procedure. Chapter 4 demon-
strates the practicability of the proposed procedures with data sets taken 
from the literature. Chapter 5 presents results of simulation studies. Chap-




Cook(1986) proposed to assess the influence of an individual case on a 
statistical model using likelihood distance which measures the difference be-
tween log-likelihoods of parameter estimates based on the full and reduced 
data sets. We make use of the Cook's likelihood distance to develop a diag-
nostic measure di which is used to assess the influence of an individual case 
on the estimation of CFA. 
2.1 A diagnostic measure di based on Cook's 
likelihood distance 
Let L{0) be the log-likelihood based on the complete data, where 0 is 
a vector containing all of the unknown and unconstrained parameters of a 
7 
CFA model. A diagnostic measure di is defined as 
d, ^ 2[L{0) - L{el^)]， (2.1) 
A 
where 0 is the ML estimate of 0 based on the complete data, and is the 
A 八 
one-step estimator of 6>闲 while 〜）is the ML estimate of 0 computed without 
the i-th case. For each observation, di value can be computed according to 
(2.1)，and an observation with large magnitude in di will be considered as 
influential point. Methods of getting 9 and 电）in (2.1) are presented in the 
following two sections. 
A A 
2.2 The estimates 6 and 0 � 
Let {xi,Xiv}be a N x q matrix representing a random sample of size N 
on q random variables. Let L{0) be the log- likelihood based on the complete 
data and L�（6>) be the log-likelihood after deleting the i-th case. According 
to Bollen(1989), the log-likelihoods, L((9) and of a CFA model, are 
defined as below: 
-No N N r . 1 
m 二 沉 一 -log — -tr [SS—i(叫 （2.2) 
—iN — Do N - 1 TV — 1 � 1 
〜 ) W = ^ 2 log2n — —^log — ^ ^ t r [外)S-i⑷],(2.3) 
where S is the sample covariance matrix which employs N in the denomina-
tor, S{i) is the sample covariance matrix obtained after deleting the i-th case 
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and E{6) is the covariance matrix of i = 1 , N . E{6) can be decomposed 
in terms of A^；, $ and O^see, Equation (1.2)) and 6* is a vector consisting of 
all unknown parameters in E. The ML estimates 0 a n d � � can be obtained 
by maximizing (2.2) and (2.3) respectively. However, to obtain § � ” for each 
observation is computationally expensive and time-consuming. In view of 
• • • 八 A 1 
this, it is suggested to approximate by a one-step estimator, 
2.3 The one-step estimator,略 
According to Cook and Weisberg(1995), the one-step estimator of �� 
can be obtained by a single step of Newton Algorithm providing that § � i � i s 
not too different from 0 and [ � � is locally quadratic. By considering the 
quadratic approximation of L⑷， 
L⑷⑷-L⑷(句+ (沒—灿遍 + 一 购 歲 e — 0)， （2.4) 
where 丄⑷(句 is the first-derivative of the log-likelihood giving in (2.3) evalu-
ating at ，々and (句 is the second-derivative of the log-likelihood giving in 
A 
(2.3), evaluating at 0. One-step estimator is obtained by maximizing (2.4) 




The j-th element of L � � is given by (Cadigan, 1995) 
續 二 " ^ 丨 “ 
N - l \ ^ i ^ E 1 
二 — 两 ) — 时 如 两 S ) 
and the(j,k)-th element of 么⑷(句 is given by (Lee and Wang, 1996) 
In short, with (2.2) and (2.5), di value can be computed for each observation 




Methods For Identifying 
Influential Observations 
In Chapter 2, the diagnostic measure di has been introduced for assessing 
the change in the log-likelihood due to excluding case i from an analysis. In 
this chapter, two methods will be developed to identify influential observa-
tions in the analysis of CFA model using the proposed measure di. The first 
is a one-step method and the other is a forward search procedure. 
3.1 One-step method 
In the one-step method, di value is first computed for each observation, 
then the observations are ordered from small to large according to the ab-
solute value of di. It is clear that an observation with large magnitude in 
11 
di is an influence observation. However, an immediate question is how large 
di value of an observation is large and it is required to determine a cut-off 
point. 
A method to determine the cut-off point is to undergo a hypothesis testing 
with reference to the distribution of di and a pre-specified Type I error level. 
According to Cook and Weisberg(1995), the di may have an asymptotic chi-
squared distribution with p degree of freedom, where p is the dimension of 
0. However, it may not be feasible to employ this approach in practice. The 
statistics di always fails to achieve the chi-squared distribution with finite 
samples. Moreover, as the null distribution is constructed with an underly-
ing assumption that no influential points are present in a data set; test loses 
its power substantially in the presence of multiple influential points in practi-
cal problem (see, Barnett & Lewis 1984; Bruce & Matin 1989; Hawkins 1980; 
Kianifard & Swallow 1989, 1990 and Marasinghe 1985). Thus, it is usually 
fruitless in attempting to carry out a hypothesis testing with a pre-chosen 
significant level. Besides, the cut-off value is highly susceptible to the num-
ber of influential points in the data, the accuracy of the parameters estimates 
and the distribution of the data (see, Bruce & Matin, 1989; Lawrance, 1991). 
In view of this, the "natural gap approach" has been considered as a sim-
ple, convenient and effective approach (see, Bruce & Matin, 1989; Lawrance, 
1991) to identify influence points. A natural gap can be identified by graph-
ical displays of the di values. In analysis where automation is required, it is 
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possible to identify a, gap by comparing individual di values with the aver-
age of the absolute values. A common practice is to consider an observation 
as influential if the absolute value of di of an observation is greater than 
( y^N I \ 
‘ 1. As influential observations are identified directly with 
reference to the magnitude of d“ this method is called a one-step method. 
3.2 Forward search procedure 
One-step method with the diagnostic measure di is a powerful approach 
for identifying influential point when there is only one influential point in the 
data set. An advantage of this method is that influential points are identified 
in a single step and it is not necessary to re-estimate the model parameters. 
However, the major drawback of this method is that it is susceptible to 
masking and swamping effect. The di may fail to indicate the presence of any 
influential points when many are present. The masking effect may due to the 
influence of unusual observations on the estimates of the sample covariance 
A 
matrix used in estimating 0 (see, (2.2)). As a result, an influential point 
may not possess a relatively large absolute value in di. So, when a group of 
influential points is present, some influential points may be undetected. This 
is known as the masking effect. On the other hand, not all observations with 
large magnitude in di are necessary influential points because some cluster of 
influential points may inflate S away from other "good" observations, yielding 
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large absolute di value for these observations. This is known as swamping 
effect. In order to tackle these problems, one may consider to construct a 
robust diagnostic measure (Atkinson, 1994; Yuan k Rentier, 1998a,b; Yuan, 
Chan & Bentler, 2000)which has a high breakdown point. This means that 
it can resist to a large group of influential points in the data set. Another 
possible approach is to adopt forward search procedure (Hadi, 1992; Atkinson 
& Mulira, 1993; Atkinson, 1994) which considers the m < N observations in 
the basic subset rather than the complete data set. In the current study, we 
employ the forward search procedure to reveal masked multiple influential 
points. 
3.2.1 Idea of forward search procedure 
The forward search procedure considers to split the data set into two 
subsets. The basic subset is supposed to be an outlier-free subset contain-
ing m < N observations, the other is the non-basic subset containing the 
remaining N — m observations. The basic steps of forward search procedure 
are shown as below: 
1. Use m observations in the basic subset to fit a chosen model and esti-
mate the parameters. According to Atkinson & Mulira(1993), m should 
be chosen such that m > k, where k = 1) and p is the dimension 
of 0. In view of the fact that it is likely to encounter the situation of 
14 
noil-full rank covariance matrix when the size of basic subset is small, 
the size of the initial basic subset is chosen as m 二 + 1. 
2. Compute the log-likelihood distance d!- for each observation, d!- is con-
structed in a similar way as di in (2.1), more details are given in the 
next section. 
3. Update the basic subset by selecting m + 1 observations with smallest 
absolute distance d'-. 
t 
4. Fit the model with m + 1 observations selected from Step 3 and obtain 
the parameter estimates. 
5. Compute the log-likelihood distance based on the estimates found in 
Step 4. 
6. Compute the cut-off point and compare the distance of each observation 
with the cut-off point. An observation with its distance larger than the 
cut-off point will be identified as potential influential points. 
7. Repeat Steps 3-6 by increasing the subset size by 1 until it reaches N, 
the sample size. 
3.2.2 The modified diagnostic m e a s u r e , � 
The forward search procedure introduced in the previous section use 
m < N observations rather than the complete data set to fit the model. 
15 
However, di which is introduced in Chapter 2 is constructed based on para-
meter estimates produced by the complete data set and di value is computed 
for each observation by deleting one observation in turn from the data set. 
In the forward search procedure, different sets of parameter estimates are 
produced with reference to different basic subsets. Therefore, we need to 
modify the diagnostic measure di. The modified diagnostic measure d[ is 
constructed as follows. 
Firstly, we denote Lra{0) as the log likelihood based on m observations in 
the basic subset and Lm{i){0) as the log likelihood based on m—l observations. 
Similar to (2.2) and (2.3)，we obtain 
Lm{e) = — jlog � | — jtr [；S-i(叫 (3.1) 
— ( 7 7 7 — 1 777 — 1 777 — 1 p 
Lmii){0) = ^ 2 —27r — -i^log � I — ^ - t r [ � � � ( 叫 ( 3 . 2 ) 
where Sm is the sample covariance matrix of the m observations of the basic 
subset and Sm{i) is the sample covariance matrix of m — l observations based 
on the m — l observations in the basic subset excluding observation i. Sm 
employs m in the denominator and S^m� employs m — 1 in the denominator. 
The diagnostic measure df- for each observations is computed by: 
16 
( 
2 ( 久 - Lrn 二 … i f i G basic subset 
d'i = < 
2 Lm (久n) — Lm (々二+(”）if z G non-basic subset 
(3.3) 
where Lm{d) is given in (3.1), Om denotes the ML estimate of 0 computed 
by maximizing (3.1) and 二々⑷ and 也 + � are one-step estimates.々二⑷ is 
computed from m—l observations, it can be obtained in a manner analogous 
to (2.5) and is given by 
八1 八 / ‘ • A 、 1 . 八 
^m(i) = m^ — (3.4) 
• A 
where Lm(i)(^m) is the first-derivative of the log-likelihood given in (3.2) 
A _ • /N 
evaluating at Om； and Lm{i){Om) is the second-derivative of the log-likelihood 
A A"! 
given in (3.2) evaluating at 6m- On the other h a n d , 没 ; � in (3.3) denotes 
a one-step estimate. It approximates the ML estimate of 0 based on the m 
observations together with the i-th case currently under consideration. To 
obtain the one-step estimator of adding one more observation to the basic 
/N 
subset,沒;⑷，we again adopt the idea of Cook and Weisberg(1995). Suppose 
A A 
(9爪+� is not too different from Om and L财⑷(6>爪）is locally quadratic, then 
the one-step estimator should be close to the fully iterated value. Lm+{i){Om) 
can be approximated as (see, (2.4)) 
17 
+ 没 m — 一 ^ m) • (3.5) 
The one-step estimator is given by the point such that the quadratic approx-
imation (3.5) is maximized. This point is given by 
A / • • A � " 1 • A 
= ^ m - �(没m)) (3.6) 
where Lm+(i)(^m) is the first-derivative of the log-likelihood given in (3.7), 
evaluating at § ‘ , and Lm+(i){Om) is the second-derivative of the log-likelihood 
given in (3.7), evaluating at Om-
L爪+⑷⑷ 二 — 2 兀 一 (州 
777 —1 r 1 
— 力 r 1(約 （ 3 . 7 ) 
2 L J 
where Sm+{i) is the sample covariance matrix of m + 1 observations based 
on the m + 1 observations in the basic subset adding observation i and it 
employs m + 1 in the denominator. In short, with (3.1), (3.4) and (3.6), d[ 
for each observation can be computed according to (3.3). An observation 
with large magnitude in d'^  is identified as potential influential point. 
3.2.3 Initial basic subset 
There are two general approaches for selecting initial basic subset. The 
first is to start with an ordered initial subset that consists of the m obser-
18 
vations with the smallest distances in magnitude (Atkinson & Mulira, 1993; 
Poon k Wong,2000; Wong,2000). The other starts with a random initial 
subset that consists of m observations selected randomly from N observa-
tions (Atkinson & Mulira, 1993; Atkinson, 1994). It is obviously that when 
the observation is selected randomly out of N observations, it is more likely 
to include influential points in the initial subset. The probability of includ-
ing an influential point into the initial subset increases as the number of 
influential point increases. In order to compare whether there is a difference 
between these two approaches, both methods are considered in the current 
study. 
3.2.4 The algorithm of starting with an ordered basic 
subset 
Steps for the first approach of the forward search procedure are shown as 
below: 
Step 1: Initial Subset Selection 
Arrange the N observations in ascending order by comparing the absolute 
values of di. The m observations with smallest di magnitude are chosen to 
form the basic subset, and the remaining N — m observations are used to 
form the non-basic subset. 
Step 2: Model Fitting 
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Fit a CFA Model with the m observations in the basic subset selected in Step 
A 
1, and obtain the parameter estimates, Om-
Step 3: Diagnostic Measure, d!- Computation 
A 八1 八1 
From Step 2, we got Om- Besides, 二⑷ and 二 + � can be obtained by (3.4) 
and (3.6) respectively. As a result, d[ can be computed for each observation 
according to (3.3). 
Step 4: Cut-off Level Determination 
Arrange the observations in the ascending order by comparing the magni-
tude of d!- values. A natural gap approach can be employed to identify the 
potential influential observations. To facilitate automation, the cut-off level 
is set to be 2(iiv = 2 ‘ J. Those observations with \d'-\ greater than 
the cut-off value will be classified as influential points with respect to the 
current basic subset. 
Step 5: Basic Subset Updating 
Update the basic subset by choosing m + 1 observations with smallest mag-
nitude in value. Use the m + 1 observations to fit the CFA model and 
obtain corresponding parameter estimates. 
Step 6: Step Recurrence 
Repeat Steps 3 to 5 until m increases to N, the total number of observations. 
Step 7: Stalactite Plot 
As a result, as m increases from m = ^N + 1 to A ,^ different groups of influ-
ential points are identified with respect to different basic subsets. The results 
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are summarized in a, stalactite plot (Atkinson & Mulira, 1993). The stalactite 
plot gives a comprehensive picture of the pattern of observations in question, 
more details are given in Chapter 4. According to Atkinson & Mulira(1993), 
it is informative to examine the d'- values when m 二 80% and m = 90% of 
the sample size N. Specifically, index plots of d'- values for m 二 80% and 
m 二 90% of N may provide valuable information. 
3.2.5 The algorithm of starting with a random basic 
subset 
A procedure similar to the one in Section 3.2.4 is adopted. Modification is 
made on step 1. In this approach, 50 replicates with different initial random 
basic subsets will be examined. Let n be the number of sets of initial random 
basic subset. Our steps are as below for a set of initial random basic subset: 
Step 1: Initial Subset Selection 
Select m observations randomly out of the N observations as the basic subset, 
and use the remaining N — m observations to form the non-basic subset. 
Step 2: Model Fitting 
Fit a CFA model by using the m observations in the basic subset selected 
from Step 1. 
Step 3-7: Same as the one in Section 3.2.4 
Steps 3 to 7 are the same as those we adopted in Section 3.2.4. 
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Step 8: Potential influential points recording 
Recorded the potential influential points that are identified when m = 80% 
and m = 90% of N. 
Step 9: Recurrence 
Repeat Step 1 to Step 8 by using another set of initial basic subset that is 
generated randomly. As a result, 50 different initial random basic subsets 
will be examined. 
Step 10: Comparison of the results produced by different initial 
basic subsets 
From 50 random initial basic subsets, the occurrence of each observation 
identifying as influential observation for m 二 80% of N and m = 90% of N 
is counted. Points recorded as influential when m 二 80% and m = 90% of 
N for each random initial basic subsets are summarized in two plots. These 
results will be used to examine whether different random initial basic subsets 
will lead to different results. 
After adopting two algorithms, we can compare the result obtained from 
the ordered initial basic subset and that obtained from one of 50 random 





Two data sets taken from the literature have been analyzed using the one-
step method and the forward search procedure. They are the "Open/Close 
Book" data set from Mardia, Kent and Bibby,(1979, p.3) and the "Paper-
Quality Measurements" from Johnson and Wichern,(1992, p. 18). 
4.1 Open/Close Book data set 
The data set consisting of 88 observations(N=88) and 5 variables(q二5) 
was first considered by Tanaka et a/(1991) in the literature of SEM. This 
data set contained marks in five open-and-close-book examinations for 88 
students. Based on Tanaka et a/(1991)'s study, the data set was well-fitted 
by a 2-factor factor analysis model, x = A^ 6. The covariance structure 
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was given by E =八盃A' + 少，where 
八 ， [ A i 入2 0 0 0 ] 不 [ 1 0 _ 
八 = , 否 二 
0 0 As A4 AS 0 1 
匕 J L . 
A path diagram of the described model is present in Figure 4.1. The ML 
<P . 
r * I ( 1 L ^ I 
& r55 
Figure 4.1: The path diagram of the Open/Close Book data set 
estimate of (入i,入2, As, A4,入5，p, ,0ii，,22, 0 3 3 ， 0 5 5 ) was obtained 
via LISREL 8.3 and was summarized in Table 4.1. Note that the sample 
covariance matrix was used to fit this model. Therefore, the result in Table 
4.1 might be different from the one obtained by Tanaka et al where sample 
correlation matrix was used. 
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Table 4.1: Parameter estimates for the Open/Close Book data, 
Parameter ML estimate Parameter ML estimate 
Ai 12.25 知 155.63 
入2 10.38 ^22 65.04 
As 9.83 ^33 16.19 
入 4 11.49 ipu 88.35 
入5 12.52 如 5 141.07 
(j) 0.82 
X^ Statistics 2.07 
P-value 0.72 
The scatter plot of the data set is plotted in Figure 4.2, giving a picture 
on the distribution of observations. While most of the data points exhibit a 
linear and positively correlated pattern between any two variables, there are 
several observations behave differently from the rest of the data set. These 
cases 1, 81, 87 and 88 have been marked with their case numbers for easy 
reference. 
This data set was widely studied in the literature in the context of influ-
ence measure and SEM. For example, using Cook's likelihood displacement, 
and based on the method of ML estimation, Cadigan(1995) identified cases 
2 and 81 as influential points. On the other hand, Lee & Wang(1996) em-
ployed Cook's distance and identified case 81 as the most influential point. 
They also found that cases 2, 23, 28, 33, 54, 56, 61, 66, 87 and 88 possessed 
a relatively large value in Cook's distance. 
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Figure 4.2: Scatter plot of the Open/Close Book data set 
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Now, we use the one-step method and the forward soarcli pi.o(:e(liir(; cur-
rently proposed to identify influential points in this data, set. 
4.1.1 One-step method 
The measure di is employed to assess influential points. The di value for 
each observation is computed and shown in the index plot giving in Figure 
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Figure 4.3: Index plot of di for the Open/Close Book data set 
5.64 is the most influential point. If 2 times the average of the absolute di 
values is chosen as the cut-off point, the cut-off value is 0.3892, then it is 
found that observations 81，87, 88，28, 54, 33, 23, 2, 66, 61, 56 in this order 
are flagged as influential points. These findings agree with those given in Lee 
& Wang(1996). 
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4.1.2 Forward search procedure 
We reanalyzed the data set with the forward search procedure. The size of 
initial basic subset was chosen as m 二 60. Using the procedure described in 
Chapter 3, the data set was analyzed with the two approaches of the forward 
search procedure proposed in Section 3.2.4 and Section 3.2.5. 
4.1.3 Start with the ordered basic subset 
Using the approach proposed in Section 3.2.4, sets of d'- values are com-
puted for m = 6 0 , 8 8 . The stalactite plot is given in Figure 4.4. For each 
basic subset with size m, m二60’...,88, an observation i having its d'- value 
larger than the cut-off value is marked by It is clear from the stalactite 
plot that observation 81 is flagged as influential point for all m. Besides, 
cases 23, 28, 54, 61, 66, 81, 87 and 88 continue to be identified as influential 
cases when m > 65. Case 1 starts to be declared as influential point from 
m : 6 6 up to m=87. When m二88，that is when m = TV, we have di=d[, case 
1 is no longer identified as influential, its effect has been masked because of 
the presence of other extreme influential points. Cases 73, 76 and 77 are 
identified as influential point when m is between 67 and 84. However, their 
effects become undetected when m > 84. It is because that when m increases 
in size, more and more influential points are likely to be included in the ba-
sic subset. These influential cases may substantially affect the parameter 
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estimates，resulting in cases that are influential points cannot be identified. 
m 0 1 2 3 4 5 6 7 8 
1 2 3 4 5 6 7 8 9012345678 9012 345678 901234567 8 9012345678 9012345678 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9012345678 i 
6 0 * 
61 * 
62 * 
63 * • • • 
6 4 * * * * 
6 5 * * 66 * * * * * * * 
6 7 •• 女 • • • • • • •• 68 * • • • 
69 * * * * * * 
70 * * * * * • • * • 
71 • • * • • • * • • * 
72 * * • * * • * * • * * ** 
73 • 
74 • • * * * • • • • • • lr * • • 
75 * • * * • • • 
7 g * • * • * * * • * * * * 
7 7 •• • • • • • • 责 
73 • * * * * * * • * * • * 
79 * * • * • • • • * • • 
g Q • • • • • • • • • -k • • 
g l * * • • • 
82 * * * • * * * * 
83 * * * * * * * 
3 4 • • • • • • • • • 
g 5 • • * • * * 
86 * * * * • • * * * * * * * 
g 7 * • * it * 88 * • * * * * * * 
m 0 1 2 3 4 5 6 7 8 
12 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9012345678 9012 345678 9012345678 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 78 9012345678 i 
Figure 4.4: Stalactite plot for the Open/Close Book data set, starting with 
the ordered basic subset 
Having noted that d[ values computed from a large basic subset are sus-
ceptible to masking effect and those computed from a basic subset with small 
size may lack of representativeness, it is clear that a subset of modest size is 
most informative in the forward search procedure. According to Atkinson & 
Mulira(1993), it is informative to examine the d[ values when m is 80% or 
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Figure 4.5: Index plots of d'- for the Open/Close Book data set, starting with 
the ordered basic subset, (a) for m—7{) and (b) for m=79 
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Figure 4.5(a) shows the index plot of d[ when the basic subset is equal to 
70(80% of the sample size). From the plot, it is clearly that case 81 possesses 
the largest d[ value which is equal to 5.94. Cases 81, 87, 88, 66, 54, 1, 61, 
33, 28, 23, 76，2 and 56 in this order are relatively large and larger than 
the cut-off value=0.6595. Moreover, cases 2 and 56 having 0.67 and 0.66 in 
d[ values are slightly larger than the cut-off value. Figure 4.5(b) shows the 
index plot of d'- when m二79(90%of the sample size). Again, it shows that 
the d'- value of cases 1, 28, 33, 54, 66, 73, 76, 77, 81, 87 and 88 are larger 
than the cut-off value二0.4825• On the other hand, cases 2 and 56 are not 
classified as influential point. In short, by examining these two index plots, 
it is evident that cases 1, 23，28, 33，54, 61，66, 73, 76, 77, 81，87 and 88 are 
potential influential points. The smaller d'- values of cases 1, 73, 76 and 77 
when m — N may be due to the masking effect of other extreme influential 
points. As these observations began to be undected when m is getting larger 
and the values of are decreasing with m, it indicates that there is masking 
effect for these influential observations. On the other hand, it may not be 
appropriate to classify cases 2 and 56 as influential, their large d'- values when 
m = N may be due to the swamping effect of other influential observations. 
As cases 2 and 56 began to be dectected when m is getting larger and their 
values are increasing with m, it indicates that there is swamping effect for 
these two influential points. 
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4.1.4 Start with a random basic subset 
m 0 1 2 3 4 5 6 7 8 
123 4 5678 9012 3 45678 9012 34 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9012 345678 9012 3456789012 3 4 5678 9012 34 5678 9012 345678 i 
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69 * * * * * • * * * * * 
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71 * * * * * * * * * * * * * 
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83 * * * * * * * * * * * * * 
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8 5 * * * * * * * * * * * * * 86 ** * * * * * * * * ** 
8 7 * * * * * * * * * * * * 
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m 0 1 2 3 4 5 6 7 8 
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Figure 4.6: Stalactite plot for the Open/Close Book data set, starting with 
the random basic subset . 
The data set is reanalyzed by selecting the initial basic subset ran-
domly from the entire data set. 50 different random initial basic subsets are 
generated and studied. The 15th random initial basic subset is selected to be 
an example. We first take a look on the stalactite plot of the data set using 
the 15th random subset as the initial basic subset. The plot is presented in 
Figure 4.6. From the plot, observation 81 is detected as influential point no 
matter what m is. Besides, cases 1，2, 23, 28, 33，54，56，61，66，87, 88 are 
continuously identified as influential points for m > 65. Moreover, cases 73, 
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Figure 4.7: Index plot of d'- for the Open/Close Book data set, starting with 
random basic subset, (a) for m二70 and (b) for m=79. 
The index plots of m二70(80% of tlie sample size) and m=79(90% of the 
sample size) for the 15th random basic subset are showed in Figure 4.7. 
Figure 4.7(a) shows that cases 1, 23, 28, 54, 56, 61, 66, 73, 76, 81, 82, 87 
and 88 possess values larger than the cut-off valiie=0.5918. Figure 4.7(b) 
33 
indicates that d[ value of cases 2, 3，23, 28, 54, 73, 76, 77, 81, 87 and 88 are 
larger than the cut-off value=0.4815. 
Influential points recorded for m=70 and m=79 relating to different initial 
random basic subsets are presented in Figure 4.8 and Figure 4.9 respectively, 
where n = 1 , 5 0 denotes 50 different sets of initial random basic subset and 
each '*' represents the corresponding observation having \d[\ larger than the 
cut-off value. 
The frequency tables, Table 4.2 and Table 4.3, give the summary on the 
number of occurrence of each observation classified as influential point out 
of the 50 random initial basic subsets. 
Table 4.2: Frequency table when m = 70(80% of N) 
Observation 28 54 56 61 66 76 81 87 88 23 
Occurrence 50 50 50 50 50 50 50 50 50 49 
Observation 73 1 77 20 2 3 82 34 35 15 
Occurrence 39 31 25 25 20 19 12 11 11 9 
Table 4.3: Frequency table when m = 79(90% of N) 
Observation 54 81 87 88 2 28 66 23 33 73 
Occurrence 50 50 50 50 40 35 35 33 33 33 
Observation 77 76 3 56 61 1 
Occurrence 32 20 20 18 15 13 
From Table 4.2, it is evident that no matter we start with which random 
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Figure 4.8: Stalactite plot for the 50 random basic subset of the Open/Close 
Book data(m == 80%) of N 
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Figure 4.9: Stalactite plot for the 50 random basic subset of the Open/Close 
Book data(m 二 90%)of N 
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initial basic subset, cases 28, 54, 56, 61, 66, 76, 81, 87 and 88 are always 
identified as influential points. The prominent effect of these observations 
is obvious. Besides, cases 23, 73, 1, 77 are also potential influential points. 
The result for m = 79 is presented in Table 4.3. It can be confirmed from 
Table 4.3 that cases 54, 81, 87 and 88 are influential points. Cases 28, 66 
and 23 may also have prominent effects. Moreover, cases 2 and 33 have been 
identified more frequently as influential. On the contrary, the niiinbers of 
occurrence as influential of cases 56, 61 and 76 decreases. These changes 
may be due to the influence of other observations. 
When we compare the stalactite plots of the two approaches of forward 
search procedure plotted in Figure 4.4 and Figure 4.6, not niuch (liffei.(�iice 
is observed. Besides, the results obtained from the search started with a. 
random basic: subset are similar to those obtained from the search start(xi 
with an ordered basic subset. Both searches identified cases 1, 23, 28, 54, 
Gl, 66, 73, 76, 77，81，87 and 88 as iiifliieiitial points and rc^viewed that (:as()s 
2 and 5G possessed large c/- values. Specifically, no matter which raiidoni 
initial basic siihsot is used, the result seoriis similar to t.li(�one start iiig with 
the ordered initial ha^ sic snbsc^t. 
37 
4.2 Paper-Quality Measurements data set 
This example is taken from Johnson k Wichern(1992). The data set 
contains 41(n=41) observations and 30二3) observed variables. These three 
observed variables measure the quality of a paper from three aspects, namely 
density, strength in the machine direction and strength in the cross direction. 
One-factor factor analysis model has been fitted and its covariance structure 
is given by E = A少A' + 屯，where 
= 入2 As ], [ 1 ] , 句 二 diag{ 也 你 } 
The ML estimate of (Ai, As, A3,功 1, V^ s) was obtained via LISREL 8.3 
and the result were listed in Table 4.4. 
Table 4.4: Parameter estimates for the Paper-Quality Measurements data 
set 
Parameter ML estimate 
Ai 0.02 
As 6.75 
入 3 9.03 
•1 0.00 
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Figure 4.10: Scatter plot of the Paper-Quality Measurements data set 
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scatter plot, we can observe that observations exhibit a linear and positively 
correlated pattern between any two variables. Besides, observations can be 
separated into two groups in the scatter plot of density and cross direction 
and the scatter plot of machine direction and cross direction. The first group 
containing cases 16，17，18, 19, 20, 21, 34, 38, 39, 40 and 41 is located at the 
lower left corners and the remaining observations are located at the upper 
right corners. Moreover, there is an unusual observation, case 25 which has 
been marked in the plot. We can observe that it is distant from both groups. 
After having a preliminary concepts on the distribution of the data set, we 
identify influential points by using currently proposed methods. 
4.2.1 One-step method 
T h e inerivSiire d i has been c o m p u t e d bas(、(l on t he (‘()iiipl(、t(、data, sot a n d 
the result is shown in Figure 4.11, plotting d, value against case iiuinb(�r. 
From the plot, a "natural gaj)" can he easily detect l)(�t,w(�pii observation 
25 and the remaining observations. ()ks(�i.vati()ii 25 possossc^s Ui(�largest c/, 
value which is equal to 12.51, th(�i,(�f()i(�it s a i)()t(�iit al iiifluriit ial point. This 
result agrees with what wv id(�ntifk�d from the scattcr plot. Bf'si(l(\s, wh(�ii 
2 times the absolute avomg(�of (!, is 丨is(�d as ciit-oif point，casfs 5 and 19 
are also revealed as iiifinriit ial j) oil its as t heir values ar(�^rcatrr than the 
cut-off value which is equal to 0.8760. Hrnvrvrr, it should !)o iiotod that the 
di value of these cases are only slightly lii^ lu^r than Uu�nit-()ff levfl, it may 
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Figure 4.11: Index plot of di for the Paper-Quality Measurements data set 
not be appropriate to consider them as influential points. To see whether 
these cases really possess a prominent effect, we adopt the forward search 
procedure. 
4.2.2 Forward search procedure 
Another approach, the forward search procedure has been employed to 
reanalyze the data set. The forward search procedure starts with a basic 
subset of size m = k 1 where A: = | of the sample size, i.e m二29 in this 
case. 
4.2.3 Start with the ordered basic subset 
Using the approach proposed in the Section 3.2.4, sets of d!- values are 
computed for m = 29, ...,41. The stalactite plot indicating different groups 
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of influential points for different m is presented in Figure 4.12. Each 
refers to the corresponding observation having d[ value larger than the cut-
off value. From the figure, it is clear that case 25 continues to be identified 
m 0 1 2 3 4 
12 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 i 
29 * * * * * * * * 
3 0 * * * * * • 
31 * * * * * * * • * 
32 * * * 
3 3 • * * * * * * * 
34 * • * 
35 * * * * * * • 
36 * * * 
3 7 * * • • 
38 * * * 
3 9 * * * * 
4 0 * * * * 
41 * • * 
m 0 1 2 3 4 
12 345 67 89012 3 4 5 6 7 8 9 0 1 2 345 67 89012 3 4 5 6 7 8 9 0 1 i 
Figure 4.12: Stalactite plot for the Paper-Quality Measurement data set, 
starting with the ordered basic subset 
as influential point through out all basic subsets. Besides, cases 19 and 5 
are identified as influential in some basic subsets. Moreover, cases 8 and 
12 have the same situation as cases 19 and 5. When cases 8 and 12 have 
been classified as influential points in a basic subset, they are not detected as 
influential points in next basic subset after adding one more observation to 
the basic subset. To identify the reason for such an interesting pattern, we 
examine the scatter plot of density and machine direction in Figure 4.10. We 
observe that case 8 and case 12 which have been marked in the plot are close 
to each other and both of them are located in between of the two separate 
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dumps of observations. As a result, it is difficult to determine which group 
they belong to. It seems that no matter which group they are classified to, 
they behave different from the rest of group members. In view of this, it is 
helpful to investigate the index plots for m 二 33 which is 80% of the sample 
size and for m = 37 which is 90% of the sample size. These two index plots 
are shown in Figure 4.13. 
Figure 4.13(a) shows the pattern of influential points when m = 33 which 
is 80% of N and Figure 4.13(b) shows the pattern of influential points when 
m 二 37 which is 90% of N. From Figure 4.13(a), it reveals that the cases 25, 
12, 15, 16, 8, 18, 19 and 17 in this order possess a relative large \d[\ values in 
comparison to other cases. However, \d[\ values of case 19 is 1.08 which is a 
slightly larger than the cut-off value, 0.8830. Besides, case 5 lies beneath the 
cut-off level. From Figure 4.13(b), it shows that absolute values of of cases 
25, 12, 8 and 41 in this order are larger than the cut-off value, 0.7551. Also, 
case 5 lies beneath the cut-off level. To conclude, both figures show that 
cases 8, 12 and 25 possess larger d'- value when comparing to the remaining 
observations, so they are potential influential points. The small di values of 
cases 8 and 12 for m = TV may be due to the masking effect which occurs 
when an extreme influential point exists in the data set. On the contrary, 
both figures show that cases 5 and 19 do not possess large d'- value. The 
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Figure 4.13: Index plot of for the Paper-Quality Measurements data set, 
starting with the ordered basic subset, (a) for m=33 and (b) for m—37 
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4.2.4 Start with a random basic subset 
The data set is reanalyzed by another approach, starting with a random 
initial basic subset. Similar to the previous example, 50 initial random basic 
subsets have been analyzed, a stalactite plot and index plots of the 5th 
initial random subsets have been presented in Figure 4.14 and Figure 4.15 
respectively. 
m 0 1 2 3 4 
12 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 i 
2 9 * * * * * 
30 * 
3 1 * • • • • 
32 * 
33 • * * * * • * 
34 * 
3 5 * * * * 
36 * * 
2 7 • * * • * 
38 * * * 
2 9 • * * * 
4 0 * * * * 
41 * * * 
m 0 1 2 3 4 
12 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 i 
Figure 4.14: Stalactite plot for the Paper-Quality Measurement data set, 
starting with a random basic subset 
Examining the Figure 4.14，it is clear that case 25 continues to be iden-
tified as influential point. Besides, cases 5 and 19 are sometimes declared as 
influential points, but sometimes they are not identified. Moreover, similar 
situation occurs in observations 8 and 12, they are declared as influential 
points from m二31 to m=39. When m 二 N, both of them are undetected as 
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influential points. It seems difficult to determine whether cases 5, 19, 8 and 
12 are influential points. Therefore, studying d[ values of all observations may 
be an alternative method which is valuable in providing more information. 
Index plots for m 二 33 and m = 37 are presented in Figure 4.15. 
Figure 4.15(a) indicates that d[ values of cases 41, 25, 12, 21, 8，19 and 
5 are larger than the cut-off value二0.9696. However, d[ values of cases 5 
and 19 are 0.98 and 1.09 respectively and they are just slightly larger than 
the cut-off value. Figure 4.15(b) shows that the d'- values of cases 25, 12, 8, 
41 and 19 are larger than the cut-off value二0.8114. However, d'- values of 
cases 19 and 41 are 0.83 and 1.19 which are slightly larger than the cut-off 
value. It is clear that both of the plots show that only cases 8，12 and 25 are 
influential points. By investigating the index plots, we are more confident to 
confirm that both cases 8 and 12 are influential points. However, the relative 
smaller magnitude of di value for cases 8 arid 12 when m = N may be due to 
the masking effects. Besides, the large magnitude of di value of cases 5 and 




csi _ • 
0 
01 - • 
^ ^ -
CD • Cutoff==0.9696 ^ • • 
LO • 
• ^ • • 
• • • • 
) _ _ _ • 垂 拳 _ g - • • • • • • • 春 • • 
I 1 I 1 1 








- - - Cutoff=0.8114* 
•、 • •• ： 、 • 
• • • 
CD — • • 眷 • • • • 
, 1 1 1 ^ ‘ 
O 10 20 30 40 
Case Number 
(b) 
Figure 4.15: Index plot of d'- for the Paper-Quality Measurements data set, 
starting with random basic subset, (a) for m二33 and (b) for m二37 
Influential points recorded for 50 different initial random basic subsets 
when m = 33 and m = 37 are presented graphically in Figure 4.16 and Figure 
4.17 respectively, where n is an index for different initial random basic subsets 
and each represents that the value of the corresponding observation 
is larger than the cut-off value. Both plots show no great difference between 
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different initial random basic subsets. 
The records have been summarized in two tables, Table 4.5 and Table 
4.6, presenting how many times that an observation has been declared as 
influential point out of the 50 random replicates. 
Table 4.5: Frequency table when m二33(80% of N) 
Observation 25 12 41 21 5 15 18 19 8 39 
Occurrence 50 21 20 19 18 18 18 18 15 4 
Table 4.6: Frequency table when m - 3 7 ( 9 0 % of N) 
Observation 25 5 19 12 41 8 39 
Occurrence 47 28 26 18 17 14 8 
From Table 4.5，we can observe that case 25 has been identified as influ-
ential point no matter which initial random basic subset is used. Obviously, 
case 25 is an influential point with prominent effect. Besides, cases 12, 41, 
21, 5, 15, 18，19 and 8 may be potential influential points. However, when 
m increases to 37, the result is presented in Table 4.6, cases 5, 19, 12, 41 
and 8 draw our attention. To interpret, the increase in the numbers of oc-
currence of cases 5 and 19 being classified as influential points may be due 
to the swamping problem. On the contrary, the decrease in the numbers of 
occurrence of cases 12 and 8 may be due to the masking effect. It is obvious 
that when m increases, more and more observations have been included in 
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n o 1 2 3 4 
12 3 4 5 6 7 8 9012 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 i 
1 • • * • 
2 * * * * * * 
3 • • 
4 • • • -k 
5 • • • • * g * • • • * • 
7 ic ir -k • 
8 * * * 
9 • • • • • • • 
1 〇 • • • • 
11 • * • 
1 2 * * 
13 -k -k • • • 
14 • * • • 
15 * 
16 • • • • 
17 • • • • • 
18 * 
19 • * 
2 0 + •k • • 
2 1 * • ic -k 
22 * * * • -A-
23 * 
2 d. -k 
25 • • -k • • • > 
2 5 〜 
27 • -
28 * * * 
29 * 
2 Q • • • • • 
3 1 * * 
3 2 女 • • TT 
3 3 • Sr * Tir 
3 J. • • • 
2 5 • -k • • • -k 
36 * • 
3 7 • • • • 
w> W 
3 9 * * * 
4 0 * * * * * ]_ * * * * 
42 * 
43 * * * 
J, J, 女 • 女 • 
45 • -
： 二 女 • • • • • 
4 7 y ^ :r Sr 
J. C • • • • • 
V C -r ir -k -r 
5G -
II 0 1 2 3 4 
1 2 3 4 5 6 7 6 9 012 3 45678 S 0 1 2 3 4 5 5 7 S 5 Q 1 2 3 4 5 6 : " c S : i i 
Figure 4.16: Stalactite plot for the 50 random basic subset of the Paper-
Quality Measurement data set(m=33, 80% of N) 
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n 0 1 2 3 4 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 S 5 0 1 i 
1 * * * 
2 • • • * 
3 * • * * 
么 * * 
5 * * * * * 
6 * * * * 
"7 • * * * 
8 * * * * 
9 * • * * 
10 * * 
11 * * 
12 * * * 
13 * * * 





9 * • * * 
2 0 * * 
21 * * * * 
22 * * * ， 
2 3 * 
2 ^ * * * * * * 
2 5 * • * * 
2 6 * * 
2 7 
28 * * * * 
2 9 * 
3 0 * * * * 
3 1 * * * 
3 2 * * * ， 
3 3 “ 
34 • “ 
3 5 • * * ‘ 
3 6 ^ 
37 * • * ， 
3 8 * 
3 5 * 
4 0 * 
4 1 • • 
4 2 * * 
M J 
4 5 
4 6 - ‘ 
4 7 - ^ 
• C ‘ ， 
二 C 女 y ^ “ 
5 0 ‘ 
r. 0 2 ：’ 二 . 
12 3 "^5575，二二二 = J - - / c _ 2 J -- - c - c . _ _ 
Figure 4.17: Stalactite plot for the 50 random basic subset of the Paper-
Quality Measurement data set(rn=37, 90% of A') 
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the basic subset and it is more likely to include some influential points. 
Finally, we compare the results of starting with the ordered initial basic 
subset and starting with a random initial basic subset by examining the 
pattern of influential points showed in the stalactite plots in Figure 4.12 and 
Figure 4.14 respectively. They are quite similar. Besides, by looking at the 
index plots of both methods, the results agree. In short, there is not great 




In the previous chapters, we have demonstrated the practicability of the 
proposed procedures with data sets taken from the literature. In this chap-
ter, a simulation study is conducted to investigate the performance of the 
two proposed methods in identifying influential points, namely the one-step 
method and the forward search procedure. Since from the previous chapter, 
we have showed that the two approaches of forward search procedure produce 
similar results, so only the approach of starting with the ordered initial basic 
subset will be considered here. 
5.1 Simulation procedure 
Let N be the sample size and c be the contamination rate of the data set. 
In this simulation study, we will consider three sample sizes, iV=100，200 
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and 500 and two contamination rates, c=5% and 10%. They make up six 
combinations in total. For each combination, 100 replicates will be carried 
out. The procedure of simulation for each replicate is listed as below: 
1. Each replicate contains N 二 N: observations and 5 observed 
variables where Ni 二 N - N ^ c denotes the sample size of 
majority observations sampling from a specified model, and N2 二 7V*c 
denotes the sample size of influential points. 
2. Generate a sample { x i , x a t i } from Ng [0, E"]，where the covariance 
structure is given by = A^^^A^ + ^^ that is similar to the structure 
in the Open/Close Book example. The true parameter values are taken 
as 
“ � 0 . 8 0.85 0 0 0 ] � 1 0 .6-A 二 少o 二 
g 0 0 0.75 0.7 0.65 , 0.6 1 ' 
— 」 L _ 
屯。=diag[OM, 0.2775,0.4375,0.51,0.5775 
The ture values in ^^ are chosen so as all variances of the covariance 
structure are equal to 1. 
3. Generate a sample {^i, ...,^1000} from N [0, 2.25 h] where h is the 5 x 
5 identity matrix and select N�observations which are farthest apart 
from mean of the sample to represent the influential points. 
4. Mix the two samples giving a simulated random sample of size N. 
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5. Employ the procedures described in Chapter 3 to identify influential 
points in a given simulated random sample. 
6. Three basic subsets are selected and studied. They are the subsets of 
size m=SO% of N, m二90% of N and m = N. The former two basic 
subsets represent the result of using forward search procedure and the 
last basic subset of size m — N represents the result of using one-step 
method. Influential points identified from these three basic subsets for 
each replicate are recorded for further study. 
7. Count the number of influential observations correctly identified and 
the number of "good" observations wrongly treated as influential points 
in those selected three basic subsets. 
After running 100 replicates, the following statistics will be computed for 
each combination: 
• The average success rate of identifying influential points for each of the 
three basic subsets. The average success rate 
^ Number of correctly identified influential points ^ 
台 Total number of influential points 
• The average misclassification rate that "good" observations have been 
wrongly treated as influential points. The average misclassification rate 
^ Number of "good" points treated as influential points ^ 
台 Total number of "good" points 
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• The average over the 100 replicates of parameter estimates computed 
from observations that are not classified as influential based on a ba-
sic subset with chosen m. Let ^ be a vector containing all unknown 
parameters of the model. 
沒“二 lJ^(� + ... + C ) 
where ^^  denotes the parameter estimates computed from observations 
that are not classified as influential in the i-th replicate based on a basic 
subset with chosen m. 
• The root-mean-square error of the estimate of the k-th entry of 9. 
( 1 100� ^ 
where Og denotes the parameter estimates computed from observations 
that are not classified as influential in the i-th replicate based on a 
basic subset with chosen m and 9g denotes the true parameter values 
specified in Step 2 to generate the "good" observations. 
• The average of parameter estimates computed from the whole data set 
over the 100 replicates. 
没 沪 + … + 沪 0 0 ) 
where denotes the parameter estimates computed from the whole 
data set in the i-th replicate. 
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Results of the above statistics are given in details in Tables 5.1, 5.2, 5.3, 
5.4 and 5.5 respectively. 
5.2 Results 
In this simulation study, the proposed forward search procedure is adopted 
for each simulated data set. When the size of subset m increases from |7V to 
N, only three subset sizes are selected and studied, they are size of m 二 80% 
of TV, m = 90% of N and m = N. When m = N, that is the whole data set 
is used as basic subset, it becomes the one-step method. Tables 5.1 and 5.2 
show the results of m 二 80% of TV, m = 90% of N and m = TV for different 
statistics. 
Table 5.1 summarizes the average success rates of identifying influential 
points for the six combinations. From the table, we can see that the perfor-
mance of the two proposed methods is better when the contamination rate 
is low and when the sample size is large. Besides, the average success rate of 
identifying influential points increases when the size of basic subset increases 
from 80% of the sample size to 90% of the sample size, however when the 
size of basic subset increases to the sample size, i.e when m 二 N, the av-
erage success rate drops in general. Hence, the performance of the forward 
search procedure is better than that of the one-step method. Therefore, it is 
suggested to adopt a forward search procedure and pay special attention to 
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those points identified as influential by the subset of size m : 90% of N• 
Table 5.2 summarizes the average misclassification rates that "good" ob-
servations have been wrongly treated as influential points for the six combi-
nations. From the table, we can observe that among the six combinations, 
all the average misclassification rates are less than 5%. Such misclassifica-
tion rates are acceptable. Moreover, the misclassification rate is lower when 
the sample size is larger and the contamination rate is higher. The results 
summarized in Table 5.1 and 5.2 are also presented in the graphs of Figure 
5.1. 
We can observe from Figure 5.1 that the performance of the proposed 
methods is better for the basic subset of size rn = 90% of N and rri : N. 
Therefore, only these two basic subsets are selected to study the parameter 
estimates and their root-mean-square errors over the lOO replicates. The 
averages over the 100 replicates of paranietcr estimates computed from ob-
ser vat ions that are not classified as influential in rn = 90% of N and rn 二 N 
are presented in Table 5.3. It shows that the parameter (�stiniat(�s are qiiito 
close to the correspondiiig true values when the coiitaiiiiiiatioii ra.t(�is low. 
When the coiitaiiiiiiation mt.(�increases from 5% to 10%, the accuracy of 
estimates of paniiiieters, j/巧i,...，i/斤,r" drops. 
The root-niean-sqiiare errors of param(�t(�r estimates arc pr�s(�iit(�d n Ta-
ble 5.4. It shows that the root-iiieaii-sciuarc^  errors for all pai.aiii(�t ( s are 
quite similar in relation to two ha.sic subsets with size rn : 90% of X and 
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m = N respectively. Besides, the root-mean-square error is lower when N is 
larger. The results indicate that the estimates are more accurate when sample 
sizes are larger. Moreover, the root-mean-square errors for the parameters, 
入 1 , 入 5 and (j) are similar in the two contamination rates. However, for the 
parameters,也i，...,论55, the root-mean-square errors increase a lot when the 
contamination rate increases from 5% to 10%, especially when N is small. 
This result is reasonable because the average success rate of identifying influ-
ential points drops when the contamination rate increases as shown in Table 
5.1. Therefore, more observations simulated from a distribution with larger 
variance are more likely to be undetected as influential. Hence, the more in-
fluential points are treated as non-influential, the larger will be the variances, 
leading to lower accuracy of the estimates of the parameters ihi ,…無5’ 
Finally, Table 5.5 shows the averages of parameter estimates computed 
from the whole data set over the 100 replicates. From the table, we can 
see when the contamination rate is higher, the parameter estimates have 
larger difference from the true parameter value of "good" observations, es-
pecially for the parameters, This result is reasonable as we mix 
two samples with different variances together and those influential points are 
simulated from a distribution with larger variance. Hence, the more influ-
ential points are included into the data set, the larger will be the variances, 
leading to larger estimate for the parameters 功n,...，V^ 55 in the structure. 
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Table 5.1: The average success rate (%) of identifying influential points 
Contamination Sample Size Size of Basic Subset 
Rate, (c%) (AO m二80% of N m二90% of A' m = N 
5 % 
A^-lOO 70.11 83.13 78.96 
iV=2(X) 78 .59 82.3G 84 .83 
A ^ = 5 0 0 90 .28 92 .96 93 .88 
10% 
A � l ( ) ( ) 57.53 ()2.55 (ii.5() 
•V 二 2()() 02.37 72.11 69. (i5 
A'-oOO 81.02 8(J.91 81.22 
Table 5.2: Th(�av(Ta幻、iiiisclassilicat ion rate ('X ) out of 100 rcplicat ions 
Coiit aiiiiiiat ion Sainph^  Size Si/c of Basic Sul>s(�t 
Hat(N ((•%) (.V) m of A' /// ！)()(;{ "r 乂 川 \ 
5% 
A' 100 1.20 丨.Nl •丄()1 
A' :)()() ’11.") ：',.8() 2.7r, 
A" r,()() :i.7r, :ms 
ur; 
A" 100 l,8(i l.ss O.iif) 
2(){) 1. }() I 
A" ’")()(） 1.1 \：2：\ 1..")：', 
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Figure 5.1: Simulation result, (a) The average success rate(%) of identifying 
influential points for c 二 5%. (b)The average success rate (%) of identifying 
influential points for c = 10%. (c) The average misclassification rate for 
c 二 5%. (d) The average misclassification rate for c = 10%. 
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Table 5.3: The average over the 100 replicates of parameters estimates com-
puted from observations not classified as influential in m 90% of N and 
m = N 
Sample Size 
True N 二 100 N = 200 N 二 500 
0 Value m 二 0.97V m 二 N m 二 0.97V m = N m 二 0.97V m = N 
Contamination rate, c—5% 
入1 0.8 0 . 7 7 6 3 0 . 7 9 0 7 0.7785 0 . 7 7 2 0 0 . 7 5 8 7 0.7533 
入 2 0.85 0 . 8 3 7 8 0.8575 0.8208 0 . 8 2 2 8 0 . 8 1 6 3 0.8119 
入 3 0.75 0.7100 0 . 7 2 4 9 0.7061 0 . 7 1 3 7 0.7000 0.8119 
入 4 0.7 0.6680 0 . 6 8 2 3 0.6520 0 . 6 5 8 3 0.6583 0.7006 
As 0 .65 0 . 6 1 0 4 0 .6236 0 .6052 0 . 6 1 2 4 0 .6168 0 .6548 
4) 0 .6 0 . 5 8 4 0 0 . 5 9 1 7 0 . 6 0 1 7 0 .5954 0 .5931 0 .6167 
V；!! 0 .36 0 . 3 2 6 7 0 .3536 0 .3437 0 . 3 5 3 7 0 .3458 0 .5944 
0 .2775 0 .2348 0 . 2 3 2 2 0 .2652 0 .2594 0 .2568 0 .2633 
7/；33 0.4375 0 . 4014 0.4138 0.4215 0 . 4 2 4 7 0.4133 0.4159 
•仏 0.51 0.4814 0.5109 0.5181 0.5072 0 . 4 8 4 7 0.4939 
^55 0 .5775 0 . 5 6 3 7 0 . 5 8 2 7 0 .5706 0 . 5 5 9 6 0 .5488 0 .5479 
Contamination rate, c二 10% 
Ai 0.8 0 .7898 0 .7686 0 .8046 0 .7782 0 .7850 0 .7704 
入2 0.85 0.8475 0.8796 0.8392 0 . 8 4 8 3 0.8430 0.8260 
入3 0.75 0.7145 0.7074 0.7383 0.7339 0.7346 0.7211 
入 4 0.7 0.6946 0.6939 0.6722 0.6608 0.6854 0.6734 
As 0.65 0 .6259 0 .6514 0 .6244 0 . 6 1 6 7 0 .6385 0 .6227 
(j) 0.6 0.5797 0.5820 0.5915 0.5804 0.5955 0.5930 
V^ii 0 .36 0 .3997 0 .4442 0 .3563 0 .3918 0 .3634 0 .3721 
7/；22 0.2775 0.3170 0 .2606 0.3019 0.2702 0.2701 0.2811 
'033 0 .4375 0 .5045 0 .5193 0 .4645 0 .4612 0 .4413 0 .4465 
论 44 0.51 0.5908 0.5893 0.5487 0.5529 0.5201 0.4465 
0.5775 0 .6420 0 .6107 0 .6130 0 .6145 0 .5803 0 .5804 
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Table 5.4: The root-mean-square error over the 100 replicates of the para-
meters estimate computed from observations not classified as influential in 
m 二 90% of TV and m 二 TV 
Sample Size 
•/V 二 100 TV = 200 TV = 500 
0 m = 0.9N m = N m = 0.97V m = N m = 0.97V m = N 
Contamination rate, c=5% 
Ai 0.1377 0.1295 0.0898 0.0871 0.0682 0.0691 
入2 0 . 1 1 4 8 0 . 1 2 1 9 0 . 1 0 3 6 0.1002 0 . 0 6 8 9 0 . 0 6 7 3 
As 0.1279 0.1126 0.0961 0.0972 0.0711 0.0681 
入4 0 . 1 3 0 7 0 .1201 0 . 0 9 0 9 0.0904 0.0722 0.0704 
入 5 0.1226 0.1153 0.0862 0.0883 0.0623 0.0597 
(f) 0.1250 0.1032 0.0751 0.0751 0.0588 0.0563 
0.1492 0.1464 0.1018 0.0975 0.0621 0.0529 
^22 0.1580 0.1856 0.1116 0.1071 0.0723 0.0602 
•33 0 .1384 0 .1208 0 . 1 0 2 2 0 .0932 0 .0643 0 .0578 
'044 0.1451 0.1288 0.1139 0.0894 0.0645 0.0551 
0.1386 0.1378 0.1123 0.0880 0.0707 0.0631 
Contamination rate, c=10% 
Ai 0.1482 0.1350 0.0995 0.1088 0.0562 0.0589 
入2 0.1436 0.1640 0 . 0 9 7 1 0.1235 0.0539 0.0589 
入 3 0.1385 0.1470 0 . 0 7 4 3 0.0848 0.0505 0.0534 
入4 0.1430 0.1342 0 . 0 8 9 3 0.0970 0 . 0 5 8 7 0.0606 
As 0.1259 0.1504 0.0929 0.0961 0.0548 0.0613 
(f) 0.1248 0.1273 0.0931 0.1016 0.0482 0.0470 
V^n 0 .2779 0 .2269 0 . 1 2 8 7 0 .1525 0 .0636 0 .0623 
0.2010 0.2723 0.1358 0.1226 0.0707 0.0693 
^33 0.1919 0.1969 0.1111 0.1100 0.0625 0.0572 
0.2282 0.2016 0.1532 0.1123 0.0692 0.0642 
V^ ss 0.2214 0.2268 0.1379 0.1155 0.0645 0.0551 
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Table 5.5: The average parameters estimate computed from the whole data 
set over the 100 replicates 
Contamination True value Sample Size 
Rate, c Parameter of "good" obs TV 二 100 TV = 200 N 二 500 
5 % Ai 0 .8 0 .7866 0 .7840 0 .7754 
入 2 0.85 0 . 8 6 6 9 0.8440 0.8268 
As 0.75 0.7320 0.7360 0.7242 
A4 0 .7 0 .6852 0 .6683 0 .6781 
入 5 0.65 0.6325 0 . 6 1 8 7 0 . 6 3 6 7 
小 0.6 0.5839 0.5959 0 . 5 9 5 3 
V^n 0 .36 0 .4841 0 .5079 0 . 5 0 7 2 
如 2 0 . 2775 0 .3501 0 .4024 0 .4286 
0.4375 0.5766 0.5723 0.5790 
知 0.51 0 . 6 9 2 7 0 . 6 8 4 7 0.6818 
机 5 0.5775 0.7366 0.7271 0.7215 
1 0 % Ai 0 .8 0 .7520 0 .7685 0 .7524 
入 2 0.85 0 . 8 3 8 7 0,8241 0.8026 
入 3 0.75 0 . 6 8 6 7 0.7302 0.7069 
入 4 0.7 0.6818 0.6432 0.6638 
入5 0.65 0.6468 0.6062 0.6169 
小 0.6 0.5860 0.5926 0.6072 
XIju 0.36 0.6534 0.6640 0.6644 
^22 0.2775 0.4338 0.5549 0.5882 
^33 0 .4375 0 .7513 0 .7014 0 .7384 
0.51 0.8352 0.8414 0.8536 




In this study, we develop a measure di (2.1) by adopting Cook's likelihood 
distance. Due to the fact that to obtain �� for each observation is compu-
tationally expensive and time-consuming, one-step approximation of �� is 
used in formulating di. One-step approximation can be obtained by a single 
step of Newton Raphson Algorithm providing that �� is not too different 
A 
from 9. Therefore, if an observation has a large influence on the estimation, 
then delete this observation will affect the estimation a lot, and 知）will be 
A 
quite different from 0. Cook(1986) pointed out that the accuracy of one-step 
estimator will likely to be lower when an observation has a large influence on 
the estimation. When accuracy is of primary concern, it may not be appro-
priate to use the one-step estimator and it becomes necessary to compute �� 
directly. However, in most practical problems, an accurate approximation of 
/S A A 1 is not needed as long as 0 — 0知)and also di are sufficiently large to draw 
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our attention for further consideration. 
In order to facilitate automation in the forward search procedure, the 
constant 2(1^ has been employed as a cut-off point to determine whether an 
absolute d'- value of an observation is large enough to be considered as influ-
ential point. While the value d^ is an absolute average, the use of a cut-off 
value, 2dN obtained by multiplying the absolute average by a constant 2 is 
rather arbitrary. Other constants can be used. Nevertheless, the deleterious 
effect of such an arbitrary use of the value 2dN can be eliminated by exam-
ining index plots of the value d'- for m 二 80% and m = 90% of N where the 
natural gap approach can be adopted to identify influential observations. 
According to Atkinson & Mulira(1993), the size of the starting basic 
subset m should be chosen such that m > k where k 二 知 + 1) and p is the 
dimension of 0. However, when we employed the forward search procedure 
starting with an initial basic subset with size m 二 /c + 1 in analyzing the 
Open/Close Book data set, we encountered the problem of singularity of 
E(^). As a result, the measure d'- could not be computed. To handle this 
problem, one may consider to use the method proposed by Hadi(1992) to 
obtain an estimate of covariance matrix which is not singular. However, in 
practical applications, a simpler way to tackle this problem is to start with 
a basic subset of larger size. As our attention is paid to subsets with size 
m > 70% (AN, it is feasible to start with a larger m value. Therefore, we 
have employed m 二 !iV + 1 in our study. 
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The forward search procedure can be adopted in a data set with very 
large N, but a stalactite plot may not be feasible. An alternative method 
to this problem is to construct the most informative portion of the stalactite 
plot, say starting with m > 70% of N and to neglect those observations that 
are obviously non-influential. 
In our simulation study, we just consider the case where all variances are 
equal, the case with different variances may also be considered. Besides, only 
six combinations of sample sizes and contamination rates are studied, differ-
ent sample sizes and contamination rates may also be considered. Moreover, 
only three basic subsets are selected and studied, more basic subsets can also 
be studied in order to better reveal the pattern of influential points. 
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