Abstract. We compute the Betti numbers and describe the cohomology algebras of the ordered and unordered configuration spaces of three points in complex projective spaces, including the infinite dimensional case. We also compute these invariants for the configuration spaces of three collinear and non-collinear points.
Introduction
The ordered configuration space of n points F (X, n) of a topological space X is defined as F (X, n) = {(x 1 , x 2 , . . . , x n ) ∈ X n | x i = x j for i = j}.
The symmetric group on n letters acts freely on this space and its orbit space is the unordered configuration space, denoted by C(X, n). The induced action on the cohomology algebra (with rational coefficients) H * (F (X, n)) has as the invariant part the rational cohomology of C(X, n).
For X a smooth complex projective variety, I. Križ [K] constructed a rational model E(X, n) for F (X, n), a simplified version of the Fulton-MacPherson model [FM] . Let us remind the construction of Križ. We denote by p * i : H * (X) → H * (X n ) and p * ij : H * (X 2 ) → H * (X n ) (for i = j) the pullbacks of the obvious projections and by m the complex dimension of X. The model E(X, n) is defined as follows: as an algebra, E(X, n) is isomorphic to the exterior algebra with generators G ij , 1 ≤ i, j ≤ n (of degree |G ij | = 2m−1) and coefficients in H * (X) ⊗n modulo the relations
The differential d is given by d| H * (X) ⊗n = 0 and d(G ij ) = p * ij (∆), where ∆ = w ⊗ 1 + . . . + 1 ⊗ w ∈ H * (X) ⊗ H * (X) denotes the class of the diagonal and w ∈ H 2m (X) is the fundamental class. This model is a differential bigraded algebra E(X, n) = k,q E k q (X, n): the lower degree q (called the exterior degree) is given by the number of exterior generators G ij , and the upper degree k is given by the total degree. The multiplication is homogeneous and the differential has bidegree therefore the cohomology algebra of the configuration space, H * * = H * * (F (X, n)), is a bigraded algebra and we will compute the two variable Poincaré polynomial P F (X,n) (t, s) = k,q≥0
The canonical basis for the Križ model is given by products of exterior elements G I * J * = G i1j1 G i2j2 . . . G iq jq , where I * = (i 1 , . . . , i q ), J * = (j 1 , . . . , j q ), satisfying i a < j a (a = 1, 2, . . . , q) and j 1 < j 2 < . . . < j q , with scalars x * = x 1 ⊗ x 2 ⊗ . . . ⊗ x n (the factors belong to a fixed basis of H * (X)), and x j = 1 if j ∈ J * , see [B] , [BMP] or [AAB] for more details).
The symmetric group S n acts on each bigraded component E k q (X, n) by permuting the factors in H * (X n ) = H * ⊗n and changing the indices of the exterior generators (see [FM] and [K] ): for an arbitrary permutation σ ∈ S n σ p * 1 (x 1 ) . . . p * n (x n )G I * J * = p * σ(1) (x 1 ) . . . p * σ(n) (x n )G σ(I * )σ(J * ) .
The differential is equivariant (see [AAB] ), and therefore we can split the differential algebra (E In [FTh] Felix and Thomas proved that for even dimensional closed manifold M the rational Betti numbers of C(M, n) are determined by the graded cohomology algebra H * (M ; Q), and, as an application, they computed the Betti numbers of C(CP 3 , 3). A presentation of the rational cohomology of C(CP 2 , n) appears in [FT] by analyzing the S n -invariant part of the spectral sequence converging to H * (F (M, n)), introduced by Cohen and Taylor [CT] ; see also [FOT] . In [S] Križ model and some natural fibrations are used to compute H * (F (CP m , 2)) for an arbitrary finite m and H * (F (CP m , 3)) for m ≤ 4. In [FZ] Feichtner and Ziegler described the cohomology algebra of F (CP 1 , n) with integer coefficients. The symmetric structure of H * (F (CP 1 , n)) was considered in [AAB] . In this paper we analyze the cohomology of various configuration spaces of three points in complex projective spaces CP m for m ≥ 2, including the infinite dimensional space, using the representation theory of the Križ model and some associated spectral sequences.
In Section 2 we describe the symmetric structure of the Križ model E * * = E * * (CP m , 3). The irreducible modules corresponding to the partition λ will be denoted by V (λ), as in [FH] . The multiplicities of the irreducible S 3 -modules in E k q are given in terms of partitions and bounded partitions of an integer into three parts, see Proposition 2.1. Explicit formulae for these numbers are given in the Appendix. In the stable cases, m ≥ 5, the pairs (k, q) with non-zero E k q (λ) and those with non-zero H k q (λ) are given in the next diagrams (the former pairs are marked with small circles and the latter with bullets; the dots mark the places where E k q = 0 and E k q (λ) = 0). 
3-points configuration spaces
In Section 3 we compute the Betti numbers of each isotypical part of E * * (CP m , 3). Summing up their Poincaré polynomials we obtain Theorem 1.1. The two variable Poincaré polynomial for the ordered configuration space F (CP m , 3) is given by:
In this theorem and the next ones we use the notation
In the Appendix one can find the proof of following:
Corollary 1.2. The sequences of even and odd Betti numbers of the configuration space F (CP m , 3) and also the sequences of its isotypic parts are unimodal:
In Section 4 the multiplicative structure of the cohomology algebras H * (F (CP m , 3)) and H * (C(CP m , 3)) is analyzed.
Theorem 1.3. The cohomology algebra H * (F (CP m , 3)) has the presentation (as a graded commutative algebra):
From the Newton's version of the fundamental theorem of symmetric polynomials, there are uniquely defined polynomials P k ∈ Q[X 1 , X 2 , X 3 ] such that
3 ), and these are used in Theorem 1.4 and in Section 4. Theorem 1.4. The cohomology algebra H * (C(CP m , 3)) has the presentation (as a graded commutative algebra):
where |τ i | = 2i (i = 1, 2, 3), |η| = 4m − 1 and P k = P k (τ 1 , τ 2 , τ 3 ).
In the next Section we describe the "stable cohomology" of the configuration spaces: as the limit lim m F (CP m , n) = F (CP ∞ , n) has the homotopy type of (CP ∞ ) n , see Theorem 5.1, we obtain Theorem 1.5. The cohomology algebras of the ordered and unordered configuration spaces of the infinite complex projective space are given by
where |x i | = 2 and |σ i | = 2i. and the corollary Corollary 1.6. The inclusion CP m ֒→ CP ∞ induces an isomorphism
In Section 6 we compute the Betti numbers of the spaces of configurations of three collinear points and configurations of three non-collinear points (see [BP] for the fundamental groups of these spaces):
Theorem 1.7. The Poincaré series of the space of configurations of three collinear points in CP m is given by:
in the finite case. If m is infinite we have
Theorem 1.8. The Poincaré series of the ordered configuration space of three non-collinear points in complex projective space is given as:
The equation a + b + c = k (a, b, c are non-negative integers) has three types of solutions: the first type when a, b, c are pairwise distinct, the second type when the set {a, b, c} has two elements, and the third type when a = b = c (if 3 | k). The symmetric group S 3 acts on the set of triplets (a, b, c) and linearizing this action we find the next S 3 -modules corresponding to the three types:
We denote by P 3 (k) the cardinality of partitions of k into three non-negative parts
and also by P 3,≤m (k) the cardinality of bounded partitions
See the Appendix for the computation of these numbers and some of their elementary properties.
In the next statement we will use the notation r 3 (k) = 1 if 3|k and 0 otherwise;
, where |x| = 2; the canonical basis is {1, x, . . . ,
Proposition 2.1. The non-zero bigraded components E k q are decomposed into irreducible S 3 -modules with multiplicities from the following table:
Proof. All the cohomology classes in H * are of even degree, hence E k q = 0 if k+q ≡ 1 (mod 2). For large values of k we use the S 3 -equivariant Poincaré duality, see [AAB] .
0) The action of S 3 on E 2k 0 is equivalent with the action on the set of non negative solutions of the equation a + b + c = k, a, b, c ≤ m and the decompositions of the three types were given above. The multiplicity µ 1,1,1 (k) is given by the number of solutions of the equation
and this number equals the number P 3,≤m (k) minus the number of solutions of the equation
and this gives the interval max{0,
2 ). The second formula is a consequence of the bijection (a, b, c) a
The multiplicity µ 2,1 (k) is given by the total number of solutions of the first two types, P 3,≤m (k) − r 3 (k), plus the number of solutions of the first type, µ 1,1,1 (k).
1) The elements of the canonical basis E (2m−1)+2k 1 correspond to the marked graphs ( [AAB] for a marked version of the graphs introduced in [LS] ). The possible marks (h ′ , h ′′ ) are (0, k), (1, k − 1), . . . , (k, 0) and the corresponding marked graphs are:
The transposition (12) preserves the first marked graph and the 3-cycles have no contribution to the trace, hence the character of this representation gives the decomposition V (3) ⊕ V (2, 1).
2) For E
we have a unique type of associated marked graphs, (Γ (3) , x h1 ), giving the irreducible module V (2, 1):
Computing the differentials
For three points in CP m we have the decomposition
1 ) corresponding to the three partitions of 3. We analyze the properties of the differential in each of these three components.
Proof. We introduce filtrations on both E (2m−1)+2k 1
It is obvious that {v α | |α| = m+k} is a basis of E 2m+2k 0 (3). Using the lexicographic order on α's we define an increasing filtration on E 2m+2k 0 (3) by
3-points configuration spaces
We choose the basis of the module E (2m−1)+2k 1 (3) given by:
We define an increasing filtration on E (2m−1)+2k 1 (3) in two steps:
The leading monomial of d(δ a ) is given by the projection of d(δ a ) on the monomials containing x m or x m−1 on the first position:
On the other hand,
as the leading monomial. These computations imply the injectivity of the map induced by the differential d between the graded modules associated to the filtrations (D * , G * ) and T * :
Proof. We consider the basis of the module E (2m−1)+2k 1 (3) given by the vectors σ a and δ a , where ⌈ k 2 ⌉ ≤ a ≤ m and the same filtration as defined in the previous lemma. We prove that the induced map on the hyperplane G m−1 is injective. Similar computations for the leading terms in the differentials of the elements of the basis {σ * , δ * } give that the differential of δ a , for a = m, has the highest term
On the other hand, the leading monomial in the differential of σ a is x m ⊗ x a ⊗ x k−a . Thus the leading monomials do not interfere except the ones corresponding to δ m and σ m and the differential is injective on the hyperplane
0 (3) is injective since both the spaces are one dimensional and the differential is not zero. In this case the unique generator is
(3). More generally, the right side of the trapezoid E * * is acyclic, see [AAB] .
The coordinates of the vector W in the next lemma correspond to the frame
is one dimensional and is generated by the vector W = (2m, 2m − 3, 2m − 6, . . . , −m + 3, −m).
Proof. From the previous lemma the dimension of the kernel is ≤ 1, and now we compute the differential of W :
appears at most once in the differential of each of the rows of W , and the total sum of its coefficients equals
Hence dW = 0 and the kernel of d :
Proof. Multiplying the cocycle W ∈ E (2m−1)+2m 1 (3) by the symmetric scalar
, we obtain an S 3 invariant cocycle which is not zero, since the coefficient of x m ⊗1⊗x k G 12 in t k W is 2m+2(2m−3k) = 6m − 6k, which is non-zero for k = m.
Remark 3.6. The element t m W is also a cocycle, but t m W = 0. Now we can compute the Poincaré polynomial for the unordered configuration space C(CP m , 3):
Proposition 3.7. The Poincaré polynomial of the unordered configuration space C(CP m , 3) is given by: where, in the second expansion, the coefficient of t 6m−12 is stable for m ≥ 5 (the coefficient of t 6m−14 is stable for m ≥ 6 and the first terms for m ≥ 10).
Proof. The proof follows from the computations of the multiplicity of the trivial representation V (3) in E (2m−1)+2k 1
and E 2k 0 in Section 2 and the Lemmas 3.1 and 3.5. For k = 3m − l, 0 ≤ l ≤ 6, we have P 3,≤m (k) = P 3,≤m (l) so
which is zero for 0 ≤ l ≤ 5; for l = 6 and m ≥ 6 we have P 3,≤m (6) = 7, giving β 6m−12 = 1. For m = 5 the monomial t 18 belongs to the second sum and its coefficient is 1. The initial terms in the second expansion are stable for m ≥ 10: P 3,≤m (10) = P 3 (10).
Remark 3.8. For m = 2, 3, 4 we have
The differentials of the (2, 1)-component have similar properties.
Proof. The space E (2m−1)+2k 1 (2, 1) consists of copies of V (2, 1), V a (where a runs from 0 to k), generated by vectors of the form:
These filtrations are compatible with the symmetric structure and
We show that the differential induces an injective map between associated graded S 3 -modules: the matrix of the induced differential from
contains the following block given by the coordinates of
is greater or equal to 3. By Schur lemma dim d(V i V i−1 ) = 4, hence the "graded" differential is injective. In the very special case of an even k, i = k 2 , the component V i V i−1 ∼ = V i + V k−i has dimension 2, the differential is non-zero, hence injective.
Lemma 3.10. For m ≤ k ≤ 2m, the dimension of the space of cocycles in the space E (2m−1)+2k 1 (2, 1) is at most two.
Proof. In the proof we use the method of Lemmas 3.2 and 3.9. We will show that the differential is injective on a subspace of codimension two, W, using an associated graded morphism. In the case k = 2m, W = 0 and the injectivity is obvious. Let us define the V (2, 1) submodules
The filtrations are compatible with the differential and the symmetric structure. The associated graded differential
is given by the matrix in the proof of Lemma 3.9;
3) in the special case of an even k and 2i = 2m − k, the component W i W i−1 has dimension 2 and the differential W i W i−1 → N i N i−1 is non-zero, hence injective by Schur lemma.
Lemma 3.11. For m ≤ k ≤ 2m, the space of cocycles in E (2m−1)+2k 1 (2, 1) is two dimensional and it coincides with the space of coboundaries.
Proof. This is a consequence of the previous lemma and of the fact that the differential d : E 2(2m−1)+2j 2 (2, 1) ∼ = V (2, 1) → E (4m−1)+2j 1 (2, 1) is non-zero for 0 ≤ j ≤ m, hence the space of coboundaries has dimension two, by Schur lemma.
In the next two propositions, the term corresponding to ⌊ 3m 2 ⌋ and the term corresponding to ⌈ 3m 2 ⌉ should be taken only once for m even. Proposition 3.12. The Poincaré polynomial of the (2, 1) component of the cohomology H * (F (CP m , 3)) is given by:
where the coefficients in the second expansion become stable for m ≥ 5.
Proof. This is a direct consequence of dimensions counting for E * * (2, 1) in Section 2 and the previous three Lemmas. The coefficients in the second expansion are computed using Proposition 2.1 and the Appendix.
Remark 3.13. For m = 2, 3, 4 we have: , 3) ) is given by:
Proof of Theorem 1.1. The Poincaré polynomial of E *
is the Poincaré polynomial of the Arnold algebra (C, 3) ), see [A] . From the previous Lemmas the Poincaré polynomials of the spaces of cocycles in E * 1 (3) and E * 1 (2, 1) are given by:
Thus we have
and a straightforward simplification gives the result. In Section 1 the (k, q) supports of E * * and H * * are drawn for each of the three types of S 3 -modules and for the stable cases: m ≥ 5.
Algebra structure of the cohomology
The configuration space F (CP m , 3) is the total space in two natural fibrations:
see [FN] . If X is a connected manifold,
• X and
X denote the spaces X \ {one point} and X \ {two points} respectively. For m = 3 and m = 4 the spectral sequences associated to these fibrations are used in [S] to reduce long computations with the Križ model. Using the Poincaré polynomial of F (CP m , 3), Theorem 1.1, we can describe the structure of the Serre spectral sequences corresponding to these fibrations, proving some conjectures from [S] . The terms of spectral sequences will be written in bold characters E * , * * . We will use the notation r m (x, y) = x m + x m−1 y + . . . + y m and C m (t) = r m (1, t 2 ) = 1 + t 2 + . . . + t 2m . The cohomology of the fibers are given in the next lemma: 
with |y| = 2, |z| = 2m − 1. Its Poincaré polynomial is given by
b) The cohomology algebra of F (
• CP m , 2) has the presentation:
with |y| = |z| = 2, |u| = 4m − 3. Its Poincaré polynomial is given by
Proof. a) Obviously
• CP m ≃ CP m−1 and the Mayer-Vietoris sequence for the de-
gives the Betti numbers and the algebra mor- We show that the two spectral sequences have a nontrivial differential at a unique place: for the first fibration, the "first" differential, d 2 , and for the second one, the "last" differential, d 2m , are non zero.
Proposition 4.2. The Serre spectral sequence of the fibration
collapses at E * , * 3 . Proof. The cohomology algebra of the base is a simple consequence of the Križ model (one can see [S] , Theorem 1,2): its Poincaré polynomial is:
All the differentials in the lower rectangle (4m − 2) × (2m − 2) are zero for degree reason. From 1.1 the (6m − 5) th Betti number of F (CP m , 3) equals 1, therefore E 4m−4,2m−1 2 should contain a cocycle, and this implies that
where at least one of the complex numbers λ, µ is non zero. As a consequence, the differential
is injective for i = 0, . . . , 2m − 2 and surjective for i = 2m − 2, . . . , 4m − 2 because the matrix of d 2 with respect to the bases {x j ⊗ x i−j ⊗ z} and {x j ⊗ x i−j ⊗ y m−1 } contains two triangular blocks, at least one of maximal rank:
Computing the Poincaré polynomial of the term E * , * 3 we find
the same with P F (CP m ,3) (t).
Proposition 4.3. The Serre spectral sequence of the fibration
Proof. In the proof we will use complex coefficients (necessary for the given pre-
2); C)); the structure of the differentials in the spectral sequence with complex coefficients gives the same structure for the rational spectral sequence.
Like in the previous proof, non zero differentials could appear only on the top horizontal line E * ,4m−3 * , the remaining classes having even degrees. Its first Poincaré polynomial is P E * ,4m−3 2 (t) = t 4m−3 + t 4m−1 (1 + t 2 + t 4 + . . . + t 2m−2 ), whose second part equals the Poincaré polynomial of the odd cohomology of the space F (CP m , 3). Therefore 1 ⊗ u ∈ E 0,4m−3 * has a non zero differential and x k ⊗ u must be a cocycle for k = 1, 2, . . . , m. E * , * 2m :
All these imply that
and also that
In the second part of this section we give a presentation of the cohomology algebras of the ordered and unordered configuration spaces.
Lemma 4.4. The subalgebra of cocycles Z * * (CP m , 3) in E * * (CP m , 3) has the presentation (as a graded commutative algebra):
Proof. From Lemmas 3.4, 3.5 and 3.11 the algebra of cocycles has three generators x ⊗ 1 ⊗ 1, 1 ⊗ x ⊗ 1, 1 ⊗ 1 ⊗ x in degree two and three other generators in higher degrees, W ∈ E 4m−1 1 (3) and V 1 , V 2 ∈ E 4m−1 1 (2, 1), where
From the algebra B with the above presentation, we define a map θ : B → Z * * by a i → p * i (x), w → W, v j → V j , and this is well defined because:
1) x m+1 = 0 implies θ(a m+1 i ) = 0 and, from Remark 3.6, θ(s m w) = t m W = 0; 2) for every i = 1, 2, 3, the product p *
3) the cocycles W V i and V 1 V 2 must be zero due to injectivity of d : E * 2 → E * 1 ; 4) the polynomials t 2 1 W and 3t 2 W are symmetric, so it is enough to compute the coefficients of G 12 : we find the same value
and in a similar way, the coefficients of G 12 in t 1 t 2 W and 3t 3 W coincide:
5) a basis of the three dimensional space Z 4m+1 1 is given by the cocycles t 1 W ,
The map θ is surjective because the generators {p * i (x)} i=1,2,3 , {V j } j=1,2 and W belong to the image. The restriction of θ to B 0 , the subalgebra generated by {a i } i=1,2,3 , is injective. The defining relations of B show that each homogenous component of B 1 , the ideal generated by the elements w, {v j } j=1,2 is the span of the elements s
= 2) and θ is an isomorphism.
Proof of Theorem 1.3. Let us denote by A the graded commutative algebra
where |α i | = 2 and |η| = 4m − 1. We define the algebra morphisms ϕ, ψ 0 and ψ
and we show that ϕ is surjective and ψϕ = id A .
The morphism ϕ given by
3) ϕ((α 1 − α 2 )η) = 0 is a consequence of the following computation
and similarly for the relation ϕ((α 1 − α 3 )η) = 0; 4) ϕ(α
and this product is represented by the coboundary
The even part of the cohomology is generated by [p * i (x)] i=1,2,3 and its odd part by [t k W ], see Lemmas 3.5 and 3.11, therefore ϕ is surjective.
The algebra morphism ψ 0 : B → A given by a i → α i , w → η, v j → 0 is well defined: 1) ψ 0 (a 
, and similarly for (s 1 s 2 − 3s 3 )w; 5) the last three relations in B are sent to zero because v j → 0 and α 1 η = 1 3 τ 1 η. The morphism ψ 0 annihilates the inverse image of the ideal of coboundaries in Z * * , hence it induces the algebra morphism ψ : V 2 ) )) = 0. Finally, the composition ψϕ leaves fixed the generators of A, hence ψϕ = id.
In the next lemmas and their proofs the rational polynomials P k are defined in Section 1: if
, and σ 1 , σ 2 , σ 3 are the Viète polynomials expressed in terms of Newton polynomials:
Lemma 4.5. The algebra of S 3 -invariant cocycles has the presentation:
Proof. As in the proof of Lemma 4.4 we define a surjective algebra morphism θ between the algebra C given by the above presentation and Z * * (3):
3) for k ≥ m + 1 and the images of the last three relations are zero from the steps 1 and 4 in the proof of Lemma 4.4. The Newton symmetric polynomials t 1 , t 2 , t 3 generate Z * 0 (3) and, from Lemma 3.5, Z * 1 (3) is generated by t 1 , t 2 , t 3 and W , hence θ is surjective. We denote by C 0 the subalgebra generated by τ 1 , τ 2 , τ 3 and by C 1 the ideal generated by η. We have . Now we construct an inverse of the restriction map θ| C0 : the algebra map
2) secondly, Q a,b,0 = P a P b − P a+b and Q a,b,c = P a P b P c − (P a+b P c + P a+c P b + P a P b+c + P a+b+c ).
Lemma 4.6. The vector space E 2k+2m−1 1 (3) is generated by
where M is an arbitrary monomial of degree 2k.
Proof. By induction on k: for k = 0 we have E 2m−1 1
Now we start an induction on j: if (i, j) = (k, 0) we have Γ k ; if j ≥ 1 we find that
is a linear combination of Γ k and M (t 1 , t 2 , t 3 )Γ 0 .
Proof of Theorem 1.4. This is similar to the proof of Theorem 1.3; in the next diagram D is the algebra presented in the statement of Theorem 1.4 and C and θ are from Lemma 4.5:
The induced algebra morphism ϕ :
is an isomorphism because the ideal generated by η is isomorphic to Z * 1 (3) ∼ = H * 1 (3) (see Lemma 4.5), and the subalgebra generated by τ 1 , τ 2 , τ 3 is isomorphic to H *
the preimage of coboudaries in Z * * (3) is generated by the three relations containing quadratic terms in P * , as a consequence of Lemma 4.6 and of the following relations:
For k = 4, in the last relations we have to use also the relation σ 3 P m = 0, and this is a consequence of P k = 0 for k = m + 1, m + 2, m + 3.
The stable cohomology classes
For the infinite dimensional complex projective space we will consider configurations with an arbitrary number of points.
Theorem 5.1. The inclusion map
n is a homotopy equivalence.
Proof. We define the homotopy inverse of the inclusion map ι by
where the coordinates of Q j = [q For instance, if n = 3, the triple (P 0 , P 1 , P 2 ) (of not necessarily distinct points) is sent to the triple of distinct points (Q 0 , Q 1 , Q 2 ): 
where, for P = [p 0 : p 1 : . . .] ∈ CP ∞ and Q = [q 0 : q 1 : . . .] with q i = linear form in p 0 , p 1 , . . . , the point (1 − t)P + tQ is defined as [(1 − t)p 0 + tq 0 : (1 − t)p 1 + tq 1 : . . .]; this makes sense in our case because the last non-zero entry p i gives a last non-zero entry in (1 − t)P + tQ. The map H is continuous on finite skeleta of (CP ∞ ) n × I and its restriction h to
Corollary 5.2. The induced action of the symmetric group S n on the cohomology algebra of the configuration space F (CP ∞ , n) is the natural action on the polynomial
n is S n -equivariant and induces an isomorphism in cohomology.
Proof of Theorem 1.5. Clear from 5.1 and 5.2. It is also clear that the first isomorphism is true with coefficients in Z.
Proof of Corollary 1.6. Using [T] , the image of the map i * : (X, n) ). For the space CP m , the first non zero coboundaries are d(E 2m−1 1
Configurations of collinear and non collinear points
For dimensions 2 ≤ m ≤ ∞ the 3-point configuration space F (CP m , 3) splits into two parts:
where F c (CP m , 3) is the space of all configurations of three collinear points in CP m and F nc (CP m , 3) is the configuration space of three non-collinear points. We compute the Betti numbers and (partially) the multiplicative structure of the cohomology algebras of these spaces. We begin with the finite dimensional case.
Proposition 6.1. The Poincaré polynomial of the space of configurations of three collinear points in CP m is given by:
Proof. There are two natural fibrations (see [FN] and [BP] , Proposition 2.2):
The bases of these fibrations are simply connected and the E 2 page of the LeraySerre spectral sequence are given in the figure:
The cohomology algebra H + (F (CP 1 , 3)) is concentrated in degree three and the odd cohomology of the Grassmanian
2 (I), where at least one of the scalars λ and µ is non zero. By the same argument as that in Proposition 4.2 we see that
is injective up to i = 2m − 2 and surjective for i = 2m − 2, . . . , 4m − 2. Thus the Poincaré polynomial is
Proposition 6.2. The Poincaré polynomial of F nc (CP m , 3) is given by:
Proof. By Poincaré-Lefschetz duality we have
from the cohomology long exact sequence of the pair (CP m , CP 1 ) we find
Therefore the spectral sequence associated to the fibration (see [BP] , Remark 2.5)
is concentrated in even degrees and degenerates at the E 2 term; the Poincaré polynomial is given by
In the second part we compute the cohomology algebras for collinear and noncollinear configurations in the infinite dimensional projective space.
Proposition 6.3. The configuration space of three collinear points in CP ∞ has the cohomology algebra of CP
Proof. We will use the spectral sequence argument given in Proposition 6.1, first proving that the following are Serre fibrations:
For the second one the image of H : e m × I → Gr 1 (CP ∞ ) is contained in some finite skeleton Gr 1 (CP r ). Also there is an s such that h(e
Take m to be the maximum of r and s, then the homotopy H lifts to
is a locally trivial fibration (see [BP] ). Similarly one can show that (II) is also a Serre fibration. The spectral sequences associated to these fibrations start with:
From the second spectral sequence, the first Betti number of F c (CP ∞ , 3) is zero, hence in the first spectral sequence we have d 2 (x) = y, after a change of basis. Therefore, in the first spectral sequence,
Remark 6.4. Using the ideas from Theorem 5.1 one can find a map f
where
hence the algebraic isomorphism from Proposition 6.3 is induced by a continuous map.
Proposition 6.5. The configuration space of three non-collinear points in CP ∞ has the homotopy type of the ordered configuration space of three points
Proof. In the proof of Theorem 5.1, the points Q 0 , Q 1 , Q 2 are non-collinear.
Remark 6.6. More generally, F nc (CP ∞ , n) ≃ (CP ∞ ) n , with the same proof.
Appendix: Counting partitions in three parts
In this elementary section we give closed formulae for the number of partitions
and we prove unimodality for the sequences of even and odd Betti numbers for the configuration spaces discussed in this paper. We will denote by ⌊x⌉ the nearest integer to the real number x; for x ∈ Z+ 1 2 this is not defined but in all the following formulae this never happens. 
b) The number of non-negative partitions of k is given by P 3 (k) = ⌊ (k+3) 2 12 ⌉ Proof. a) An expanded version for this (six cases) is given in [H] . The closed form can be found in [YY] .
b) The non-negative partitions (a, b, c) of k are in bijection with positive partitions (a + 1, b + 1, c + 1) of k + 3.
Proposition 7.2. The number of bounded partitions P 3,≤m (k) satisfy the following properties: a) For 0 ≤ k ≤ m, P 3,≤m (k) = P 3 (k) = ⌊ Lemma 7.4. a) The sequence (P 3 (k)) k≥0 is increasing (strictly for k ≥ 1).
b) The sequence (P 3,≤m (k)) 0≤k≤3m is unimodal and symmetric, more precisely: 1 = P 3,≤m (0) = P 3,≤m (1) < P 3,≤m (2) < . . . < P 3,≤m (⌊ 2 ⌋, β 2k = P 3,≤m (k) + m − k − 1: the sequence is increasing because P 3,≤m (k) < P 3,≤m (k + 1) implies P 3,≤m (k) + m − k − 1 ≤ P 3,≤m (k + 1) + m − k − 2; iii) If ⌈ 3m 2 ⌉ ≤ k ≤ 2m − 1, β 2k = P 3,≤m (k) − 3m + k: the sequence is the sum of two strictly decreasing sequences; iv) If 2m ≤ k ≤ 3m − 1, β 2k = P 3,≤m − 3m + k: the sequence is decreasing as in the second case.
Finally, the join of these sequences is unimodal: a) β 2m−2 ≤ β 2m , because P 3,≤m (m − 1) ≤ P 3,≤m (m) − 1 (here we need m ≥ 2) b) β 2⌊ 2 ⌉−1; c) β 4m−2 ≥ β 4m , because P 3,≤m (2m − 1) − m ≥ P 3,≤m (2m) − m. Case 3: V (2, 1)-Betti numbers. Like in the previous case, the terms of the first two sums in the Proposition 3.12 are given by an increasing sequence and those of the last two sums are given by a decreasing sequence.
Case 4: V (1, 1, 1)-Betti numbers. Using Proposition 3.14 this is obvious: the even sequence starts with three zeros, next is the increasing sequence P 3,≤m−2 (k − 3), 3 ≤ k ≤ ⌊ 3m 2 ⌋, next the symmetric decreasing sequence, at the end there are three zeros and the odd sequence is constant zero.
Remarks 7.5. a) In the special case of the projective line (m = 1), the sequences of Betti numbers are still unimodal: P C(CP 1 ,3) (t) = 1 + t 3 .
b) The sequences of even Betti numbers is not symmetric, for instance P C(CP 2 ,3) (t) = (1 + t 2 + 2t 4 + t 6 ) + (t 7 + t 9 ).
