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Abstract
We study some SDEs derived from the q → 1 limit of a 2D surface growth model called the
q-Whittaker process. Through these SDEs, the fluctuations of the limiting model are proven to
exhibit Gaussian characteristics that “come down from infinity”: After rescaling and renormalization,
convergence to the time-inverted stationary additive stochastic heat equation holds. The point of
view in this paper is a probabilistic representation of the SDEs by independent sums. With this
connection, normal and Poisson approximations fully explain the convergence. The proof extends
these approximations to some particular integrated forms.
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1
1 Introduction
Our goal in this paper is to study Gaussian fluctuations from a discrete interacting particle
system, called the q-Whittaker process, that goes back to Borodin and Corwin [3]. In the
limit of q tending to 1, the recent work by Borodin, Corwin and Ferrari [4] proves a certain
convergence of the particle system by taking an iterated scaling limit. Our objective is to
study the final stage of this limiting scheme. That stage shows a convergence of the covariance
functions of some SDEs. We present a very different method to study scaling limits of the SDEs,
and we provide an answer to an inquiry in [4] as well. Due to some explicit representations to
be introduced below for the SDEs, the entire spectrum of limit theorems for sums of Bernoulli
random variables forms the basis of this work.
The q-Whittaker process is a stochastic dynamic model of particles living in finitely many
rising levels. Each level is a copy of the one-dimensional integer lattice. There are n particles,
indexed by (k, n) for integers 1 ≤ k ≤ n, in the n-th level. In terms of these indices, the particles
are collectively subject to a certain interlacing relation. The updating mechanism is such that
a focal particle indexed by (k, n) jumps to the right in the same level, whenever it is chosen
according to some rates depending on q and particle configurations. At the same instant, this
focal particle “pushes” to the right the entirety of those particles with the following property:
They are indexed by (k, n+1), (k, n+2), · · · , (k, n+ℓ−1) and occupy the same site as the focal
particle but in the respective levels, where ℓ ≥ 1 is maximal. Nevertheless, the jump of the focal
particle and those triggered can be realized only when the focal particle is not “blocked” in a
sense that the jumps are not going to break the assumed interlacing relation. See Section 2.1
for the Whittaker process and the associated SDEs introduced below. The Whittaker process
has the important meaning of being a model of discrete surface growth. Configurations of the
interlacing particles can be mapped to discrete surfaces via lozenge tilings. Also, along a certain
direction, changes of particle locations correspond to changes of heights of the discrete surfaces
being mapped to. See [5, Section 1.1] and the references therein for this aspect.
Under the initial conditions that all the particles occupy the origins in their respective
levels, an iterated limit that incorporates both q → 1 and a central limit theorem type scheme
is proven in [4] for the Whittaker processes. The limiting process (ξt) obeys a system of
SDEs (also indexed by (k, n)) with a time-dependent drift coefficient b(t, ξ) = t−1Aξ; the
standard Brownian motion defines the noise. Here, A is a constant Markov generator matrix
remembering where pushing (in part) and blocking come from. For definiteness, we call these
SDEs the Whittaker SDEs henceforth.
The main theorems of this paper consider a limiting result from [4] for the Whittaker SDEs.
These theorems are in the forms of convergence of the covariance functions (Theorem 3.2)
and convergence of the solutions as distribution-valued processes (Theorem 4.5). The limiting
process is given by the additive stochastic heat equation (4.6). Whereas a convergence of the
covariance functions is already obtained in [4], the present method entirely circumvents the use
of complex contour integrals and special functions, which is essential in the original method in
[4]. Another feature of our results is that the proofs have very mild technical overlaps with the
proofs in our previous paper [8] on rescaled limits of other SDEs from discrete surface growth
dynamics. Regarding the technical differences, at least some particular stationarity described
below for the limit holds most of the responsibility. On the other hand, all these models are
believed to fall in the anisotropic class of the Kardar–Parisi–Zhang equation for surface growth
dynamics. For example, the pushing discussed above is known to induce anisotropy since the
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insightful application of this mechanism by Borodin and Ferrari [5] to the q = 0 dynamics. See
Wolf [21] for the conjecture behind these studies and [1, 19] for the broader background.
More specifically, the convergence of the Whittaker SDEs in our main results is for rescaled
limits of the stochastic integral parts of the solutions. These parts are consistently extended so
that the analysis considers the context of infinitely many levels of particles. The rescaling ap-
plies the Edwards–Wilkinson scaling [1] in two spatial dimensions in the characteristic direction
(x, t) 7→ (t+tx, t). Along the way, the limiting covariance function is for the stationary additive
stochastic heat equation with the time inverted (t 7→ t−1). The massless 2D (log-correlated)
Gaussian free field defines the stationary initial condition. Therefore, the informal process-level
picture reads that the limiting fluctuations “come down from infinity” along the clock of the
additive stochastic heat equation. In particular, this result provides an answer to the inquiry
in [4, Section 1.2] whether, for time varying over the entire half-line, the fluctuations of the
Whittaker process can be related to the stationary additive stochastic heat equation.
The proofs in this paper begin with an initial step in [4], but subsequently, develop in a
very different direction. That step shows that the matrix A in the drift coefficient t−1Aξ of
the SDEs is the generator of a linear transformation of two independent linear pure death
processes. See Lemma 2.3 for a restatement. Since these Markov chains model the population
size of individuals with i.i.d. exponential lifetimes, they can be identified as sums of independent
Bernoulli variables that keep track of the numbers of survivors. The central limit theorem thus
reveals an essential mechanism for the limiting Gaussian characteristics. It induces the rescaling
exponents and relates the independent sums to the heat kernels. The additive stochastic heat
equation thus arises since its explicit solution can be characterized by these heat kernels and
is structurally similar with the explicit solutions of the Whittaker SDEs (Proposition 2.1).
Given the crucial connection to independent sums, we are still faced with the basic question
of whether normal approximations are enough to carry out the above sketch. The issue here is
that in the covariance function of the Whittaker SDEs, all the possible values of the parameter of
Bernoulli random variables are integrated out. See Section 3, especially (3.6) and (3.7). For this
reason, the sketch above actually leaves out the Poisson approximation. This approximation
and the normal approximation make up the entire spectrum of limit theorems of sums of
independent Bernoulli random variables. We apply sharp bounds for normal approximations
under the L1-Wasserstein distance and for Poisson approximations under the total variation
distance [2, 7]. The sharpness is attributable to Stein’s method and the Stein–Chen method.
Much of the present work is thus to show that the two approximation results explain all the
required limit theorems of sums of Bernoulli random variables under particular integrated forms.
Additionally, the proof handles an explosion in the rescaled covariance functions as in [4]. Now
the explosion appears as an integral for the slow transition of sums of Bernoulli variables
from the Poisson phase to the Gaussian phase. An appropriate renormalization is applied
accordingly. More importantly, this transition yields stationarity in the limiting equation.
For convergence at the process level, we prove the tightness by turning to the weak formu-
lation for the stochastic integral parts of the solutions. We take the usual route by showing
that the squared metrics induced by the Gaussian covariance functions (in time) are uniformly
Ho¨lder continuous. Bounding the Ho¨lder coefficients requires, however, some calculations which
are almost exact to cancel divergent constants. This issue is reminiscent of what we dealt with
in the tightness proof in [8]. But the mathematical objects and methods we have to turn to in
this part are also very different. The binomial integration by parts enters as a central tool to
obtain the sharp cancellations.
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Figure 2.1: The particles are interlaced in the sense of (2.2). Any of the blue particles can jump to
the right with pushing. The red particle is blocked by λ(1, 1) from moving to the right.
Organization. In Section 2, we specify the Whittaker SDEs and present the key probabilistic
representation. Section 3 begins with basic setups for the convergence and then analyzes the
covariance function. Assumption 3.4 and the conditions in Definition 3.5 are used throughout
this work. We identify the limiting process with the appropriate additive stochastic heat
equation in Section 4 and postpone the proof of tightness until Section 5. Finally, we collect
some basic properties of the stationary additive stochastic heat equation in Section 6.
Convention for constants. C(T ) ∈ (0,∞) is a constant depending only on T and can change
from inequality to inequality. Other constants are defined analogously. We write A . B or
A & B if A ≤ CB for a universal constant C ∈ (0,∞). A ≍ B means both A . B and A & B.
2 The Whittaker SDEs
In this section, we introduce the Whittaker SDEs derived in [4, Proposition 5.5] and show that
the drift coefficients of these SDEs can be related to sums of i.i.d. Bernoulli random variables.
Due to this connection, we turn to limit theorems of independent sums in the next section.
2.1 Definition and solutions
Given N ∈ N ∪ {∞}, we define an upper triangular lattice by
TN = {a = (a1, a2) ∈ N2; 1 ≤ a1 ≤ a2 ≤ N}. (2.1)
For fixed q ∈ [0, 1) and integer N ≥ 1, the q-Whittaker process (Λqt )t≥0 considers N(N+1)/2
many particles indexed by TN . In any state λ ∈ ZTN of the system, the following interlacing
relation of particles is obeyed (cf. Figure 2.1):
λ(a1 + 1, a2) ≤ λ(a1, a2 − 1) ≤ λ(a1, a2), ∀ a1, a2 ∈ TN , a2 ≥ 2, a2 ≥ a1 + 1. (2.2)
Also, the particle labelled by a jumps to the right (λ(a) 7→ λ(a) + 1) and pushes particles in
the way described in Section 1 (using (k, n) = (a1, a2)), with rate
cq(λ, a) =
(
1− qλ(a1−1,a2−1)−λ(a1,a2)) (1− qλ(a1,a2)−λ(a1+1,a2)+1)
1− qλ(a1,a2)−λ(a1,a2−1)+1 (2.3)
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as defined in [3, Definition 3.28] or [4, Section 2.5.2]. Here in (2.3), the factors involving labels
outside of TN are treated as 1. That is,
cq(λ, a) =

1, a1 = a2 = 1;
1− qλ(a2−1,a2−1)−λ(a2,a2), a1 = a2 > 1;
1− qλ(1,a2)−λ(2,a2)+1
1− qλ(1,a2)−λ(1,a2−1)+1 , a1 = 1, a2 > 1.
(2.4)
One key feature of cq(λ, a) for q 6= 0 is that it is zero when λ(a1 − 1, a2 − 1) = λ(a1, a2). In
this state, c0(λ, a) is also understood to be zero. For either case, the particle labelled by a is
thus “blocked” by the particle labelled by (a1 − 1, a2 − 1). This condition ensures that the
interlacing relation in (2.2) is maintained.
Given an integer N ≥ 1, the following iterated limit in distribution
ξt
def
= lim
ε2→0+
lim
ε1→0+
(ε2ε1)
1/2
(
Λe
−ε1
(ε2ε1)−1t
− ε−11 Λ(ε2ε1)−1t
)
(2.5)
is proven to exist under the initial conditions that Λq0(a) = 0 for all a ∈ TN . In the above limit,
Λt
def
= limε0→0+ ε0Λ
e−ε0
ε−10 t
is deterministic and so defines a law of large numbers type limit. The
process (ξt) in (2.5) obeys the Whittaker SDEs given by
dξt(a) = t
−1ANξt(a)dt + dW ′t (a), a ∈ TN , 0 < t <∞. (2.6)
Here, W ′ = {W ′(a); a ∈ T∞} is a family of independent one-dimensional standard Brownian
motions, and the coefficient matrix AN is the restriction to TN × TN of the infinite matrix
A = (A(a, b))a,b∈T∞ defined by
∀ a 6= b ∈ T∞, A(a, b) =

a1 − 1, b = a− (1, 1);
a2 − a1, b = a− (0, 1);
0, otherwise,
(2.7)
with
∑
b∈T∞ A(a, b) = 0, ∀ a ∈ T∞. See [4, Sections 3 and 4] for details of these limiting
results. Notice that A is a generator so that the semigroup (etA; t ≥ 0) is Markovian. Given
any integer N ≥ 1, AN depends only on lattice points in TN , and so it also holds that AN is
a generator and (etAN ; t ≥ 0) is Markovian. See Figure 2.2 for the trajectories of the Markov
chain with generator A5. One way to see the relation between this Markov chain and the
q-Whittaker process is that in (2.7), b = a− (1, 1) is the label of the particle that can block a
jump of the particle labelled by a. Also, b = a− (0, 1) is the label of the particle that can push
the particle labelled by a or propagate a push.
The following proposition solves the Whittaker SDEs.
Proposition 2.1. Consider the Whittaker SDEs defined in (2.6) for an integer N ≥ 1.
(1◦). For any solution (ξt), the following two properties hold almost surely:
ξ0
def
= lim
t→0+
e(− log t)AN ξt (2.8)
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Figure 2.2: The possible trajectories of the Markov chain on T5 with generator A5.
exists and
ξt(a) = e
(log t)AN ξ0(a) +
∑
b∈TN
∫ t
0
e[log(t/r)]AN (a, b)dW ′r(b)
=: ηt(a) + ζt(a), a ∈ TN , t ∈ (0,∞).
(2.9)
(2◦). For any ξ0 ∈ RTN , (ξt) defined by (2.9) satisfies both (2.6) and (2.8).
Proof. The proofs of (1◦) and (2◦) both rely on the following almost-sure identity:
e−(t+s)AN ξet+s = e
−tAN ξet +
∫ t+s
t
e−rANdrW
′
er . (2.10)
To see this, a change of variables shows that any solution ξ of the SDEs in (2.6) satisfies
ξet+s = ξet +
∫ s
0
ANξet+rdr +W
′
et+s −W ′et .
Hence, for any fixed t ∈ R, (ξet+s; s ≥ 0) obeys a linear SDE with initial condition ξet . The
driving noise (Wet+s −Wet ; s ≥ 0) is a continuous vector martingale that can be identified as∫ s
0
er/2drBr, where Br =
∫ r
0
e−v/2dv(Wet+v − Wet) is a standard Brownian motion by Le´vy’s
characterization of Brownian motions. Pathwise uniqueness in this linear equation follows from
the standard result for SDEs with Lipschitz coefficients [10, Theorem 2.5 in Chapter 5]. More-
over, the explicit solution in [10, (6.6) in Chapter 5] carries over with an obvious modification
when the driving noise is generalized from Brownian motion to a continuous vector martingale.
The almost-sure identity in (2.10) thus follows.
(1◦). First, we prove that the limit in (2.8) exists almost surely. It suffices to show that the
stochastic integral in (2.10) with t0 = 0 converges almost surely as t→ −∞.
Now, with probability one, the Riemann-sum approximations for stochastic integrals [10,
Section 3.2.B] imply ∫ 0
t
e−rANdrW ′er = −
∫ −t
0
erANdrMr, ∀ t ∈ (−∞, 0], (2.11)
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where (Ms = W
′
1 − W ′e−s ; s ≥ 0) is a continuous vector martingale by the independence of
increments of the Brownian motion W ′. Since ds〈M(b),M(b′)〉s = δb,b′e−sds, the stochastic
integrals on the right-hand side of (2.11) satisfy, for all a, a′ ∈ TN ,〈∑
b∈TN
∫ ·
0
erAN (a, b)drMr(b),
∑
b∈TN
∫ ·
0
erAN (a′, b)drMr(b)
〉
s
=
∫ s
0
∑
b∈TN
erAN (a, b)erAN (a′, b)e−rdr.
Using the fact that erAN for r ≥ 0 are stochastic matrices, we obtain convergence of the integral
on the right-hand side as s → ∞. The existence of this limit and the martingale convergence
theorem [10, Problem 3.19 in Section 1.3] give the almost-sure convergence of the improper
vector stochastic integral
∫ 0
−∞ e
−rANdrWer , and hence, the limit in (2.8).
Given the two limits just obtained, we pass t→ −∞ in (2.10) and deduce that
e−t0AN ξet0 = ξ0 +
∫ t0
−∞
e−rANdrW ′er
=⇒ ξet0 = et0AN ξ0 +
∫ t0
−∞
e(t0−r)ANdrW ′er = e
t0AN ξ0 +
∫ et0
0
e[log(e
t0/r)]ANdrW
′
r.
(2.12)
A change of variables for both sides of the last equality yields (2.9). We have proved (1◦).
(2◦). Given ξ0 ∈ RTN , reversing the above arguments for (2.12) and (2.10) proves that (ξt)
defined by (2.9) satisfies both (2.6) and (2.8). The proof is complete. 
Remark 2.2 (Spatial consistency). Let integers 1 ≤ N0 < N1 < ∞ and ξ(Nj)0 ∈ RTNj for
j = 0, 1 be given such that ξ
(N1)
0 (a) = ξ
(N0)
0 (a) for all a ∈ TN0 . Since AN = A↾(TN × TN) for all
N , Proposition 2.1 shows that the solutions of the Whittaker SDEs defined on TN0 coincide with
the restriction to TN0 of the unique solutions of the Whittaker SDEs on TN1 . This consistency
together with Proposition 2.1 (2◦) can be used to construct solutions of the Whittaker SDEs on
TN for all N ∈ N simultaneously from a given vector ξ0 ∈ RT∞ . In particular, this consistency
is satisfied by the stochastic integral parts in (2.9). 
In the sequel, we only consider the stochastic integral parts of the Whittaker SDEs. Hence-
forth, we work with their consistent extension to T∞ in the sense of Remark 2.2 and write
A for AN in the Whittaker SDEs whenever the context is clear. Although we will
continue to use “N”, it does not refer to the system size of the Whittaker SDEs anymore.
2.2 Representation by independent sums
In this subsection, we discuss a probabilistic representation of the Markovian semigroup (etA; t ≥
0) in terms of sums of i.i.d. Bernoulli random variables. This representation uses two sets of
ingredients defined as follows.
First, define a sum function Σ : Z2+ → T∞ and a difference function ∆ : T∞ → Z2+ by
Σ : (m1, m2) 7→ (Σ1(m1, m2),Σ2(m1, m2)) def= (m1 + 1, m1 +m2 + 1), (2.13)
∆ : (a1, a2) 7→ (∆1(a1, a2),∆2(a1, a2)) def= (a1 − 1, a2 − a1). (2.14)
The linear map Σ is bijective with ∆ being its inverse. The following result is observed in [4,
Lemma 5.7].
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Lemma 2.3. If D(1) and D(2) are independent linear pure death chains on Z+ such that
k → k − 1 with rate k and D = (D(1), D(2)), then ΣD is a Markov chain with generator A.
Proof. A jump in D(1) leads to the change in ΣD from (Σ1D,Σ2D) to (Σ1D− 1,Σ2D− 1) by
the definition of Σ. The rate is D(1) = Σ1D − 1, which recovers the rate a1 − 1 for transition
from a to a − (1, 1) in the definition of A. For the other rate in the definition of A, note
that a jump in D(2) leads to the change in ΣD from (Σ1D,Σ2D) to (Σ1D,Σ2D − 1) with rate
D(2) = Σ2D − Σ1D. The lemma is proved. 
As the second set of ingredients, we take a sequence of i.i.d. exponential variables {en}
under P and define
Sm(e
−t) def=
m∑
n=1
1(t,∞)(en), t ∈ [0,∞]. (2.15)
We let e−t parametrize Sm since E[1(t,∞)(en)] = e−t. The independent sum in (2.15) is applied
in the form that, as processes with ca`dla`g paths,
(D
(j)
t ; t ≥ 0)
(d)
=
(
S
D
(j)
0
(e−t); t ≥ 0) (2.16)
for any deterministic initial condition D
(j)
0 ∈ Z+. Recall that this probabilistic representation
follows because memorylessness of exponential random variables supplies the Markov property
and the property that en’s are independent with E[en] = 1 gives the linear death rates. See
[14, Section 6.2.1, pp.287–290].
The probabilistic representation of (etA) is now defined as follows: By Lemma 2.3, the
identity ∆Σ = Id and (2.16), we have
∀ a, b ∈ T∞, etA(a, b) = P(ΣDt = b|ΣD0 = a)
= P(Dt = ∆b|D0 = ∆a)
= P
(
S∆1a(e
−t) = ∆1b
)
P
(
S∆2a(e
−t) = ∆2b
)
. (2.17)
For the subsequent application of this representation, P and E continue to denote the proba-
bility and the expectation for the pure death processes Dj and the independent sums Sm(e
−t).
They are distinguished from the probability P and the expectation E for the “random environ-
ment” defining the Brownian motions W ′(a)’s.
We close this section with an immediate application of (2.17), which is the starting point
of the next section. From now on, write ξΣ(m1, m2) for the value of ξ : T∞ → R at the
lattice point Σ(m1, m2), S
′ for an independent copy of the process S defined by (2.15), and
Cov[U ;V ] = E[UV ]− E[U ]E[V ] for complex-valued random variables U and V .
Proposition 2.4. The stochastic integral ζ defined in (2.9) is a mean-zero Gaussian process
with covariance function satisfying the following probabilistic representation:
Cov
[
ζsΣ(m1, m2); ζtΣ(m
′
1, m
′
2)
]
=
∫ s
0
2∏
j=1
P
(
Smj
(r
s
)
= S ′m′j
(r
t
))
dr (2.18)
for all (m1, m2), (m
′
1, m
′
2) ∈ Z2+ and 0 < s ≤ t <∞.
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Proof.We simply observe that by the definition of ζ and Itoˆ’s isometry,
Cov
[
ζsΣ(m1, m2); ζtΣ(m
′
1, m
′
2)
]
=
∞∑
n1=0
∞∑
n2=0
∫ s
0
e[log(s/r)]A
(
Σ(m1, m2),Σ(n1, n2)
)
e[log(t/r)]A
(
Σ(m′1, m
′
2),Σ(n1, n2)
)
dr
=
∫ s
0
∞∑
n1=0
∞∑
n2=0
P
(
Sm1
(r
s
)
= n1
)
P
(
Sm2
(r
s
)
= n2
)
P
(
Sm′1
(r
t
)
= n1
)
P
(
Sm′2
(r
t
)
= n2
)
dr,
where the last equality follows from (2.17) and the fact that Σ∆ = Id. 
3 Rescaled limit of the covariance function
In this section, we prove convergence of the covariance function in (2.18) after rescaling and
quantify the error bounds for the forthcoming applications.
First, the rescaling can be chosen from the central limit theorem if we consider the proba-
bilities in (2.18). Write
P
(
Smj
(r
s
)
= S ′m′j
(r
t
))
= P
(
Smj
(r
s
)
− S ′m′j
(r
t
)
= −mj
(r
s
)
+m′j
(r
t
))
, (3.1)
with the shorthand notation
W =W − E[W ].
Then a nontrivial limit of the random variable in (3.1) follows if we set mj and m
′
j to be
Mj = M(xj , s) and M
′
j = M(yj, t), where, for a fixed integer N ≥ 1,
M(xj , s) =MN (xj , s) =
⌊
Ns +Ns · xj
N1/2
⌋
, 1 ≤ j ≤ 2. (3.2)
More precisely, under this setup, the central limit theorem applies in the form where
µj(r;N) = E
[
1
N1/2
(
SMj
(r
s
)
− S ′M ′j
(r
t
))]
−−−→
N→∞
µj(r),
σj(r;N)
2 = Var
[
1
N1/2
(
SMj
(r
s
)
− S ′M ′j
(r
t
))]
−−−→
N→∞
σj(r)
2
with σj(r;N), σj(r) ≥ 0. We have
µj(r;N) =
Mj(
r
s
)−M ′j( rt )
N1/2
, σj(r;N) =
[
Mj
N
(r
s
)(
1− r
s
)
+
M ′j
N
(r
t
)(
1− r
t
)]1/2
, (3.3)
µj(r) = (xj − yj)r, σj(r) =
[
r
(
2− r
s
− r
t
)]1/2
. (3.4)
At the process level, we consider the rescaled version of ζ defined by
ζN(x, s)
def
= ζNsΣ
(⌊
Ns +Ns · x1
N1/2
⌋
,
⌊
Ns +Ns · x2
N1/2
⌋)
(3.5)
9
for all x = (x1, x2) ∈ R2 and s ∈ R+, so that
Cov
[
ζN(x, s); ζN(y, t)
]
=
∫ Ns
0
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
dr (3.6)
=
∫ s
0
2∏
j=1
N1/2P
(
SMj
(r
s
)
= S ′M ′j
(r
t
))
dr (3.7)
for 0 ≤ s ≤ t < ∞. Notice that the integral representation in (3.7) corresponds to the “ideal
case” discussed above for (3.1). If r, s, t are fixed such that σj(r) 6= 0, the above view for the
probability in (3.1) applies to the integrand in the form of the local central limit theorem. But
due to the integral nature of the covariance function, we cannot neglect the contribution of
r ≈ 0 as N → ∞. This is where the central limit theorem can break down. A similar issue
arises if r ≈ s = t. Nevertheless, Poisson approximations will apply over these two ranges of r.
The integral representation in (3.6) is suitable for this purpose.
Remark 3.1 (Edwards–Wilkinson scaling). In terms of the above approximations, the
covariance function in (3.6) has a natural generalization in other spatial dimensions d:
N
d−2
2
∫ Ns
0
d∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
dr =
∫ s
0
d∏
j=1
N1/2P
(
SMj
(r
s
)
= S ′M ′j
(r
t
))
dr.
That is, introducing the factor N
d−2
2 enables the application of the local central limit theo-
rem. Accordingly, one could consider generalizations of the Whittaker SDEs to other spatial
dimensions, starting with multi-dimensional generalizations of the triangular lattices TN . We
do not pursue these generalizations here. On the other hand, the foregoing display shows that
the rescaled process ζN defined in (3.5) can be seen as
ζN(x, s) = N
d−2
4 ζNsΣ
(⌊
Ns +Ns · x1
N1/2
⌋
,
⌊
Ns+Ns · x2
N1/2
⌋
, · · · ,
⌊
Ns +Ns · xd
N1/2
⌋)
,
with d = 2. From this aspect, ζN is subject to the Edwards–Wilkinson scaling exponents for
interface growth models. 
The first main result of this paper is the following theorem. Here and in what follows,
we write V (λ) and V ′(λ′) for independent Poisson random variables with means λ and λ′,
respectively. Also, (Qt) stands for the probability semigroup of the two-dimensional standard
Brownian motion.
Theorem 3.2 (First main result). For all 0 < s ≤ t < ∞ and x, y ∈ R2 such that either
s < t or x 6= y, it holds that
lim
N→∞
(
Cov
[
ζN(x, s); ζN(y, t)
]− CN)
=
1
2π
∫
R2
∫
R2
Qt−1(x, y1)
(− ln |y1 − y2|)Qs−1(y2, y)dy1dy2
+
∫ t−1
0
∫
R2
Qs−1−r′(z, x)Qt−1−r′(z, y)dzdr
′,
(3.8)
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where Mj and M
′
j are defined before (3.2) and CN , independent of x, s, y, t, is defined by
CN
def
=
lnN
4π
+
∫ ∞
0
(
2∏
j=1
P
(
V (r) = V ′(r)
)− 1[1,∞)(r)
4πr
)
dr
+
∫ ∞
0
1
4πv
[
exp
{
− 1
4v
}
− 1[1,∞)(v)
]
dv.
(3.9)
Remark 3.3. For λ, λ′ ∈ (0,∞), V (λ) − V ′(λ′) is distributed as the Skellam distribution
[18]:
P (V (λ)− V ′(λ′) = k) = e−(λ+λ′)
(
λ
λ′
)k/2
Ik(2
√
λλ′), k ∈ Z,
where Ik is the modified Bessel function of the first kind. 
Theorem 3.2 combines the more detailed results, Theorems 3.12 and 3.18, to be proven in
the rest of this section. For the proofs, we apply two schemes of integration which formalize
the consideration below (3.7), and they are defined as follows. For 0 < ℓN < rN < 1 and
0 < τN < 1, we subdivide r ∈ [0, s] into the following three intervals:
r ∈ [0, sℓN ], r ∈ [sℓN , srN ], and r ∈ [srN , s] if 0 ≤ t− s ≤ τN (3.10)
or into the following two different intervals:
r ∈ [0, sℓN ] and r ∈ [sℓN , s] if t− s > τN . (3.11)
Then under (3.10), we work with the following decomposition:
Cov
[
ζN(x, s); ζN(y, t)
]
=
∫ NsℓN
0
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
dr
+
∫ srN
sℓN
2∏
j=1
N1/2P
(
SMj
(r
s
)
= S ′M ′j
(r
t
))
dr
+
∫ Ns
NsrN
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
dr.
(3.12)
The decomposition corresponding to (3.11) is
Cov
[
ζN(x, s); ζN(y, t)
]
=
∫ NsℓN
0
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
dr
+
∫ s
sℓN
2∏
j=1
N1/2P
(
SMj
(r
s
)
= S ′M ′j
(r
t
))
dr.
(3.13)
Assumption 3.4. Fix η ∈ (0, 1/2). For all integers N ≥ 16, set ℓN = 1−rN = τN = N−(1/2+η)
and choose 2 ≤ δN ≤ N1/4 such that δN →∞ and δ4N/N → 0. 
11
This additionally specified sequence (δN) will be used in the normal approximations. Lastly,
we introduce some convenient conditions of x1, x2, y1, y2, s, t, N for the forthcoming proofs.
Definition 3.5. Fix 0 < T0 < 1 < T1 < ∞ and let η ∈ (0, 1/2) be the constant fixed in
Assumption 3.4. The primary condition (over [T 0,T 1]) refers to the following condition
for x1, x2, y1, y2, s, t, N :
x1, x2, y1, y2 ∈ [−12Nη, 12Nη]; T0 ≤ s ≤ t ≤ T1;N ∋ N ≥ 16, ⌊12T0N1/2−η⌋ ≥ 1. (3.14)
The secondary condition (over [T 0,T 1]) refers to the following condition for x1, x2, y1, y2:
|x1 − y1| ∧ |x2 − y2| ≥ 4
T0
N−1/2. (3.15)
Under the primary condition, it holds that ⌊1
2
T0N⌋ ≤Mj ,M ′j ≤ ⌊32T1N⌋ so thatMj ,M ′j ≥ 1.
The secondary condition will be used only in the proofs of Proposition 3.11 (4◦) and Proposi-
tion 5.2.
3.1 Poisson approximations
In this subsection, we study the integrals∫ NsℓN
0
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
dr,
∫ Ns
NsrN
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
dr
that appear in (3.12) and (3.13).
Lemma 3.6. Fix 0 < T0 < 1 < T1 < ∞ and assume the primary condition (3.14). Then for
any L,R ∈ (0, s), we have∫ NL
0
∣∣∣∣∣
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
−
2∏
j=1
P
(
V
(
Mjr
Ns
)
= V ′
(
M ′jr
Nt
))∣∣∣∣∣ dr
. NL2
(
1
s
+
1
t
)
(3.16)
and ∫ Ns
NR
∣∣∣∣∣
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
−
2∏
j=1
P
(
V
(Mj
Ns
(
Ns− r)) = V ′(M ′j
Nt
(
Nt− r))+Mj −M ′j
)∣∣∣∣∣dr
. N(s− R)2
(
1
s
+
1
t
)
+N(s−R)
(
t− s
t
)
. (3.17)
Proof.We state some preliminary results first. Write dTV for the total variance distance of
probability measures defined on the same space. The central tool of this proof is the following
12
bound for Poisson approximations from [2, Theorem 1]: for independent Bernoulli random
variables βn with E[βn] = pn,
dTV
(
P
(
m∑
n=1
βn ∈ ·
)
,P
(
V
(
m∑
n=1
pn
)
∈ ·
))
≤
(
1− exp{−∑mn=1 pn}∑m
n=1 pn
) m∑
n=1
p2n. (3.18)
We only use the particular case that pn = p for all n, for which the bound is reduced to
(1− e−mp)p. Also, we recall that for probability distributions µ1, µ2, ν1, ν2 on Z, we have
dTV(µ1 ⊗ µ2, ν1 ⊗ ν2) ≤ dTV(µ1, ν1) + dTV(µ2, ν2) (3.19)
[6, Proposition 2.3].
We are ready to prove (3.16). By (3.18) and (3.19), for all m,m′ ∈ N, n ∈ Z, and p, p′ ∈
(0, 1), it holds that
∣∣P(Sm(p) = S ′m′(p′) + n)−P(V (mp) = V ′(m′p′) + n)∣∣ ≤ p+ p′2 . (3.20)
The foregoing inequality and the discrete product rule
XY − AB = (X − A)(Y − B) + (X − A)B + (Y − B)A (3.21)
imply that∫ NL
0
∣∣∣∣∣
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
−
2∏
j=1
P
(
V
(
Mjr
Ns
)
= V ′
(
M ′jr
Nt
))∣∣∣∣∣ dr
.
∫ NL
0
r
N
(
1
s
+
1
t
)
dr
since the X, Y,A,B in this application of (3.21) are all bounded by 1. The required bound in
(3.16) follows. In the sequel, the discrete product rule in (3.21) will be used repeatedly without
being mentioned.
The proof of (3.17) is similar. If X is binomial with parameters (M, p), then M − X is
binomial with parameters (M, (1− p)). Hence,
P
(
Sm(p) = S
′
m′(p
′) + n
)
= P
(
Sm(1− p) = Sm′(1− p′) +m−m′ − n
)
. (3.22)
By (3.20) and (3.21), the integral on the left-hand side of (3.17) can be .-bounded by∫ Ns
NR
(
Ns− r
Ns
+
Nt− r
Nt
)
dr =
∫ N(s−R)
0
(
r
Ns
+
Nt−Ns+ r
Nt
)
dr.
This is enough for the required bound in (3.17). The proof is complete. 
As an immediate result of Lemma 3.6, we obtain the following integrated Poisson approxi-
mations.
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Proposition 3.7. Fix 0 < T0 < 1 < T1 <∞. Under the primary condition (3.14),∫ NsℓN
0
∣∣∣∣∣
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
−
2∏
j=1
P
(
V
(
Mjr
Ns
)
= V ′
(
M ′jr
Nt
)) ∣∣∣∣∣dr . C(T0, T1)Nℓ2N .
If, in addition, we assume 0 ≤ t− s ≤ τN , then it holds that∫ Ns
NsrN
∣∣∣∣∣
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
−
2∏
j=1
P
(
V
(Mj(Ns− r)
Ns
)
= V ′
(M ′j(Nt− r)
Nt
)
+Mj −M ′j
)∣∣∣∣∣dr . C(T0, T1)N(1− rN)2.
Under Assumption 3.4, these integrals converge to zero.
Since NsℓN → ∞ for s > 0 by Assumption 3.4, we still need to compute the limit of∫ NsℓN
0
∏2
j=1P(V (
Mjr
Ns
) = V ′(
M ′jr
Nt
))dr for passing limit under the integral sign. The other integral
from Proposition 3.7 can be written as∫ N(s−srN )
0
2∏
j=1
P
(
V
(Mjr
Ns
)
= V ′
(M ′j
Nt
(Nt−Ns) + M
′
jr
Nt
)
+Mj −M ′j
)
dr, (3.23)
where N(s − srN ) → ∞ for s > 0. Under the assumption 0 ≤ t − s ≤ τN , we have (Mj −
M ′j)/N
1/2 → t(xj − yj) whenever xj 6= yj, and the parameters of the Poisson random variables
V, V ′ in (3.23) are o(N1/2). Hence, in this case, the probability indexed by j in (3.23) is zero
in the limit.
We use the next three lemmas to pass these limits. From now on, write g(σ2; x) =
1
σ
√
2π
exp{− x2
2σ2
} for σ ∈ (0,∞).
Lemma 3.8. For all λ, λ′ ∈ (0,∞), it holds that
sup
a∈Z
∣∣∣∣P(V (λ) = V ′(λ′) + a)− 1(λ+ λ′)1/2g
(
1;
−λ+ λ′ + a
(λ+ λ′)1/2
)∣∣∣∣
.
1
(λ+ λ′)
+
1
(λ+ λ′)1/2
exp
{
−π
2(λ+ λ′)
4
}
.
(3.24)
Proof.We apply the argument in [9, Chapters XV and XVI] for proving the local central limit
theorem of lattice distributions. By Fourier inversions,
f(a) =
1
2π
∫ π
−π
e−iθa
∑
b∈Z
f(b)eiθbdθ, a ∈ Z; (3.25)
g(σ2; x) =
1
2π
∫
R
eiθx exp
{
−θ
2σ2
2
}
dθ, x ∈ R. (3.26)
Writing φλ,λ′(θ) for E exp{iθ[V (λ) − V ′(λ′)]}, we obtain from (3.25) and (3.26) that, for all
a ∈ Z,
(λ+ λ′)1/2P
(
V (λ) = V ′(λ′) + a
)− g(1; −λ+ λ′ + a
(λ+ λ′)1/2
)
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=
1
2π
∫
|θ|≤π(λ+λ′)1/2
e
−iθ −λ+λ′+a
(λ+λ′)1/2
[
φλ,λ′
(
θ
(λ+ λ′)1/2
)
− exp
{
−θ
2
2
}]
dθ
+
1
2π
∫
|θ|≥π(λ+λ′)1/2
e
−iθ −λ+λ′+a
(λ+λ′)1/2 exp
{
−θ
2
2
}
dθ
= I3.27 + II3.27. (3.27)
We show that the decomposition in (3.27) implies (3.24). To bound I3.27, we consider
φλ,λ′
(
θ
(λ+ λ′)1/2
)
exp
{
θ2
2
}
= exp
{
λ
(
eiθ/(λ+λ
′)1/2 − 1− iθ
(λ+ λ′)1/2
)}
× exp
{
λ′
(
e−iθ/(λ+λ
′)1/2 − 1 + iθ
(λ+ λ′)1/2
)
+
θ2
2
}
= exp
{
(λ+ λ′)
[
cos
(
θ
(λ+ λ′)1/2
)
− 1 + θ
2
2(λ+ λ′)
]}
× exp
{
i(λ− λ′)
[
sin
(
θ
(λ+ λ′)1/2
)
− θ
(λ+ λ′)1/2
]}
.
(3.28)
By the inequality
|ez1 − ez2 | ≤ max{e|z1|, e|z2|} · |z1 − z2|, ∀ z1, z2 ∈ C, (3.29)
and Taylor’s theorem, (3.28) implies that∣∣∣∣φλ,λ′ ( θ(λ+ λ′)1/2
)
exp
{
θ2
2
}
− 1
∣∣∣∣ . (λ+ λ′) · |θ|3(λ+ λ′)3/2 , ∀ |θ| ≤ π(λ+ λ′)1/2, (3.30)
and so
|I3.27| .
∫
|θ|≤π(λ+λ′)1/2
exp
{
−θ
2
2
} |θ|3
(λ+ λ′)1/2
dθ .
1
(λ+ λ′)1/2
. (3.31)
To bound II3.27, we only use a simple inequality:
1
2π
∫
|θ|≥a
exp
{
−cθ
2
b
}
dθ ≤ 1
2π
∫
|θ|≥a
exp
{
−cθ
2
2b
}
dθ · exp
{
−ca
2
2b
}
≤
(
b
2πc
)1/2
exp
{
−ca
2
2b
}
, ∀ a, b, c ∈ (0,∞). (3.32)
With a = π(λ+ λ′)1/2, b = 2 and c = 1, we get
|II3.27| ≤
1
π1/2
exp
{
−π
2(λ+ λ′)
4
}
. (3.33)
The bound in (3.24) follows upon applying (3.31) and (3.33) to (3.27). 
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Lemma 3.9. For all 0 < a ≤ b <∞ and x, y ∈ R, it holds that
|g(a; x)− g(b; y)| . |b− a|
a3/2
+
|x− y|
b
.
Proof.We have the following bounds:∣∣∣∣ dda 1√2πa exp
{
−x
2
2a
}∣∣∣∣ ≤ 12√2π
(
1
a3/2
+
1
a3/2
e−1
)
≤ 1√
2πa3
, (3.34)∣∣∣∣ ddx 1√2πa exp
{
−x
2
2a
}∣∣∣∣ ≤
√
2√
2πa2
, (3.35)
where the first inequality in (3.34) uses the fact that xe−x ≤ e−1 for all x ≥ 0 and (3.35) uses
xe−x
2 ≤ 1 for all x ≥ 0. The required inequality then follows by applying the mean value
theorem to [g(a; x)− g(b; x)] + [g(b; x)− g(b; y)]. 
The proof of Lemma 3.9 follows by applying the mean value theorem to [g(a; x)− g(b; x)] +
[g(b; x) − g(b; y)]. As the setup of the next lemma, let λj(r), λ′j(r),Λj(r),Λ′j(r) be increasing
functions taking values in (0,∞) for all r ∈ (0,∞) and aj , Aj ∈ Z. We assume that λj(r)
and λ′j(r) are linear: λj(r) = αj + βjr, λ
′
j(r) = α
′
j + β
′
jr. Next, define an auxiliary function
g(r) =
∏2
j=1 gj(r) by gj(r) = g(λj(r) + λ
′
j(r);−λj(r) + λ′j(r) + aj) and G(r) =
∏2
j=1Gj(r) for
similarly defined Gj(r) using Λj,Λ
′
j, Aj in place of λj, λ
′
j, aj .
Lemma 3.10. Under the above setup, the following two inequalities hold: for all r ∈ [1,∞)∣∣∣∣∣
2∏
j=1
P
(
V
(
λj(r)
)
= V ′
(
λ′j(r)
)
+ aj
)
− g(r)
∣∣∣∣∣
.
1∏2
j=1[λj(r) + λ
′
j(r)]
+
∑
1≤i,j≤2
i 6=j
1
[λi(r) + λ
′
i(r)][λj(r) + λ
′
j(r)]
1/2
;
(3.36)
|g(r)−G(r)|
.
2∏
j=1
Kj
|λj(r)− Λj(r)|+ |λ′j(r)− Λ′j(r)|+ |aj −Aj |
[λj(r) + λ′j(r)] ∧ [Λj(r) + Λ′j(r)]
+
∑
1≤i,j≤2
i 6=j
Ki
|λi(r)− Λi(r)|+ |λ′i(r)− Λ′i(r)|+ |ai −Ai|
[λi(r) + λ
′
i(r)] ∧ [Λi(r) + Λ′i(r)]
× 1
[λj(r) + λ′j(r)]1/2 ∧ [Λj(r) + Λ′j(r)]1/2
,
(3.37)
where Kj
def
= 1/{[λj(1) + λ′j(1)]1/2 ∧ [Λj(1) + Λ′j(1)]1/2 ∧ 1}.
Proof. By Lemma 3.8, the left-hand side of (3.36) is .-bounded by
2∏
j=1
(
1
λj(r) + λ
′
j(r)
+
1
[λj(r) + λ
′
j(r)]
1/2
exp
{
−π
2[λj(r) + λ
′
j(r)]
4
})
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+
∑
1≤i,j≤2
i 6=j
(
1
λi(r) + λ′i(r)
+
1
[λi(r) + λ′i(r)]1/2
exp
{
−π
2[λi(r) + λ
′
i(r)]
4
})
gj(r).
We bound the exponentials in the foregoing display by e−x . 1/
√
x. Hence, (3.36) follows from
the foregoing bound and the definition of gj.
For the proof of (3.37), it is enough to note that by Lemma 3.9 and the assumed monotonicity
of the functions in r, for all r ∈ [1,∞),∣∣g (λj(r) + λ′j(r);−λj(r) + λ′j(r) + aj)− g (Λj(r) + Λ′j(r);−Λj(r) + Λ′j(r) + Aj)∣∣
.
|λj(r) + λ′j(r)− Λj(r)− Λ′j(r)|
[λj(r) + λ′j(r)]3/2 ∧ [Λj(r) + Λ′j(r)]3/2
+
|λj(r)− λ′j(r)− aj − Λj(r) + Λ′j(r) + Aj |
[λj(r) + λ′j(r)] ∧ [Λj(r) + Λ′j(r)]
.
|λj(r)− Λj(r)|+ |λ′j(r)− Λ′j(r)|+ |aj −Aj |
{[λj(1) + λ′j(1)]1/2 ∧ [Λj(1) + Λ′j(1)]1/2 ∧ 1} × {[λj(r) + λ′j(r)] ∧ [Λj(r) + Λ′j(r)]}
.
The proof is complete. 
The next proposition is the last step for the integrated Poisson approximations.
Proposition 3.11. Fix 0 < T0 < 1 < T1 <∞ and let Assumption 3.4 be in force.
(1◦). For all 0 < s ≤ t <∞ and x, y ∈ R2,
lim
N→∞
∫ NsℓN
0
(
2∏
j=1
P
(
V
(
Mjr
Ns
)
= V ′
(
M ′jr
Nt
))
− 1[1,∞)(r)
4πr
)
dr
=
∫ ∞
0
(
2∏
j=1
P
(
V (r) = V ′(r)
)− 1[1,∞)(r)
4πr
)
dr.
(2◦). Under the primary condition over [T0, T1], it holds that∫ NsℓN
0
∣∣∣∣∣
2∏
j=1
P
(
V
(
Mjr
Ns
)
= V ′
(
M ′jr
Nt
))
− 1[1,∞)(r)
4πr
∣∣∣∣∣ dr ≤ C(T0, T1)(1 + |x|2 + |y|2).
(3◦). For all s, t ∈ (0,∞) with s = t and x, y ∈ R2 with x 6= y, we have
lim
N→∞
∫ Ns
NsrN
2∏
j=1
P
(
V
(
Mjr
Ns
)
= V ′
(
M ′jr
Nt
))
dr = 0.
(4◦). Under the primary and secondary conditions over [T0, T1], it holds that∫ Ns
NsrN
∣∣∣∣∣
2∏
j=1
P
(
V
(
Mjr
Ns
)
= V ′
(
M ′jr
Nt
))
− 1[1,∞)(r)
4πr
∣∣∣∣∣ dr
≤ C(T0, T1)
(
1 + |x|2 + |y|2 + ∣∣ ln |x− y|∣∣) .
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Proof.We present the proofs of the first two statements and the last two separately.
(1◦) and (2◦). We choose
λj(r) =
Mjr
Ns
, λ′j(r) =
M ′jr
Nt
, Λj(r) = Λ
′
j(r) = r, aj = Aj = 0
in the setup of Lemma 3.10 and impose the primary condition. Then (3.36) gives∣∣∣∣∣
2∏
j=1
P
(
V
(
Mjr
Ns
)
= V ′
(
M ′jr
Nt
))
− g(r)
∣∣∣∣∣ ≤ C(T0, T1)r3/2 , ∀ r ∈ [1,∞). (3.38)
The required limit in (1◦) follows from the dominated convergence theorem.
Next, notice that G(r) =
∏2
j=1 g(2r; 0) = 1/(4πr). Hence, (3.37) and (3.38) give the
following bound: for all r ∈ [1,∞),∣∣∣∣∣
2∏
j=1
P
(
V
(
Mjr
Ns
)
= V ′
(
M ′jr
Nt
))
− 1
4πr
∣∣∣∣∣
≤ C(T0, T1)
[
1
r3/2
+
2∏
j=1
( ∣∣∣∣MjNs − 1
∣∣∣∣+ ∣∣∣∣M ′jNt − 1
∣∣∣∣
)
+
1
r1/2
2∑
j=1
(∣∣∣∣MjNs − 1
∣∣∣∣ + ∣∣∣∣M ′jNt − 1
∣∣∣∣
)]
≤ C(T0, T1)
(
1
r3/2
+
1
N
(1 + |x|+ |y|)2 + 1
r1/2N1/2
(1 + |x|+ |y|)
)
, (3.39)
where the last inequality follows since
|Mj/(Ns)− 1| ≤ C(T0, T1)(N−1 +N−1/2|xj|) (3.40)
and a similar bound for |M ′j/(Nt)− 1| holds. The bound in (2◦) follows upon integrating both
sides of (3.39) over r ∈ [1, NsℓN ].
(3◦) and (4◦). Now, we work with the alternative expressions in (3.23) for the integrals under
consideration. Choose
λj(r) =
Mj
Ns
r, λ′j(r) =
M ′j
Nt
(Nt−Ns) + M
′
j
Nt
r,
Λj(r) = r, Λ
′
j(r) =
Nt +N1/2tyj
Nt
(Nt−Ns) + r, aj = Aj = Mj −M ′j
(3.41)
for the setup of Lemma 3.10 and impose both the primary and secondary conditions. We
proceed with the following steps.
Step 1. First, by (3.36), we have∣∣∣∣∣
2∏
j=1
P
(
V
(Mjr
Ns
)
= V ′
(M ′jr
Nt
+
M ′j
Nt
(Nt−Ns)
)
+Mj −M ′j
)
− g(r)
∣∣∣∣∣ ≤ C(T0, T1)r3/2
for all r ≥ 1. Hence,∫ N(s−srN )
1
∣∣∣∣∣
2∏
j=1
P
(
V
(Mjr
Ns
)
= V ′
(M ′jr
Nt
+
M ′j
Nt
(Nt−Ns)
)
+Mj −M ′j
)
− g(r)
∣∣∣∣∣dr
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is bounded by C(T0, T1), and in the case that s = t and x 6= y, tends to zero by dominated
convergence as N →∞.
Step 2. We handle
∫ N(s−srN )
1
|g(r)−G(r)|dr by using (3.37). To this end, note that under the
setup in (3.41),
|λj(r)− Λj(r)|+ |λ′j(r)− Λ′j(r)|+ |aj − Aj|
≤ r
∣∣∣∣MjNs − 1
∣∣∣∣+ 1Nt ·N(t− s) + r
∣∣∣∣M ′jNt − 1
∣∣∣∣
≤ C(T0, T1)
(
τN + rN
−1 + rN−1/2|xj |+ rN−1/2|yj|
)
≤ C(T0, T1)
(
rN−1/2 + rN−1 + rN−1/2|xj |+ rN−1/2|yj|
)
, ∀ r ≥ 1,
where the second inequality uses (3.40) and the last one uses N1/2τN ≤ 1 by Assumption 3.4.
Hence, (3.37) in the present case can be simplified to
|g(r)−G(r)| ≤ C(T0, T1)
2∏
j=1
(N−1/2 +N−1/2|xj |+N−1/2|yj|)
+ C(T0, T1)
2∑
j=1
N−1/2 +N−1/2|xj |+N−1/2|yj|
r1/2
so that ∫ N(s−srN )
1
|g(r)−G(r)|dr
≤ C(T0, T1)
(
(1− rN)
2∏
j=1
(1 + |xj |+ |yj|) + (1− rN)1/2
2∑
j=1
(1 + |xj |+ |yj|)
)
≤ C(T0, T1)(1− rN )1/2(1 + |x|2 + |y|2). (3.42)
Step 3. Recall the setup in (3.41) and the assumption 0 ≤ t− s ≤ τN . We consider∫ N(s−srN )
1
G(r)dr =
∫ N(s−srN )
1
2∏
j=1
g
(
2r +
Nt +N1/2tyj
Nt
(Nt−Ns);
Nt +N1/2tyj
Nt
(Nt−Ns) +Mj −M ′j
)
dr.
(3.43)
This step is where we use the secondary condition (3.15).
To bound the Gaussian densities in (3.43), we first note that the variances therein satisfy
the following bounds:
2r + C(T0, T1)N(t− s) ≤ 2r + Nt +N
1/2tyj
Nt
(Nt−Ns)
≤ 2r + C ′(T0, T1)N(t− s),
(3.44)
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where the primary condition (3.14) is used. For the other arguments in the Gaussian densities,
we consider
Nt+N1/2tyj
Nt
(Nt−Ns) +Mj −M ′j
≥ Nt +N
1/2tyj
Nt
(Nt−Ns) +Ns+Ns · xj
N1/2
− 1−Nt−Nt · yj
N1/2
≥ −|yj|N1/2τN +N1/2s(xj − yj)− |yj|N1/2τN − 1
≥ N1/2s(xj − yj)− 2, (3.45)
where the last inequality uses the primary condition and the definition of τN in Assumption 3.4.
Similarly,
−Nt +N
1/2tyj
Nt
(Nt−Ns)−Mj +M ′j ≥ N1/2t(yj − xj)− 2.
By (3.45) and the foregoing inequality, the secondary condition (3.15) implies that
2∑
j=1
(
Nt +N1/2tyj
Nt
(Nt−Ns) +Mj −M ′j
)2
≥ 1
2
NT 20 |x− y|2. (3.46)
Recall that 1− rN = τN . Applying (3.44) and (3.46) to (3.43), we get∫ N(s−srN )
1
G(r)dr ≤
∫ NT1τN
1
C(T0, T1)
r +N(t− s) exp
{
− C
′(T0, T1)N |x− y|2
r +N(t− s)
}
dr
=
∫ T1τN+(t−s)
1/N+(t−s)
C(T0, T1)
r
exp
{
− C
′(T0, T1)|x− y|2
r
}
dr
≤
∫ (T1+1)τN /|x−y|2
0
C(T0, T1)
r
exp
{
− C
′(T0, T1)
r
}
dr. (3.47)
Besides, since N−1 ≤ τN ≤ N−1/2 ≤ C(T0, T1)|x− y| under the secondary condition (3.15), the
last inequality implies that∫ N(s−srN )
1
G(r)dr ≤ C(T0, T1)
(
1 +
∣∣ ln |x− y|∣∣). (3.48)
Step 4. Finally, (3◦) follows from the second conclusion of Step 1, (3.42) and (3.47). (Notice
that
∫
0+
r−1e−r
−1
dr < ∞.) As for (4◦), it is enough to prove the required inequality with the
term 1[1,∞)(r)/(4πr) removed. Then we apply the other conclusion of Step 1, (3.42) and (3.48)
to the equivalent integral presented in (3.23). The proof is complete. 
The following theorem summarizes the asymptotic results proven in Propositions 3.7 and 3.11.
Theorem 3.12. (1◦). For all 0 < s ≤ t <∞ and x, y ∈ R2,
lim
N→∞
∫ NsℓN
0
(
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
− 1[1,∞)(r)
4πr
)
dr
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=∫ ∞
0
(
2∏
j=1
P
(
V (r) = V ′(r)
)− 1[1,∞)(r)
4πr
)
dr.
(2◦). If s = t and x 6= y, then
lim
N→∞
∫ Ns
NsrN
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
dr = 0.
3.2 Normal approximations
We study the remaining integrals in (3.12) and (3.13):∫ srN
sℓN
2∏
j=1
N1/2P
(
SMj
(r
s
)
= S ′M ′j
(r
t
))
dr,
∫ s
sℓN
2∏
j=1
N1/2P
(
SMj
(r
s
)
= S ′M ′j
(r
t
))
dr
by normal approximations. Let us begin with an elementary result. For a Bernoulli random
variable β(p) with mean p, we set ψp(u)
def
= E
[
eiuβ(p)
]
= peiu(1−p) + (1− p)e−iup, where β(p) =
β(p)− p.
Lemma 3.13. It holds that
|ψp(u)|2 = 1− 2p(1− p)(1− cosu), ∀ p ∈ (0, 1), u ∈ R; (3.49)
sup
p∈(0,1)
sup
u∈[−1,1]
|ψp(u)− 1| < 1. (3.50)
Proof. To prove (3.49), notice that, for all p ∈ (0, 1) and u ∈ R,
|ψp(u)|2 = |E[eiuβ(p)]|2 = |p cosu+ ip sin u+ (1− p)|2
= (1− p)2 + 2p(1− p) cosu+ p2
= 1− 2p(1− p)(1− cosu).
Also, to show (3.50), we note that
|ψp(u)− 1| ≤ p|eiu(1−p) − 1|+ (1− p)|e−iup − 1|
We have |eiπ/3 − 1| = 1, π/3 > 1, and the fact that u 7→ |eiu − 1|2 = 2 − 2 cosu is a strictly
increasing function on [0, π]. Hence, the required inequality follows from the foregoing inequal-
ity. 
The next step aims for a counterpart of Lemma 3.6 in the context of normal approximations.
Recall that we have chosen the auxiliary constants δN in Assumption 3.4.
Lemma 3.14. Fix 0 < T0 < 1 < T1 < ∞ and let Assumption 3.4 and the primary condition
(3.14) be in force. Then for all 0 < r < s and 1 ≤ j ≤ 2, we have∣∣∣N1/2P(SMj (rs) = S ′M ′j (rt))− g(σj(r;N)2;µj(r;N))∣∣∣
.
δ2N
N1/2
+
1
N1/2σj(r;N)2
∫ N1/2σj(r;N)
δNσj(r;N)
θ3e−θ
2/5dθ +
1
σj(r;N)
∫ ∞
N1/2σj(r;N)
e−θ
2/5dθ.
(3.51)
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Proof. Throughout this proof, we use the following pieces of shorthand notation: q = r/s,
q′ = r/t, M =Mj , M ′ =M ′j , µ = µj(r;N), and σ = σj(r;N).
We reconsider the proof of Lemma 3.8. Applying Fourier inversions, we obtain the following
decomposition:
N1/2P
(
SM(q) = S
′
M ′(q
′)
)− g(σ2;µ)
=
1
2π
(∫
|θ|≤δN
+
∫
δN<|θ|≤N1/2
+
∫
N1/2<|θ|≤N1/2π
)
× eiθµ
[
ψq
(
θ
N1/2
)M
ψq′
(
− θ
N1/2
)M ′
− exp
{
−σ
2θ2
2
}]
dθ
+
1
2π
∫
|θ|≥N1/2π
eiθµ exp
{
−σ
2θ2
2
}
dθ
= I3.52 + II3.52 + III3.52 + IV3.52. (3.52)
The required bound in (3.51) follows from (3.53), (3.59) and (3.60) to be proven below.
Step 1. To bound I3.52, we recall the following result from Stein’s method for normal approxi-
mations: if β1, · · · , βn are independent mean zero random variables with variances σ2i = Var(βi)
satisfying
∑n
i=1 σ
2
i = 1, then the law of
∑n
i=1 βi satisfies
W1
(
L
(
n∑
i=1
βi
)
,L (Z)
)
≤
n∑
i=1
E[|βi|3],
where Z is a standard normal random variable and W1 is the L1-Wasserstein distance. The
distance W1 can be represented as W1(ν1, ν2) = inf E[|X − Y |] for (X, Y ) ranging over all
couplings on a joint probability space such that their marginals are given by ν1 and ν2. See [7,
p.64 and Corollary 4.2] for these properties.
Now, we obtain from the global Lipschitz continuity of x 7→ eiθσx on the real line and the
last two displays that∣∣∣∣∣E
[
exp
{
iθ
SM(q)− S ′M ′(q′)
N1/2
}]
−E[eiθσZ ]
∣∣∣∣∣
≤ |θ|σ
(
ME
[∣∣∣∣ β(q)N1/2σ
∣∣∣∣3
]
+M ′E
[∣∣∣∣ β(q′)N1/2σ
∣∣∣∣3
])
≤ |θ|
N1/2
(
M
q(1− q)3 + (1− q)q3
Nσ2
+M ′
q′(1− q′)3 + (1− q′)(q′)3
Nσ2
)
≤ |θ|
N1/2
by the definition (3.3) of σ = σj(r;N) and the fact that max{(1 − p)2 + p2; p ∈ [0, 1]} = 1. It
follows that
|I3.52| ≤
δ2N
2πN1/2
. (3.53)
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Step 2. For II3.52, we view∣∣∣∣∣ψq
(
θ
N1/2
)M
ψq′
(
− θ
N1/2
)M ′
exp
{
σ2θ2
5
}
− exp
{
−3σ
2θ2
10
}∣∣∣∣∣ , ∀ |θ| ≤ N1/2, (3.54)
as |ez1 − ez2 | and bound this difference in the way of (3.29). This use of (3.29) is legitimate
since we can take the logarithms of these ψq(θ/N
1/2) and ψq′(−θ/N1/2) by (3.50).
Step 2-1. To bound the term corresponding to max{|ez1|, |ez2|} in (3.29), we use (3.49) and
the inequality 1− x ≤ e−x for all x ≥ 0. They give∣∣∣∣ψq ( θN1/2
)∣∣∣∣M exp{Mq(1 − q)θ25N
}
≤ exp
{
2Mq (1− q)
(
cos
θ
N1/2
− 1 + θ
2
10N
)}
≤ exp
{
−Mq(1 − q)θ
2
5N
}
, (3.55)
where the last inequality holds whenever |θ| ≤ N1/2 since cosx − 1 + x2/5 ≤ 0 on x ∈ [−1, 1];
the same bound with (q,M) replaced by (q′,M ′) holds.
Step 2-2. Next, we bound the term corresponding to |z1 − z2| in (3.29). We expand κ(iu) =
Logψp(u) for u ∈ R around 0, where κ denotes the cumulant of β(p). We have Logψp(0) = 0.
Also, by definition, β(p) has mean zero and variance p(1− p), and so the first two derivatives
of u 7→ κ(iu) are given by 0 and i2p(1− p), respectively.
To bound the third-order derivative, we take a route not in the spirit of the central limit
theorem: Observe that (d/dr) Logψp(r) = E[iβ(p)e
irβ(p)]/E[eirβ(p)], and this implies that every
higher-order derivative is given by a ratio where the denominator is a power of ψp(r) and the
numerator is a sum of products of expectations of the form ±E[(iβ(p))ℓeirβ(p)]. Each product
carries at least one expectation such that ℓ ≥ 1 and so can be bounded by E[|β(p)|] = 2p(1−p).
Hence, it follows from (3.50) that
sup
r∈[0,u]
∣∣∣∣ d3dr3 Logψp(r)
∣∣∣∣ . p(1− p), ∀ |u| ≤ 1, p ∈ (0, 1). (3.56)
Up to this point in this paragraph, we have proved that∣∣∣∣Logψp(u) + p(1− p)u22
∣∣∣∣ . p(1− p)|u|3, ∀ |u| ≤ 1, p ∈ (0, 1). (3.57)
We remark that the factor p(1− p) in (3.57) will be useful in the argument below.
Now, an application of the definition (3.3) of σ and (3.57) shows that the difference from
(3.54) corresponding to |z1 − z2| in (3.29) satisfies∣∣∣∣∣M
[
Logψq
(
θ
N1/2
)
+
1
2
q (1− q) θ
2
N
]
+M ′
[
Logψq′
(
− θ
N1/2
)
+
1
2
q′(1− q′)θ
2
N
] ∣∣∣∣∣
.
|θ|3
N1/2
[
M
N
q(1− q) + M
′
N
q′(1− q′)
]
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≤ |θ|
3
N1/2
σ2, ∀ |θ| ≤ N1/2, (3.58)
where the last equality uses (3.3) again.
Step 2-3. To close the proof in this step, we put together (3.55), the analogous bound with
(q,M) replaced by (q′,M ′), and (3.58). Then we deduce that∣∣∣∣∣ψq
(
θ
N1/2
)M
ψq′
(
− θ
N1/2
)M ′
− exp
{
−σ
2θ2
2
}∣∣∣∣∣ . exp
{
−σ
2θ2
5
} |θ|3
N1/2
σ2, ∀ |θ| ≤ N1/2.
We arrive at the following bound:
|II3.52| .
σ2
N1/2
∫ N1/2
δN
θ3 exp
{
−σ
2θ2
5
}
dθ. (3.59)
Step 3. Finally, we bound III3.52 + IV3.52. Notice that
|ψp(u)|2 ≤ 1− 2p(1− p) · u
2
π2
≤ exp
{
−2p(1− p)u
2
π2
}
,
where the first inequality follows from (3.49) and the fact that 1 − cosx − x2/π2 ≥ 0 for all
|x| ≤ π and the second inequality uses 1− x ≤ e−x for all x ≥ 0. It follows that
|III3.52 + IV3.52| ≤
1
2π
∫
N1/2<|θ|≤N1/2π
exp
{
−2θ
2
π2
[
M
N
q(1− q) + M
′
N
q′(1− q′)
]}
dθ
+
1
2π
∫
N1/2<|θ|≤N1/2π
exp
{
−σ
2θ2
2
}
dθ +
1
2π
∫
|θ|≥N1/2π
exp
{
−σ
2θ2
2
}
dθ
≤
∫ ∞
N1/2
exp
{
−σ
2θ2
5
}
dθ =
1
σ
∫ ∞
N1/2σ
exp
{
−θ
2
5
}
dθ. (3.60)
Here, the definition (3.3) of σ2 = σj(r;N)
2 is used. The proof is complete. 
The following proposition proves an integrated normal approximation for the covariance
function in (2.18).
Proposition 3.15. Fix 0 < T0 < 1 < T1 < ∞ and let Assumption 3.4 and the primary
condition (3.14) be in force.
(1◦). It holds that
sup
s,t:T0≤s≤t≤T1
0≤t−s≤τN
∫ srN
sℓN
∣∣∣∣∣
2∏
j=1
N1/2P
(
SMj
(r
s
)
= S ′M ′j
(r
t
))
−
2∏
j=1
g
(
σj(r)
2;µj(r)
)∣∣∣∣∣ dr
≤ C(T0, T1)
(
δ4N
N
+
δ2N | ln ℓN |
N
+
δ2N
N1/2
+
1
NℓN
+
1
(NℓN )1/2
+
∫ ∞
C′(T0,T1)NℓN
e−q/10dq
q
)
.
(3.61)
(2◦). If we replace the condition 0 ≤ t− s ≤ τN in the supremum in (3.61) with t− s > τN and
the upper limits srN of the integrals there with s, then the same bound applies.
(3◦). The suprema in (1◦) and (2◦) tend to zero as N →∞ for all x, y ∈ R2.
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Proof.We write Ij(r;N) for the right-hand side of (3.51) for j ∈ {1, 2} and define σ(q) ≥ 0 by
σ(q)2 = min{σj(sq;N)2, σj(sq)2; 1 ≤ j ≤ 2}
= min
{Mj
N
q(1− q) + M
′
j
N
q
(s
t
) (t− s) + s(1− q)
t
; 1 ≤ j ≤ 2
}
∧min
{
sq(1− q) + tq
(s
t
) (t− s) + s(1− q)
t
}
,
Recall the definitions of σj(r;N), σj(r) in (3.3) and (3.4).
For the proof of the proposition, we consider the following integrals: for 0 < L < 1/2 <
R ≤ 1 and 1 ≤ j, j′ ≤ 2 with j 6= j′,∫ sR
sL
I1(r;N)I2(r;N)dr,
∫ sR
sL
Ij(r;N)g
(
σj′(r;N)
2;µj′(r;N)
)
dr, (3.62)
and ∫ sR
sL
∣∣∣∣∣
2∏
j=1
g
(
σj(r;N)
2;µj(r;N)
)− 2∏
j=1
g
(
σj(r)
2;µj(r)
)∣∣∣∣∣dr. (3.63)
If we set L = ℓN and R = rN , then the sum of all of these integrals bounds the integral
considered in (1◦). The integral in (2◦) can be handled in the same way if we set R = 1.
Let us simplify the task of bounding the sum of the integrals in (3.62) and (3.63) by making
some observations. First, using the explicit forms of Ij(r;N) and changing variable r to q = r/s,
we can bound the sum of the integrals in (3.62) by the sum of the following integrals up to a
multiplicative constant C(T0, T1):∫ R
L
P (q)Q(q)dq,
∫ R
L
1
σ(q)
P (q)dq, (3.64)
where P and Q range over the following three functions:
α(q) =
δ2N
N1/2
, β(q) =
1
N1/2σ(q)2
, γ(q) =
e−Nσ(q)
2/10
σ(q)
(3.65)
and σ is as defined at the beginning of the proof. There are nine different such integrals:∫ R
L
α(q)α(q)dq ≤ δ
4
N
N
, (3.66)∫ R
L
α(q)β(q)dq =
δ2N
N
∫ R
L
dq
σ(q)2
, (3.67)∫ R
L
α(q)γ(q)dq ≤ δ
2
N
N1/2
∫ R
L
dq
σ(q)
, (3.68)∫ R
L
β(q)β(q)dq =
1
N
∫ R
L
dq
σ(q)4
, (3.69)∫ R
L
β(q)γ(q)dq ≤ 1
N1/2
∫ R
L
dq
σ(q)3
, (3.70)
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∫ R
L
γ(q)γ(q)dq =
∫ NR
NL
e−Nσ(q/N)
2/5
Nσ(q/N)2
dq, (3.71)∫ R
L
1
σ(q)
α(q)dq =
δ2N
N1/2
∫ R
L
dq
σ(q)
, (3.72)∫ R
L
1
σ(q)
β(q)dq =
1
N1/2
∫ R
L
dq
σ(q)3
, (3.73)∫ R
L
1
σ(q)
γ(q)dq =
∫ NR
NL
e−Nσ(q/N)
2/10
Nσ(q/N)2
dq. (3.74)
Also, to bound the integral in (3.63), we use Lemma 3.9 and the fact that |σj(sq;N)2−σj(sq)2| ≤
2/N and |µj(sq;N)− µj(sq)| ≤ 2/N1/2, which gives∫ R
L
∣∣∣∣∣
2∏
j=1
g
(
σj(sq;N)
2;µj(sq;N)
)− 2∏
j=1
g
(
σj(sq)
2;µj(sq)
)∣∣∣∣∣dq
.
∫ R
L
(
1
N [σ(q)2]3/2
+
1
N1/2σ(q)2
)2
+
(
1
N [σ(q)2]3/2
+
1
N1/2σ(q)2
)
· dq
[σ(q)2]1/2
.
4∑
k=1
∫ R
L
dq
Nk/2[σ(q)2]k/2+1
. (3.75)
The bound in (3.66) already gives the first term on the right-hand side of (3.61). Hence, by
the preceding considerations, we can focus on the integrals in (3.67)–(3.74) and (3.75), with
appropriate L and R to be specified, in the rest of the proof.
(1◦). We give the proof according to the decomposition
∫ srN
sℓN
=
∫ s/2
sℓN
+
∫ srN
s/2
of the integral
under consideration. We first consider the case L = ℓN and R = 1/2 for the setup above. Then
the following bound for σ(q)2 holds:
σ(q)2 ≥ C(T0, T1)q, ∀ q ∈ (0, 1/2]. (3.76)
By (3.67)–(3.74) and (3.75),∫ 1/2
ℓN
α(q)β(q)dq ≤ C(T0, T1)δ
2
N | ln ℓN |
N
,
∫ 1/2
ℓN
α(q)γ(q)dq ≤
∫ 1/2
ℓN
1
σ(q)
α(q)dq ≤ C(T0, T1)δ
2
N
N1/2
,∫ 1/2
ℓN
β(q)β(q)dq ≤ C(T0, T1)
NℓN
,
∫ 1/2
ℓN
β(q)γ(q)dq ≤
∫ 1/2
ℓN
1
σ(q)
β(q)dq ≤ C(T0, T1)
(NℓN)1/2
,∫ 1/2
ℓN
γ(q)γ(q)dq ≤
∫ 1/2
ℓN
1
σ(q)
γ(q)dq ≤ C(T0, T1)
∫ ∞
C′(T0,T1)NℓN
e−q/10dq
q
,∫ 1/2
ℓN
∣∣∣∣∣
2∏
j=1
g
(
σj(sq;N)
2;µj(sq;N)
)− 2∏
j=1
g
(
σj(sq)
2;µj(sq)
)∣∣∣∣∣dq ≤ C(T0, T1)(NℓN )1/2 .
These bounds lead to the terms on the right-hand side of (3.61) after the first one there.
Next, we take 0 ≤ t− s ≤ τN , L = 1/2 and R = rN = 1− ℓN . The lower bound for σ(q)2 is
now taken to be
σ(q)2 ≥ C(T0, T1)(1− q), ∀ q ∈ [1/2, 1). (3.77)
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A change of variables with 1− q replaced shows that the bound in the above case applies. We
have proved (1◦).
(2◦). We use the decomposition
∫ s
sℓN
=
∫ s/2
sℓN
+
∫ s
s/2
of the integral under consideration. The
same argument for
∫ s/2
sℓN
in Step 1 still applies in this case.
We change the argument for the second case in Step 1 by taking t − s > τN , L = 1/2 and
R = 1. The lower bound in (3.77) is replaced by
σ(q)2 ≥ C(T0, T1)[τN + (1− q)], ∀ q ∈ [1/2, 1). (3.78)
Hence, with a translation of (1 − q) by τN in integrals, we can still use the bounds for the
second case in Step 1, except that ℓN is replaced by τN . Since τN = ℓN by assumption, we have
proved (2◦).
(3◦). Finally, δ2N | ln ℓN |/N → 0 is implied by NℓN → ∞ and δ2N/N1/2 → 0. Hence, (3◦) holds
under Assumption 3.4. The proof is complete. 
Finally, we pass limit under the integral sign by the following proposition. Note that the
first integral in (3.80) converges absolutely by the inequality 1− e−x ≤ x for all x ≥ 0.
Proposition 3.16. Fix 0 < T0 < 1 < T1 <∞ and let Assumption 3.4 be in force.
(1◦). Let 0 < s ≤ t < ∞ and x, y ∈ R2 be such that either s < t or x 6= y. Then for
1/2 < r˜N ≤ 1 with r˜N → 1, it holds that
lim
N→∞
∫ sr˜N
sℓN
(
2∏
j=1
g
(
σj(r)
2;µj(r)
)− 1[1,∞)(Nr)
4πr
)
dr (3.79)
= − ln s
4π
+
∫ ∞
0
1
4πv
[
exp
{
− 1
4v
}
− 1[1,∞)(v)
]
dv
+
∫ t−1
0
∫
R2
Qs−1−r′(z, x)Qt−1−r′(z, y)dzdr
′
+
1
2π
∫
R2
∫
R2
Qt−1(x, y1)
(− ln |y1 − y2|)Qs−1(y2, y)dy1dy2.
(3.80)
(2◦). Under the primary condition (3.14) over [T0, T1], it holds that, for all x 6= y,∫ s
sℓN
∣∣∣∣∣
2∏
j=1
g
(
σj(r)
2;µj(r)
)− 1[1,∞)(Nr)
4πr
∣∣∣∣∣dr ≤ C(T0, T1)(1 + |x|2 + |y|2 + ∣∣ ln |x− y|∣∣).
The proof uses the following standard property:
Lemma 3.17. Fix 0 < T0 < 1 < T1 <∞. It holds that, for all y1, y2 ∈ R2 with y1 6= y2,∫ T
0
Q2r′(y1, y2)dr
′ =
∫ ∞
0
1
4πv
[
exp
{
− 1
4v
}
− 1[1,∞)(v)
]
dv − 1
2π
ln |y1 − y2|
+
lnT
4π
+
3∑
j=1
εj(y1, y2;T )
(3.81)
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for functions
ε1(y1, y2;T ) = −
∫ ∞
T
|y1−y2|
2
1
4πv
[
exp
{
− 1
4v
}
− 1[1,∞)(v)
]
dv,
ε2(y1, y2;T ) = −1(0,1)
(
T
|y1 − y2|2
)
· 1
4π
lnT,
ε3(y1, y2;T ) = 1(0,1)
(
T
|y1 − y2|2
)
· 1
2π
ln |y1 − y2|
satisfying: for all 1 ≤ j ≤ 3 and T0 ≤ s ≤ t ≤ T1,
lim
T→∞
∫
R2
∫
R2
Qt−1(x, y1)
∣∣εj(y1, y2;T )∣∣Qs−1(y2, y)dy1dy2 = 0. (3.82)
Proof. Notice that (3.81) follows since by changing variables,∫ T
0
Q2r′(y1, y2)dr
′ =
∫ T
|y1−y2|
2
0
1
4πv
[
exp
{
− 1
4v
}
− 1[1,∞)(v)
]
dv
+ 1[1,∞)
(
T
|y1 − y2|2
)
· 1
4π
ln
(
T
|y1 − y2|2
)
.
Now, the convergence in (3.82) for j = 1 holds by dominated convergence. For the other
cases, let B,B′ be two independent copies of the two-dimensional standard Brownian motion.
Then for j = 2 and T > 1,
0 ≤ lnT
4π
∫
R2
∫
R2
Qt−1(x, y1)1(0,1)
(
T
|y1 − y2|2
)
Qs−1(y2, y)dy1dy2
=
lnT
4π
P (|x+Bs−1 − y −B′t−1 | > T )
=
lnT
4π
P (|x− y +Bs−1+t−1 | > T )
≤ lnT
4π
· |x− y|+ E[|Bs−1+t−1 |]
T
(3.83)
by the Markov inequality. Passing T →∞ in the foregoing inequality, we see that the required
limit is zero. For the limit with j = 3, the dominated convergence theorem applies to evaluate
it in the obvious way, since for any α ∈ (0, 1],
1
2π
∫
R2
∫
R2
Qt−1(x, y1)
∣∣ ln |y1 − y2|∣∣Qs−1(y2, y)dy1dy2
≤
∫
R2
∫
R2
Qt−1(x, y1)
(
C(α)
|y1 − y2|α + |y1 − y2|
)
Qs−1(y2, y)dy1dy2
≤ C(α)
∫
R2
Qt−1(x, y1)
×
(∫
R2
Qs−1(y2, y)dy2 + ‖Qs−1(y, ·)‖∞
∫
|y1−y2|≤1
1
|y1 − y2|αdy2
)
dy1
+ E [|x+Bt−1 − y − B′s−1|] <∞.
(3.84)
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This is enough for the required limit upon fixing a choice of α. 
Proof of Proposition 3.16. (1◦). Recall that σj(r) and µj(r) are defined in (3.4). Write∫ s
sℓN
2∏
j=1
g
(
σj(r)
2;µj(r)
)
dr =
∫ s
sℓN
1
r2
2∏
j=1
g
(
2
r
− 1
s
− 1
t
; xj − yj
)
dr
=
∫ s−1(ℓ−1N −1)
0
Q2r′+s−1−t−1(x, y)dr
′, (3.85)
where we change variable by r′ = r−1−s−1. The foregoing integral is obviously finite whenever
s < t or x 6= y due to the integrability at r′ = 0+. Hence, the proof for r˜N = 1 suffices by
dominated convergence. We consider this case in the rest of the proof.
By the Chapman–Kolmogorov equation, we can write∫ s−1(ℓ−1N −1)
0
Q2r′+s−1−t−1(x, y)dr
′
=
∫ t−1
0
∫
R2
Qs−1−r′(z, x)Qt−1−r′(z, y)dzdr
′
+
∫
R2
∫
R2
Qt−1(x, y1)
(∫ s−1(ℓ−1N −1)−t−1
0
Q2r′(y1, y2)dr
′
)
Qs−1(y2, y)dy1dy2
(3.86)
whenever N is large enough such that s−1(ℓ−1N − 1) > t−1. The integral in the parentheses
coincides with the integral in Lemma 3.17 with T = s−1(ℓ−1N − 1) − t−1. Hence, applying the
lemma to (3.86) via (3.81) and using s−1(ℓ−1N − 1)− t−1 ∼ s−1ℓ−1N as N →∞, we get
lim
N→∞
∫ s
sℓN
(
2∏
j=1
g
(
σj(r)
2;µj(r)
)− 1[1,∞)(Nr)
4πr
)
dr
= lim
N→∞
∫ s
sℓN
2∏
j=1
g
(
σj(r)
2;µj(r)
)
dr − ln s
4π
− ln[s
−1(ℓ−1N − 1)− t−1]
4π
= − ln s
4π
+
∫ t−1
0
∫
R2
Qs−1−r′(z, x)Qt−1−r′(z, y)dzdr
′
+
∫ ∞
0
1
4πv
[
exp
{
− 1
4v
}
− 1[1,∞)(v)
]
dv
+
1
2π
∫
R2
∫
R2
Qt−1(x, y1)
(− ln |y1 − y2|)Qs−1(y2, y)dy1dy2.
(3.87)
We have obtained (3.80) for the case r˜N = 1 from (3.87).
(2◦). Under the primary condition, NT0ℓN ≥ 1. We have∫ s/2
sℓN
∣∣∣∣∣
2∏
j=1
g
(
σj(r)
2;µj(r)
)− 1
4πr
∣∣∣∣∣ dr
≤
∫ s/2
sℓN
∣∣∣∣ 12πr(2− r/s− r/t) exp
{
− |x− y|
2r2
2r(2− r/s− r/t)
}
− 1
2πr(2− r/s− r/t)
∣∣∣∣ dr
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+ C(T0, T1)
≤ C(T0, T1)(1 + |x− y|2) ≤ C(T0, T1)(1 + |x|2 + |y|2), (3.88)
where the third line uses the inequality 1− e−x ≤ x, which is valid for all x ≥ 0. Also,∫ s
s/2
2∏
j=1
g
(
σj(r)
2;µj(r)
)
dr ≤
∫ s
s/2
1
2πr2(2/r − 1/s− 1/t) exp
{
− |x− y|
2
2(2/r − 1/s− 1/t)
}
dr
=
∫ 3s−1−t−1
|x−y|2
s−1−t−1
|x−y|2
1
4πv
e−
1
2v dv . C(T0, T1)
(
1 +
∣∣ ln |x− y|∣∣). (3.89)
The required inequality follows upon combining (3.88) and (3.89). 
The following theorem summarizes Proposition 3.15 (3◦) and Proposition 3.16 (1◦).
Theorem 3.18. Let 0 < s ≤ t <∞ and x, y ∈ R2 and let Assumption 3.4 be in force.
(1◦). If s < t, then
lim
N→∞
∫ s
sℓN
(
2∏
j=1
N1/2P
(
SMj
(r
s
)
= S ′M ′j
(r
t
))
− 1[1,∞)(Nr)
4πr
)
dr
= − ln s
4π
+
∫ ∞
0
1
4πv
[
exp
{
− 1
4v
}
− 1[1,∞)(v)
]
dv +
∫ t−1
0
∫
R2
Qs−1−r′(z, x)Qt−1−r′(z, y)dzdr
′
+
1
2π
∫
R2
∫
R2
Qt−1(x, y1)
(− ln |y1 − y2|)Qs−1(y2, y)dy1dy2.
(2◦). In the case of s = t and x 6= y, the same limit holds if we change the upper limits s of
the integrals on the left-hand side to be srN .
4 Convergence to the additive stochastic heat equation
In this section, we relate the limiting covariance function in Theorem 3.2 to the covariance
function of an additive stochastic heat equation. Whereas some of these connections are already
pointed out in [4], we proceed with the weak formulation.
From now on, S(R2) denotes the space of real-valued Schwartz functions on R2 and S ′(R2)
denotes the space of bounded linear functionals on S(R2) over R. By convention, S ′(R2) is
equipped with the weak topology.
4.1 Weak formulations
With respect to the process ζN(x, s) in (3.5), we define
ζNs (φ) =
∫
x≥−N1/21
φ(x)ζN(x, s)dx, φ ∈ S(R2). (4.1)
Here, 1 = (1, 1) and the constraint x ≥ −N1/21 is maximal for using the Whittaker SDEs
since for any s > 0, M(xj , s) ≥ 0 if and only if xj ≥ −N1/2. (Recall (3.2) for the notation
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M(xj , s).) In this subsection, we show some basic growth properties of the process ζ
N(x, s)
and then translate Theorem 3.2 to a convergence result under the weak formulation.
By Proposition 2.4, the metric induced by the covariance function of ζsΣ(m1, m2) can be
represented as follows: for every (m1, m2), (m
′
1, m
′
2) ∈ Z2+ and 0 ≤ s ≤ t <∞,
E[|ζsΣ(m1, m2)− ζtΣ(m′1, m′2)|2]
=
∫ t
s
2∏
j=1
P
(
Sm′j
(r
t
)
= S ′m′j
(r
t
))
dr
−
[∫ s
0
2∏
j=1
P
(
Smj
(r
s
)
= S ′m′j
(r
t
))
dr −
∫ s
0
2∏
j=1
P
(
Smj
(r
s
)
= S ′mj
(r
s
))
dr
]
−
[∫ s
0
2∏
j=1
P
(
Smj
(r
s
)
= S ′m′j
(r
t
))
dr −
∫ s
0
2∏
j=1
P
(
Sm′j
(r
t
)
= S ′m′j
(r
t
))
dr
]
.
(4.2)
Lemma 4.1. (1◦). Given 0 < r < a and integers m,n ≥ 0, it holds that
∂
∂a
P
(
Sm
(r
a
)
= n
)
=
1
a
[
(n+ 1)P
(
Sm
(r
a
)
= n + 1
)
− nP
(
Sm
(r
a
)
= n
)]
. (4.3)
(2◦). Given T ∈ (0,∞), it holds that
E[|ζsΣ(m1, m2)− ζtΣ(m1, m2)|2] ≤ C(T )
(‖(m1, m2)‖∞ ∨ 1)× |t− s|, (4.4)
for all 0 ≤ s, t ≤ T and (m1, m2) ∈ Z2+, where ‖(m1, m2)‖∞ = max{|m1|, |m2|}.
Proof. To obtain (4.3), we may assume that 0 ≤ n ≤ m and then consider:
∂
∂a
P
(
Sm
(r
a
)
= n
)
=
(
m
n
)
n
(r
a
)n−1(−r
a2
)(
1− r
a
)m−n
+
(
m
n
)(r
a
)n
(m− n)
(
1− r
a
)m−n−1 r
a2
= −n
a
P
(
Sm
(r
a
)
= n
)
+
n + 1
a
P
(
Sm
(r
a
)
= n+ 1
)
,
Next, we apply (4.3) to get (4.4). In the case s = 0 or m1 = m2 = 0, the required bound
holds obviously since then the second and third terms on the right-hand side of (4.2) with
(m′1, m
′
2) = (m1, m2) are zero. For 0 < s ≤ t <∞ and nonzero (m1, m2) ∈ Z2+, (4.3) shows the
following bound for the second term in (4.2) with (m′1, m
′
2) = (m1, m2):∫ s
0
∣∣∣∣∣
2∏
j=1
P
(
Smj
(r
s
)
= S ′mj
(r
s
))
−
2∏
j=1
P
(
Smj
(r
s
)
= S ′mj
(r
t
)) ∣∣∣∣∣dr
.
∫ s
0
|t− s|
s
2∑
j=1
(
E
[
Smj
(r
s
)]
+ 1
)
dr . ‖(m1, m2)‖∞ × |t− s|.
The third term in (4.2) with (m′1, m
′
2) = (m1, m2) can be bounded similarly. Hence, (4.4) holds
whenever 0 < s ≤ t <∞ and (m1, m2) is nonzero. We have proved (4.4). 
As an application, we obtain the a.s. polynomial growth of ζ in the following lemma.
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Lemma 4.2. (1◦). For all T ∈ (0,∞) and α ∈ (1,∞), we can find C(α) such that
E
[
sup
(m1,m2)∈Z2+
sup
s∈[0,T ]
|ζsΣ(m1, m2)|2α
1 + ‖(m1, m2)‖C(α)r∞
]
<∞.
(2◦). For each N ≥ 1, the following statement holds with probability one: the integral in (4.1)
converges absolutely for all s ∈ [0,∞) and φ ∈ S(R2), and ζN takes values in D(R+,S ′(R2)).
Proof. (1◦). We modify the proof of [8, Proposition 4.1] as follows. For any integer n ≥ 1, set
En = {(m1, m2) ∈ Z2+; 2n−1 ≤ ‖(m1, m2)‖∞ < 2n}. For any β ∈ (0,∞) and α ∈ (1,∞),
E
[
sup
(m1,m2)∈Z2+
sup
s∈[0,T ]
|ζsΣ(m1, m2)|2α
1 + ‖(m1, m2)‖βr∞
]
≤ E
[
sup
s∈[0,T ]
|ζsΣ(0, 0)|2α
]
+
∞∑
n=1
1
1 + 2β(n−1)
∑
(m1,m2)∈En
E
[
sup
s∈[0,T ]
|ζsΣ(m1, m2)|2α
]
. (4.5)
Since ζ is a Gaussian process, Lemma 4.1 (2◦) is enough to apply Kolmogorov’s theorem for
continuity [16, (2.1)Theorem in Chapter I]. Moreover, we can find C ′(α, T ), C(α) such that
the expected supremum indexed by (m1, m2) can be bounded by C
′(α, T )‖(m1, m2)‖C(α)∞ . We
obtain the required result upon setting β = 3 + C(α) in (4.5).
(2◦). For xj ≥ −N1/2, s 7→ sN + sN · xj/N1/2 is nondecreasing on [0,∞) and so s 7→ Mj is
ca`dla`g. For these xj ’s, we also have 0 ≤ Mj ≤ Ns + Ns · |xj |/N1/2. Hence, by (1◦), ζNs (φ) is
absolutely convergent as an integral for any s and is a ca`dla`g function in s. The weak topology
of S ′(R2) gives the required path property of ζN . 
The proof of (1◦) only modifies the proof of [8, Proposition 4.1] and so is omitted. Now we
extend Theorem 3.2 to a convergence under the weak formulation.
Theorem 4.3. Let ζN be the S ′(Rd)-valued processes defined by (4.1). Then it holds that
lim
N→∞
[
Cov[ζNs (φ1); ζ
N
t (φ2)]− CN
(∫
φ1
)(∫
φ2
)]
=
1
2π
∫
R2
∫
R2
Qt−1φ1(y1)
(− ln |y1 − y2|)Qs−1φ2(y2)dy1dy2
+
∫ t−1
0
∫
R2
Qs−1−rφ1(z)Qt−1−rφ2(z)dzdr, ∀ φ1, φ2 ∈ S(R2),
where CN is defined in (3.9).
We use the next proposition to prove Theorem 4.3. The proposition is a summary of the
bounds in Propositions 3.7, 3.11, 3.15 and 3.16.
Proposition 4.4. Fix 0 < T0 < 1 < T1 < ∞. Let Assumption 3.4 be in force and x, y ∈ R2,
T0 ≤ s ≤ t ≤ T1 and N ≥ 16 be subject to the primary condition (3.14). In the case that
0 ≤ t− s ≤ τN , we also require the secondary condition (3.15). Then it holds that∫ Ns
0
∣∣∣∣∣
2∏
j=1
P
(
SMj
( r
Ns
)
= S ′M ′j
( r
Nt
))
− 1[1,∞)(r)
4πr
∣∣∣∣∣dr ≤ C(T0, T1) (1 + |x|2 + |y|2 + ∣∣ ln |x− y|∣∣) .
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Proof of Theorem 4.3. We turn to the integral representation of the covariance function in
(3.6). Then under the assumption of Proposition 4.4, the bound there enables the use of the
dominated convergence theorem and Theorem 3.2. It remains to show that the contribution
from the complementary x1, x2, y1, y2 vanishes as N →∞.
When the primary condition fails, we use the property that
∫
x∈([−Nη/2,Nη/2]2)∁ |φ(x)|dx decays
polynomially in N of any fixed order for all φ ∈ S(R2). Also, the secondary condition is only
assumed to deal with the integrals in Proposition 3.11 (4◦). In this case, if F denotes the set
of x1, x2, y1, y2 such that the secondary condition fails, then we still have∫
F
dxdy|φ1(x)φ2(y)|
∫ Ns
NsrN
dr ≤ C(T0, T1, φ)(N−1/2)2 ·N(1− rN) −−−→
N→∞
0
by Assumption 3.4. This completes the proof. 
4.2 Identification of the limit
Given X0 ∈ S ′(R2), the additive stochastic heat equation is defined by
Xt(φ) = X0(φ) +
∫ t
0
Xs
(
∆
2
φ
)
ds+
∫ t
0
∫
R2
φ(x)W (dx, dr). (4.6)
The solution is
Xt(φ) = X0[Qt(φ)] +
∫ t
0
∫
R2
Qt−rφ(x)W (dx, dr), (4.7)
where Qt = e
t∆/2 is the transition semigroup of the two-dimensional standard Brownian motion
and W is a space-time white noise. See [20, pp.339–343 in Chapter 5].
Theorem 4.3 and (4.7) suggest that the limiting process of the rescaled Whittaker SDEs is
the solution X of an additive stochastic heat equation: for 0 < s ≤ t <∞,
lim
N→∞
[
Cov[ζNs (φ1); ζ
N
t (φ2)]− CN
(∫
φ1
)(∫
φ2
)]
= Cov[Xs−1(φ1);Xt−1(φ2)] (4.8)
if X0 is independent of the space-time white noise, is mean-zero, and has a covariance function
given by
E[X0(φ1)X0(φ2)] =
1
2π
∫
R2
∫
R2
φ1(y1)φ2(y2)
(− ln |y1 − y2|)dy1dy2. (4.9)
(Then all the processes in (4.8) are mean-zero Gaussian processes.) The foregoing equation
well defines X0 as a centered Gaussian random field indexed by S0(R2) = {φ ∈ S(R2);
∫
φ = 0}.
See [12] and the references therein for a reproducing kernel approach of the construction of
X0. Alternatively, X0 can be defined as the stationary solution of the additive stochastic heat
equation: X0(φ) =
∫ 0
−∞
∫
R2
Q−rφ(x)W (dx, dr), which converges a.s. See Section 6.
Given the conditionally positive definiteness of (x, y) 7→ − ln |x − y|, the relation in (4.9)
cannot apply on the full space S(R2). To avoid unnecessary technical issues from this restriction
of domain, first we fix ψ ∈ S(R2) such that ∫ ψ = 1 and define a re-centering operator
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R = Rψ : S(R2) → S0(R2) by Rφ = φ − (
∫
φ)ψ. Note that R is a projection onto S0(R2):
R2φ = Rφ. Then with the Gaussian random field X0 specified below (4.9), we modify the
possible definition of X used in (4.8) to the following S ′(R2)-valued continuous process:
Xt(φ) = X0 [QtRφ] +
∫ t
0
∫
R2
Qt−rRφ(x)W (dx, dr), φ ∈ S(R2). (4.10)
The process X in (4.10) is well-defined. Indeed, X0 [QtRφ] is well-defined since the Lebesgue
measure is an invariant measure of (Qt). Note that for φ ∈ S0(R2), this Xt(φ) still satisfies (4.6).
(For example, [17, 5◦ in the proof of Theorem 2.1 on page 430] allows for a straightforward
extension beyond one dimension to this case.) Now, (4.8) can be made precise in the following
form:
lim
N→∞
Cov[ζNs ◦R(φ1); ζNt ◦R(φ2)] = Cov[Xs−1(φ1);Xt−1(φ2)], ∀ φ1, φ2 ∈ S(R2). (4.11)
Theorem 4.5 (Second main result). As N → ∞, the sequence of laws of (ζNt ◦ R; t > 0)
converges weakly to the law of (Xt−1 ; t > 0) as probability measures on D((0,∞),S ′(R2)),
where X is defined by (4.10).
For the proof of this theorem, the convergence of finite-dimensional marginals follows readily
from (4.11). To obtain the convergence at the process level, Mitoma’s theorem [13] requires
the tightness of ζN(φ) for all fixed φ ∈ S0(R2). The proof of this property is the subject of the
next section.
5 Tightness of the rescaled Whittaker SDEs
Our goal in this section is to prove that the family of laws of the real-valued continuous processes
ζN(φ) defined by (4.1) is tight, for a fixed φ ∈ S0(R2). Since these processes are Gaussian
processes, it is enough to prove that the induced metrics (s, t) 7→ E[|ζNs (φ) − ζNt (φ)|2]1/2 are
uniformly Ho¨lder continuous.
Consider the explicit expressions of these metrics by applying the rescaling under consider-
ation. By (4.2), we have
E[|ζNs (φ)− ζNt (φ)|2]
=
∫ t
s
dr
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dyφ(y)
2∏
j=1
N1/2P
(
SM(xj ,t)
(r
t
)
= S ′M(yj ,t)
(r
t
))
−
[∫ s
0
dr
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dyφ(y)
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,t)
(r
t
))
−
∫ s
0
dr
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dyφ(y)
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,s)
(r
s
))]
−
[∫ s
0
dr
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dyφ(y)
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,t)
(r
t
))
−
∫ s
0
dr
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dyφ(y)
2∏
j=1
N1/2P
(
SM(xj ,t)
(r
t
)
= S ′M(yj ,t)
(r
t
))]
,
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where the notation M(xj , s) is defined in (3.2). According to the last equality, we write
E[|ζNs (φ)− ζNt (φ)|2] = IN (s, t)− JN(s, t)−KN(s, t). (5.1)
Then the job is to show that all of the three terms in (5.1) satisfy the following bound: for
some fixed α ∈ (0, 1] and C = C(T0, T1, φ, α),
sup
N∈N
|LN(s, t)| ≤ C(t− s)α, ∀ s, t : T0 ≤ s ≤ t ≤ T1, 0 < T0 < 1 < T1 <∞. (5.2)
The results are presented as Propositions 5.2, 5.6 and 5.7 below. The use of uniform Ho¨lder
continuity is only for IN , since the other two functions are uniformly Lipschitz.
Notation 5.1. Write j′ for the coordinate in {1, 2} different from j ∈ {1, 2}. 
Proposition 5.2. (5.2) is satisfied by LN = IN for α = 1/2.
Proof.We bound the integrand of IN(s, t), for r ∈ [s, t], according to r/t ≥ 1 − (1/2)N−1/2
and the complementary case. The point here is that since r is bounded away from zero, we
can be saved from the need of dealing with divergent re-centering constants as in Section 3. In
both Steps 1 and 2, we assume the primary condition (3.14).
Step 1. First, we consider r such that r/t ≥ 1− (1/2)N−1/2. We obtain from (3.20) and (3.22)
that ∣∣∣∣∣P(SM(xj ,t) (rt) = S ′M(yj ,t) (rt))
−P
(
V
(
M(xj , t)
(
1− r
t
))
= V ′
(
M(yj, t)
(
1− r
t
))
+M(xj , t)−M(yj , t)
) ∣∣∣∣∣
(5.3)
is bounded by 1/N1/2. To bound the Poisson probabilities, first notice that for all xj , yj ∈ R
and t ≥ T0,
|M(xj , t)−M(yj , t)| ≥ T0N1/2|xj − yj| − 1. (5.4)
It follows from the elementary inequalities P(V − V ′ ≥ m) ≤ e−N−1/4mE[eN−1/4(V−V ′)] and
ex − 1 ≤ x+ x2 for all x ∈ [−1, 1] that the next two inequalities hold:
N1/2P
(
V
(
M(xj , t)
(
1− r
t
))
= V ′
(
M(yj , t)
(
1− r
t
))
+M(xj , t)−M(yj , t)
)
≤ 1{M(xj ,t)−M(yj ,t)≥0}N1/2 exp
{
−N−1/4[M(xj , t)−M(yj , t)]+
}
× exp
{
M(xj , t)
(
1− r
t
)
(eN
−1/4 − 1) +M(yj, t)
(
1− r
t
)
(e−N
−1/4 − 1)
}
+ 1{M(xj ,t)−M(yj ,t)<0}N
1/2 exp
{
−N−1/4[M(xj , t)−M(yj , t)]−
}
× exp
{
M(yj , t)
(
1− r
t
)
(eN
−1/4 − 1) +M(xj , t)
(
1− r
t
)
(e−N
−1/4 − 1)
}
≤ N1/2 exp
{
−N−1/4|M(xj , t)−M(yj , t)|
}
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× exp
{(
1− r
t
)
N−1/4|M(xj , t)−M(yj , t)|+
(
1− r
t
)
N−1/2[M(xj , t) +M(yj , t)]
}
. N1/2 exp
{
− 1
2
T0N
1/4|xj − yj|+ C(T1)
}
,
where the last inequality uses (5.4), the assumption r/t ≥ 1 − (1/2)N−1/2 and the primary
condition (3.14). Combining the 1/N1/2-bound for (5.3) and the last inequality proves that
under the primary condition, we have
N1/2P
(
SM(xj ,t)
(r
t
)
= S ′M(yj ,t)
(r
t
))
≤ 1 + C(T1)N1/2e− 12T0N1/4|xj−yj |. (5.5)
Step 2. Recall the definitions in (3.3). For 1 − r/t > (1/2)N−1/2, the following bound
holds: C(T0, T1) ≤ N1/2σj(r;N)2. Also, if the secondary condition (3.15) is in force, then
|M(xj , t)−M(yj , t)| ≥ C(T0, T1)N1/2|xj − yj| by (5.4). In this case, Lemma 3.14 gives
N1/2P
(
SM(xj ,t)
(r
t
)
= S ′M(yj ,t)
(r
t
))
≤ g(σj(r;N)2; xj − yj)+ C(T0, T1). (5.6)
Step 3. Recall Notation 5.1. Now we summarize the results from Steps 1 and 2 and get a
bound of |IN(s, t)| as the sum of the six terms in the following list:∫ t
s
dr
∫
R2
dx|φ(x)|
∫
R2
dy|φ(y)|1{1−r/t≤(1/2)N−1/2}
2∏
j=1
[
1 + C(T1)N
1/2e−
1
2
T0N1/4|xj−yj |],
C(T0, T1)
∫ t
s
dr
∫
R2
dx|φ(x)|
∫
R2
dy|φ(y)|
2∏
j=1
[
g
(
σj(r;N)
2; xj − yj
)
+ 1
]
,
C(T0, T1)
2∑
j=1
∫ t
s
dr
∫
R2
dx|φ(x)|
∫
R2
dy|φ(y)|[g(σj(r;N)2; xj − yj)+ 1]N1/21{|xj′−yj′ |<(4/T0)N−1/2},
C(T0, T1, φ)
∫ t
s
dr
2∏
j=1
N−1/2 ·N1/2,
N
∫ t
s
dr
∫
x∈([−Nη/2,Nη/2]2)∁
dx|φ(x)|
∫
R2
dy|φ(y)|,
N
∫ t
s
dr
∫
R2
dx|φ(x)|
∫
y∈([−Nη/2,Nη/2]2)∁
dy|φ(y)|.
Here, the first integral follows from (5.5), the second and third integrals follow from (5.6), the
factor N−1/2 in the fourth integral is contributed by y1, y2 which fail to satisfy the secondary
condition (3.15) for any fixed x1, x2, and the last two integrals handle x1, x2, y1, y2 which fail
to satisfy the primary condition. By the fast decay property of φ, it holds that{
the sum of the last five terms in the foregoing display
}
. C(T0, T1, φ)|t− s|. (5.7)
The argument in Step 1 is insufficient to yield the same Lipschitz continuity of the first term,
but we can still prove Ho¨lder continuity as follows. First, by the Cauchy–Schwarz inequality
with respect to
∫ t
s
dr,∫ t
s
dr
∫
R2
dx|φ(x)|
∫
R2
dy|φ(y)|1{1−r/t≤(1/2)N−1/2}N1/2e−
1
2
T0N1/4|x1−y1|
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≤
(
C(T0, T1)
(
N−(1/2)/2+1/2
∫
R2
dx|φ(x)|
∫
R2
dy|φ(y)|e− 12T0N1/4|x1−y1|
)2)1/2
(t− s)1/2
. C(T0, T1, φ)(t− s)1/2.
The same bound holds for the other integrals from expanding the product in the first term in
the foregoing list. Hence, this term is . C(T0, T1, φ)(t − s)1/2. This continuity and (5.7) are
enough for the proposition. 
The main theme of this section is to bound JN . We start with an interpolation to present
the difference form of this term:
JN(s, t) =
∫ s
0
dr
∫ t
s
da
∫
x≥−N1/21
dxφ(x)
× ∂
∂a
∫
y≥−N1/21
dyφ(y)
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
))
.
(5.8)
The foregoing derivative can be computed by changing variables with N1/2y′ = aN1/2(y +
N1/21):
∂
∂a
∫
y≥−N1/21
dyφ(y)
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
))
=
∂
∂a
1
a2
∫
y′≥0
dy′φ
(
y′
a
−N1/21
) 2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′⌊N1/2y′j⌋
(r
a
))
= − 2
a3
∫
y′≥0
dy′φ
(
y′
a
−N1/21
) 2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′⌊N1/2y′j⌋
(r
a
))
− 1
a4
∫
y′≥0
dy′y′ · ∇φ
(
y′
a
−N1/21
) 2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′⌊N1/2y′j⌋
(r
a
))
+
1
a2
∫
y′≥0
dy′φ
(
y′
a
−N1/21
)
∂
∂a
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′⌊N1/2y′j⌋
(r
a
))
.
Apply
∫ s
0
dr
∫ t
s
da
∫
x≥−N1/21 dxφ(x) to both sides of the last equality, and then we obtain from
(5.8) that JN can be decomposed into
JN(s, t) = −2JN,1(s, t)− JN,2(s, t) + JN,3(s, t). (5.9)
We handle JN,1 and −JN,2 + JN,3 separately.
Lemma 5.3. (5.2) is satisfied by LN = JN,1 for α = 1.
Proof.We undo the change of variables below (5.8) to rewrite JN,1(s, t) as∫ s
0
dr
∫ t
s
da
a
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dyφ(y)
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
))
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=∫ t
s
da
a
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dyφ(y)
×
∫ Ns
0
dr
[
2∏
j=1
P
(
SM(xj ,s)
( r
Ns
)
= S ′M(yj ,a)
( r
Na
))
− 1[1,∞)(r)
4πr
]
+
∫ t
s
da
a
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dyφ(y)
ln(Ns)
4π
1{Ns≥1}.
As in the proof of Theorem 4.3, we can deduce from Proposition 4.4 that the first term in the
foregoing equality can be bounded by C(T0, T1)|t − s|. For the second term, the assumption
φ ∈ S0(R2) enables the cancellation of ln(Ns)4π up to an error term that can be subdued by the
fast decay of φ, so that this term can be bounded by C(T0, T1, φ)|t − s|. We have proved the
proposition. 
For the remaining terms in (5.9) for JN , we first state some elementary results.
Lemma 5.4. Let F : R→ R be bounded, p ∈ (0, 1) and M ∈ Z+.
(1◦). The independent sums SM = SM(p)’s satisfy
p
(
E [F (SM)]−E [F (SM + 1)]
)
= E [F (SM)]−E [F (SM+1)] , (5.10)
E[F (SM + 1)] =
1
p
E[F (SM+1)]− 1− p
p
E[F (SM)]. (5.11)
(2◦). (Binomial integration by parts) E [SMF (SM)] = E[SM ]E [F (SM−1 + 1)].
(3◦). Let {e1, e2} denote the standard ordered basis of R2. For all φ ∈ S(R2), L ∈ [−∞,∞],
a ∈ (0,∞), ℓ ∈ Z, and j ∈ {1, 2},∫ ∞
L
dxjφ(x)F
(
M(xj , a) + ℓ
)
=
∫ ∞
L+ ℓ
aN1/2
dxjφ
(
x− ℓej
aN1/2
)
F
(
M(xj , a)
)
.
Proof. The proof of (1◦) is immediate upon conditioning SM+1 on SM . For (2◦), we write out
the expectation on its left-hand side:
E [SMF (SM)] =
M∑
j=1
(
M
j
)
pj(1− p)M−jjF (j)
= Mp
M∑
j=1
(M − 1)!
(j − 1)!(M − 1− j + 1)!p
j−1(1− p)M−1−j+1F (j − 1 + 1)
= Mp
M−1∑
j=0
(
M − 1
j
)
pj(1− p)M−1−jF (j + 1)
= MpE[F (SM−1 + 1)],
as required. For (3◦), simply note that since M(xj , a) = ⌊aN1/2(xj + N1/2)⌋, M(xj , a) + ℓ =
M(xj + ℓ/(aN
1/2), a) for all xj ∈ R. 
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The proof of (1◦) is immediate upon conditioning SM+1 on SM . The proofs of (2◦) and (3◦)
are standard.
We are ready to complete the argument for JN .
Lemma 5.5. (5.2) is satisfied by LN = −JN,2 + JN,3 for α = 1.
Proof.We divide the proof into a few steps. Step 1 is for JN,2, whereas we need Steps 2,
2-1–2-2 to handle JN,3. A summary is given in Step 3 to complete the proof.
Step 1. For JN,2, we change variables back and get
JN,2(s, t) =
∫ s
0
dr
∫ t
s
da
∫
x≥−N1/21
dyφ(x)
∫
y≥−N1/21
dy
a
(y +N1/21) · ∇φ(y)
×
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
))
.
(5.12)
According to (y +N1/21) · ∇φ(y) = y · ∇φ(y) +N1/2divφ(y), we write the last integral as∫ s
0
dr
∫ t
s
da
a
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dyy · ∇φ(y)
×
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
))
+N1/2
∫ s
0
dr
∫ t
s
da
a
∫
x≥−N1/21
dxφ(x)
∫
y≥−N1/21
dy divφ(y)
×
2∏
j=1
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
))
= JN,2,1(s, t) + JN,2,2(s, t). (5.13)
Since y 7→ y ·∇φ(y) ∈ S0(R2) by integration by parts, the proof in Lemma 5.3 shows that (5.2)
for LN = JN,2,1 and α = 1 holds. We postpone the consideration of JN,2,2(s, t) until Step 3.
Step 2. In the rest of this proof, we write RN,j = RN,j(a, r) for a function such that
sup
N∈N
sup
s,a∈[T0,T1]
∣∣∣∣∣
∫ s
0
dr
∫ ∞
−N1/2
dxj′
∫ ∞
−N1/2
dyj′RN,jN1/2P
(
SM(xj′ ,s)
(r
s
)
= S ′M(yj′ ,a)
(r
a
)) ∣∣∣∣∣
is finite. (Recall Notation 5.1 for j′.) The function RN,j can change from term to term unless
otherwise specified.
We fix j ∈ {1, 2} throughout this step. To rewrite JN,3, we first compute the derivative in
its definition. By Lemma 4.1 (1◦), it holds that
∂
∂a
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′m′
(r
a
)) ∣∣∣
m′=M(yj ,a)
=
N1/2
a
E
[(
SM(xj ,s)
(r
s
)
+ 1
)
1{
SM(xj,s)(
r
s)+1=S′M(yj ,a)(
r
a)
}]
39
− N
1/2
a
E
[
SM(xj ,s)
(r
s
)
1{
SM(xj,s)(
r
s)=S′M(yj,a)(
r
a)
}] . (5.14)
By the binomial integration by parts [Lemma 5.4 (2◦)], the right-hand side of (5.14) is equal to
N1/2M(xj , s)r
as
P
(
SM(xj ,s)−1
(r
s
)
+ 2 = S ′M(yj ,a)
(r
a
))
− N
1/2M(xj , s)r
as
P
(
SM(xj ,s)−1
(r
s
)
+ 1 = S ′M(yj ,a)
(r
a
))
+
N1/2
a
P
(
SM(xj ,s)
(r
s
)
+ 1 = S ′M(yj ,a)
(r
a
))
.
Next, we apply the first identity in Lemma 5.4 (1◦), for F (n) = P(SM(xj ,s)−1(
r
s
) + 2 = n) and
SM = S
′
M(yj ,a)
( r
a
), to the difference of the first two terms. Also, recall Theorem 3.2 and the
fact that limN M(xj , s)/(Ns) = 1. Taking all of these properties into account, we can write
the foregoing expression as
N × M(xj , s)
Ns
×N1/2P
(
SM(xj ,s)−1
(r
s
)
+ 2 = S ′M(yj ,a)
(r
a
))
−N × M(xj , s)
Ns
×N1/2P
(
SM(xj ,s)−1
(r
s
)
+ 2 = S ′M(yj ,a)+1
(r
a
))
+
1
a
×N1/2P
(
SM(xj ,s)
(r
s
)
+ 1 = S ′M(yj ,a)
(r
a
))
.
(5.15)
By the discussion from (5.14) to (5.15), we can write∫ ∞
−N1/2
dxjφ(x)
∫ ∞
−N1/2
dyjφ(y)
∂
∂a
N1/2P
(
SM(xj ,s)
(r
s
)
= S ′m′
(r
a
)) ∣∣∣
m′=M(yj ,a)
=
∫ ∞
−N1/2
dxjφ(x)
∫ ∞
−N1/2
dyjφ(y)
× {the difference of the first two terms in (5.15)}+RN,j ,
(5.16)
where the last term is given by
∫∞
−N1/2 dxjφ(x)
∫∞
−N1/2 dyjφ(y)
{
the last term in (5.15)
}
and is
an RN,j-term since we can apply Proposition 4.4 as in the proof of Lemma 5.3. In contrast
to the integrand of this RN,j , there are additional ±1 in the numbers of summands in the
random sums in the first two terms of (5.15). These unwanted integers can be removed by
using Lemma 5.4 (3◦) and translating variables:∫ ∞
−N1/2
dxjφ(x)
∫ ∞
−N1/2
dyjφ(y)
{
the difference of the first two terms in (5.15)
}
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= N
∫ ∞
−N1/2− 1
sN1/2
dxj
M(xj , s) + 1
Ns
× φ
(
x+
ej
sN1/2
)
×
∫ ∞
−N1/2
dyjφ(y)×N1/2P
(
SM(xj ,s)
(r
s
)
+ 2 = S ′M(yj ,a)
(r
a
))
−N
∫ ∞
−N1/2− 1
sN1/2
dxj
M(xj , s) + 1
Ns
× φ
(
x+
ej
sN1/2
)
×
∫ ∞
−N1/2+ 1
aN1/2
dyjφ
(
y − ej
aN1/2
)
×N1/2P
(
SM(xj ,s)
(r
s
)
+ 2 = S ′M(yj ,a)
(r
a
))
.
(5.17)
Note that the two terms in (5.17) differ only when it comes to integration with respect to yj.
We can extract a discrete partial derivative [φ(y) − φ(y − ej
aN1/2
)]aN1/2 from this difference.
Hence, the foregoing expression shows that∫ ∞
−N1/2
dxjφ(x)
∫ ∞
−N1/2
dyjφ(y)
{
the difference of the first two terms in (5.15)
}
=
N1/2
a
∫ ∞
−N1/2− 1
sN1/2
dxj
M(xj , s) + 1
Ns
× φ
(
x+
ej
sN1/2
)
×
∫ ∞
−N1/2
dyj
[
φ(y)− φ
(
y − ej
aN1/2
)]
aN1/2
×N1/2P
(
SM(xj ,s)
(r
s
)
+ 2 = S ′M(yj ,a)
(r
a
))
+RN,j ,
(5.18)
where the RN,j-term takes care of the difference in the ranges of yj in (5.17) and uses the fast
decay property of φ.
In the rest of this step, we show how to deal with the first term in (5.18) so that it can
be used to cancel JN,2,2 left unsettled in Step 1. The plan is to reduce this term in (5.18)
to integrals showing only probabilities of the form P(SM = S
′
M ′), given the fact that these
probabilities define JN,2,2. To this end, we proceed with the following method: Iterate the
second identity in Lemma 5.4 (1◦) to get
E[F (SM + 2)] =
1
p
(
1
p
E[F (SM+2)]− 1− p
p
E[F (SM+1)]
)
− 1− p
p
(
1
p
E[F (SM+1)]− 1− p
p
E[F (SM)]
)
=
1
p2
E[F (SM+2)]− 2(1− p)
p2
E[F (SM+1)] +
(1− p)2
p2
E[F (SM)]. (5.19)
Then remove +2 and +1 in the numbers of summands in (5.19) by Lemma 5.4 (3◦) in a way
similar to how we obtain (5.17).
Step 2-1. In this step, we restrict our attention to r such that r/s ≥ 1/2. The integral in
(5.18) can be written as the following partial integral with respect to xj , and then we apply
the method outlined in and below (5.19) with p = r/s:
N1/2
a
∫ ∞
−N1/2− 1
sN1/2
dxj
M(xj , s) + 1
Ns
× φ
(
x+
ej
sN1/2
)
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× E
[
F
(
SM(xj ,s)
(r
s
)
+ 2
)]
=
N1/2
a
∫ ∞
−N1/2+ 1
sN1/2
dxj
M(xj , s)− 1
Ns
× φ
(
x− ej
sN1/2
) 1
(r/s)2
×E
[
F
(
SM(xj ,s)
(r
s
))]
− N
1/2
a
∫ ∞
−N1/2
dxj
M(xj , s)
Ns
× φ(x)2(1− r/s)
(r/s)2
E
[
F
(
SM(xj ,s)
(r
s
))]
+
N1/2
a
∫ ∞
−N1/2− 1
sN1/2
dxj
M(xj , s) + 1
Ns
× φ
(
x+
ej
sN1/2
) (1− r/s)2
(r/s)2
× E
[
F
(
SM(xj ,s)
(r
s
))]
(5.20)
=
N1/2
a
∫ ∞
−N1/2
dxjφN(x; r, s)E
[
F
(
SM(xj ,s)
(r
s
))]
− N
1/2
a
∫ −N1/2+ 1
sN1/2
−N1/2
dxj
{
1st integrand in (5.20)
}
+
N1/2
a
∫ −N1/2
−N1/2− 1
sN1/2
dxj
{
3rd integrand in (5.20)
}
,
(5.21)
where φN gathers all the integrands in (5.20) and excludes the expectations there:
φN (x; r, s)
def
=
M(xj , s)− 1
Ns
× φ
(
x− ej
sN1/2
) 1
(r/s)2
− M(xj , s)
Ns
× φ(x)2(1− r/s)
(r/s)2
+
M(xj , s) + 1
Ns
× φ
(
x+
ej
sN1/2
) (1− r/s)2
(r/s)2
.
(5.22)
(To be clear, when saying “integrand” in (5.21) and what follows for an expression C
∫
dxϕ(x),
we only refer to ϕ(x).) Note that ∂xjφ ∈ S(R2) and the sum of the coefficients of the expecta-
tions in (5.19) is 1. By these properties, (3.40) and the condition r/s ≥ 1/2, we deduce that
the equation of φN(x; r, s) can be written in a simpler form: φN(x; r, s) = φ
0
N(x; r, s) + φ(x),
where φ
0
N (x; r, s) satisfies the following bound:
|φ0N(x; r, s)| ≤
C(T0, T1, φ, n)
N1/2(1 + |x|n) , ∀ n ∈ N. (5.23)
Recall that the right-hand side of (5.21) is equal to the integral in (5.18). Hence, it follows
from (5.18) and (5.21) that for r/s ≥ 1/2,∫ ∞
−N1/2
dxjφ(x)
∫ ∞
−N1/2
dyjφ(y)
{
the difference of the first two terms in (5.15)
}
=
N1/2
a
∫ ∞
−N1/2
dxjφN(x; r, s)
∫ ∞
−N1/2
dyj
[
φ(y)− φ
(
y − ej
aN1/2
)]
aN1/2
×N1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
))
+RN,j .
(5.24)
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Here, φN(x; r, s) is defined by (5.22), and the new contribution for this RN,j comes from the
last two terms in (5.21). Besides, replacing φN(x; r, s) by φ
0
N (x; r, s) in the integral of (5.24)
and applying (5.23) and Proposition 4.4 lead to another RN,j . In more detail, the application of
Proposition 4.4 uses the integration with respect to dy and the mean-zero property:
∫
dy[φ(y)−
φ(y − ej
aN1/2
)] = 0 to bring in the renormalization function 1[1,∞)(r)/(4πr). Hence, we deduce
that (5.24) can be simplified to: for r/s ≥ 1/2,∫ ∞
−N1/2
dxjφ(x)
∫ ∞
−N1/2
dyjφ(y)
{
the difference of the first two terms in (5.15)
}
=
N1/2
a
∫ ∞
−N1/2
dxjφ(x)
∫ ∞
−N1/2
dyj∂yjφ(y)N
1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
))
+RN,j .
(5.25)
Step 2-2. For the complementary case r/s < 1/2, we turn to (3.22) and write
P
(
SM(xj ,s)
(r
s
)
+ 2 = S ′M(yj ,a)
(r
a
))
= P
(
SM(xj ,s)
(
1− r
s
)
+M(yj, a)−M(xj , s) = S ′M(yj ,a)
(
1− r
a
)
+ 2
)
.
(5.26)
The argument between (5.20) and (5.21) applies similarly if we use the random sums S ′m′(1 −
r/a). This results in the replacement of the foregoing probability in (5.18) by
P
(
SM(xj ,s)
(
1− r
s
)
+M(yj , a)−M(xj , s) = S ′M(yj ,a)
(
1− r
a
))
= P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
)) (5.27)
with an additive RN,j as in (5.24).
To carry out the argument in the preceding paragraph specifically, we first write the integral
in (5.18) as the partial integral with respect to yj in (5.28) below, where φN(y) = [φ(y)−φ(y−
ej
aN1/2
)]aN1/2 and F (n) is different from the one used in Step 2-1 but defined analogously by
using the probability on the right-hand side of (5.26). Then the method outlined in and below
(5.19) with p = 1− r/a yields the first equality below:
N1/2
a
∫ ∞
−N1/2
dyjφN(y)E
[
F
(
S ′M(yj ,a)
(
1− r
a
)
+ 2
)]
(5.28)
=
N1/2
a
∫ ∞
−N1/2+ 2
aN1/2
dyjφN
(
y − 2ej
aN1/2
)
1
(1− r/a)2E
[
F
(
S ′M(yj ,a)
(
1− r
a
))]
− N
1/2
a
∫ ∞
−N1/2+ 1
aN1/2
dyjφN
(
y − ej
aN1/2
) 2[1− (1− r/a)]
(1− r/a)2
× E
[
F
(
S ′M(yj ,a)
(
1− r
a
))]
+
N1/2
a
∫ ∞
−N1/2
dyjφN(y)
[1− (1− r/a)]2
(1− r/a)2 E
[
F
(
S ′M(yj ,a)
(
1− r
a
))]
(5.29)
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=
N1/2
a
∫ ∞
−N1/2
dyjφN (y; r, a)E
[
F
(
S ′M(yj ,a)
(
1− r
a
))]
− N
1/2
a
∫ −N1/2+ 2
aN1/2
−N1/2
dyj
{
1st integrand in (5.29)
}
+
N1/2
a
∫ −N1/2+ 1
aN1/2
−N1/2
dyj
{
2nd integrand in (5.29)
}
.
(5.30)
Here,
φ
N
(y; r, a)
def
= φN
(
y − 2ej
aN1/2
)
1
(1− r/a)2 − φN
(
y − ej
aN1/2
) 2[1− (1− r/a)]
(1− r/a)2
+ φN(y)
[1− (1− r/a)]2
(1− r/a)2 .
(5.31)
In this case, the simpler form of φ
N
(y; r, a) is φ
N
(y; r, a) = φ0
N
(y; r, a) + ∂yjφ(y), where
|φ0
N
(y; r, a)| ≤ C(T0, T1, φ, n)
N1/2(1 + |y|n) , ∀ n ∈ N,
since the condition r/s < 1/2 implies 1− r/a ≥ 1− r/s ≥ 1/2 for s < a < t as in (5.13). The
expectation in the first term of (5.30) is given by the left-hand side of (5.27). Therefore, an
argument similar to what we have done for (5.24) yields the following equality: for r/s < 1/2,∫ ∞
−N1/2
dxjφ(x)
∫ ∞
−N1/2
dyjφ(y)
{
the difference of the first two terms in (5.15)
}
=
N1/2
a
∫ ∞
−N1/2
dxjφ(x)
∫ ∞
−N1/2
dyj∂yjφ(y)N
1/2P
(
SM(xj ,s)
(r
s
)
= S ′M(yj ,a)
(r
a
))
+RN,j .
(5.32)
Step 3. We recall the term JN,2,2 in Step 1 and observe that, from (5.16), (5.25) and (5.32),
it holds that JN,3(s, t) = JN,2,2(s, t) + R˜N(s, t), where R˜N(s, t) ≤ C(T0, T1, φ)|t − s| by the
definition of RN,j’s. This is enough for the proof of the lemma. 
A summary of Lemmas 5.3 and 5.5 gives the following proposition upon recalling the de-
composition in (5.9).
Proposition 5.6. (5.2) for LN = JN and α = 1 holds.
The Lipschitz continuity of KN can be obtained from an almost identical argument if
we restart with (5.12) and replace P(SM(xj ,s)(
r
s
) = S ′M(yj ,a)(
r
a
)) there by P(SM(xj ,a)(
r
a
) =
S ′M(yj ,t)(
r
t
)). One minor difference is that we replace the conditions r/s ≤ 1/2 and r/s > 1/2
in Steps 2-1 and 2-2 by the conditions r/t ≤ T0/(2T1) and r/t > T0/(2T1), respectively. The
condition r/t > T0/(2T1) gives us 1 − r/a ≥ 1 − (T1/T0) · T0/(2T1). Without giving further
details, we state the result of this modification as the following proposition.
Proposition 5.7. (5.2) for LN = KN and α = 1 holds.
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6 Stationary additive stochastic heat equation
In this section, we collect some well-known results for the stationary additive stochastic heat
equation which are mentioned in Section 4 but seem difficult to find in the literature.
Let W be a two-sided space-time white noise. For any φ ∈ L2(R2, dx), W (φ) is a two-sided
Brownian motion with W0(φ) = 0 and E[W1(φ)
2] = E[W−1(φ)2] = ‖φ‖2L2(R2,dx). An inspection
of the proof of Proposition 3.16, especially (3.86), shows that, without the renormalization, we
would obtain the following divergent integral instead of the first integral in (3.8):∫
R2
∫
R2
Qt−1(x, y1)
∫ ∞
0
Q2r(y1, y2)drQs−1(y2, y)dy1dy2.
Then at least formally, the initial condition X0 below (4.9) needs to be replaced by
X˜0(φ) =
∫ 0
−∞
∫
R2
Q−rφ(x)W (dx, dr) (6.1)
so that the process corresponding to (4.7) is
X˜t(φ) =
∫ t
−∞
∫
R2
Qt−rφ(x)W (dx, dr). (6.2)
The process in (6.2) is an analogue of the classical stationary solution of the Ornstein–Uhlenbeck
process. The next proposition shows that it is well-defined whenever φ ∈ S0(R2).
Proposition 6.1. For every φ ∈ S0(R2), the improper stochastic integral in (6.2) converges
a.s. for any fixed t ≥ 0 and, as a process, has the same finite-dimensional marginals as X(φ)
defined by (4.10). In particular, (Xt; t ≥ 0) as an S ′(R2)-valued process is stationary.
Proof. For the first assertion regarding X˜ , we notice that, for −∞ < −S ≤ −T ≤ 0 ≤ t <∞,
Cov
[∫ t
−S
∫
R2
Qt−rφ(x)W (dx, dr);
∫ t
−T
∫
R2
Qt−rφ(x)W (dx, dr)
]
=
∫
R2
∫
R2
φ(x)φ(y)
(∫ T+t
0
Q2r(x, y)dr
)
dxdy
−−−→
T→∞
∫
R2
∫
R2
φ(x)φ(y)
[∫ ∞
0
(
Q2r(x, y)− 1[1,∞)(r) 1
4πr
)
dr
]
dxdy (6.3)
by dominated convergence upon using the assumption φ ∈ S0(R2) and the inequality 1−e−x ≤ x
for all x ≥ 0. The improper stochastic integral in (6.2) converges in L2(P) by (6.3), and so,
almost surely by the martingale convergence theorem as in the proof of Proposition 2.1.
To see that X(φ) and X˜(φ) have the same finite-dimensional marginals, we use Lemma 3.17
to rewrite the log kernel in the definition (4.9) of X0. For all 0 ≤ s ≤ t <∞,
Cov[Xs(φ);Xt(φ)]
=
1
2π
∫
R2
∫
R2
φ(x)φ(y)
(∫
R2
∫
R2
Qs(x, y1)
(− ln |y1 − y2|)Qt(y2, y)dy1dy2) dxdy
+
∫
R2
∫
R2
φ(x)φ(y)
(∫ s
0
∫
R2
Qs−r(z, x)Qt−r(z, y)dzdr
)
dxdy
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= lim
T→∞
∫
R2
∫
R2
φ(x)φ(y)
(∫
R2
∫
R2
Qs(x, y1)
∫ T
0
Q2r(y1, y2)drQt(y2, y)dy1dy2
)
dxdy
+
∫
R2
∫
R2
φ(x)φ(y)
(∫ s
0
∫
R2
Qr(z, x)Qt−s+r(z, y)dzdr
)
dxdy
= lim
T→∞
∫
R2
∫
R2
φ(x)φ(y)
(∫ T+s
0
Qt−s+2r(x, y)dr
)
dxdy
= lim
T→∞
Cov
[∫ s
−T
∫
R2
Qs−rφ(x)W (dx, dr);
∫ t
−T
∫
R2
Qt−rφ(x)W (dx, dr)
]
,
where in the second equality, we use Lemma 3.17, the assumption φ ∈ S0(R2), and the domi-
nated convergence theorem. The last equality shows that Cov[Xs(φ);Xt(φ)] = Cov[X˜s(φ); X˜t(φ)],
which is enough for the required identity in finite-dimensional marginals.
Finally, given φ1, φ2 ∈ S0(R2), Cov[Xt(φ1);Xt(φ2)] is given by (6.3) with φ(x)φ(y) replaced
by φ1(x)φ2(y). Hence, Cov[Xt(φ1);Xt(φ2)] does not depend on t. This proves the stationarity
of X . 
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