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Affine and combinatorial properties of the polytope Q, of ail II x n nonnegative 
doubly stochastic matrices are investigated. One consequence of this investigation 
is that if 3 is a face of QS of dimension d > 2, then 9 has at most 3(d-1) facets. 
The special faces of Sz, which were characterized in Part I of our study of Qn, in 
terms of the corresponding (0, l)- matrices are classified with respect to affine 
equivalence. 
1. INTRODUCTION 
We continue our study of the convex polytope 0, of all n x n nonnegative 
doubly stochastic matrices by considering some affine and combinatorial 
properties of Qn, . In [l] the permanent function was applied to obtain a 
number of geometrical properties of the faces of L?, , while the graph of L?, 
was investigated in [2]. This part of our study begins with consideration of 
general properties of affine and combinatorial equivalence of faces of 52, . 
If A is an n x n fully indecomposable (0, 1) matrix, it is shown that there 
exists a nearly decomposable (0, 1) matrix B of a special form such that the 
faces 9(A) and P(B) are affinely equivalent. From this special form of B, 
an upper bound on the number of facets of a k dimensional face of Q, is 
obtained. The special faces of Q, which were characterized in [I] in terms of 
the corresponding (0, 1) matrices are classified with respect to affine equiv- 
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alence. We conclude by determining which faces of 0, are affinely equivalent. 
The reader is referred to Griinbaum [3] for general geometric concepts 
and to [I] for basic definitions and geometrical properties of Q, . 
2. GENERAL PROPERTIES 
Let .P and 2 be polytopes. Then h: d + 2? is an af$ne map provided 
h(cx + (1 - c)~) = c/z(x) + (I - c) h(y) whenever x and 1’ are in B and 
0 < c < 1. The polytopes 9 and .Z? are afinely equivalent provided there 
exists a bijection h: B -+ Z? which is an affine map. The polytopes B and Z? 
are combinatorially equivalent provided the lattice of faces of 9 is isomorphic 
to the lattice of faces of 2. Clearly, two affinely equivalent polytopes are 
combinatorially equivalent. 
We have the following analogs of [2, Corollary 4.71. 
THEOREM 2.1. Let A and B be (0, 1) matrices with total support of orders m 
and n, respectively. Let A, ,..., A,. and BI ,..., B, be the nontrivialfully indecom- 
posable componefzts of A and B, respectively: 
(i) The face F(A) of .C$, and the face F(B) of G, are afinely equivalent 
if and only if I’ = s and there exists a permutation r of {l,..., r> such that 
9(Ai) and S(B,(n) are afinely equivalent for i = I,..., r. 
(ii) The face F(A) of Q, and the face 9(B) of on, are combinatorially 
equivalent if and only if r = s and there exists a permutation. T of {I,..., r} 
such that F(AJ and 9(BT(i)) are combinatorially equivaIent for i = I,..., r. 
Proof of(i). If r = s and such a permutation r exists, it is clear that F(A) 
and S(B) are affinely equivalent. Now suppose that S(A) and F(B) are 
affinely equivalent. There is no loss in generality in assuming that A = 
A,O,..OA,,B=B,O...OB,,and 
dim F(A,) = max(dim g(AJ, dim F(Bj): 1 < i < r, 1 < j < s). 
P-1) 
Since F(A) and 9(B) are affinely equivalent, the graph of F(A) and the 
graph of 9(B) are isomorphic. Hence by [2, Corollary 4.71, r = s. We show 
by induction on r that there exists a permutation 7 of (l,..., r> such that F(Ai) 
and S(B7(n) are affinely equivalent for i = l,..., r. This is trivially true for 
r = 1. Now let r > 1. There exists a bijection h: F(A) + F(B) which is an 
affine map. Let P be a permutation matrix with P < AS 0 ... @ A, . Since 
F(A, @ P) is a subface of F(A), there exists a (0, 1) matrix C with total 
support with C < B such that h(F(A, @P)) = s(C). Tt follows from 
[2, Corollary 4.71 that C has exactly one nontrivial fully indecomposable 
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component. There is no loss in generality in assuming that C = C, @ Q, 
where C, is a fully indecomposable matrix with C, < B, and Q is a permu- 
tation matrix with Q < B2 @ ... @ B, . It follows from [I, Theorem 2.51 
and (2.1) that C, = B1 . Therefore F(A1) and F(B,) are affinely equivalent 
with h(F(A, 0 P)) = 9(B, 0 Q). Let P’ be a permutation matrix with 
P’ < A,. Then h(F(P’ @ A2 @ -*. @ A,)) = F(B,’ @ ..* @ B,‘), where 
Bi’ is a (0, 1) matrix with total support such that Bi’ < Bi for i = l,..., r. 
Since h is injective and 
it follows that 
9(B, @ Q) n F(B,’ 0 ... 0 B,‘) = IQ’ 0 Q, 
for some permutation matrix Q’ < B, . Therefore B1’ = Q’. Hence 
nn F(BJ = i dim F(AJ = i dim F(Bi’). 
is? i=z 
It now follows from [l, Theorem 2.51 that Bi’ = Bi for i = 2,..., r. Therefore 
9(Az @ ... @ A,) and 9(B2 0 ... @ B,) are affinely equivalent. Hence 
by the inductive hypothesis there exists a permutation p of {2,..., r) such that 
F(&) and F(B,,ci,) are combinatorially equivalent for i = 2,..., r. Thus the 
desired permutation T exists. 
It is not difficult to modify our proof of (i) in order to prove (ii). 
Let A and B be fully indecomposable (0, 1) matrices of orders FZ and m, 
respectively. We propose the following. 
Conjecture 1. If %(A) and 3(B) are combinatorially equivalent, then 
F(A) and F(B) are affinely equivalent. 
Conjecture 2. If dim F(A) = dim F(B) and the graphs of F(A) and 
F(B) are isomorphic, then -F(A) and F(B) are combinatorially equivalent. 
It follows from [I, 21, and Section 4 of this paper that these conjectures 
are true if n, m < 4. 
Let A = [aij] be an n x n (0, 1) matrix with total support with row vectors 
“1 ,...) cd, . Recall that A is contractible [I] on column (respectively, row) 
k if column (respectively, row) k contains exactly two 1’s. Suppose A is 
contractible on column k with a,, = 1 = ajlc and i f j. Then the n - 1 x 
n - 1 matrix Aijzk obtained from A by replacing row i with czi + 01~ and 
deleting row j and column k is called the contraction of A on column k relative 
to rows i and j. If A is contractible on row k with aI<< = 1 = akj and i + j, 
then the matrix ATczij = (A;:$ is called the contraction of A on row k relative 
to columns i andi. Let B be an m x 1~1 (0, 1) matrix with total support. Then 
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the matrices A and B are contraction equivazent provided A = B or there 
exist (0, 1) matrices A,, , A, ,..., A, with total support such that A,, = A, 
A, = B, and for i = 1, 2 ,..., t, either Ai is a contraction of &, or Aiwl is a 
contraction of Ai . 
THEOREM 2.2. Let A be a fully indecomposable (0, 1) matrix, of order ~1, 
and let P and Q be permutation matrices of order n. Then A and PAQ are 
contraction equivalent. 
Proof. We can assume that 1~ > 1. Let i be an integer with 1 < i < n - 1, 
and let B be obtained from A by interchanging row i and row i + 1. We show 
that A and B are contraction equivalent. Denote the row vectors of A by 
aI ,.-., 31, . Since A is fully indecomposable, we can write 01~ = /3 + y, where 
/3 and y are nonzero (0, 1) vectors. Define the (0, 1) matrix C of order n + 1 by 
Then A is the contraction of C on column 1 relative to rows i and i t 2, 
while B is the contraction of C on column 1 relative to rows i + 2 and i, 
Moreover, it follows from [l, Lemma 3.21 that C is fully indecomposable. 
Hence A and B are contraction equivalent. It now follows that A and PA 
are contraction equivalent. Applying a similar argument to the columns of 
PA, we see that A and PAQ are contraction equivalent. 
THEOREM 2.3. Let A and B be (0, 1) matrices with total support such that 
A and B are contraction equivalent. Then S(A) andS(B) are afineluv equivalent. 
Proof. If A = B, there is nothing to prove. Suppose A # B. It suffices 
to prove the result in the case when B is a contraction of A. Moreover there 
is no loss in generality in assuming that B is obtained from A by a contraction 
of column 1 relative to rows 1 and 2. Then 
a+p B= e . c I 
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= 0. We define a map h: F(A) + P(B) as follows. If X E: F(A), 
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(2.2) 
h(X) = [*’ :; (21 
It is easy to verify that h(X) E 9(B) and that h is an affine map. Suppose 
that h(X) = h(Y), with X as in (2.2) and 
Then X1 = Y1, and it follows from a/?’ = 0 that (I = Q and t2 = Q . 
Since X and Y are doubly stochastic, it now follows that x1 = y1 and 
x2 = y2 . Therefore h is injective. Now let WYE F(B). Then W can be 
expressed as 
where y, < 01, y2 < /3, and W, < C. Let u1 = 1 - c&) and t12 = 1 -- o(ya), 
where cr(yJ is the sum of the entries of yi . Then 
4 Yl 
2-J = %? Yz i 1 0 Wl 
is in F(A) and h(U) = W. Thus h is surjective, and 9(A) and P(B) are 
affinely equivalent. 
3. APPLICATIONS OF CONTRACTION EQUIVALENCE 
Let A be an FZ x y1 (0, 1) matrix with total support such that F(A) is a 
2-neighborly polytope which is not a simplex. It follows from [l] that A has 
exactly one nontrivial fully indecomposable component A, and that A, is 
contraction equivalent to K&, where &,a is the 3 x 3 matrix of all 1’s. 
Hence using Theorem 2.3 we obtain the following. 
THEOREM 3.1. Let F be a face of Q, such that F is a 2-ileighbouly 
polytope which is not a simplex. Then .F is qfinely eqzrivalent to Q, . 
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It follows from Theorem 2.1 that there are affine differences between faces 
of 8,, which correspond to matrices with at least two nontrivial fully 
indecomposable components. Recall that an IZ x M (0, 1) matrix A is nearly 
decomposable provided it is fully indecomposable and no matrix obtained 
by replacing a 1 in A with a 0 is fully indecomposable. A natural question is 
whether there are affine properties which distinguish faces of Q, which 
correspond to nearly decomposable matrices from faces of a, which corre- 
spond to fully indecomposable matrices that are not nearly decomposable. 
It follows from [2, Lemma 2.91 and Theorem 2.3 that if A is a nearly decom- 
posable (0, 1) matrix such that dim .9(A) > 1, then F(A) is affinely equiv- 
alent to S(B) for some fully indecomposable matrix B which is not nearly 
decomposable. We also have the following. 
THEOREM 3.2. Let A be an n x n fzdly indecomposable (0, 1) matrix 
such that dim F(A) > 1 and let k = a(A) - 2n. Then A is contraction 
equivalent to an m x m nearly decomposable (0, 1) matrix B with 
(3.1) 
where E is m - k x m - k and where the first k row and column sums of B 
are 3 and the last m - k row and column sums of B are 2. 
Proof. Let a1 ,..., 01, be the row vectors of A. First suppose that o(c+J > 3 
for some k. We can write Q = & + /I2 , where p1 and ,& are (0, 1) vectors 
with c$&) = 2. Let yk = [ 1, ,&], yn+l = [l, ,&I, and yi = [0, oli] for 
i= 1 ,..., k - I, k + 1: . . . . n. Let C be the (0, 1) matirx of order n + 1 
with row vectors y1 ,..., Y~+~. Then A is the contraction of C on column 1 
relative to rows k and n + 1. Tt follows from [l, Lemma 3.21 that C is fully 
indecomposable. Hence A and C are contraction equivalent. By repeating 
this argument we see that A is contraction equivalent to a fully indecom- 
posable (0, 1) matrix A’ with at most three l’s in each row. Applying a 
similar argument to the columns of A’, we see that A is contraction equivalent 
to a fully indecomposable (0, 1) matrix A” with at most three l’s in each row 
and column. Suppose that there exist 18 and s such that the (r, s) entry of A” 
is a 1 and row r and column s of A” each contain three 1’s. Let D, be the 
matrix obtained from A” by replacing the (r, s) entry with a 0, and define a 
(0, 1) matrix D by 
where S, and 6, contain a 1 only in the I* and s positions, respectively. It 
follows as before that A and D are contraction equivalent. By repeating this 
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argument and using Theorem 2.2 we see that A is contraction equivalent 
to a fully indecomposable (0, 1) matrix X = [xii] of order p of the form 
Xl [” 1 x, x, ’ (3.2) 
where all row sums of X, and XzT are three and all row sums of [X, , X8] 
and [XIT, XsT] are two. We have u(X) - 2p = a(A) - 2n = k, and this 
implies that the zero matrix 0 is k x k. Suppose r, s, and t are integers 
with k < I* < s < IZ and k < t < n such that x,< = xat = 1. Since X is 
a fully indecomposable (0, 1) matrix and the last p - k row and column 
sums of X are two, it follows that the contraction of X on column f relative 
to rows Y and s is a fully indecomposable (0, 1) matrix of order y - 1 having 
the form (3.2). Repeating this argument we see that A is contraction equivalent 
to a fully indecomposable (0, 1) matrix X’ having the form (3.2) where X, 
has at most one 1 in each column. Applying a similar argument to the rows 
of X’ we see that A is contraction equivalent to a fully indecomposable 
(0, 1) matrix X” having the form (3.2), where X, has at most one 1 in each row 
and column. Using Theorem 2.2 we conclude that A is contraction equivalent 
to a fully indecomposable (0, 1) matrix B of the form (3.1). Let B’ be any 
matrix obtained from B by replacing a 1 with a 0. It follows from the form of 
B that B’ has a row or column containing exactly one 1. Hence B’ is not fully 
indecomposable, and it follows that B is nearly decomposable. 
As an application of Theorem 3.2 we prove the following. 
THEOREM 3.3. Let A be aH n x n ful1.y indecomposable (0, 1) matrix, 
and let F(A) have f facets and dimension d > 1. Then f < 3(d - 1). If 
f = 3(d - l), then either d = 2 and F(A) is a simplex or d 3 4 and A is 
contraction equivalent to a d - 1 x d - 1 fully indecomposable (0, 1) matrix 
with exact1.v three l’s in each row and column. 
Proof. By [l, Theorem 2.51 d = o(A) - 2n + 1. By Theorems 2.3 and 3.2 
we may assume that A = [aii] is an n x n nearly decomposable (0, 1) matrix 
of the form 
where MI and lMzT are d - 1 x m matrices, the first d - 1 row and column 
sums of A are three, and the last n - ($ - 1) row and column sums of A 
are two. Let B = [bij] be an n x n (0, 1) matrix with total support such that 
F(B) is a facet of $(A). Since A is nearly decomposable, it follows from 
[l, Corollary 2.111 that there exist permutation matrices P and Q and an 
integer k > 2 such that 
A, 0 ‘.. 0 Ek 
El A4 ... 0 0 
PAQ = 
. . . . 
I I 
. . 
0 0 
. .> 
... A;_, 6 
PBQ = A, @ ... %, A,, , (3.3) 
0 0 ... E,-, A, 
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where for i = l,..., k, Ai is fully indecomposable and o(EJ = 1. Let r and s 
beintegerswhered+m<v,(nandl <s,(d-l,andsupposea,,=I. 
Let A’ be the matrix obtained from A by replacing ars with a 0. Suppose that 
B < A’. There exists an integer t with 1 < t < d - 1, t f s such that 
a - 1. Since row Y of A contains exactly two l’s, it follows from (3.3) that Tt - 
the 1 x 1 matrix [a,,] = [l] is a fully indecomposable component of B. 
Therefore by (3.3) again, column t of A contains exactly two l’s, which 
is a contradiction. Hence if r and s are integers with d + m < Y < n and 
1 < s < d - I, then a,, = 1 implies that b,, = 1. A similar argument 
shows that if r and s are integers with 1 < I# < d - 1 and d + m < s < n, 
then ars = 1 implies that b,, = 1. Moreover, the same type of argument 
shows that b,,. = 1 for I’ = d ,..., 7~7 + d - 1. 
Now let r and s be integers with 1 < t- < d - 1 and d < s < m + d - 1 
such that ars = 1. Let A’ be the matrix obtained from A by replacing ars 
with a 0. Suppose that B < A’. It follows from (3.3) that the 1 x 1 matrix 
[a,,] = [I] is a fully indecomposable component of B, and if z is an integer 
such that 1 < t < d - 1 and a,, = 1, then B < A”, where A” is the matrix 
obtained from A’ by replacing a,, with a 0. Let H = ((i,j): d < i < m + d - 1, 
1 < j < d - 1, aij = 1). It follows that if B is an n x n (0, 1) matrix with 
total support such that F(B) is a facet of .%(A), then b,, = 0 for some 
(21, z;) E H. Let & ,..., Pf be the facets of S(A), and let K = {(i,j): c+ = l}. 
It follows from (3.3) that for each Fq there exists a nonempty subset S, of K 
such that if B is the (0, 1) matrix with total support obtained from A by 
replacing aii by 0 for each (i,.j) ES, , then 9$ = 9(B). Since S, ,..., S, are 
pairwise disjoint sets and S, n H # o for q = I ,...,A we see that f < 
/ H I = o(M,) = m < 3(d - 1). 
Now suppose f = 3(d - 1). If d = 2, then f = 3 and F(A) is a simplex. 
Now suppose d > 3. Then cr(n//,) = 3(d - I) and A is a 4(d - 1) x 4(d - 1) 
matrix of the form 
r,‘,‘? ““1 I1 . 
Since A is nearly decomposable, S, ,..., S, are pairwise disjoint sets each with 
cardinality at least two. It follows that 
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23“ < $ i Si ; < o(M > 1 + u(Mz) = 3(d - 1) + 3(d - 1) = 2f 
i=l 
Therefore 1 Si 1 = 2 for i = I,...,f, and if (u, u) E H, there exists a unique 4 
such that (u, v) E S, . Let j be an integer with d < j < 4(d - 1). Then there 
exist unique integers Y and s with 1 < I’, s < d - 1 such that arj = ajS = 1. 
Let /z(j) = (u, s). Then h defines a mapping of Cd,..., d + m - 1} into 
o,..., d - 1} x {l,..., d - 11. Suppose there exist integers i and j with i f j 
such that h(i) = h(j) = (p., s). Since n/r, has exactly three l’s in each column, 
there exists a unique integer t # i, j such that a,, = 1. Let B be the unique 
n x IZ (0, 1) matrix with total support such that the (t, s) entry of B is 0 and 
F(B) is a facet of %(A). Let C be the 3 x 3 submatrix of A contained in 
rows r, i, and j and columns s, i, and j. It follows from (3.3) that C and the 
1 x 1 matrix [att] = [I] are fully indecomposable components of B. Since 
d 3 3, B has order at least 8, and it follows that B has at least three fklly 
indecomposable components. Hence if F(B) = Fq, / S, / > 2. This contra- 
diction proves that h is injective. Define a sequence of matrices A, , A, ,...? Af , 
where A0 = A and Ai is obtained from Aiul by a contraction on the last 
column of A,_1 for i = I,...,$ Tt follows that Al is a d - 1 x d - 1 fully 
indecomposable (0, 1) matrix with exactly three l’s in each row and column 
which is contraction equivalent to A. In particular, this implies that 
d > 4. 
Let d >, 4. We now show that equality can occur in f < 3(d - 1) by 
exhibiting a fully indecomposable (0, 1) matrix A of order d - 1 where S(A) 
is a face of Qnd-l with dimension d and 3(d - 1) facets. Let P, = [Pij] be the 
permutation matrix of order ~1, where pi+l,i = 1 for i = I,..., n - 1 and 
P ,,=l,andletL,=I+P,.LetA=[ajj]=I+P,-,+P,T_,.Then 
a(A) = 3(d - 1) and dim S(A) = d. Let A’ be a matrix obtained from A 
by replacing a 1 with a 0. We show that A’ is fully indecomposable. This is 
easily verified for d = 4 or 5. Now let d 2 6. If Pi-1 4 A’, then Ldel < A’, 
and it follows that A’ is fully indecomposable. If P,-, $ A’, then L$-, < A’, 
and again it follows that A’ is fully indecomposable. Now suppose that 
I < A’. Then A’ is obtained from A by replacing aEk by 0 for some k. There 
exist integers Y and s different from k with Y < s such that ak:, = aks = 1. 
Let B be the matrix obtained from A’ by a contraction on row k relative to 
columns Y and s. It is not difficult to see that I+, < B. Therefore B is fully 
indecomposable. Hence it follows from [l, Lemma 3.21 that A’ is fully 
indecomposable. It now follows from [1, Corollary 2.1 l] that F(A) has 
exactly 3(d - I) facets. 
It is not difficult to now prove the following. 
COROLLARY 3.4. If F is a face of 52, of dimemion d > 3, then .F has at 
most 3(d - 1) facets. 
AFFINE AND COMBINATORIAL PROPERTIES OF 1;2, 347 
4. SPECIAL FACES 
Let Y1 and gz be faces of A& and &&,, , respectively, with dimension d and 
v vertices. If v = d + 1, then s1 and Pz are simplices and therefore affinely 
equivalent. We now consider the affine equivalence of F1 and sz when 
either v = d + 2 or v > 2d-1. First we prove a theorem which will be 
useful in determining whether k& and *s are affinely equivalent when 
v=d+2. 
Let B be a polytope in Euclidean k space R” and let x be a point in R” not 
in the affine hull of B. Then the pyramid [7, p. 541 with basis 9 and apex x 
is defined to be the convex hull of 9 u {x}. Let B and A) be polytopes in Rk, 
and let Y be a positive integer. Then 2 is an r-fold pyramid with basis 9 if 
there exist polytopes g,, , Pr ,..., Ypr such that 8, = 8, 8, = Z?, and Bi is 
a pyramid with basis Yidl for i = l,..., r. Observe that in the following 
theorem we consider faces 9(A) of fi, where the (0, 1) matrix A does not 
necessarily have total support. 
THEOREM 4.1. Let A = [aij] be a (0, 1) matrix of order n > 2 such that 
there exists a positive integer r < n for which 
(4.1) 
where MS is a nonzero r x (n - r) matrix, MI and MzT are vertex-edge 
incidence matrices of trees, u(M4> = s 2 1, and u(M5) = t > 1. Then F(A) 
is a o(M,)-fold pyramid with basis an orthogonal vector sum of an (s - 1) 
simplex and a (t - 1) simplex. 
Proof. We first show by induction on r that s(B) is an (s - 1) simplex 
in Dn, , where B = [Ml, %I. 
Suppose r = s. If Y = 1 or 2, then S(B) is clearly an (s - 1) simplex. Let 
r > 2. It follows from [I, Theorem 3.91 that B is fully indecomposable. 
Moreover, it is easy to see that B satisfies (ii) of [l, Theorem 3.41 withp = 1. 
Hence by [l, Theorem 3.5 and Lemma 4.31, F(B) is an (s -- 1) simplex. 
Now let r > s. If B contains at least two l’s in each row, then s > 2 and it 
follows from [l, Theorems 3.9 and 3.51 and [2, Lemma 4.31 that F(B) is an 
(s - 1) simplex. Suppose some row of B contains exactly one 1. There exist 
permutation matrices P and Q such that 
j82al22/3-7 
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and it follows from the inductive assumption that F(BJ is an (s - 1) 
simplex. Therefore F(P-BQ) = g(l 0 B,) is an (S - 1) simplex. Hence 
F(B) is an (s - 1) simplex. A similar argument shows that F(C) is a (t - 1) 
simplex in Sz, , where 
Let 
There exist permutation matrices P and Q such that 
PGQ=B@C. 
Hence F(G) is an orthogonal vector sum of an (s - 1) simplex and a (t - 1) 
simplex. Using elementary properties of the permanent and [l, Lemma 4.31, 
we see that 
M3 Ml per A = per [-, 0 ] +- per G 
= o(M3) + per G. 
It follows that if tl and z, are integers with 1 < ZI, v < r, and auV = 1, then 
there exists a unique permutation matrix W = [wij] with W < A and 
W u2) = 1. Let MA’),..., Mi”, k = a(MJ, be (0, 1) matrices of order r such that 
M’o’ = 0 &.f’k’ = M 
q 2 l,...,‘k. l?or 4 =‘O 
and Mpwl) < M’@ a(Mp-l’) + 1 = o(MF’) for 
,..., k let A, be ihd matrix obtained from A by 
replacing M3 with Mp’. It follows that P’(Ao) = F(G) and that for 
q = l,..., k 9(A,) is a pyramid with basis %(A,-,). Therefore F(A) is a 
k-fold pyramid with basis F(G). 
Using [l, Theorem 4.51 and Theorems 2.3 and 4.1, we obtain the following 
characterization of the affine types of d-dimensional faces of 52, with 
d + 2 vertices. 
THEOREM 4.2. Let 9 be a face of&J, with dim g = d. Then S has exactly 
d + 2 vertices if and only one of the following is satisfied. 
(i) d = 2 and S is a rectangle. 
(ii) d > 3 and either 9 is afinely equivalent to fz, or 9 is a (d - 2)- 
fold pyramid with basis a rectangle. 
Now let F be a face of 52, with dimension d and v vertices, where v 3 
2d-1 + 1. By Theorem 5.9 v < 2& and either F is the orthogonal vector sum 
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of an m box and a pyramid with basis, a (d - m - 1) box for some m with 
0 < m < d - 1, or P is the orthogonal vector sum of a (d - 4) box and 
two triangles. When v = 2d, 9 is a d box. In addition to the graphical 
characterizations of a face of .Qn, which is a d box found in [Z, Theorem 6.81, 
we have the following. 
THEOREM 4.3. Let F be a nonempty face of Q, . Then 9 is a d box for 
some d tf and only if no planar subface of F is a triangle. 
Proof. Let A be an n x n (0, 1) matrix with total support such that 
9 = 9(A). Suppose 9- is not a k box. It follows from [l, Corollary 5.4 and 
Theorem 5.51 that A has a fully indecomposable component A, such that 
dim 3(A,) > 1. The matrix A, must have a column which contains at least 
three 1’s. Hence by [2, Lemma 4.21 F(A,) has a subface which is a triangle. 
Therefore 9(A) has a subface which is a triangle. The converse is obvious. 
Let 9 be a face of Q, . The vertices of P- correspond to certain permu- 
tations in the symmetric group S, , and it is natural to inquire when the set of 
permutations corresponding to the vertices of 9 form a subgroup of S, _ 
We have the following. 
THEOREM 4.4. Let A be an n x n (0, I) matrix with total support. Then 
the vertices of F(A) form a group under matrix multiplication if and only tf 
there exists a permutation matrix P such that PAP= = A, @ a” @ A,>. , where 
,for i = l,..., k, Ai is a square matrix of all 1’s. 
Proof. Suppose the vertices of %(A) form a group under matrix multi- 
plication. Then I < A. First assume that A is fully indecomposable. Let H 
be the subgroup of S, corresponding to the vertices of F(A), and let In be 
the length of a longest cycle in H. Let 7 be a cycle in H of length in. Then 
7, 7 2 ) . . . ) 1 -+-l are in H, and it follows that there exists a permutation matrix Q 
such that 
where G.,, is the m x m matrix of all 1’s. Suppose m < n. Since A is fully 
indec.omposable, there exist integer u and v with 1 < u < m, m + 1 < v  < n 
such that b,, = 1. Since A is fully indecomposable, there exists a permutation 
matrix R = [rij] < B such that r,, = 1. It follows that R--l = RT < B 
so that b,, = 1. Let S = [+] ,( B be the permutation matrix such that 
s,, = s,, = 1 and sii = 1 whenever i f U, v. Then SB = B and it follows 
that bj, = b,j = 1 for j = l,..., m. This implies that there exists a cycle p 
in H of length m + 1. This contradiction implies that m = n. It now follows 
by induction on the number of fully indecomposable components of A that 
there exists a permutation matrix P such that PAP= = A, 0 *.. @Al,, 
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where for i = 1 ,..., k, Ai is a square matrix of all 1’s. The converse is obvious. 
Combining Theorems 2.1 and 4.4 with the Remak-Krull-Schmidt theorem 
(for example, see [4]), we obtain the following. 
THEOREM 4.5. For i = 1, 2 let e. be a nonempty face of !CJni such that the 
vertices of 9i form a group H, under matrix multiplication. Then $I and 9C2 
are afinely equivalent if and only if HI and Ho are isomorphic groups. 
Proof. Let A and B be (0, 1) matrices of total support such that 
F1 = F(A) and Fz = 9(B). By Theorem 4.4 there exist permutation 
matrices P and Q such that 
PAPT = A, 0 -.* @A, @I, QBQT = B, @ *-. @B, @ I, 
where Ai is matrix of all l’s of order ki > 1 for i = l,..., r and B, is a matrix 
of all l’s of order mj > 1 for j = l,..., s. Therefore HI e STC1 x a-. x Sic, 
and Hz z S,,l x ..* x Sm, . Suppose F1 and & are affinely equivalent. 
It follows from Theorem 2.1 that r = s and there exists a permutation T of 
L, r> such that 9(Ai) and Y(B,(J are affinely equivalent for i = l,..., r. 
Therefore Ai = B7ci) for i = l,..., I’, and we conclude that HI z Hz . 
Conversely, suppose that HI s Hz . It follows from the Remak-Krull- 
Schmidt theorem that r = s and there exists a permutation 7 of (I,..., r) 
such that ki = m,(,) for i = l,..., r. Therefore Ai = B7ci) for i = l,..., r, 
and we conclude that F1 and Fz are affinely equivalent. 
We now consider the affine types of polytopes that can occur as faces of 
the 9-dimensional pofytope Sz, . Let A be a 4 x 4 (0, 1) matrix of total support 
such that dim 9(A) = d >, 2. If d = 2, then 9(A) can be either a triangle 
or a rectangle. If d > 3, then A has exactly one nontrivial fully indecom- 
posable component. It follows that if d = 3, then F(A) is either a simplex 
or a pyramid with basis a rectangle. If d = 4, then P(A) is either a simplex, 
a polytope affinely equivalent to Sz, , or a twofold pyramid with basis a 
rectangle. 
Now let d = 5. Then B(A) is either a simplex or a threefold pyramid 
with basis a rectangle, or A or AT is contraction equivalent to one of the 
following: 
Note that per B, = 9, and per B, = per B, = 8. Therefore F(B1) is affinely 
equivalent to neither 9(B,) nor F(B,). Moreover, since F(B,) contains a 
subface which is affinely equivalent to Q, but 9(B3) does not, g(BJ and 
9(BQ) are not affinely equivalent. 
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If d = 6, then the rows and columns of A or AT can be permuted to obtain 
one of the following: 
Since no two of these matrices have equal permanents, the corresponding 
faces are not affinely equivalent. If d = 7, then the rows and columns of A 
or AT can be permuted to obtain one of the following: 
Since these matrices have different permanents, the corresponding faces 
are not affinely equivalent. If d = 8, the rows and columns of A can be 
permuted to obtain the matrix 
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