Abstract-We address the state estimation, control, and planning for aggressive flight with a 150 cm diameter, 250 g quadrotor equipped only with a single camera and an inertial measurement unit (IMU). The use of smartphone grade hardware and the small scale provides an inexpensive and practical solution for autonomous flight in indoor environments. The key contributions of this paper are: 1) robust state estimation and control using only a monocular camera and an IMU at speeds of 4.5 m/s, accelerations of over 1.5 g, roll and pitch angles of up to 90
. A 250 gram quadrotor equipped with a single downward-facing camera, a forward-facing stereo camera (not used in this paper), an IMU, and a Qualcomm Snapdragon TM and Hexagon TM DSP.
research area from a control and estimation perspectives due to the extreme flight conditions, an underactuated system as a quadrotor, is subjected to. The ability to fly fast and maneuver aggressively is useful in tasks with time constraints and in search and rescue applications. A number of groups have demonstrated aggressive maneuvers with aerial vehicles such as quadrotors [8] [9] [10] . These works mostly show strategies for generating sequences of controllers that stabilize the robot to a desired state. In [9] , the authors focus on the hovering stabilization problem after a flip maneuver, whereas [8] , [10] address the learning and adaptive iteration of the control law, which is refined based on different flight trials. Excellent results, showing aggressive maeuvers with a quadrotor have been obtained in [11] . Compared to previous works, the main difference is in the use of the property of differential flatness and the development of an efficient planning algorithm to generate trajectories for a quadrotor without the limitation to first order dynamics. The aggressive motion task is solved via the composition of three control modes. The main drawbacks of this approach are the use of a motion capture systems for localization and linearized controllers.
In this work, we solve the aggressive maneuvering task using only on-board sensing capabilities. The minimal sensor suite for autonomous localization consists of two inexpensive, lightweight and widely available sensors, a monocular camera and an IMU as shown in [12] [13] [14] [15] . The observability analysis applied to aerial navigation is discussed in [16] , [17] . Relevant to this work, are also results focusing on vision-based fast navigation with MAVs. In [18] , a quadrotor equipped with a stereo camera and IMU is able to fly at 4 m/s, whereas in [19] , a smartphone is able to provide the necessary computation capabilities to fly up to 3 m/s using the single camera and IMU available on the device. The setup in [18] leverages a stereo camera config- uration, which facilitates the handling of the scaling problems that arise with monocular camera systems. In [20] the authors focus on the 6-DOF pose tracking with a DVS camera. This method works only with planar shapes or gradient maps that are known a priori. In addition, the estimated pose is not used for closed loop control. Instead an external motion capture system is used. Finally, in [21] an approach for automatically recover from any unknown initial attitude is proposed. However, the system employs a downward pointing laser for scale estimation and only focuses on the specific maneuver for recovery.
In this paper, we address the perception, control and planning problems to enable autonomous aggressive maneuver with small scale, low power and lightweight quadrotor with limited computational capabilities. Our platform of choice is a 0.15 m diameter, 250 g quadrotor using Qualcomm Snapdragon TM Flight TM (see Fig. 1 ). To validate the proposed strategy, we focus on aggressive flights with large operating envelope and with significant excursions in roll and pitch angles such as flights through narrow window gaps with different orientations as shown in Fig. 2 . Compared to previous approaches, our solution relies on a nonlinear controller and on on-board capabilities without requiring the need of external motion capture systems. Moreover, we do not rely on switching and learning strategies, but we propose a deterministic trajectory planning approach to generate aggressive maneuvers with a small quadrotor. These motions require fast and large rotations and accelerations. Finally, in all previous works medium size quadrotor, weighing more than 500 g, are used. We believe this is the smallest, fully autonomous flying robot in which all sensing and computing is done on-board without GPS.
This work presents multiple contributions. First, we develop the control, estimation pipelines to enable vision-based aggressive maneuvers with a single camera and IMU. Second, we show how to generate dynamically feasible trajectories enabling flights through and around obstacles in constrained trajectories without the need to switch between different control modes. Finally, this is the first time that perception, planning and control are combined for autonomous navigation and aggressive maneuvers of a small lightweight aerial vehicle without relying on GPS and on any external motion capture system, but just using onboard computation. The proposed operating conditions require perception, state estimation, environment reconstruction, obstacle avoidance and trajectory planning algorithms with large accelerations and rotations over short ranges and time scales. Thus, the perception, planning and control subproblems have to be solved concurrently as a single problem. Our solution enables vision-based closed loop control flights with roll and pitch angular values up to 90
• without using surfaces with special texture.
The paper is organized as follows. Section II shows a general overview of our framework. In Section III, the dynamics of the quadrotor and the control framework are provided, whereas in Section IV, the strategy to obtain the pose of the vehicle at high rate, enabling autonomous flight, is shown. Section V, presents our methodology to generate dynamically feasible trajectories through and around obstacles in constrained trajectories. Section VI presents extensive results on navigation with the proposed prototype. Section VII concludes the work and provides an overview of the multiple future scenarios.
II. SYSTEM OVERVIEW Our platform of choice is a quadrotor due to its mechanical simplicity [22] due to its ability to operate in confined spaces, hover in place and perch or land on flat surfaces.
A. Hardware Architecture
The experimental platform shown in Fig. 2 TM 801 processor, the system just uses 1 core of the total CPU. The board is equipped with a downward facing VGA camera with 160
• field of view, a VGA stereo camera, and a 4 K camera.
B. Software Architecture
The software components are a position and attitude controller (see Fig. 3 ), a state estimation algorithm composed of VIO described in Section IV, which processes images at 30 Hz and an Unscented Kalman Filter (UKF) to deal with control constraints for fast motions (see green box in Fig. 3 ). The control receives the estimated pose at 500 Hz from the UKF and sends the attitude commands to the DSP. It is worth to specify that the presented approach, for state estimation employs only the downward facing camera and the IMU available on the Qualcomm Snapdragon TM Flight TM . The framework has been developed in ROS. 1 All the tasks are then executed on-board the vehicle in separate threads with state estimation and control at a fixed rate of 500 Hz.
III. MODELING AND CONTROL
We introduce the system dynamics and the control employed to execute aggressive maneuvers.
A. Dynamic Model
Consider an inertial reference frame denoted by e 1 , e 2 , e 3 and a body reference frame centered in the center of mass of the vehicle denoted by R = b 1 , b 2 , b 3 (see Fig. 4 ) where R ∈ SO (3) . The system dynamic model iṡ where x ∈ R 3 is the Cartesian position of the vehicle expressed in the inertial frame, v ∈ R 3 is the velocity of the vehicle in the inertial frame, m ∈ R is the mass, Ω ∈ R 3 is the angular velocity and J ∈ R 3×3 is the inertia matrix both with respect to the body frame. The hat symbol· denotes the skew-symmetry operator according toxy = x × y for all x, y ∈ R 3 , g is the standard gravitational acceleration.
B. Position and Attitude Controllers
In most previous works, a back-stepping approach is used for control because the attitude dynamics can be assumed to be faster than the position dynamics, and linearized controllers are used for both loops [16] , [22] . In this work, because we need to model aggressive maneuvers and large excursions from the hover position, we use a nonlinear controller based on [23] , [24] .
The control inputs τ, M are chosen as
The subscript C denotes a commanded value. The relationship between single motor force f j , the total thrust τ and the total moment M can be inverted for non-zero values of the distance from the center of mass to the center of each rotor. Our assumption that τ and M are the inputs of the plant is therefore valid. The quantities e R , e Ω , e x , e v are the orientation, angular rate, and translation errors respectively, defined in [19] , [23] , [24] . If the initial attitude error is between 90
• and 180
• , the zero equilibrium of the tracking errors is almost globally exponentially attractive [23] .
IV. STATE ESTIMATION
In this section, we describe the different steps that enable to recover the 6-DOF (Degree Of Freedom) pose of the vehicle, necessary to control the vehicle. Our pipeline uses an EKF combining visual and IMU data (VIO block in Fig. 3 ). In this work, to enable aggressive maneuvers, we need a high level of robustness and high control rates. In addition to the EKF, an Unscented Kalman Filter (UKF) is able to estimate the full state of the vehicle at 500 Hz. We use an UKF, instead of an EKF because of the need to operate over a large envelope with significant excursions in roll and pitch angles from the hover configuration and velocities up to 5 m/s. The separation of the VIO and UKF is useful to keep the CPU usage limited. The state size of the VIO algorithm is not constant, since image features are part of it. For this reason, considering a prediction at 500 Hz is more expensive than 30 Hz. In this way, we obtain similar performances satisfying at the same time the control rate constraints. The state estimation rate (over 100 Hz) also guarantees small integration errors and thus better accuracy.
A. Visual Inertial Odometry
The VIO system localizes the rigid body with respect to the inertial frame using accelerometers, gyroscopes and camera sensors. The navigation state vector x(t) ∈ R 12 × se(3) is
where x ∈ R 3 , v denote the robot's position and velocity respectively as expressed in Section III-A, The term Θ is the attitude R expressed in exponential coordinates, γ is the unknown gravity vector in the inertial frame, and b a and b g denote accelerometer and gyroscope biases modeled as random walk processes. The prediction step is based on the IMU integration. The measurement update step is given by the standard 3D landmark perspective projection onto the image plane leading to the EKF updates, assuming that distinguishable features that can be tracked over time using a camera. In the past decade, camera measurements have been effectively used to aid Inertial Navigation Systems [12] [13] [14] . The setup also estimates the calibration parameters, such as inertial sensor scale factor, non-orthogonality, camera-accelerometer transformation by appending them to the state. We also employ an inverse depth parametrization [25] , which facilitates feature initialization and the convergence of the corresponding 3D point. If the station-ary feature is found to be persistent, then we augment the state with the feature vector along with the pose of the body frame at which it was first observed in order to correctly account for correlations of errors in subsequent measurements of the feature to errors in the state.
B. Unscented Kalman Filter
To enable on-board control, an UKF is used to estimate the full state of the vehicle at 500 Hz. The state is represented by
where x, v have been defined in Section III-A, Φ is the quaternion and b a the accelerometer biases. The prediction step uses the input y a , y g ∈ R 3 linear acceleration and angular velocity measurements given by the IMU. The VIO pose estimates, are then used to update the state estimate using a linear measurement model. The measurement delay due to the image processing is compensated accumulating the IMU values till a new measurement from the VIO block is provided.
V. PLANNING FOR AGGRESSIVE MANEUVERS
The trajectory planning has to generate dynamically feasible trajectories that will take the quadrotor to its destination. In this section, we focus on two types of aggressive maneuvers.
A. Dynamically Feasible Trajectories
Similar to [24] , we use the differential flatness property, which facilitates the computation of trajectories for the underactuated quadrotor system. We propose the a set of variables called flat outputs, the Cartesian position vector x and the yaw angle ψ, which will be used to show that the system's state and the control inputs can be written in terms of this subset of variables and their derivatives. Considering (1), the nominal force is
and the orientation of the third axis of body frame, b 3 is
The rest of the rotation matrix, R, can be determined by defining a vector b c , using the yaw angle ψ, to determine b 2
Then b 2 × b 3 gives b 1 . Differentiating again (1) we obtain
and the scalar projection onto b 3 reveals thaṫ
Next, we can determine the first two terms of the angular body rates Ω, by solving (8) forΩe 3 The third term of Ω depends on the yaw angle derivativeψ. Decomposing R by the Euler angles Z (ψ) − X (φ) − Y (θ) parametrization we obtain
Differentiating again (8) and similar to before, we can solve for the first two component ofΩ. The third element will require the 2 nd derivative of the yaw angle. With this angular acceleration, we can solve for the required moments. Thus, the control inputs can be computed in terms of the flat outputs and their derivatives. The 4 th derivative of position appears in the control inputs and the 2 nd derivative of the yaw appears in the moments. An optimal motion plan is defined as one that that minimizes the cost function Γ
Considering a n th order time-parametrized polynomial trajectories for each Cartesian coordinate d and the yaw
the problem in eq. (12) can be formulated as a Quadratic Programming (QP), with the initial t 0 and the final t f times (14) and in the general form
with
The matrix A ∈ R k ×4n and B ∈ R k , where k is the total number of linear constraints. The matrix A e ∈ R p×4n and vector B e ∈ R p can be used to impose p equality constraints. Generally, a trajectory is divided into segments. The coefficients for each segment can be easily incorporated into the QP. The equality constraints are used to guarantee during the trajectory the continuity of position and its derivatives and to specify a constraint at a desired time. We also consider a maximum velocity bound v max .
It is also necessary to consider constraints imposed by the mechanics and sensors of the system since we are focusing on aggressive maneuvers. Specifically, the maximum thrust imposes a constraint of the type
where
is the total thrust acting in the b 3 direction, whereas k f is the thrust coefficient and ω m m a x the maximum single motor speed.
In addition, a constraint on the jerk is induced by the maximum angular speed detectable by the gyros as
and the maximum moment M max , on one body axis, induces a constraint as
where M max = l (ω m m a x − ω m m in ), with l the vehicle arm length. Practically, the constraints expressed by (16), (17), (18) are nonlinear, thus they cannot be directly incorporated in the QP problem. However, to take advantage of the QP formulation, it is still possible to consider them indirectly with upper bounds on the acceleration, jerk and snap respectively and then verifying a-posteriori they are respected.
B. Slalom Path
We consider maneuvers with increasing degree of difficulties in term of acceleration, velocity and attitude angles. In this case, we assume to know the obstacles' locations with respect to the robot's starting position. We consider the starting point P 1 and the final point P 5 . A set of obstacles is located between these two points (in our case 2 static obstacles are located between P 1 − P 3 and P 3 − P 5 see Fig. 6 left) . The obstacle's position imposes some constraints on the planned trajectory. We consider a set of virtual waypoints P v i (P v i x , P v i y , P v i z ) located at the obstacle positions (P 2 and P 4 in the considered case) and their corresponding times instants t v i . In addition to the constraints specified in the previous paragraph, we can then impose in our QP problem a bound on each of the Cartesian dimension (x, y, z) around the obstacles' positions as
where δ is a time interval and i , y , z indicate the thresholds the vehicle's center of mass should respect to be safe.
C. Planning Trajectories through a Narrow Gap
Let us consider a narrow obstacle like a window. We assume the window gap is in the field of view at the robot's starting position. The stereo configuration available on the board allows to identify the window using a planar homography algorithm. This gives as output the rotation R B W = [x W y W z W ] and the translation t W of the window with respect to the initial robot frame B. Without loss of generality let us decompose the rotation using the Z (ψ) − X (φ) − Y (θ) Euler angles parametrization. It is worth specifying that our approach does not depend on the Euler parametrization since it is based on a geometric control approach as shown in Section III. However, it is necessary to employ a parametrization in case a yaw angle has to be planned. The parametrization of choice should then be the same used for the differential flatness in Section V-A. It is useful to clarify again that neither the stereo camera nor the shape of the window is used to solve for visual scale. Since the gap is narrow, the vehicle can only traverse it such that the main body plane (the plane defined by the centers of the four propellers) is orthogonal to the window planar surface defined by the y W − z W axes (see Fig. 5 ). However, the user can decide if the yaw should be zero at the traversing point. In that case, the vehicle will traverse the window with the x body axis in the same direction of the window axis (see Fig. 5 left) , otherwise the vehicle will have to keep constant yaw during the trajectory and it should then use both roll and pitch to traverse the window (see Fig. 5 right) such to respect that the body plane is orthogonal to the y W − z W plane. Since we are planning already aggressive trajectories we opt for the fist solution and solve the yaw offset 
where the a W = ae 3 is chosen by the user according to what the desired vertical acceleration is. The trajectory is planned through points P 1 − P 5 (see Fig. 6 ) with P 1 and P 5 the starting and landing point respectively. This constraint is derived from (6) . The third body axis is acceleration and gravity vectors dependent. This guarantees to plan b 3 as in (6) and also b 2 as in (7) . Then, b 1 is chosen as b 2 × b 3 . We estimate that an orientation time change by π/2 radians using our robots takes approximately 0.2 s. Thus, during the portion of the trajectory corresponding to the gap, we specify an acceleration such that b 3 is in the same direction of the z W window axis.
VI. EXPERIMENTAL RESULTS
In this section, we report on the experiments that have been performed at the PERCH lab (Penn Engineering Research Collaboration Hub) at the University of Pennsylvania indoor when this number does not drop below 2. The initialization requires around 10 features. We consider slalom paths around poles that are (a) 3 m and (b) 1.5 m apart requiring the quadrotor to maintain a clearance distance around the poles. The results are reported in Table I . For the first test we reach a maximum speed of 4.5 m/s whereas in the second case 3 m/s with a maximum acceleration of 5 m/s 2 in both cases. Despite only the initial information about obstacles' positions, the vehicle is still able to avoid them. This validates the precision and robustness of our localization strategy. Moreover, it is noticeable that despite the trajectories having different velocities, accelerations, and thus angles, the results are in the same range of values both for Root Mean Square Error (RMSE) and Standard Deviation (STD). For brevity, we do not report on the control error values, which are similar to the estimated ones as visible from Figs. 7, 8, 9 . The reader can also notice that the VIO and UKF modules have similar errors with the separation strategy providing the benefits already discussed. The orientation errors in Table II have been computed according to [26] . The attached multimedia material shows that each experiment has been repeated multiple times with different safety distances of up to 0.5 m and with similar performances to the results in Table I .
The results for the narrow gap experiment are reported in Table III . The experiment has been repeated considering different maximum rotation angles on one of the window's axis. The results show that our methodology gives similar results despite different operating conditions and increased level of difficulty induced by a higher values of acceleration, platform angles and larger operating envelope. The traversing gap of the trajectory is encapsulated between the take-off and landing phase that have an average duration of 2. For brevity, we omit the orientation errors since similar to the slalom task. The reader will notice from the attached multimedia material the successful accomplishment of multiple trials.
The acceleration a W is set to be half of the available thrust.
VII. CONCLUSION
In this work, we presented the system architecture and methodologies to enable vision-based high speed and aggressive flight with a small scale quadrotor equipped only with a single camera and an IMU as sensors. We demonstrated the algorithm framework for estimation, control and trajectory generation, and experimental performance of our autonomous navigation solution based on camera and IMU with slalom trajectories and flight through narrow windows (gaps) at different angles. We successfully achieve the desired control, state estimation, and trajectory planning through constrained environments, even with limited on-board computational capabilities derived from smartphone grade hardware. Our results reveal the feasibility and correctness of the proposed approach. Specifically we reach speeds of 5 m/s, roll and pitch angles of 90 degrees, accelerations of up to 15 m/s 2 and angular velocities of up to 800 deg/s. Our ongoing work addresses the use of the small baseline, stereo camera for real-time dense mapping to allow obstacle detection and mapping for planning.
