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Abstract 
Imagined movements (MI) are a complex behaviour, borne of the neural circuitry and 
cognitions shared with real actions. They have been implemented in many clinical and 
elite performance programmes, although these programme outcomes are inconsistent. 
Applying current models of MI to understand these inconsistencies is confounded by an 
ineffective discrimination between effects of MI on performance and those of simple 
preparation for action (MP). Critically, empirical comparisons have yet to be drawn 
between MI and MP. This thesis presents the results of four behavioural studies and one 
electroencephalographic (EEG) study which attempted to resolve neurocognitive 
aspects of this confound. In Experiment 1 (n=18), participants prepared for a lower limb 
response, or imagined then responded in a repeated measures design. Response time 
congruency priming was significantly larger following MI than MP, driven by increased 
costs. Three follow-up experiments were conducted. First (n=16), it was shown that the 
enhanced priming effect did not depend on optimal temporal preparation. Second 
(n=13), these effects were also present following imagination and preparation of finger 
responses. Third (n=21), non-motor cognitive load was manipulated in an additional 
task, and indicated that the MI priming effects could not be explained more simply as a 
distracting secondary task. A hypothetical view derived from this data was proposed, 
suggesting that MI priming can interact with normal MP processes by amplifying the 
gain of information received from proprioceptive channels prior to response, thus 
enhancing the difference between correctly and incorrectly primed responses compared 
to MP alone. Using EEG, the final experiment (n=11) showed the MI priming effect 
held up when controlling for unwanted muscular activation, and that it may be due to 
stronger corticomotor activity following MI, supporting the hypothetical view. This 
thesis therefore provides an integrative neurocognitive perspective on the role of MI in 
enhancing real performance at short time-scales.  
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Figure Annotations 
Figure 1.1. A cartoon of motor cortex organisation illustrating the results of 
Penfield et al., (1937). In the upper half of the diagram (A), the localisation of the 
postcentral gyrus within the primary motor cortex is shown, and the functional 
segregation of the cortex into distinct regions of muscular control is shown in the lower 
left of the diagram, (B). Finally, in the lower right of the diagram, (C) is the motor 
homunculus, in which all parts of the human body are scaled to their proportional 
representation within the motor cortex. This diagram emphasises the role of the motor 
cortex as a representation of muscular control, and not simply of the body.  
Figure 1.2. Consistent activations of cortical, subcortical and cerebellar 
structures during general MI tasks, as analysed using ALE meta-analytic techniques 
(Hétu et al., 2013). Note that while some frontoparietal motor areas were shown to be 
active, the primary motor cortex was not shown to be significantly, nor consistently 
activated at this level of analysis. Key: R = Right, L = Left, CB = Cerebellum, SPL = 
Superior Parietal Lobule, IPL = Inferior Parietal Lobe, PcG = Precentral Gyrus, IFG = 
Inferior Frontal Gyrus, MfG = Middle Front Gyrus, SMA = Supplementary Motor 
Area. 
Figure 2.1. A 3D subspace in which predominantly movement related activity in 
Type 1a and b areas (square caps) negatively correlated with instruction stimulus 
activity (Type 2 areas; circle caps), whereas imagery related activity (Type 3 areas; 
triangle caps) positively correlated with it (Hanakawa et al., 2008).  
Figure 3.1.  In the top half of the Figure (A) is a cartoon illustrating participant 
seating arrangement. Participants were seated approximately 100cm from the display, 
their feet rested on two separate foot pedals beneath the table, and their hands were 
placed on their lap. Their eyes were open for the entire experiment, and the stimuli and 
response controlled and monitored by an external computer. In 3.2B is a schematic 
diagram of all possible trial combinations. Trial type probabilities were implicit, 
meaning based on the trials proportions presented throughout the experiment, but 
participants were informed about these proportions before beginning each task.  
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Figure 3.2 – In the left half of the Figure (A), mean response times and error 
rates are plotted from the 2x3 ANOVA between Task and Congruency. The response 
congruency effect was significantly larger in the MI than the MP condition (where α is 
set to .05, p =.009). There were no significant differences between the pattern of errors 
between tasks, as can be seen from the black boxes. In the right half of the Figure (B) 
response congruency effects are plotted against the mean response time for six 
vincentised response time bins in a delta plot, for each condition. Only the final two 
response bins showed a statistically significant difference between MI and MP (p’s 
<.05). For both charts, error bars are plotted to include ±1 SE around the mean.  
Figure 4.1. A schematic representation of the three experiment trial time 
courses, each demonstrating a congruent S1-S2 trial pair. Refer to Figure 3.1B for a 
reminder of the separate congruency trial pairs beyond this. Experiment 2 is represented 
in A, where a second condition was introduced in which the foreperiod duration was set 
to 1200ms. Additionally, the maximum response time window was modified to accept a 
maximum of 1000ms as a valid response by default, and a variable intertrial interval of 
1800-2200ms was introduced. Thus, maximum trial duration in the 1200ms foreperiod 
condition was 5200ms, or 7350ms in the 3350ms foreperiod duration condition. 
Experiment 3 is represented in B, where only the shorter foreperiod was used by a hand 
response condition was introduced, and the control condition of Experiment 4 is 
represented in C where an incremental counting task was used to control for the effects 
of cognitive load. Additionally, and not displayed in this figure, the stimulus sizes were 
smaller in Experiment 4 compared to the prior experiments to aid in piloting for an 
EEG based experiment., 4.1B is experiment 2 (with the introduction of an index finger 
response) and Figure 4.1C represents a representative trial in which incremental 
counting of star shaped stimuli was required in a third, cognitive control task. 
Figure 4.2.  In the top half of the chart, (A), response times and error rates from 
the 2x2x3 ANOVA with factors Task, Duration and Congruency are summarised. With 
α set to .05, an a priori hypothesis of differences between the foreperiod duration 
conditions was assessed via a separate 2x3 ANOVA for each level of the Duration 
factor. A t-test of the congruency effects for MI and MP was statistically significant or 
the short duration condition (p = .013) indicating larger CE in MI than MP. Although 
numerically the same size in the long foreperiod, this was not statistically significant (p 
= .23). 4.2B and 4.2C, on the bottom left and bottom right of the figure respectively, are 
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the delta plots of the mean congruency effect size against the mean quantile response 
time six quantiles, in the short and the long foreperiod duration respectively. 
Statistically significant differences in the first three bins in 4.2B (p’s <.05) were 
present, indicating larger congruency effects in MI than MP, but no s tatistical 
differences were observed in the long duration condition, as plotted in 4.2C. 
Figure 4.3. Summary of behavioural data from each of the conditions in 
Experiment 3. In 4.3A, response times and error rates are plotted for each task in the 
hand and foot response effector conditions and the short foreperiod duration. 4.3B and 
4.3C are the delta plots of the mean congruency effect size, against the mean quantile 
response time for six quantiles in the hand and the foot conditions respectively.  
Figure 4.4.  An illustration of three sequential trials in which the secondary 
counting task is depicted within the control condition of Experiment 4. Each individual 
trial starts with the total of all previously counted stars, and a participant must add the 
number of stars presented in the concurrent trial to the running total. The counting task 
was designed to mimic the properties of a concurrent motor imagery task based on three 
assumptions. 1) The task is equally demanding at the start and finish of a block. 2) An 
active transformation of information is required within a trial. 3) The performance of 
this transformation is variable in quality.  
Figure 4.5.  Summary of behavioural data from each of the conditions in 
Experiment 4. In 4.5A, response times and error rates are plotted for the MP, cMP and 
MI tasks. 4.5B is the delta plot of the mean congruency effect size against the mean 
quantile response time six quantiles for each of the three conditions.  
Figure 5.1. A schematic showing the effects of different layers and types of 
synaptic input to an apical dendrite. In 5.1A, an EPSP creates an intracellular positive 
potential, which leaves a higher concentration of negative charge carriers in the 
extracellular space. This is recorded as a negative potential in the EEG. The positive 
charge propagates throughout the cell, and effluxes into the extracellular space to 
maintain the electrochemical circuit, creating an extracellular region of positive charge 
at the base of the dendrite. The current flows from deep regions to superficial regions of 
the dendrite, creating a current dipole. 5.1B shows how deep IPSPs can also create 
negative potentials recorded at the scalp. Figure adapted from (Kirschstein & Köhling, 
2009). 
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Figure 5.2. A sample of data from Walter’s original 1964 paper identifying the 
contingent negative variation in the bottom EEG trace, consisting of both a click 
followed by a required motor response. (Walter et al., 1964).  
Figure 5.3. The 32-electrode scalp montage used in Experiment Five, presented 
within Chapter 6. Not pictured is the ground electrode which was located at AFz, 
halfway between Fz and Fpz, and the two bipolar EMG electrodes which recorded 
muscular activity in the tibialis anterior on each leg. For further details, see the 
methodology of Chapter 6. TP9 and TP10 are linked mastoids for offline re-
referencing. 
Figure 6.1. A schematic illustration of three candidate orders of motor imagery 
and preparation within the priming task foreperiod.  In 6.1A, one hypothetical order is 
presented in which MI and MP occur simultaneously for the entire duration of the 
foreperiod. 6.1B is a schematic order in which MI occurs in full before any MP 
processes begin. 6.1C is an order in which MI begins first, but MP processes begin 
before MI has finished, resulting in a temporal overlap.  
Figure 6.2. The left side of 6.2A is a topographical plot of component 1 
extracted from the ICA analysis, and the time course for the same component for a 
single participant. The systematic peaks in this component time course (right hand side 
of 6.2A) can be attributed to the bioelectrical heart signal artefact (EC), picked up 
through the amplifier by the EMG sensors on the belly of the TA muscle. In the upper 
panel of 6.2B, this component is evident in the continuously sampled EEG data. 
Subsequently, the computational subtraction of this component from the EEG signal 
results in an adjusted signal with superior signal to noise ratio, as displayed in the 
bottom panel of 6.2B.  
Figure 6.3 A summary of the behavioural data collected in the experiment 
reported in Chapter 6. 6.3A is the mean response times on the left y-axis, and the 
columns, while mean error rates are plotted on the right y-axis using the markers. A 
delta plot showing the mean congruency effect magnitudes for the MI and MP 
conditions, against the mean response time for each of six vincentised response time 
bins is plotted in 6.3. Error bars represent ±1 SEM. 
Figure 6.4. Bootstrapped confidence intervals, sampled 5000 times, for the 
averaged (congruent trial+ (incongruent trial*-1)/2) LRP amplitude of the five, 160ms 
windows from 400 to 1200ms preceding S2, within the foreperiod, for the MI and MP 
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task respectively. The blue dots represent the mean bootstrapped value estimate and the 
lengths of the black bars are the confidence intervals themselves. Waveform deviations 
above the baseline indicate the presence of lateralised motor cortex activity recorded 
over C3/C4 electrode pairs for the correctly primed response (positive foreperiod 
amplitude) and deviations below the baseline (negative foreperiod amplitude) indicate 
lateralised activity preceding a switched response in incongruent trials with a correct 
real response.  
Figure 6.5.  The antisymmetry plots of the LRP for the two time windows of 
400-560ms and 1000-1200m, in both MI and MP tasks. In B, the comparative, higher 
amplitude recorded in the time window of 1450-1700ms, approximately around the 
mean response time in each task. Only congruent LRPs are shown in this plot. There is 
a pattern of effects in the LRP for the MI condition which, although attenuated, appears 
like that in the window around response. This pattern of activity is not present in the 
MP condition. C shows the LRP over C3/C4 electrode pair plotted over time, with the 
stimulus onsets and time windows of analysis marked.  
Figure 6.6. Mu and Beta frequency ERD/ERS changes across the scalp in upper 
and lower sections of their frequency bands, for both selected time windows, for both 
motor imagery (MI) and motor preparation (MP) tasks. Repeated measures factorial 
analysis of Sensors C3, Cz and C4 was performed on all data. These sensor locations 
are highlighted in the top right of the plot by the red rectangle. The upper panel of 6.6A 
shows both the significant Task x Sensor interaction, and the main effect of time 
Window. The interaction can be described as a function of the stronger ERD in MI 
across all sensors, but stronger ERS across all sensors in MP. In the lower panel of 
6.6A, in the upper Mu band, there was only a main effect of time Window, with a larger 
ERS power shift at the late time Window in both conditions. In 6.6B, in the upper panel 
(lower Beta); there were no main effects or interactions. However, in the lower panel 
(upper Beta) there was a significant three-way interaction, with a similar overall pattern 
of activity in the late window between both conditions and stronger central ERD and 
weaker surround ERS in MP compared with MI. 
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Chapter 1 – Motor Imagery 
1.1 Definitions 
Imagination is a complex and elaborate behaviour which most individuals 
experience in their daily lives. It is the foundation for creative endeavours, predictions 
and effective interaction with the local environment. The process of imagination can be 
subdivided into many complementary and vivid experiences, for example the 
inescapable replaying of your favourite song over in your head (auditory imagery), 
watching the trajectory of a golf ball on the fairway before the club has been swung 
(visual imagery) or feeling the movements of your arms, upper body and hips roll into 
the swing as you dream about the successful drive later that evening (motor imagery). 
Imagination is the intentional experience of externally- induced sensation in the absence 
of external stimuli. In contrast, a hallucination represents the unintentional, unexpected 
or limited agency experience of these sensations. This distinction is important as it 
supports a positive role for imagery in human learning through the association between 
performance and appropriate feedback rather than spontaneous and irregular sensory 
experiences which are neither correlated with intention nor with feedback. 
1.1.1 Perspectives. 
This thesis is a study of imagination, particularly the effects of imagined 
movements on subsequent real movements. To aid with illustrating an imagined 
movement, and since most if not all people can execute it, it would be useful to first 
describe, introspectively, the act of imagining.  When I imagine grasping a cup placed 
in front of me, I can perceive two sets of complimentary sensations. The first set is an 
experience of the physicality of motion; the coordination of my bicep and triceps 
muscles as I reach forwards, the stretching of the skin around my elbow and across my 
hand as I adopt a grasping posture ready to accommodate the cup, and the subtle 
rotation of my shoulder joint. I am also able to experience this with my eyes open or 
closed, or in a dark room without precise knowledge of the location of the cup. The 
second set is an experience of watching the visual dynamics of motion. By attending to 
the visual characteristics of my reach, I see the slight relaxation of my bicep, the 
acceleration and deceleration of my hand throughout its trajectory towards the cup, and 
the physical extension of my arm and simultaneous opening of my fingers into a 
grasping posture. These two sets of sensations represent features which contribute to 
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successful imagination of action. The first can be summarised as motor imagery from 
an internal perspective, one in which the kinaesthetic, proprioceptive information 
typically felt during normal movement is also felt, albeit to a lesser extent, during 
imagined movement. The second can be summarised as forming a dynamic visual 
image of the movement (as opposed to a static visual image which might otherwise 
comprise imagination of non-biological or other stationary objects), nominally 
involving the scene in which the movement takes place as well (Annett, 1995; Hall, 
Pongrac, & Buckholz, 1985; Jeannerod, 1994). This distinction is important for 
operationalising motor imagery within this thesis, since the two forms are not only 
phenomenologically different, but also physiologically and behaviourally different. To 
investigate these differences at a neurophysiological level, Solodkin, Hlustik, Chen, & 
Small (2004) instructed two separate groups of participants to perform visual or motor 
imagery of a sequential finger opposition task while their neural activity was recorded 
using functional magnetic resonance imaging (fMRI). To control for activation that 
would be expected during normal performance, this was included as a third condition as 
well.  Participants in the visual imagery group showed unique activations in regions of 
the occipital cortex, which is related to visual processing, whereas participants that 
performed the task using motor imagery showed activity in the primary motor cortex 
(M1), as well as the primary and secondary somatosensory cortical areas (S1 as labelled 
in the paper). Using structural equation modelling to analyse the networks of activated 
regions in the brain during each task, it was shown that the activity recorded in the 
occipital cortex had stronger forward connections to the parietal and dorsolateral 
premotor cortex. In contrast, these connections were reversed in both the real and 
kinaesthetic motor imagery conditions. More recent support for this phenomenon of 
dissociable cortical activation during both motor and visual imagery comes from 
Guillot et al., (2009) who replicated the pattern of activity described by Solodkin and 
colleagues, while also controlling for between-group differences by using a within-
subject design. This minimised the impact of inter-subject variance between conditions 
as this was not accounted for by Solodkin’s study design.  
However, fMRI data relies on changes in blood oxygenation of cortical tissues. 
These blood oxygen level dependent signal changes exhibit low temporal resolution and 
do not represent activity of the neurons themselves. In contrast, time sensitive and 
experimental techniques which reflect neural activity more directly, such as transcranial 
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magnetic stimulation (TMS) and electroencephalography (EEG) have also supported 
the dissociable nature of motor versus visual imagery. For example, Stinear, Byblow, 
Steyvers, Levin, & Swinnen, (2006) used TMS to explore the effects of visual or motor 
imagery on muscular excitability in the hand.  Visual and motor imageries of a phasic 
thumb movement were performed, and the amplitude of motor evoked potentials 
(MEPs) elicited by stimulation of the contralateral primary motor cortex with a TMS 
coil were recorded from muscles in the hand. The two muscles used were either task 
relevant and involved in thumb movements (abductor pollicis brevis (APB)), or not 
involved in such movements and thus acted as a control muscle (abductor digiti minimi 
(ADM)). When participants performed motor imagery of the thumb movement, MEP 
amplitudes were larger when recorded in the ABP, but were not significantly different 
to baseline amplitudes during visual imagery. Neither task elicited enhanced MEP 
amplitude in the control muscle.  In a recent EEG-based task, a machine learning 
classifier was used to distinguish between individual task performance for kinaesthetic 
imagery, visual imagery, real performance and observation of performance of a hand 
movement task. Although both forms of imagery were classified less accurately than 
the observed or real movement (80% for both), the kinaesthetic motor imagery (MI = 
67%) was classified more accurately than visual imagery (VI = 56%). This was 
suggested to be due to the clear pattern of activity over sensorimotor regions while 
visual motor imagery showed no consistent pattern of activity (Neuper, Scherer, Reiner, 
& Pfurtscheller, 2005). These data point to a physiological differentiation between 
visual imagery and kinaesthetic motor imagery performance, and provide support for 
the original distinctions made by Annett (1995), Jeannerod (1994) and Hall and 
colleagues (1985). 
A crucial aspect which underpins the success of motor imagery tasks which 
require MI rather than dynamic VI manipulate the instructions given to participants, as 
evidence has shown this contributes to the type of imagery experienced by a participant. 
In a purely behavioural task, Sirigu & Duhamel (2001) instructed participants to 
perform MI of a hand rotation. This is an implicit rather than explicit imagery task and 
thus less susceptible to variable movement content by participants. Participants were 
asked to verbally report the orientation of a specific finger on that hand following the 
imagined rotation. The instructions given prior to the trials differed based on whether 
participants were to imagine the movement from a first-person perspective (1PP), 
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watching their own movements, or from a third person perspective (3PP) as if they were 
watching the movements of another individual. To assess the relationship of MI or VI 
with participant hand posture during these conditions, an additional manipulation 
involved placing participant’s real hand on their lap or behind their back. A dissociable 
effect of imagery instruction on response time was observed, and was modulated by 
hand posture; 1PP instructions benefited response time when participant real hand 
posture was on their lap, while 3PP instructions benefited response time when 
participants’ real hands were behind their back. The given interpretation was that VI of 
another individual’s movements was not dependent on one’s own body posture, 
therefore a benefit was observed in cases where imagined hand posture was 
incompatible with real posture. In contrast, the MI elicited by the 1PP benefited 
performance due to its interaction with the real hand posture, since kinaesthetic imagery 
involves experiencing the sensations of one’s intentional movements. This strategy of 
manipulating instructions which encourage either 1PP or 3PP viewpoints to elicit MI, or 
VI respectively is now common practice in imagery research (Stinear, in Guillot & 
Collet, 2010, pp. 52). Since there is evidence that provision of task instructions which 
do not specify the focus of kinaesthetic experience during the imagined performance 
can obscure the differences between the two modes (Fourkas, Ionta, & Aglioti, 2006), 
perspective based instructions must place an emphasis on the kinaesthetic or visual 
aspects associated with the 1PP and 3PP respectively.  Recent work has demonstrated 
that both first person visual imagery and kinaesthetic motor imagery of a sequential 
tapping task increase corticospinal excitability as measured through TMS, however in 
the same study kinaesthetic imagery did not increase primary visual cortex sensitivity 
when assessed through probability of phosphene occurrence (Mizuguchi, Nakamura, & 
Kanosue, 2017) demonstrating a dissociable cortical effect between the two tasks which 
relies primarily on the lack of visual area activity.  
Perspective taking in imagery studies is not trivial. Evidence from fMRI, TMS 
and EEG studies have demonstrated that motor imagery can be distinguished from 
visual imagery based on their effects on cortical blood flow and electrical activity and 
also at the muscular level., Furthermore, these can be elicited through cognizant design 
of instructions for participants; an emphasis on the first person perspective and attention 
towards kinaesthetic sensation tends to elicit motor imagery, while shifting these 
towards the third person perspective and attention towards the dynamic visual features 
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of movement tends to elicit visual imagery. More precisely, evidence of region-specific 
activity means that kinaesthetic motor imagery is suited to investigations of motor 
related processes while avoiding confounding contributions from visual processing 
areas of the cortex. To wit, the concept of imagination of action is operationalised 
within this thesis as of the kinaesthetic motor sort, and experimental instructions will be 
designed specifically toward such aims.  
1.2 Experimental Evidence for Motor Imagery 
Due to its covert nature, accurate performance of motor imagery (MI) is difficult 
to estimate. The reason for this is intuitive; the precise content of an imagined 
movement is unobservable. However, several complimentary lines of research provide 
evidence for its existence. These fall into two broad categories: 1) comparative and 2) 
interactive research. Typically, the goal of comparative MI research is to ascertain to 
what extent an imagined movement performance is similar or different to other covert 
performance strategies (for example visual imagery (VI), or action observation (AO)), 
or to the overt performance itself.  To achieve this, studies are designed such that the 
imagined performance of a given action is instructed, and the dependent variables 
recorded in an MI condition are compared with the corresponding dependent variables 
recorded in the real (or other covert performance) movement condition recorded. This 
paradigm has proven useful in understanding the behavioural and neurophysiological 
underpinnings MI, and their relationships with those of overt motor control and 
performance. The latter hypothesis, and evidence supporting it, is frequently offered as 
part of the literature base supporting the application of motor imagery-based strategies 
for clinical rehabilitation of stroke patients (Sharma, Pomeroy, & Baron, 2006) or for 
improving sports performance (Holmes & Collins, 2001).  
Interactive MI research paradigms on the other hand adopt an equally broad 
range of study designs, but focus on how prior MI can positively or negatively 
influence performance indices of real movements.  Some examples of interactive MI 
research paradigms include the use of randomised control trial designs whereby 
physical performance is measured pre- and post-administration of motor imagery 
rehabilitative strategies in early post-stroke patients (Ietswaart et al., 2011), or 
instructing healthy participants to imagine active or passive muscle contraction in the 
rest periods separating real muscle contractions (Di Rienzo et al., 2015). The appeal of 
interactive motor imagery research lies in its potential to understand the mechanisms by 
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which MI can improve subsequent performance. Attention is given to mechanisms 
related to cortical neuroplasticity following imagery training (Ruffino, Papaxanthis, & 
Lebon, 2017). However, mechanisms of motor imagery are often not the focus of 
interactive study designs, which instead favour hypotheses related to whether MI has a 
net positive benefit on subsequent real performance, compared with alternative 
methods, rather than for understanding how MI might induce such a change. This lack 
of mechanistic, experimental appraisals of the mechanisms underlying motor imagery 
has been highlighted as a point of interest in the field, and one that proves a hurdle to 
progression in the application of imagery outside of laboratory settings (Ietswaart, 
Butler, Jackson, & Edwards, 2015; O’Shea & Moran, 2017). The remainder of this 
chapter is structured as follows: Evidence from comparative research paradigms is 
presented to support the conceptualisation of motor imagery as a phenomenon in 
Section 1.2, which also includes a primer on the relevant neurophysiology. In Section 
1.3, two theoretical models of internal simulation of action are introduced, (Neural 
Simulation Theory: Jeannerod, 2001; and Emulation Theory: Grush, 2004) which draw 
their conclusions primarily from the comparative literature. In Section 1.4, evidence 
from interactive research paradigms are summarised, and finally in Section 1.5 the 
motivation of the present thesis is described with relation to the weakness of the models 
of internal simulation in understanding the interactive motor imagery literature.  
1.2.1 Comparative evidence for motor imagery. 
1.2.1.1 Behavioural and physiological correlates of motor imagery performance. 
Behavioural measures such as simple response time are difficult to interpret 
given that an imagined action does not directly interact with the environment of the 
participant. To assess mental as well as physical performance, participants are often 
given personal control of a stopwatch or button press to allow them to mark the start 
and the end of their own movements (Bakker, De Lange, Stevens, Toni, & Bloem, 
2007; Papaxanthis, Schieppati, Gentili, & Pozzo, 2002; Stevens, 2005). In some cases, 
the start of performance can be externally cued while only the end of performance is 
personally signalled (Macuga & Frey, 2012).  
As mentioned in the previous section, a core question which motivates 
comparative studies in MI can be summarised as the exploration of its similarity with to 
overt performance. In one elegant but simple study by Decety and colleagues in 1989, 
imagined and real walking speed of participants, who had been selected based on their 
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good motor imagination skill, was assessed over a five, ten or fifteen-metre long track. 
that the authors initially found that non-weighted imagined walking speed was 
equivalent to the non-weighted real walking speed. Conversely, when wearing a 25kg 
backpack, real walking speed was unaffected relative to the non-weighted task but 
imagined walking speed was slowed by approximately one third (Decety, Jeannerod, & 
Prablanc, 1989). This study highlights two key features of the comparison between real 
and imagined performance speed. The first is that for relatively simple tasks in healthy 
participants, imagined and real actions speeds are roughly isochronous. The second is 
that complex tasks which require greater levels of action monitoring interfere with this 
isochrony and lead to reduced similarity in performance between the tasks, with 
imagery timing tending to be over-estimated for complex tasks and under-estimated in 
athletic performance (reviewed in Guillot & Collet, 2005). More recently it has been 
proposed that temporal distortions of MI time estimation are related to the duration of 
the mental task, with short MI performance more likely to result in overestimation and 
long MI performance more likely to result in underestimation (Guillot, Hoyek, Louis, & 
Collet, 2012). 
 Dahm & Rieger, (2016) compared three different chronometric tasks for 
assessing explicitly imagined bimanual movements1 and their physically performed 
counterparts. The first of the three tasks instructed participants to imagine or perform, 
as fast as possible, a predetermined number of button presses, and to mark the start and 
end of the performance by executing the first and the last press in the MI condition. The 
second condition required participants to make as many imagined or real button presses 
within a predetermined number of seconds. Trials of both movement types were 
initiated by a real button press and terminated by an externally provided audio-visual 
stop signal. In the final condition, participants made physical and imagined button 
presses synchronised with a metronomic auditory stimulus train, of which there were 
nine different tempos. Following the final tone, participants estimated their percentage 
of correct (synchronised) imagined button presses that occurred in time with the 
metronome. While the first two conditions showed overestimation of imagined versus 
                                                                 
1
 Motor imagery can be explicitly instructed by the researcher (“Imagine clenching your 
hand into a fist”), or required implicitly by the task, for example in tasks where the individual 
must make a judgement over whether an orthogonally rotated left or right hand is displayed on 
the screen. These performance types involve broadly identical motor simulations of the action 
(Osuagwu & Vuckovic, 2014), but explicit imagery involves greater self-action monitoring (i.e. 
executive control of action) than implicit imagery (de Lange et al., 2008).  
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real performance speed, the third condition showed an underestimation of mean 
accuracy in MI. The slope parameter for the third condition performance, derived from 
a logistic regression analysis, showed statistical equivalence between real and imagined 
tasks, and the performance in the first two conditions showed significant positive 
correlations between imagined and real performance. This data supports those of 
Decety et al., (1989), and further emphasises that equivalence between real and 
imagined performance is most effectively characterised through equivalence in terms of 
the biomechanical task limitations (see also Parsons, 1994), rather than in strict one-to-
one mapping in timing between tasks.  
The finding that motor imagery is more effectively characterised in the ways in 
which it shares limitations on movement performance with real actions is highlighted 
through research employing movements which adhere to empirically defined laws of 
human motion. One example is Fitts’ Law, which describes a relationship between the 
speed of human movement and the distance between a starting position and a target area 
of varying size, whereby the time taken to move to a target is a function of the distance 
to, and size of the target. Larger target areas result in shorter movement times (Fitts, 
1954). The law describes an empirical relationship of the trade-off between speed and 
accuracy of human movement, and has been effective in characterising movements not 
only in the upper limb (Kourtis, Sebanz, & Knoblich, 2012; MacKenzie, 1992) and 
lower limb movements (Michmizos & Krebs, 2014), but also to movements in 
microgravity (Jüngling, Bock, & Girgenrath, 2002), and those of Parkinson’s patients 
(Bienkiewicz & Craig, 2015; Sheridan, Flowers, & Hurrell, 1987). Thus, it appears that 
tasks designed using Fitts’ Law principles should be well suited to investigating 
biomechanical laws of motor imagery as compared with physical performance, for 
example the task used by Decety and Jeannerod (1995), where an imagined walking 
task along a virtual reality track was performed. In the virtual environment, gates of 
variable width were placed along the walking path track. Motor imagery was shown to 
exhibit a similar speed and accuracy trade off as would be expected with real actions. 
This evidence was replicated by Bakker et al. (2007), and expanded upon the work of 
Decety and Jeannerod (1995) to include a non-motor visual imagery task where 
participants imagined observing a black disk travelling along paths of varying width, in 
addition to the MI and real movement tasks. Bakker’s data showed a strong timing 
similarity between real and imagined walking time for each the path width conditions, 
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and that path width had a significant effect on movement time in these two tasks. The 
VI task, however, showed significantly faster overall movement time in all tasks and 
only a non-significant, numerical effect of path width, thus emphasising the motor 
system specific comparability of MI with its overt counterpart. Furthermore, when 
additional allocentric information is provided to participants about the location of n 
potential movement targets, the movement time to the most distant (highest difficulty) 
target is shorter than would be predicted by the law (Bradi, Adam, Fischer, & Pratt, 
2009); imagined movements using MI also corresponded to this specific case of Fitts’ 
Law violation (Radulescu, Adam, Fischer, & Pratt, 2010). A more complex law which 
describes the kinematics of continuous movement trajectories, the 2/3 power law 
(Dayan et al., 2007) is also adhered to in motor imagery in healthy participants. 
Performance of a continuous, complex tracing task using either a real or an imagined 
movement was recorded. In the imagined task, participants were stopped at random 
points during a trial and reported their imagined hand movement position on the traced 
shape, and the performance in an imagined movement was interpolated from this 
sampling method. The 2/3 power law was shown to hold in both real and imagined 
tasks (Karklinsky & Flash, 2015). 
The studies discussed thus far have involved explicit motor imagery (see 
footnote 1 of this section). Implicit motor imagery tasks can also provide evidence for 
the existence of MI via its temporal isochrony with, and adherence to limitations of, real 
action. In 1971, Shephard and Metzler introduced the mental rotation task (Shepard & 
Metzler, 1971). In this task, participants were required to match a target 3D stimulus 
from one of a list of test stimuli which were rotated within the 3D-axes. Speed of 
response was directly proportional to the distance of angular rotation required for 
participants to make a correct judgement, and have since been applied to bodily as well 
as non-bodily stimuli (Parsons, 1994; Tomasino & Gremese, 2016). With relevance to 
the present thesis is the finding that cortical activity separates these two processes; 
mental rotation of bodily stimuli only act within a sensorimotor framework (meta 
analysis by Tomasino & Gremese, 2016). Important to note here is that within the meta-
analysis used by these authors, both the free mental rotation of hands in laterality 
judgements, and the mental rotation of hands for graspability judgements (i.e. object 
directed actions) were included within the motor strategy categorisation, thus related to 
bodily stimuli. One particularly elegant study demonstrated not only that mental 
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rotation of limbs was influenced by the required angular rotation of the task, but that 
information available to the motor system as the time of rotation could also influence 
performance. This is the study by Sirigu and Duhamel (2001) as mentioned previously. 
More recently, Ionta, Fourkas, Fiorio, & Aglioti (2007) expanded on this concept and 
used the incompatible physical hand posture, but also used hand or foot mental rotation. 
While verbally recorded task performance was affected principally by the angular 
distance in both judgement tasks, when judging hand postures response time was faster 
for hands on the lap than hands behind back, whereas this interaction was absent when 
judging foot postures. The researchers concluded that mental rotation was thus 
facilitated by the integration of limb-specific sensorimotor feedback information for the 
real body posture with the ongoing task demands. This provides strong support for the 
existence of motor imagery as an active simulation of motor networks, incorporating 
both bottom-up and top-down sources of information. 
1.2.1.2 Physiological changes. 
In contrast to the evidence for MI from active, implicit or explicit performance 
as measured from behavioural data, one might question whether evidence of MI exists 
at the level of the autonomic nervous system, as well as the peripheral and cognitive 
level. Considering data which show that MI does not need to produce visible or even 
recordable signals from task-relevant muscles to engage sensorimotor control networks 
in the brain, it is questionable whether bodily functions not typically regarded as under 
conscious control, such as heart rate or pulmonary activity, are influenced in a similar 
way to overt performance. To investigate this question, Decety, Jeannerod, Germain, & 
Pastene (1991) investigated the effects of real and imagined treadmill use on several 
physiological measures of oxygen consumption, and heart rate. In the sample of eleven 
healthy participants, it was demonstrated that heart rate increased as a function of 
walking speed in both real and imagined movement tasks, and was reduced during the 
task in a control condition. Moreover, the rate of increase was smaller in the MI task 
than the real task (1.4bpm/ (km/h) versus 7.5bpm/ (km/h)). Total ventilation and 
oxygen consumption (VO2) also increased, and were positively correlated with 
imagined walking speed, but at a reduced magnitude compared to overt walking. The 
finding that autonomic functions like heart rate and oxygen consumption increase as a 
proportion of actual performance was confirmed through subsequent studies (Decety, 
Jeannerod, Germain, & Pastene, 1991; Oishi & Maeshima, 2004).  These, and other 
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patterns related to proportionately increased markers of autonomic activity in motor 
imagery when compared with real action, demonstrate a central locus of activity for MI 
in addition to the supracentral activity previously discussed (Guillot, Louis & Collet, 
pp. 100, in Guillot & Collet, 2010). 
1.2.1.3 Neurophysiology of motor control. 
Evidence from neurophysiological studies in comparative designs are presented 
in the following section. This line of research generates important justifications for the 
existence of MI, because it provides evidence for the neural basis of motor imagery 
within the brain’s structures, and how it overlaps with actual performance. This section 
is broken down into two subsections. The first is a primer on key areas in the human 
brain associated with the voluntary control of action. The second section is a brief 
review of the literature which supports similarities or differences between imagined and 
real action within these regions, as assessed by recording or stimulation methods.  
1.2.1.3.1 A primer on the neurophysiology of the voluntary action control. 
To serve voluntary action, the brain relies on a distributed, interconnected 
architecture involving its cortical and subcortical structures and the cerebellum. These 
include the parietal and premotor cortices (Desmurget & Sirigu, 2009; M. F.S. 
Rushworth, Johansen-Berg, Göbel, & Devlin, 2003; Wise, Boussaoud, Johnson, & 
Caminiti, 1997), the primary sensorimotor (Graziano, 2011; Kawai et al., 2015; 
Penfield & Boldrey, 1937; Sanes & Donoghue, 2000) and somatosensory cortex 
(Borich, Brodie, Gray, Ionta, & Boyd, 2015). These motor behaviours are mediated 
through connections with subcortical regions including the basal ganglionic nuclei 
(Groenewegen, 2003), the thalamus (Alexander & Crutcher, 1990), and calibrated by 
the cerebellum (Llinas & Negrello, 2015).   
1.2.1.3.1.1 Premotor and primary motor cortices. 
The premotor cortex consisting of the ventral and dorsal sub-regions (v/dPMC), 
the supplementary motor area (SMA) and primary motor cortex (M1) govern motor 
planning (Halsband, Ito, Tanji, & Freund, 1993), learning and effective implementation 
of motor plans respectively. The premotor cortex exerts direct modulatory control on 
primary motor cortex activity (Gerschlager, Siebner, & Rothwell, 2001; Rothwell, 
2011) its sub-regions govern direct (vPMC; stimulus feature-to-action coordination) 
and indirect (dPMC; synthesis of perceptual and sensory feedback) formation of action 
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plans (Hoshi & Tanji, 2007) and is implicated in recognising the actions of others 
(Rizzolatti, Fadiga, Gallese, & Fogassi, 1996). The supplementary motor area (SMA) is 
involved in direct control over motor cortex activity as well (Kasess et al., 2008; 
Solodkin et al., 2004), governing processes involved in the organisation of sequential 
(Gerloff et al., 1997; Tanji & Mushiake, 1996) and coordinated bimanual and interlimb 
actions (Swinnen & Wenderoth, 2004). Furthermore, the SMA, in conjunction with the 
anterior cingulate cortex (ACC), plays a role in monitoring pre-movement action 
intentions, and in the outcomes of actions (Bonini et al., 2014; Paus, 2001). A 
distinction is also made which separates the SMA-proper from the anterior pre-SMA, 
which is implicated in supporting the selection of actions from among potential action 
options, through the inhibition of less appropriate alternatives (Cisek & Kalaska, 2010; 
Nachev, Wydell, O’Neill, Husain, & Kennard, 2007). To synthesise these different 
features, a general perspective of the functions of medial prefrontal areas is that they are 
involved in higher-order motor control. 
The primary motor cortex contains a “homuncular” representation of the body, 
affording greater regions of cortical tissue to parts of the body requiring greater 
muscular control, for example the hand or the tongue area is volumetrically larger than 
the leg or the genitals (Penfield & Boldrey, 1937; see Figure 1.1C). Moreover, as can be 
seen in Figure 1.1B, the distribution of the motor representations across the cortex 
position the upper limb and hand areas on the outer convexity of the motor strip, and 
the leg and foot areas on the medial wall of the central fissure separating the two 
hemispheres. The motor cortex encodes the different forces required by muscles 
involved in an action (Georgopoulos & Carpenter, 2015; Wolpert & Ghahramani, 
2000). Through direct corticospinal projections to muscle cells, it controls kinematic 
parameters of movement, such as limb speed and movement direction (Cisek & 
Kalaska, 2005; Todorov, 2000), as well as dynamic parameters of movement related to 
the contextual force requirements (Sergio & Kalaska, 1998). Short bursts of magnetic 
stimulation, using transcranial magnetic stimulation (TMS), at the level of the scalp 
over the hand area of the primary motor cortex can elicit fast twitches in hand muscles 
in the contralateral limb (Hallett, 2000). Neuroplasticity of the primary motor cortex is 
frequently reported in experimental and clinical research, having been reported 
following physical (Classen et al., 1998), repeated external stimulation (Monte-Silva et 
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al., 2013) or limb disuse (Bassolino, Campanella, Bove, Pozzo, & Fadiga, 2014; Furlan, 
Conforto, Cohen, & Sterr, 2016). 
1.2.1.3.1.2 The somatosensory cortex. 
In the postcentral gyrus, immediately anterior to M1, lies the somatosensory 
cortex (S1). This cortical region is involved in the processing of sensory afferences 
coming from the body, detected by both deep and shallow sensory organs in the skin 
and muscles, and is somatotopically organised with respect to limbs (Ruben et al., 
2001). The S1 has reciprocal connections with M1 (Kinnischtzke, 2013), and provides 
modulatory input to M1 based on contextual valence of the intentions and actions being 
produced (Borich et al., 2015) 
1.2.1.3.1.3 The parietal cortex. 
The parietal cortex integrates sensory information from across the brain, and has 
a role in both non-motor (Colby & Goldberg, 1999; Husain & Nachev, 2007) and motor 
processes (Cisek & Kalaska, 2010). Through myriad connections with regions of the 
prefrontal and frontocentral cortices, it provides estimations of the consequences of 
actions (Mulliken, Musallam, & Andersen, 2008) which are used by the central nervous 
system to make corrections to the performance of an ongoing action, without the need 
to wait for the relatively slower feedback provided from muscle or stretch receptors 
(Grafton et al., 1999). In addition to these functions, together with inputs from visual 
processing streams, the parietal cortex is a key player in the mediation and kinematic 
planning of actions through body-relevant visuospatial coordinates (Buneo & Andersen, 
2006). It is also implicated in higher order cognitive aspects of motor control including 
the awareness of volitional action (Schwoebel, Boronat, & Branch Coslett, 2002; Sirigu 
et al., 2004), action intentions of the self (Aflalo et al., 2015; Desmurget & Sirigu, 
2009) but also understanding the intentions of others (Fogassi, 2005)2.  
                                                                 
2
 While this and the activity in premotor cortices constitute a part of the mirror neuron 
network (Cook, Bird, Catmur, Press, & Heyes, 2014), which is nominally involved in motor 
simulation and thus related to motor imagery (Jeannerod, 2001), a detailed discussion of this 
feature of motor control is beyond the scope of this thesis. The observation of another’s action 
elicits cortical activity which is “mirrored” to some extent as in the actual performance of an 
action, although there are ongoing discussions as to the evolutionary purpose and rigidity of the 
mirror neuron systems (Catmur, 2013) . 
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Figure 1.1. A cartoon of motor cortex organisation illustrating the results of Penfield et 
al., (1937). In the upper half of the diagram (A), the localisation of the postcentral gyrus 
within the primary motor cortex is shown, and the functional segregation of the cortex 
into distinct regions of muscular control is shown in the lower left of the diagram, (B). 
Finally, in the lower right of the diagram, (C) is the motor homunculus, in which all 
parts of the human body are scaled to their proportional representation within the motor 
cortex. This diagram emphasises the role of the motor cortex as a representation of 
muscular control, and not simply of the body.  
1.2.1.3.1.4 The basal ganglia and the thalamus. 
Damage to the basal ganglia results in selective alterations in motor behaviour in 
humans. For example, damage to the substantia nigra in Parkinson’s (Dauer & 
Przedborski, 2003), or to the striatum in Huntington’s, produces clinically significant 
alterations to the control of action. Individuals with Parkinson’s are slow to initiate 
movement, and show a characteristic tremor that interferes with accuracy due to 
perturbed stability (Sheridan & Flowers, 1990). In contrast, Huntington’s individuals 
27 
 
are unable to inhibit unwanted movements and exhibit a clinical “chorea” of 
continuous, contextually irrelevant movements (Roos, 2010). These specific cases of 
clinical damage have been well investigated, and provide insight into the role of the 
basal ganglia in modulatory control of smooth and appropriate movement. Meanwhile, 
the thalamus is a central hub of connections from the cerebellar and basal ganglia, and 
acts as a relay for sensory information (Sommer, 2003). It is also thought to act as a 
gating structure involved in enhancing the gain of attention to regions of motor cortex 
involved in relevant actions (Pfurtscheller, 2003). 
1.2.1.3.1.5 The cerebellum. 
Like M1, the cerebellum is somatotopically segregated to represent different 
body areas, controlling the limbs ipsilaterally rather than contralaterally (Grodd, 
Hülsmann, Lotze, Wildgruber, & Erb, 2001), and is organised by “discrete 
microcomplexes” or independent modules (Apps & Garwicz, 2005). Reciprocal 
connections with the cerebral cortex and connections from the spinal cord relay through 
the pons, and damage to the cerebellum interrupts smooth motor control, resulting in 
multiple overcorrections of what would be fast and smooth reaching movements in 
healthy individuals (Tseng, Diedrichsen, Krakauer, Shadmehr, & Bastian, 2007), and a 
failure of associative learning between a conditioned and unconditioned stimulus 
(Christian & Thompson, 2003; De Zeeuw & Brinke, 2015). Internal models of actions 
(reviewed in section 1.3.2) and adaptivity of behaviour, are thus represented strongly 
within the cerebellum, providing calibration to, rather than preparation or initiation of, 
actions which require predictive control (Bastian, 2011). 
1.2.1.3.1.6 Functional overlaps across cortical regions. 
However, each region of the brain cannot be considered functionally segregated, 
and many different functions receive contributions from multiple regions. Learning 
novel actions is mediated by both cerebellum and primary motor cortex (Doyon et al., 
2009) whereas internal action models exist in both the cerebellum and the parietal 
cortices (Blakemore & Sirigu, 2003). There are dissociable populations of neurons in 
primary motor cortex which are activate uniquely during either the planning or the 
performance stage of action (Elsayed, Lara, Kaufman, Churchland, & Cunningham, 
2016), while representational maps for ethologically relevant actions in non-human 
primates have been described which overlap conventional boundaries which separate 
primary motor and premotor cortices (Graziano, 2016). 
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Altogether the evidence presented in this primer has highlighted major neural 
contributors of normal control of action within the brain. Furthermore, it highlights the 
notion that functional organisation of motor control is moderated by a distributed and 
highly interconnected network. Regions in the frontoparietal network tend to govern 
features of action which are related to context dependent movements, whereas 
subcortical areas, the cerebellum, and connectivity between all regions is essential in 
maintenance and calibration of the actions themselves.  
1.2.1.3.2 Evidence for the neural networks of motor imagery. 
Much attention has been devoted to the study of the neural foundations upon 
which overt movement rely, in the context of MI research. The following section 
provides evidence for the extent of neurophysiological similarity and difference 
between real and imagined movements from studies employing recording or stimulation 
methods, or combinations of multiple methods.  
1.2.1.3.4 Cortical network overlap between real and imagined performance. 
Looking to recent reviews of the literature, an important meta-analysis 
published in 2013 by Hétu and colleagues used activation likelihood estimate (ALE) 
analysis of fMRI data to construct a general neural network map of activity during MI 
(Hétu et al., 2013). The ALE method provides a probabilistic representation of active 
voxels during similar tasks reported across experiments, with individual experiments 
weighted by the number of participants. Synthesising data from 75 experiments, the 
authors demonstrated a broad cortical network which reported many active regions 
which are known to play a role in the control of physical performance, detailing a 
frontoparietal network supported by cerebellar and subcortical regions of activation, as 
can be seen in Figure 1.2. 
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Figure 1.2. Consistent activations of cortical, subcortical and cerebellar structures 
during general MI tasks, as analysed using ALE meta-analytic techniques (Hétu et al., 
2013). Note that while some frontoparietal motor areas were shown to be active, the 
primary motor cortex was not shown to be significantly, nor consistently activated at 
this level of analysis. Key: R = Right, L = Left, CB = Cerebellum, SPL = Superior 
Parietal Lobule, IPL = Inferior Parietal Lobe, PcG = Precentral Gyrus, IFG = Inferior 
Frontal Gyrus, MfG = Middle Front Gyrus, SMA = Supplementary Motor Area.  
 
This meta-analysis is important for the following reasons: 1) it provides a data 
driven, rather than a descriptive analysis of brain activity during imagined movement 
across a very large number of individual datasets. 2) data from ALE method represents 
a statistical consistency of activity across studies, which can provide superior definition 
of regions of interest in future research. 3) This dataset argues for inconsistent motor 
cortex activity across studies, rather than absent motor cortex activity. The debate 
surrounding the role of M1 during motor imagery is highly active, since activation of 
M1 via imagined movements may constitute a “backdoor” to the motor system, 
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facilitating motor recovery in movement disorders such as stroke by taking advantage 
of the neuroplasticity of the neocortex (Sharma et al., 2006).  
1.2.1.3.5 The case of primary motor cortex in imagined movements. 
Although many studies have cast doubt on the role of the primary motor cortex 
during imagined movements, particularly where evidence from fMRI was considered, 
(Hétu et al., 2013), a large body of literature provides consistent justification for its 
activation during imagined performance. The bulk of this literature has employed 
techniques with good temporal resolution, such as M/EEG (e.g. Galdo-Alvarez & 
Carrillo-de-la-Peña, 2004; Schnitzler, Salenius, Salmelin, Jousmäki, & Hari, 1997), or 
non- invasive stimulation such as TMS (e.g. Kraeutner, Keeler, & Boe, 2016; Pelgrims, 
Michaux, Olivier, & Andres, 2011; Stinear, Byblow, Steyvers, Levin, & Swinnen, 
2006)), and from combined methods such as EEG-fMRI (Zich et al., 2015). 
MEG and EEG studies have shown motor related Rolandic alpha (Mu; 10Hz) 
and Beta (20Hz) power modulations during motor imagery. These oscillations are 
somatotopically localised to primary motor regions. In a combined EEG-fMRI study by 
Zich et al. (2015), real-time corrected EEG feedback during an imagined finger 
opposition sequence was provided during functional MRI scanning. This feedback was 
based on the power changes in beta frequency recorded over primary motor sites, C3 
and C4 according to the international 10-20 electrode positions (more detail is provided 
in Chapter 5). The authors demonstrated that in the feedback blocks, there was a 
significant positive correlation between the amplitude of beta frequency 
desynchronization during an imagined action, and the BOLD level response recorded 
over the contralateral primary motor cortex in the fMRI. This data provides excellent 
evidence that the primary motor cortex is active during motor imagery at a source level, 
by reconciling the time sensitive nature of changes in electrical signal activity recorded 
during EEG and the slow cardio-ballistic activity recorded during fMRI. The 
inconsistency in support from those studies employing fMRI may be due to excessive 
multiple comparison correction where region-of-interest analysis may be more suitable 
finding mild activations (Dechent, Merboldt, & Frahm, 2004), or a dependence on the 
quality of simulated kinaesthetic sensations (i.e. motor imagery ability), during 
imagined performance (Gerardin, 2000). 
Evidence from enhanced corticospinal excitability during motor imagery also 
supports the argument that motor imagery involves primary motor cortex activation 
31 
 
(Grosprêtre, Ruffino, & Lebon, 2016). For instance, in a classic study by Fadiga et al., 
(1999), the authors investigated the amplitude of motor evoked potentials (MEPs) 
elicited from the contralateral biceps brachialis muscle, and asked individuals to 
imagine a forearm extension and flexion using either kinaesthetic or visual imagery. 
The authors found that in the absence of a significant increase in the resting EMG 
amplitude, the amplitude of an MEP was significantly enlarged by kinaesthetically 
imagined forearm flexion (a function of the biceps brachialis) but not by imagined 
extension. This muscle specific effect of motor imagery on corticospinal excitability is 
well documented (Pelgrims et al., 2011; Stinear et al., 2006). 
How do we know that the “imagined” movement is not simply a subthreshold 
activation of the muscles? Early studies advocated for the role of small but detectable 
muscular activity as a component of motor imagery, and later theories suggested this 
was a natural consequence of a failure to inhibit the ongoing action during the 
imagination (Guillot, Di Rienzo, MacIntyre, Moran, & Collet, 2012; Jeannerod, 1994; 
Kasess et al., 2008; Rieger, Dahm, & Koch, 2017). Pioneering research by Jacobson in 
1930 addressed this question directly using a string galvanometer, a precursor to 
modern EMG equipment, and found increased activity in imagined muscles relative to a 
“silent” baseline period (Jacobson, 1930). In recent studies, the use of EMG has shown 
mixed results; while some studies showing EMG increases during imagined 
performance, and others showing no change, or even a reduction of EMG signal during 
imagery (see Guillot & Collet, 2005). It has been shown that relative increases in 
background EMG signal versus resting levels are positively correlated to the size of an 
imagined force production (Guillot et al., 2007), which also extends to the frequency 
distributions in the power spectra of EMG in the biceps during both real and imagined 
tracking tasks (Wehner, Vogt, & Stadler, 1984), and this activity appears to be muscle 
specific dependent on the imagined task (Lebon, Rouffet, Collet, & Guillot, 2008). 
Nonetheless, several studies which use EMG training prior to data collection to reduce a 
participant’s tendency to produce muscular contraction during the imagined task, thus 
eliminating this confound, have found M1 activity during imagery using fMRI, (e.g. 
Lotze et al., 1999; Zabicki et al., 2016; Zich et al., 2015). A natural extension of the 
evidence in understanding this question would be to investigate individuals who possess 
phantom limb disorders, as motor inflow is completely absent in these individuals in the 
affected limb. Two studies have shown contralateral M1 activity when assessing fMRI 
32 
 
data during imagined phantom limb movement, and while this has been reported it is 
inconsistent. Ersland et al. (1996) demonstrated reliable primary motor activation from 
imagined finger tapping in a single clinical participant. Conversely, Raffin, Mattout, 
Reilly, & Giraux (2012) did not show statistically significant group level activations (n 
= 14) in M1 during MI, although it was present in seven participants who imagined a 
phantom limb movement, and six participants who imagined a real limb movement. In 
sum, the data seems to support theories that motor output during imagery is related to 
some form of incomplete inhibition (Guillot, Di Rienzo et al., 2012). 
1.2.1.3.6 Overlap of non-primary frontoparietal areas during motor imagery. 
Evidence for other cortical and subcortical activations outside of the primary 
motor cortex are well documented, as Hétu et al. (2013) demonstrated. Of primary 
interest to the research community is the frontoparietal network of activation which 
serves normal action control, and how this is represented MI. In previous sections, it 
was presented that parietal cortical areas are associated with visuospatial 
transformations and integration of different sources of information to serve plans or 
predictions for action, whereas frontal areas are associated with high- level control 
computations which assist in the maintenance, monitoring and construction of 
movements. One argument for the involvement of the parietal lobe in motor imagery is 
that, as it contains forward predictive models for action (Blakemore & Sirigu, 2003; 
Wolpert & Ghahramani, 2000), and that activation of motor imagery may be a 
representation of the conscious access of these predictions in the absence of action 
(Grush, 2004; Jeannerod, 2001). One interesting case study from Schwoebel and 
colleagues describes the case of a patient with bilateral infarcts of the parietal lobe. 
When this participant was asked to imagine an arm movement in the absence of vision 
of their arm, they were unable to report the fact that they had physically moved their 
arm, even though they believed that they had simply imagined it. Furthermore, the 
accuracy of their “imagined” movement was greater than when asked to move normally  
(Schwoebel et al., 2002). Although one interpretation that is nonetheless still valid is 
that the parietal lobe is involved in the inhibition of action during imagery. Since the 
patient’s imagined movements were more accurate than the real movements it can be 
suggested that motor imagery does not rely on integration of kinaesthetic feedback for 
monitoring performance and instead represents the prediction generated during motor 
outflow from the motor cortex. Other research has demonstrated the relevance of 
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parietal cortex in motor imagery, and the possibility that motor imagery provides access 
to the motor content of these predictive models. Aflalo and colleagues conducted 
clinical research with a human participant in which they successfully decoded the 
content of an imagined movement performed by a tetraplegic individual from an 
electrode array implanted into the posterior parietal cortex. From as little as fifteen 
individual units of activity, the accuracy of decoding movement goals during imagery 
was as high as 90%, and individual neurons showed activity which was specific to 
certain trajectory plans or effectors used in actions (Aflalo et al., 2015). The fact that 
this data was not decoded from the primary motor cortex, where populations of neurons 
can be stimulated to produce real muscular twitches (Graziano, 2006), demonstrates the 
nature of MI as an intentional, contextually relevant process related to the future state of 
the body, even when the body may not reach these states. 
In the frontal cortex, excluding primary motor areas, the supplementary motor 
area appears to have an important functional role during motor imagery. Traditionally 
understood to be involved in higher order constructions of features of movements, it has 
been implicated as one source of inhibition of action during imagined motor 
performance. Studies which employ causal modelling techniques of fMRI data during 
both real and imagined movements have consistently demonstrated a negative forward 
influence of the SMA towards the primary motor cortex during imagery, which 
contrasts with a positive forward influence during real action (Bajaj, Butler, Drake, & 
Dhamala, 2015; Gao, Duan, & Chen, 2011; Kasess et al., 2008). One question is 
whether the content of imagery can be distinguished by activity in the supplementary 
motor area as well, since it is related to task sequencing and complexity (Nachev, 
Kennard, & Husain, 2008; Neuper, Wörtz, & Pfurtscheller, 2006). Kranczioch, 
Mathews, Dean, & Sterr, (2009), using EEG, demonstrated that the amplitude of the 
contingent negative variation (CNV) was enlarged preceding complex compared to 
simple real movements, but did not differ preceding between the two movement types 
when they were. Since the SMA is one cortical generator site for the CNV (Gómez, 
Marco, & Grau, 2003), and similar results have been found in fMRI studies (Kuhtz-
Buschbeck et al., 2003) it could be argued that although the SMA is active during MI, 
its functional role may be dissimilar compared with real movement. This is not to say 
that different types of imagined action cannot be represented in the SMA; a searchlight 
analysis of fMRI patterns of activation calculated using multivoxel pattern analysis 
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(MVPA) revealed that the content of three different motor images could be decoded 
from the SMA (Pilgramm et al., 2016) with accuracy greater than the decoding from an 
area unrelated to motor imagery (in this case Heschl’s Gyrus).  
Other cortical areas in the frontal lobe associated with high order cognitive 
control of actions are also activated during imagery, such as the dorsal and ventral 
premotor cortices and the inferior frontal gyrus. In studies of mirror neuron networks, 
where activity in nominally motor regions in prefrontal and parietal cortices occurs 
during the observation of other’s actions, the premotor cortex has been implicated 
specifically in the recognition of actions (Iacoboni & Dapretto, 2006; Rizzolatti et al., 
1996). One study by Guillot and colleagues demonstrated that the ventral premotor 
cortex activity was bilaterally distributed and stronger in individuals who were defined 
as highly skilled in the use of imagery, but weaker and localised only to the left ventral 
premotor cortex in those defined as weakly skilled (Guillot et al., 2008). Thus, the role 
of the premotor cortex in motor imagery may be summarised as processing a motor 
representation for accuracy of content in the absence of one’s own actions; low 
activation during imagery represents low quality imagined representations of 
movement. Kuhtz-Buschbeck et al., (2003) also confirmed effector and complexity 
independent activation of the left dorsal and ventral premotor cortex during imagery 
using fMRI. More recently, the advanced statistical analysis of fMRI using multivoxel 
pattern analysis has shown that the high dimensional, condition specific activity 
patterns recorded in both left and right ventral and dorsal premotor regions could be 
used to decode the content of three different imagined movements with accuracy levels 
significantly greater than chance (Pilgramm et al., 2016).  
The inferior frontal gyrus (IFG) as previously mentioned, is another frontal 
structure active during motor imagery (Hétu et al., 2013; Solodkin et al., 2004). The 
IFG is associated with response inhibition during overt actions (Aron, Robbins, & 
Poldrack, 2014) and has been described as a “brake” on purposive action, however, 
right IFG activation has also been shown following a target cue, regardless of whether a 
motor response was required, inhibited or not (Hampshire, Chamberlain, Monti, 
Duncan, & Owen, 2010). In this sense, activity in the IFG during imagery may be 
interpreted as inhibition of the urge to act, as opposed to that of the SMA which 
suppresses the primary motor cortex activity directly. It is also more active during the 
observation of the actions of others (Buccino et al., 2001), and thus forms part of the 
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human mirror neuron system (Rizzolatti & Craighero, 2004). Most interesting is that 
when motor imagery and action observation are combined, activity in the IFG (as well 
as the SMA) is enhanced compared with passive observation alone (Vogt, Rienzo, 
Collet, Collins, & Guillot, 2013), possibly indicating additive inhibition of the two 
processes. However, evidence for the correspondence between these two roles of the 
IFG in humans is sparse. Does inhibition of an urgent action or response (Aron et al., 
2014) represent the same inhibitory process as that which would be required during 
motor imagery or observation? Although it is not the purpose of this thesis to speculate, 
it raises interesting corollary questions about the extent of motor simulations in the 
brain. 
1.2.2 Summary. 
  A key aspect highlighted by this section is that although there are similarities, 
behaviourally and neurophysiologically, between real and imagined movements, these 
are not equalities. Mental chronometric recordings have shown under and 
overestimation of real and imagined movement performance time, and neuroimaging 
research has shown systematically weaker activation in haemodynamic and electrical 
activity for the same action when it is imagined versus when it is performed (Carrillo-
de-la-Peña, Galdo-Álvarez, & Lastra-Barreira, 2008; Porro et al., 1996). Despite the 
notion of functional equivalence (Decety, 1996; Jeannerod, 2001), there are sufficient 
discrepancies between real and imagined performance that have yet to be explained 
which warrant continued research. 
1.3 Theories of Imagery 
  To understand the phenomenon of motor imagery, given the two converging 
streams of behavioural and neurophysiological comparative research described above, 
two key theories are described in the following section. The Neural Simulation theory 
of Marc Jeannerod (Jeannerod, 1994; Jeannerod, 2001) and the Emulation theory of 
Rick Grush (Grush, 2004) have been proposed as complimentary models with which we 
can understand the simulation of action. Although this thesis takes a focus towards MI, 
these two theories were proposed in such a general way as to can explain other states of 
action simulation, such as dreaming in REM sleep or the observation of action.  
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1.3.1 The theory of neural simulation. 
In 1994, Marc Jeannerod proposed a theory of functional equivalence between 
real and imagined movements (Jeannerod, 1994). He based his theory on the evidence 
that has largely been summarised in previous sections within this chapter; motor 
imagery shares strong chronometric similarity and many overlapping cortical networks 
and structures with real performance. It was specifically pointed out in this theory that 
the functional equivalence is founded on the hypothesis that MI is more like processes 
involved in the preparation for action than to performance of the action itself, due to a 
strong overlapping cortical network for preparatory regions, and much weaker overlap 
between primary motor and sensorimotor areas. Jeannerod went as far as to describe the 
difference between motor imagery and preparation for action as one of degree and not 
of kind. In Chapter 2, these statements are challenged more thoroughly, but it is 
sufficient to acknowledge at this point that this functional distinction between 
preparation and imagery is not sufficient. 
In 2001, Jeannerod had revised his functional equivalence theory into a more 
general theory known as “Neural Simulation” (Jeannerod, 2001). Within it, he 
described motor imagery under the following concepts; 
1) That motor imagery is a covert performance of an action 
2) Supported by networks in the brain which serve overt action itself 
3) And in which inhibition of the overt action is necessary 
He also suggested that through the virtue of this neural simulation of action, the 
networks involved in real action are activated and thus, an imagined action can have 
direct effects on the performance of a subsequent action (Jeannerod, 2001). From the 
evidence described above, related to a close (but not identical) overlap in cortical areas 
of activation, and a similar (but again, not identical) way MI is timed, and produces 
autonomic nervous system responses, that the Neural Simulation theory of action is a 
relatively effective model for understanding simulation during MI. In terms of the 
effects of inhibition of action, Jeannerod (2001) argues that inhibition may be 
inefficient, leading to leakage of muscular activity. It has been claimed that if this 
‘accidental’ muscular activity is recorded during neuroimaging tasks that this may 
explain the appearance of primary motor cortex activity, however as described 
previously this does not seem to explain primary motor cortex activity during motor 
imagery entirely. 
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In terms of the inhibition of action, Jeannerod & Frak, (1999) argued that it was 
a subliminal activation of motor commands that were experienced during motor 
imagery, although specific origins of inhibition within the Simulation theory were not 
proposed. More recently, Guillot et al., (2012) advanced this notion and suggested three 
possible mechanisms for inhibition during motor imagery. These are 1) subthreshold 
activation of motor networks, 2) global inhibition in which all motor commands are 
suppressed during imagery regardless of the task, or 3) local inhibition in which 
effectors or actions are inhibited on a case by case basis. As described previously, there 
are studies which support the direct inhibitory effects of cortical regions during motor 
imagery, such as the SMA (Kasess et al., 2008; Bajaj et al., 2015) or the parietal lobe 
(Schwoebel et al., 2002).  
Several issues exist which prevent this model from effectively accounting for 
the effects of motor imagery. For instance, it makes no prediction about the possible 
negative effects of motor imagery on performance. Imagine that an individual is 
instructed to imagine a movement and then respond, in which their subsequent real 
performance is measured as a function of the preceding imagery. If the participant were 
to imagine an incorrect movement, whether volitionally or instructed, could this 
negatively affect the subsequent responses? If it negatively affects the subsequent 
response, what does this mean in terms of the Neural Simulation theory. Is the effect 
due to the latent inhibition of MI, or is it simply because the incorrect motor network 
has been “primed”? Additionally, the theory is unable to answer why in some cases that 
incongruency between a real action and an imagined action produce a behavioural 
deficit (e.g. Sirigu & Duhamel, 2001); if the same motor networks are shared during 
imagined and real performance then how are participants able to imagine an action 
which is not concurrently shared by the movements in the physical space? An 
alternative theory, the Emulation theory of representations, may assist in the 
understanding of this confound.  
1.3.2 Emulation and internal models. 
The Emulation theory of representations was borne out of internal inverse and 
predictive models for action as described by (Wolpert & Kawato, 1998). Essentially 
there are two modes of modelling which assist action in the brain. An inverse model 
calculates the motor command required based on the current state of the body, and the 
desired state of the body. A difference between these two states causes a prediction 
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error, which is translated into a series of muscular commands specifying the change in 
body position from initial to end state. These are closed loop models, since they do not 
accept feedback from the body until the movement has finished; if there is still a 
prediction error, then corrective movements are made. However, in the absence of 
feedback, movements are imperfect, and feedback take a relatively long time to reach 
the cortex from tactile, kinaesthetic and visual sensors (Blakemore & Frith, 2003). 
Thus, the brain also implements a forward, predictive model of the goal state, based on 
an efferent copy of the motor command generated by the inverse model. The forward 
model reconciles the predicted end-point based on the current state of the motor system 
with the desired end state of the movement; in this was the brain can update the ongoing 
motor command by integrating prediction errors derived from the forward model.  
Emulation theory proposes that forward predictive models exist as emulators, 
which are models of not only the body, but of the environment and the interaction 
between them. A further addition is the notion of a Kalman filter, which in simple terms 
weights the forward model’s estimate of the current state based on the real sensory 
information received. This allows the predicted model to infer environmental 
disturbances that may require additional adjustments in the motor command generated 
by the inverse model. For example, when reaching forward through air or reaching 
forward through water, a simple inverse model would translate only current and desired 
state, and a forward model would use a motor command derived from this. The Kalman 
filter allows the emulator (forward model) to adjust its expected output based on 
whether the perceived sensory input matches the expected sensory input given a fixed 
motor command, and thus a reaching movement under water would be able to 
compensate for addition of drag forces and resistance exerted on the arm.  
In terms of motor imagery specifically, Grush argues that the normal motor 
centre activation in the brain, engaged during physical action performance, provides an 
efference copy for action to the emulators as normal. However, the efference flow of 
information is disengaged from the body’s effectors, and the integration of sensory 
information is weighting to nothing by the Kalman filter, such that the normal motor 
command is not altered by the fact that the physical body might be in a different state to 
the state of the efference copy. The emulator, in imagery, runs “offline” as a result. In 
this sense, Grush describes Simulation theory as explaining half of Emulation theory, 
since simulation theory is a closed loop system whereby the generators for action are 
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running at a reduced capacity, whereas in Emulation theory the is predictive processes 
active during action production (Wolpert et al., 1998; 2000; Blakemore & Frith, 2003) 
to estimate the state of the system are running without interacting with the motor 
command or integrating information from sensory regions. One of the key model 
components that Grush alluded to with this property of motor imagery in emulation 
theory is the concept that proprioceptive and kinaesthetic information is simulated 
during an action. There is some evidence that this is the case; (Blakemore, Wolpert, & 
Frith, 2000) argued that the reason we are unable to tickle ourselves is that when the 
brain intends to act, it predicts the sensory consequences of that action generating a 
corollary discharge. This corollary cancels out the sensory inflow when the movement 
is executed, and provided the prediction is accurate the sensation of self-touch is 
suppressed. If there is no prediction for the sensory inflow, then the brain can detect 
externally generated sensations, such as being touched by another individual. This 
excess signal manifests as the sensation of being tickled. When motor imagery of a 
hand action is performed, there is evidence that it can lead to tactile sensory attenuation 
of the frontal N30 component in the EEG, a signal elicited by vibrating the surface of 
the skin (Cheron & Borenstein, 1992), supporting the existence of a generative forward 
model during motor imagery. Moreover, a positron emission tomography study which 
compared the neural overlap between a vibration induced kinaesthetic illusion of the 
wrist, and motor imagery of the wrist, revealed evidence for internally generated 
sensations of action, with a potential locus in the primary motor cortex and cerebellum 
(Naito et al., 2002). However, there has been no similar attempt using fMRI or more 
advanced techniques to assess the origin of kinaesthetic or proprioceptive sensation 
since then. Multivariate pattern analysis of fMRI signals recorded during imagery 
performance and vibration may provide deeper insight into this phenomenon. 
In sum, the nature of emulation theory and simulation theory do not differ 
substantially, and provide complimentary ways to understand motor imagery. They both 
suggest an involvement of shared motor networks without production of overt action 
summary, but emulation theory specifically draws on computational theories of motor 
behaviour to argue intuitively that since motor imagery does not receive overt sensation 
from an action, yet appears to be able to simulate speed and timing of real performance, 
that it must involve a forward prediction of the sensory consequences of action, possible 
based on prior motor memories (Mulder, Zijlstra, Zijlstra, & Hochstenbach, 2004; 
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Rieger, 2012)More recent models of motor imagery have been proposed which seek to 
more explicitly describe the incipient production of an imagined action as related to 
motor intentions (IMPPACT Model: Ridderinkhof & Brass, 2015), or the necessity of 
higher order executive elaboration of a motor image which normally does not occur 
during well practiced action (Motor Cognitive Model: Glover & Baran, 2017).  
1.4 Motor Imagery: Interactive Research 
As discussed previously, motor imagery can be broadly categorised into 
comparative and interactive research paradigms. Interactive motor imagery research 
characterises the subtle ways in which motor imagery can influence real movement 
performance, and its goals are largely dictated by the experimental evidence from 
comparative literature. For instance, the argument that motor imagery can be used to 
rehabilitate and recover lost physical capacity following stroke is grounded in the logic 
that there are similar neural activations during both real and imagined movement 
(Sharma et al., 2006). However, as highlighted previously, there are differences 
between these two processes in terms of their cortical activation and behavioural 
profiles. Recently, there have been calls for improved understanding of the mechanisms 
which underpin motor imagery to better support the arguments set in place by applied 
research (Ietswaart et al., 2015; O’Shea & Moran, 2017), since although motor imagery 
appears to be related strongly to the performance of the action, there are yet tangible 
differences between real and imagined performance, and the cortical networks defining 
them. Interactive research may provide one lens through which the mechanisms 
underpinning motor imagery can be investigated.  
1.4.1 Behavioural effects. 
It is often the case that interactive research takes the form of a training protocol 
whereby overt performance is measured both prior to and following a period of training 
with either motor imagery or a control task, performance changes are compared 
between conditions.  This protocol has been used to induce behavioural change in 
healthy participants, (Coelho, Nusbaum, Rosenbaum, & Fenn, 2012; Debarnot, 
Castelani, & Guilot, 2012; Debarnot, Creveaux, Collet, Doyon, & Guillot, 2009; 
Debarnot, Louis, Collet, & Guillot, 2011; Gentili, Papaxanthis, & Pozzo, 2006; Louis, 
Guillot, Maton, Doyon, & Collet, 2008; Mulder, De Vries, & Zijlstra, 2005; Rieger, 
2012; Rozand, Lebon, Stapley, Papaxanthis, & Lepers, 2016; Wohldmann, Healy, & 
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Bourne, 2007), clinical populations (Ietswaart et al., 2011; Liu, Chan, Lee, & Hui-Chan, 
2004a) and sports performance settings (Battaglia et al., 2014; Schack, Essig, Frank, & 
Koester, 2014; Wang, Yang, Shi, & Jiang, 2014; Wright & Smith, 2007)  
Behavioural effects of motor imagery have revealed some potential mechanisms 
of how motor imagery can influence performance. For example, there appear to be 
modulatory effects of periods of sleep. Debarnot et al. (2009) recruited 32 participants 
and measured their performance on a sequential finger tapping performance task before 
and after motor imagery training of the same task for a total of 9 minutes. In addition, 
participants were retested either immediately after training (no sleep group) or after an 
eight-hour sleep. In those participants in the sleep condition, performance (completion 
speed and errors made) decreased from the pre-test, while no significant performance 
enhancement was observed in those tested without a period of sleep. This was expanded 
upon in two further studies by Debarnot and colleagues. In 2011, it was demonstrated in 
35 participants that brief daytime napping of either around 20 minutes (approximately 
ten minutes of sleep stage 2) or 60-90 minutes (sleep stage 2 including slow wave and 
REM sleep) could also lead to enhanced performance of a known sequential finger 
tapping task (Debarnot, Castellani, Valenza, Sebastiani, & Guillot, 2011). The 2009 
paper was replicated in 2012, where both simple (unimanual) and complex (bimanual 
coordination) sequences were trained with motor imagery, as well as the eight-hour 
sleep. Participants were re-tested following an initial post-test to check the delayed 
performance gains following the training. It was found that sleep could consolidate the 
effects of motor imagery learning better than a no sleep control (although this was not 
included in the experiment and was based on previous data), and that delayed 
performance gains at re-test were largest in the sleep + complex imagery task (Debarnot 
et al., 2012). This is a similar pattern of effects which have been observed in sleep-
dependent learning tasks (Kuriyama, 2004) where the most complex sequence benefits 
most from sleep in addition to physical training. (Passot, Luque, & Arleo, 2013) 
showed, using simulations of procedural learning sequences following a period of sleep 
or wakefulness, that benefits arising from sleep-dependent learning could be explained 
by a “coupling” of the inverse and forward model architecture as proposed by Wolpert 
and Kawato (1998). Passot suggests that during sleep, offline simulations are conducted 
by the cerebellum based on online training experienced prior to sleep, thus 
consolidating the memory for the task and leading to greater improvements in sleep 
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groups than non-sleep groups, and that this sleep-dependent learning varies based on 
the complexity of the task. As sleep enhances the benefits of motor imagery training, 
the significance of the absence of overt motor feedback with which to retrieve during 
the offline simulations during must be acknowledged. Furthermore, this potential 
mechanism of motor imagery modulating the internal model of performance is 
supported by studies in which the speed of imagined movement training can lead to 
performance change (Boschker, Bakker, & Rietberg, 2000; Louis et al., 2008). For 
example, Louis et al., (2008) recruited a sample of 21 expert judo practitioners, and 
required them to imagine performing a whole-body sequence of movements (a kata) 
during 11 sessions of training over 4 weeks, instructed to be performed at a speed 
substantially slower or faster than that assessed at baseline. It was found that the speed 
of real performance at the end of training varied as a function of the speed of imagined 
performance during training; slow kata imagination resulted in slower than baseline real 
performance, while fast kata imagination resulted in the opposite effect.  
This notion of the modification of internal models by motor imagery also gains 
support from studies in which motor imagery training can lead to transfer effects 
between the trained task and/or limb and a similar but untrained task, or with the 
untrained limb. Yue & Cole (1992) reported that, in the absence of muscle hypertrophy, 
following motor imagery training both the physical abduction force levels and 
electromyographic (EMG) activity increased in both the trained and untrained small 
finger, with no change in the same measures in control participants. An explanation for 
this change in the untrained finger may be due to imagery training effects enhancing the 
organisation of the motor plan of the action. Likewise, in the case of internal models, 
the motor plan governing the mechanical components of the action became more 
efficient (for example reduced residual noise) prior to selection of the effector.  
However, Lacourse, Turner, Randolph-Orr, Schandler, & Cohen (2004) selected 
participants for 15 minutes of daily MI practice, physical practice or no practice on a 
sequential finger tapping task for 5 days. Two sequences were used, one trained and one 
untrained, but both were known to the participants following pre-test. While the largest 
improvement was observed in the trained sequence following physical practice, the MI 
practice led to gains larger than no practice, but smaller than physical practice. There 
seemed to be no behavioural evidence for a transfer effect however, with no significant 
difference in the improvement on the untrained sequence in any of the training groups.  
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1.4.2 Automatic priming and imagery. 
Less frequently the structure of interactive motor imagery studies take the form 
of motor priming tasks, wherein minimal or no prior task training is provided, and a real 
action is performed following each instance of motor imagery (Anwar, Tomi, & Ito, 
2011; Di Rienzo et al., 2015; Li, 2007; Li, Stevens, & Rymer, 2009; Li, Stevens, 
Kamper, & Rymer, 2005; Ramsey, Cumming, Eastough, & Edwards, 2010) to 
investigate how motor imagery can automatically influence the motor system. These 
studies have shown various costs and benefits of prior motor imagery on performance, 
and provide an approach to understanding motor imagery which may be adapted to 
exploring short term cognitive processes, such as attention, short term memory or 
perceptual processing, or prediction in motor imagery.  
In the study by Li and colleagues (2005), participants were instructed to imagine 
a movement that was either congruent or incongruent with a subsequent response. The 
real responses consisted of a right index finger flexion, while congruent imagery 
involved right index finger flexion, incongruent imagery could have been right index 
finger extension or left index finger flexion. For control no imagery was performed 
prior to response. It was found that premotor time (the time between imperative 
stimulus and movement initiation for the real flexion) was negatively affected by 
incongruent imagery compared to rest while there was no benefit of correct imagery 
prior to response versus rest (Li, Stevens, Kamper & Rymer, 2005). This would seem to 
suggest that in this study, only costly effects of incorrect imagery were found for 
flexion of the fingers. This is incompatible with the predictions made by Neural 
Simulation theory which states that a facilitation must occur with imagery of the 
movement prior to response; only a disruptive effect was found. This negative priming 
effect has been echoed in other imagery priming studies, including Li (2009) using a 
similar protocol with finger flexion and extension, Ramsey et al., (2010) who used 
incongruent or congruent imagery and performance of reaching to targets and Di 
Rienzo et al., (2015), where the variation on incongruent imagery prior to maximal 
force production was imagined relaxation of the same target muscle, and this imagined 
relaxation resulted in an increase in muscular force levels compared to no-imagery 
control condition. Congruent imagery in Li and Ramsey’s studies did not show 
significant premotor or response initiation time benefits when compared to a no-
imagery control condition. In contrast, several studies have also reported beneficial 
44 
 
effects of imagery priming on subsequent response. Di Rienzo et al., (2015) 
demonstrated that active imagery of force production generated higher levels of actual 
force production compared to relaxing or no imagery of the target muscle. Bergmann, 
Kumpulainen, Avela, & Gruber, (2013) utilised whole-body movements in the form of 
imagined drop jumps prior to performance of real drop jumps, and found that the 
performance benefits significantly improved following the imagined jumps, however no 
incongruent comparison was made.  
 One of the more interesting studies that has come from the literature is that of 
Anwar and colleagues who investigated the effects of imagery on subsequent 
performance by training participants to manipulate a joystick in a forcefield acquisition 
task. Participants were initially trained to understand the dynamics of the forcefield on 
the joystick movement and were subsequently tested on their performance, either with a 
prior imagined movement within the forcefield or simply preparing to move within the 
forcefield. The authors demonstrated lower “end-point stiffness” (a measurement of co-
contraction of agonist and antagonist muscles involved in the target movement, where 
lower levels are associated with increased skill in the movement) in those who 
imagined prior to performance versus those who only received a warning signal (and 
thus are just preparing to move). Furthermore, in catch trials (unannounced removals of 
the forcefield prior to movement), those who imagined prior to moving demonstrated 
significantly larger maximum deviations in the movement trajectory and greater target 
error than those who did not imagine (Anwar et al., 2011). This evidence contributes 
significantly to the concept that prior imagery can positively and negatively influence 
subsequent performance, but also highlights the idea that there may be a substantive 
role of motor imagery simulating kinaesthetic and proprioceptive sensory information, 
which modifies the internal model used to generate and control real actions.  
Turning briefly to the effects of motor imagery in clinical studies reviews have 
shown mostly beneficial effects of motor imagery on recovery (Di Rienzo et al., 2016), 
although some reviews have emphasised the need for more suitable protocol design 
(Langhorne, Coupar, & Pollock, 2009). However, in one large sample of 121 acute 
stroke patients, a randomised control trial was performed in which patients in two 
experimental MI (n = 39) and non-mental motor rehearsal conditions (n = 31) were 
exposed to 135 minutes of therapeutic training per week over the course of four weeks, 
compared to a control group in which no additional training was provided (n = 32). 
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Statistical analysis revealed no differences in performance between the two 
experimental groups at either baseline or at post-training sessions, although both 
improved over the control group (Ietswaart et al., 2011). Given the arguments 
propounded by some researchers that MI could be a suitable method to rehabilitate 
stroke patients by accessing the motor system via the “back door” (Sharma et al., 2006), 
it is unclear why in this large sample there appeared to be no specific benefit of MI on 
performance. Since it used a secondary condition, as well as an imagery task designed 
to mimic the mental rehearsal nature of imagery but without a motor focus, if only the 
imagery task was compared to the control task the authors may have concluded that 
motor imagery is a useful intervention. Indeed, other clinical studies which have found 
benefits have not included a secondary experimental condition which mirrors the 
mental rehearsal nature of an imagery intervention (Liu, Chan, Lee, & Hui-Chan, 
2004b) or have been case studies (Zangrando, Piccinini, Pelliccioni, Saraceni, & 
Paolucci, 2015; Zich et al., 2017). Thus, while there may be good reasons to perform 
motor imagery training in rehabilitative settings, the fact that we do not understand the 
mechanisms which underpin motor imagery will restrict explanations as to why it fails 
to work in some scenarios. An additional point of contention is the mismatch between 
the priming literature and the applied literature. Although the study by Ietswaart et al., 
(2011) was used to illustrate that motor imagery may not be as effective as prior 
expectations would lead researchers to believe, there is a consensus that motor imagery 
can provide beneficial effects to performance (Caligiore, Mustile, Spalletta, & 
Baldassarre, 2017; Di Rienzo et al., 2016). Despite this, studies of action priming have 
shown inconsistent costs and benefits dependent on the task used versus control. 
Moreover, the effects of motor imagery on performance as a function of timescale have 
yet to be empirically tested; do the mechanisms which underpin motor imagery at an 
automatic timescale relate in any way to the effects observed at medium or long-term 
timescales? While this question is out of the scope of the present thesis, it is nonethe less 
an important question to address if we are to improve the quality and justifications of 
applied motor imagery therapies.  
1.4.3 Combined imagined and observed simulation states. 
 Recent behavioural and EEG research has highlighted an interesting 
interdependence of different simulation states. Using automatic priming via 
incompatible motor contagion effects, whereby observation of a task-irrelevant cyclical 
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action could interfere with that of the subsequently executed action, Eaves and 
colleagues investigated how concurrent AO and MI influenced this automatic priming 
effect. In their first study, they observed that when AO and MI cycle rates were 
synchronised, a larger imitation priming bias was observed irrespective of whether the 
performance of MI was compatible or incompatible with AO, and moreover that static 
MI (i.e. pure imagination of hand posture) abolished completely the automatic imitation 
effect (Eaves, Haythornthwaite, & Vogt, 2014). Further research from their group 
confirmed these initial findings, and extended this data by observing stronger power 
shifts of event related desynchronization activity in combined AO+MI conditions than 
in pure single-mode simulation conditions (Eaves, Behmer, & Vogt, 2016). This pair of 
studies provides a unique insight into how different types of simulation can interact 
with a subsequent real movement, but more specifically in how different types of 
simulation may interact with each other. This supports claims made by Emulation 
theory (Grush, 2004) in which different predictive models are commanded by different 
emulators, extending even towards different simultaneous simulation states.  
1.4.4. Summary. 
Research in motor imagery under an interactive protocol provides a 
complimentary approach to understanding the phenomena when compared with purely 
comparative work. While comparative research has catalysed the development of 
theories of motor imagery such as the Simulation (Jeannerod, 2001) or Emulation 
theory (Grush, 2004), the successful application of these theories in a clinical 
framework, for rehabilitation purposes, depends on an understanding of how motor 
imagery can influence a subsequent movement, or help to train a novel action. 
Interactive research has shown that the role of motor imagery in learning novel actions 
is in a gradual modification of internal models for action in the absence of overt 
physical feedback, which fits well to the proposals made by both Simulation and 
Emulation theory that motor imagery engages similar brain networks to overt 
movement to activate the brain’s prediction pump system in an offline mode. However, 
interactive MI research paradigms with a short have produced evidence of an effect of 
MI on subsequent performance which does not tend to correspond to the effects in long 
term training protocols. This calls into question the effectiveness of the two models in 
providing accurate descriptions of the mechanisms underlying motor imagery. 
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1.5 The Models Cannot Distinguish Effects of MI from the Effects of Motor 
Preparation on Performance 
As seen in some studies of action priming in which imagery was used to 
facilitate or inhibit a subsequent response automatically, there was no satisfactory 
evidence that the effect of imagery could not simply be explained as being due to motor 
preparation, due to the nature of the tasks employed. While motor preparation is 
explored further as an entity in the next chapter, it is important to address a fundamental 
issue that arises from this finding. When this problem of automatic priming motor 
imagery is taken with regards to the models of motor imagery described as described 
above, there is also no practical way in which the two processes are d istinguished in 
terms of their effects on subsequent performance. Although Jeannerod (1994) stated 
that the separation of preparation and imagery is of one of degree, in that imagery is the 
conscious awareness of the contents of a motor representation described by motor 
preparation, there is no logic presented by either simulation nor emulation theory on 
how the effects of motor imagery on performance should be different to that of motor 
preparation alone. 
This is not a trivial problem. In the study conducted by Anwar et al., (2011), 
described previously, tentative evidence is provided for a difference between motor 
imagery and motor preparation effects on subsequent performance; motor imagery 
increased subsequent movement deviations in reach trajectories when the movement 
forcefield was removed in catch trials, and this increase was significantly greater 
compared when the movement trajectory was only precued, and no imagery was 
instructed. Both motor preparation (Stenner, Bauer, Heinze, Haggard, & Dolan, 2015) 
and motor imagery (Cheron & Borenstein, 2000) attenuate the N30 sensory EEG 
component recorded following tactile stimulation of the finger a hallmark of predictive 
internal forward models is that such sensory processing of consequences of self-
produced actions are suppressed (Blakemore, Wolpert & Frith, 2000), which suggests 
that motor imagery and motor preparation are both involve predictive forward 
modelling. There is no research, save for that of Anwar et al., (2011), which directly 
compares the effects of motor imagery and the effects of motor preparation on 
performance with the intention of understanding whether they exhibit similar or 
different effects. 
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It is also difficult to argue that simply a change in the awareness of motor 
representational content changes would have the amplified effects on subsequent 
actions, as observed by Anwar et al., (2011). One key line of thinking is derived from 
the Stefan Vogt’s criticism in the original 1994 Behavioural and Brain Sciences paper, 
in which he argued that much like real performance, motor imagery also requires 
preparation for action (Vogt, 1994). This has since been substantiated by neuroimaging 
research, (Holper, Scholkmann, Shalóm, & Wolf, 2012; Kranczioch et al., 2009), and 
MVPA analysis of brain activity patterns has suggested that preparation related brain 
regions are most strongly correlated between two separate patterns of activation for real 
and imagined movements (Zabicki et al., 2016). It is possible that motor imagery and 
motor preparation for real action interact through this shared network, although to what 
extent this effect might be related to changes in central (i.e. at an abstract level of 
response programming) or peripheral (i.e. at a muscle specific level of response 
programming) preparatory processes is, again, unknown.  
Two fundamental questions to assist our understanding of the nature and 
mechanisms of motor imagery can be deduced from this literature: 
1) How does motor imagery automatically influence subsequent performance? 
2) Are the effects of motor imagery on performance different to the effects of 
motor preparation? 
In response to point 1, the effects of imagery on real performance in general has been 
explored in the context of dedicated imagery training periods, and improvements to 
performance efficiency following training. However, automatic priming effects of 
motor imagery on performance are routinely overlooked while understanding the effects 
of motor imagery on performance, and particularly in understanding the fundamental 
mechanisms which play a part in this. These mechanisms are difficult to assess through 
pre-post designs, although using this protocol, Ingram, Kraeutner, Solomon, Westwood, 
& Boe, (2016) provided evidence of the importance of perceptual integration, whereas 
Mulder et al., (2004) and Rieger et al., (2012) provided evidence for the importance of 
prior motor memory in learning a novel movement through motor imagery. However, 
we do not know, for example, how inhibition during motor imagery might influence 
rehabilitation or skill learning in long term settings. Currently it is unknown how the 
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effect of inappropriate motor imagery3, which leads to interference effects on 
performance in motor priming studies using imagery (Anwar et al., 2011; Ramsey et al., 
2010), might manifest in long term motor imagery training settings. This motivates the 
introduction of motor preparation in Chapter 2, and with a funnel towards current 
understanding of how imagery and preparation are currently related in the literature.  
                                                                 
3
 It is an intriguing question, although beyond the scope of the present thesis, to ask to 
what extent motor imagery is perfect. For instance, in one study investigating Parkinsonian 
freezing of gait, no subjective reports provided evidence of imagined freezing of gait, despite 
many recorded incidences of physical freezing (Cohen et al., 2010). This perfection may be 
detrimental; if motor imagery is perfect, then an inappropriate imagery during rehabilitation or 
task learning may lead to negative outcomes clinical outcomes, rather than positive ones 
(Ietswaart et al., 2011). 
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Chapter 2 – Motor Preparation 
When an individual can anticipate a probable external event, they are able to 
prepare themselves to react faster than if such an anticipation was not possible. For 
instance, imagine waiting in a car at traffic lights. When the light is red, all movement 
of the car needs to be prevented. When the amber light comes on, experienced drivers 
are aware that a green light, indicating a go signal, will occur at a fixed time point in the 
next few seconds. This amber light signals for the driver to begin preparing to move 
their car, so they can begin to move as soon as possible with the onset of the green light 
and keep traffic flowing efficiently. When in this preparation period, individuals might 
undertake certain actions to place the car in a ready state, without enabling the car to 
move early, for example placing the car into a driving gear and finding the biting point 
of the clutch. They may also attempt to anticipate the onset of the go signal in time to 
further reduce the latency between the go signal onset and the car moving.  
Within the field of motor imagery, the relationship with motor performance 
through its philosophical and experimental overlap with motor preparation has been 
extensively discussed (Hanakawa, 2016; Jeannerod, 1994). This is because both 
processes are not arbitrarily similar; they each involve activation of primary and 
secondary motor and sensory cortical areas as well as subcortical structures, and both 
processes necessarily do not involve the overt production of action. Furthermore, there 
is evidence that they both involve predictive forward models (Blakemore et al., 2000), 
where the amplitudes of early proprioceptive ERP components are attenuated following 
preparation (Stenner et al., 2015) and during motor imagery (Cheron et al, 1992).  
In Chapter 1 the concepts of motor representations and motor intentions were 
introduced as being localised to separate regions of the cortex. Intention for actions are 
typically stored in the parietal lobe (Aflalo et al., 2015), while motor representations in 
pre-motor regions (Graziano, 2016; Hoshi & Tanji, 2007). While there is an ongoing 
debate as to exactly how motor intentions and motor representations interface to service 
purposive action (Brozzo, 2017; Butterfill & Sinigaglia, 2014), it is nonetheless the case 
that both appear to be constituent processes involved in human volitional action, and its 
control. The definitions for each can be summarised as follows 
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1) A motor intention drives action through a representation of broad action 
goals, for example “I intend to grasp”. Since the nature of an intention is 
propositional, it is blind to the specific movements used to enact this outcome.  
2) A motor representation also drives action, but contains the specification of 
movements to fulfil goals, and is thus non-propositional.  
Directionality of this interaction is unclear. Haggard, (2005) argues that 
conscious awareness of motor intentions arise from the motor representations which 
serve the preparation for action in a predictive, rather than a retroactive inferential 
manner. Jeannerod, (2006) on the other hand, argues that motor representations are 
parametrically specified plans for specific actions, integrating information processed by 
the dorsal vision-for-action system described by (Milner & Goodale, 2008) and thus 
arise from motor intentions. Although a resolution of this rather philosophical debate is 
outside of the scope of this thesis, one crucial argument is that the content of motor 
representations (the parameters and their variability) during motor preparation does not 
automatically reach conscious awareness (Frith et al., 2000; Brozzo, 2017), whereas it 
has been proposed that it is the degree of conscious awareness of such motor 
representations which separates motor imagery from motor preparation. (Jeannerod, 
1994; 2006). This is clear since kinaesthetic motor imagery appears to have muscle and 
limb specific effects at both behavioural and neural levels and is thus not propositional, 
as would be expected from a form of motor intention.  
In this chapter an overview of motor preparation is provided, detailing first the 
concepts of motor schema (Schmidt, 1975) and the parameterisation of motor 
commands from motor representations. This is followed with a description of 
behavioural and neurophysiological evidence supporting the construction of and 
implementation of motor programs which have been prepared in advance (Leuthold, 
Sommer, & Ulrich, 2004; Rosenbaum, 1980), and the neurophysiological 
underpinnings of motor preparation are summarised. More recent theories which 
describe motor preparation as dynamic systems (Erlhagen & Schöner, 2002; Shenoy, 
Kaufman, Sahani, & Churchland, 2011a), and the concept of motor preparation under 
active inference are then presented as alternative accounts (Adams, Shipp, & Friston, 
2013; Brown, Friston, & Bestmann, 2011) Subsequently the overlap between imagery 
and preparation are discussed in the context of both comparative and interactive studies 
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of motor imagery. Finally, the research question for the thesis, and empirical aims 
which guide the answering of the research question, are proposed.  
2.1 Motor Schema 
As the example at the start of this chapter sought to highlight, advanced 
movement preparation can benefit the performance of action itself. Furthermore, the 
concept that motor representations contain movement specific information related to the 
fulfilment of action goals was presented, and that the content of these representations 
passes by without reaching conscious awareness. Motor preparation, in this regard, 
represents the specification of different motor parameters required which may satisfy a 
broad motor intention. One empirical description of this process was described by 
Schmidt (1975), who presented a theory of motor programming based on schema 
theory. These schemas contain general motor programs (GMPs) which are generalised 
classes of action constructed from different movement parameter values. For instance, a 
GMP may exist for grabbing an object, from which different kinematic and dynamic 
properties can be specified when planning to grab the object4. A kinematic variable is 
one which is invariant with respect to the movement produced, such as the spatial 
location of a target to reach to or the required grip posture to grasp a cup, whereas a 
dynamic variable is one which involves the intrinsic coding of force or torque, and 
coordination between muscles to adapt to environmental demands, such as movements 
under different physical load, or compensating for externally generated perturbations 
(Krakauer, Ghilardi, & Ghez, 1999). These different pre-programmed properties 
represent the hard-coded aspects of motor representations involved in motor 
preparation. 
The schema model was unique at the time of its proposal in advancing theories 
of motor control away from those which relied on feedback, or “knowledge of results” 
for acquiring new movements and improving or monitoring ongoing actions (Adams, 
1971). In brief, the theory proposed by Adams suggested that motor learning occurred 
exclusively through open loop control, where the feedback from the correct or incorrect 
                                                                 
4
 Note that although this makes a GMP sound like a motor intention, it has been 
proposed that under normal conditions an intention and a representation can describe similar 
outcomes. However, there are instances where representations can be altered below without 
conscious awareness, yet intentions stay the same (Marcel et al., 2003; in Brozzo, 2017). Thus, 
a GMP contains the parameter values for movements in the same way that a motor 
representation is proposed to exist, rather than a motor intention. 
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performance of a specific action would update the specific internal model for that action 
alone. However, Adam’s theory was flawed in several ways. First, it necessitated a one-
to-one mapping of motor programs to those stored in memory to permit updating which, 
given the potentially infinite number of different movements through which an action 
intention could be resolved, raised questions regarding capacity limitations for motor 
memories. Secondly, there is evidence that deafferented human patients can make fast, 
accurate reaching movements from memory and without vision of a target (Messier, 
Adamovich, Berkinblit, Tunik, & Poizner, 2003). These data support the concept of 
forward modelling in the brain, which circumvent the need for feedback (Miall & 
Wolpert, 1996) in action production, and support the use of closed- loop GMP 
schematics in motor program construction as proposed by Schmidt.  
The GMP concept is also valuable in understanding how novel movement 
parameters are specified, such as grabbing a newly shaped object, or grabbing a known 
object in the presence of an obstruction. Parameters of an existing GMP for “grabbing” 
can thus be specified to produce different reach paths and grip postures. An example 
would be the difference between a precision, pinch grip of a pair of tweezers, or a force 
grip for a railing at a bus stop. This schematic approach to motor programming can be 
likened to classification of visual objects, for example different animals. A general 
visual schema for an animal would have varied parameters related to its appearance, 
such as the number of legs, the presence of wings, or its colours. This would occupy the 
vision-for-perception ventral stream which forms a part of the two-system visual 
processing hypothesis proposed by Milner & Goodale (2008), whereas the vision-for-
action dorsal processing stream would complement these visual schemas by presenting 
action schema.  
2.1.1 The specification of motor program parameters. 
To investigate how different parameters for motor representations are 
constructed prior to movement, a seminal paper was published in 1980 by David 
Rosenbaum, in which the response to a stimulus was separated from its motor 
preparation period through a precuing (S1) and an imperative (S2) stimulus 
(Rosenbaum, 1980). Within this series of studies, Rosenbaum sought to vary the 
amount of information provided to participants in specifying the movement parameters 
for an upcoming speeded response. These responses, instructed via S2, could vary in 
which hand (left or right), which direction (towards or away from the frontal plane of 
54 
 
the body) and which extent of direction to move in (close or far). Within a single trial, 
the S1 stimulus could provide participants with all prespecified dimensions for response 
at the, such as left arm, outward direction, close, thus constituting a motor program in 
which no dimensions were required to be provided by the S2; the response could be 
fully programmed before response. Alternatively, S1 could provide partial or no 
information, such that one, two or all remaining dimensions would be specified by the 
S2, and thus this number of dimensions would need to be programmed following this 
point. In experiment 1, this protocol was used as described. Behaviourally, full precuing 
resulted in the fastest response times when compared with partial information provision. 
Moreover, since two of the dimensions produced faster response time benefits versus no 
precuing, but did not interact (hand and direction), and extent provided a lesser benefit 
versus no precuing, it was suggested that this protocol could be used to assess the 
seriality of programming for different response dimensions (although recently there are 
objections to this, for example Goodman & Kelso, 1980; Leuthold & Jentzsch, 2011). 
Importantly, this paper presented evidence for response time benefits when elements of 
a response could be programmed in advance, and that not all response parameters are 
prespecified specified equally. In terms of general motor programs however, these data 
were not conclusive for justifying whether motor parameter specification confer motor 
related or non-motor benefits. This was argued by Goodman & Kelso (1980), who 
suggested that due to the complex translation of arbitrary letter and colour stimuli into 
various stimulus-responses pairs used in Rosenbaum’s (1980) study, perceptual 
processing costs could explain the data. In their own paper, they demonstrated that 
more “naturalistic”, visuospatial precues abolished the effects observed in Rosenbaum’s 
task. Moreover, they argued that the effect of precuing reduced the number of stimulus-
response pair alternatives (in accordance with Hick’s Law; Hick, 1952), rather than 
localising to motor related programming. Other evidence has been provided for an 
exclusive non-motor locus of the precuing effect (Bock & Eversheim, 2000). 
With the introduction of EEG techniques in the study of motor preparation, 
behavioural results were complimented with neural process activity. Typically, these 
studies have investigated changes in latencies and amplitudes of pre- and post- S2 event 
related potentials (Krusienski, McFarland, & Wolpaw, 2012; Praamstra, Kourtis, & 
Nazarpour, 2009) or changes in oscillatory activity (Deiber et al., 2012; Kilavik, 
Zaepffel, Brovelli, MacKay, & Riehle, 2013). One line of research has investigated the 
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role of central and lateralised activity during the foreperiod in explaining processes 
related to motor preparation. The contingent negative variation (CNV) is a slow 
negatively deviating potential in human EEG signal, with sources in frontocentral sites 
such as the anterior cingulate and supplementary motor area (Leuthold & Jentzsch, 
2002) is elicited during a response foreperiod as used in the Rosenbaum precuing 
paradigm and is related to orienting and motor anticipatory processes (Walter et al., 
1964). It is most often recorded maximally in central electrode locations such as Cz or 
FCz. When the foreperiod duration is extended sufficiently, it can be separated into an 
early orienting wave, and a late wave which appears to be related to the 
Bereitschaftspotential (BP) preceding voluntary action. The lateralised readiness 
potential (LRP) on the other hand is a derived component in which the BP amplitude, 
initially maximal over central scalp locations, becomes progressively more negative 
over the hemisphere contralateral to the response (Coles, 1989; Eimer, 1998), indicating 
preferential response preparation (Leuthold et al., 2004). Spatially, the LRP has sources 
in the precentral gyrus and SMA (Kranczioch et al., 2009; Praamstra et al., 1999), with 
the most compelling evidence being that an LRP preceding a foot movement is more 
negative over ipsilateral hemisphere, rather than the contralateral hemisphere as in 
upper limb movements. This indicates a source of the foot motor cortex on the media l 
wall of the central fissure which projects towards the ipsilateral hemisphere (Brunia & 
Vingerhoets, 1980). Several studies have since employed these two components to 
demonstrate that response programming occurs at non-motor, abstract (CNV) and 
motor cortex (LRP) levels of control (see Leuthold et al., 2004 for a review). 
Essentially, in precuing paradigm studies, it has been observed that the amplitude of the 
CNV in the 200ms preceding the onset of the response signal can index the amount of 
information (Leuthold et al., 2004), as it increases monotonically with the number of 
prespecified dimensions. In voluntary movements the LRP amplitude deviates from 
baseline in a manner that systematically precedes the awareness of an intention to move 
(Haggard & Eimer, 1999), which occurred up to 800ms preceding the onset of response 
in their study. In foreperiod designs, the LRP also deviates from baseline preceding the 
onset of the S2 stimulus, and can be described as the point at which the motor program 
for a lateralised response has been specified following S1, since in ambiguous precued 
conditions where response laterality is unknown, the foreperiod LRP does not deviate 
prior to S2 (Jentszch, Leuthold & Ridderinkhoff, 2004). Interestingly, the deviation of 
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the LRP indicates programming at a hierarchical and muscle specific level, whereby 
preparation of finger movements is gated by knowledge of response hand, such that an 
LRP deviation can be observed for response hand without finger specification, but no 
such deviation occurs when a finger is specified without the knowledge of which 
response hand, and moreover that full specification results in the largest LRP deviation 
(Wild-Wall, Sangals, Sommer, & Leuthold, 2003). 
One caveat of the use of the foreperiod LRP amplitude alone is that it cannot 
provide insight into the nature of programming where there are multiple competing 
options which are precued, such as the left or right index finger of the left hand. 
Jentzsch, Leuthold, & Ridderinkhof, (2004) argued that the benefits of ambiguous 
precues, ones in which multiple valid options are precued but ultimately represent non-
specificity, are related to motoric advantages rather than pre-motoric advantages. 
Although the foreperiod LRP amplitude for ambiguous precues showed no preferential 
motor cortex activation prior to response, the interval between the onset of the LRP 
wave following S2 and the response onset (LRP-R) was significantly shorter for the 
ambiguous precues compared with non- informative precues, whereas the interval 
between the onset of the stimulus and the onset of the LRP (S-LRP) did not change. 
Since the LRP-R and S-LRP represent the timing of motor related processes and 
stimulus identification processes respectively (Osman, Moore, & Ulrich, 2003), it could 
be assessed that specification of different response parameters through the precuing 
method represents effects on programming of motor features, demonstrating the 
flexibility of the LRP component in informing us about the nature and effec ts of 
precuing response parameters. It is worth noting that there is now good evidence that 
multiple potential response options are prepared simultaneously in the brain using 
neuronal population level recording in primates (Cisek & Kalaska, 2005) or source 
modelling of EEG data in humans (Praamstra et al., 2009), supporting the argument of 
Jentszch et al., (2004) that the beneficial effects of ambiguous programming were tied 
to parallel programming of multiple response options.  
Overall, it has been shown that preparation for action can be described in terms 
of the advanced specification of different response parameters, and that this mechanism 
conforms to schema theory of motor learning (Schmidt, 1975). The precuing method 
(Rosenbaum, 1980) has been extended to investigations of specification of many 
parameters for motor programs. Furthermore, the investigation of general motor 
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programs using EEG methods has provided deeper insight into the nature of motor 
representations than could be achieved with response times and error rates alone.  
2.2 Neurophysiology of Preparation 
A broad network of frontoparietal cortical regions govern features of action 
planning. For instance, the parietal cortex is associated with motor attention prior to an 
action, with left hemisphere parietal lesions leading to an inability to switch motor 
attention when precued stimuli are followed by non-cued alternative targets which 
require a separate response (e.g. Rushworth et al., 2003). Furthermore, kinematic, rather 
than dynamic features of upcoming movements are coded in the parietal cortex (J F 
Kalaska, Cohen, Prud’homme, & Hyde, 1990), supporting the role of the parietal cortex 
in storage of, and through integration of multisensory information, transformation of 
motor plans through different visuospatial coordinate reference frames (Andersen & 
Buneo, 2002). 
Dorsal (PMd) and ventral premotor (PMv) cortices, meanwhile, encode indirect 
and direct exogenous features of movement respectively (Hoshi & Tanji, 2007). While 
artificial lesions of PMd can disrupt higher order coordination between connected 
muscle groups related to action reaching and grasping, and PMv interferes with direct 
finger coordination for grasp positioning (Davare, 2006), an interesting extrapolation of 
this hypothesis may also apply to language learning, where lesions in PMv can disrupt 
learning of non-hierarchical local dependencies in artificial grammar systems (Opitz & 
Kotz, 2012), leaving recursive, hierarchical grammatical dependencies spared. 
Furthermore, neurons in PMd have been shown to involve transformations of 
information from visual coordinates into a motor plans (Mars, Piekema, Coles, Hulstijn, 
& Toni, 2007), and its neurons transition from preparation to action (Cisek & Kalaska, 
2010), whereas PMv appears to relate more specifically to the direct mapping of 
sensory information to the motor performance (Kakei, Hoffman, & Strick, 2003). 
The supplementary motor area (SMA proper) and pre-SMA mediate different 
features of action control. The SMA, for example, has been shown to be related time 
sensitive processing of cued (Halsband et al., 1993) and voluntary actions (Roland, 
Larsen, Lassen, & Skinhoj, 1980), as well as the temporal sequencing of multiple 
actions (Cona, Marino, & Semenza, 2017). Moreover, some research has highlighted 
the role of the SMA in exerting an inhibitory influence over the primary motor cortex 
during both preparation for real action, and during motor imagery performance (Kasess 
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et al., 2008), which offers one possible locus of inhibitory control during motor imagery 
as suggested by Guillot and colleagues (2012). In turn, the pre-SMA has been defined 
as a region involved in selection from available action options (Nachev et al., 2007), 
through controlled inhibitory mechanisms (M.F.S. Rushworth, Walton, Kennerley, & 
Bannerman, 2004). 
The role of primary motor cortex in preparatory activity can be observed 
through EEG studies which assess the differences in lateralised activity preceding a 
single hand or foot response. The lateralised readiness potential (LRP), a rising negative 
difference wav representing activity preceding a contralateral response, has been 
localised to the primary motor cortex using dipole source estimation (Leuthold & 
Jentzsch, 2001; Mathews, Dean & Sterr, 2006; Praamstra et al., 1999). There is also 
evidence from neuronal population studies that bodies of neurons in primary motor 
cortex encode upcoming movement features prior to performance (Elsayed et al., 2016; 
Shen & Alexander, 1997). 
2.3 Preparation as a Dynamic System 
In addition to the prescriptive, closed- loop nature of general motor programs as 
plans for discrete responses, motor preparation has also been described using 
computational methods. Dynamic Field Theory (Erlhagen & Schöner, 2002) describes 
motor programs and their parameters as separate dimensions of activation, plotted 
against time. The development of a motor program under this theory represents how 
individual motor parameters develop in time in addition to how they might be 
temporally sequenced relative to each other (Rosenbaum, 1980), but the theory also 
describes how metrical distance between different parameters can exert an influence on 
the activation profiles for different parameters, and thus how this influences response 
time. For instance, response time is increased when two possible response options are 
spatially more distant than when they are close (Bock & Eversheim, 2000; Praamstra et 
al., 2009), due to competitive interactions for distributed neural populations coding 
separate response options (Cisek, 2006; Grent-’t-Jong, Oostenveld, Jensen, Medendorp, 
& Praamstra, 2014); metrically close parameters can share neural populations, and thus 
the threshold for response initiation is reached faster with overlapping activation than 
with separable populations (Erlhagen & Schöner, 2002). Moreover, it provides a 
superior model for understanding how response parameters of motor representations are 
reprogramming in the face of variable task demands compared with GMPs. When S1-
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S2 pairs are incompatible, a planned response must be switched. While some argue that 
this effect is localised to motoric processes (Larish & Frekany, 1985), others have 
provided evidence for non-motor locus (Leuthold, 2003) in the scope of general motor 
programs. However, the notion of reprogramming is incompatible with the closed-loop 
nature of a GMP because it presumes feedback updating of a general motor program 
prior to the initiation of a response, primarily via visual information. In contrast, a 
dynamic model describes exactly a method to reconcile this evidence, due to its 
inherently dynamic system. Activation profiles for different parameters increase as a 
function of time, and “pre-shaping” of the dynamic field, such as the probability of 
valid or invalid responses (Haith, Huberdeau, & Krakauer, 2015; Scheibe, Schubert, 
Sommer, & Heekeren, 2009). When reprogramming of one parameter of a 
multidimensional action is required, it increases the response time since development of 
the alternative dimension is now necessary. However, if this alternative dimension is 
metrically like the planned dimension, as described above, it would result in lower 
response time costs than if the two dimensions were metrically distant. This can be 
observed in the findings of both Larish (1985) and Leuthold (2003) who showed that 
reprogramming of direction was slightly slower than reprogramming of fingers. 
Alternative movement directions would have a high degree of metric dissimilarity, not 
due to the infinitely large potential number of different angles that could be specified, 
but also since the encoding of direction in neural populations is dependent on time-
sensitive context and task demands (Rickert, Riehle, Aertsen, Rotter, & Nawrot, 2009). 
In contrast, the fingers would represent more metrically similar parameters, since the 
difference between them becomes binary rather than scale. However, recent research 
from Brown and colleagues has provided conflicting evidence that reprogramming of 
direction is faster than reprogramming of hands (Brown et al., 2011). In both this study 
and the ones by Leuthold (2003) & Larish (1985), the magnitudes of these partial 
benefits were much smaller than that of fully valid precues, however it is unclear why 
the direction of these partial benefit effects differ. One possible reason is due to the 
special hierarchical nature of the fingers with the hand (Wild-Wall et al., 2003), in that 
metrical similarity between fingers is greater than that of the direction of finger 
movement, whereas the metrical similarity of hand movement direction is greater than 
that between hands. This is not a focus of the present thesis, but requires further 
research to resolve. 
60 
 
2.4 Preparation as Motor Attention: Active Inference in the Motor System  
More recently, the proposition of free-energy model of the brain, predictive 
coding and active inference has come to the fore for understanding the brain as a 
predictive organism. The theory of free energy essentially describes a function of the 
brain as seeking to bound the value of “surprise” of sensory information it experiences 
(Friston, 2010). Through predictive models of itself and the environment, the brain can 
compare the value of this surprise to that expected by its own models. When more 
surprise is experienced than would be expected by the model, there is free energy in the 
system. This free energy can also be described as a prediction error, since it is an 
instance where the sensory evidence does not match the predicted state. When the 
organism reduces the prediction error, such that the predicted model matches the 
sensory input, free energy is reduced from the system and sensory information is no 
longer surprising. To achieve this the brain cannot alter the sensory input, and so it’s 
predictions must instead be altered. Sensory experiences are therefore explained 
through predictive coding (Rao & Ballard, 1999).  
Relevant to this chapter, movement can also be explained through this model. 
Active inference suggests that motor commands generated in the primary motor cortex 
are in fact motor predictions (Friston, 2010). When these predictions propagate forward 
through the central nervous system, comparisons are made to the current state of the 
system (sensory evidence). When the body’s predictions mismatch with the current 
state of the system, prediction errors are generated at all levels of the motor hierarchy 
(Adams et al., 2013; Brown et al., 2011). To resolve these prediction errors, classical 
reflex arcs generate actions, which in turn act as sensory evidence to minimise the 
prediction errors that were originally generated by top-down predictions. 
To investigate how motor preparation for action could be described under active 
inference, Brown and colleagues designed a precued (Rosenbaum, 1980) Posner study 
(Posner, 1980), wherein precues provided valid or invalid information relative to the 
required response. The authors hypothesised that motor preparation operates similarly 
to attention in the perceptual domain, in that it reduces response time by increasing the 
gain of relevant sensory channels (Schröger, Marzecová, & Sanmiguel, 2015). 
Moreover, the authors hypothesised that by varying the amount of prespecified 
information (hand and direction), the locus of motor preparation could be identified as 
an external or internal locus of attention. They found that when both hand and direction 
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precues were valid, there was a large response time benefit compared to only valid 
precues for direction, or for no valid precues. However, they also observed larger partial 
benefits when hand movement precues were valid, but direction was not, although it 
was substantially reduced compared to the fully valid precue. Since the strongest 
statistical benefit was observed selectively for fully precued stimuli, versus the partially 
and completely invalid precued stimuli, it was suggested the motor preparation operates 
to improve the precision of the prediction errors invoked during movement at an 
intrinsic (motor) level, rather than an extrinsic (premotor) level.  
The formulation of motor preparation as attention, in this case towards expected 
proprioceptive input, is an interesting one. In previous models of motor preparation, it is 
difficult to tease apart the set related activity of the foreperiod with the movement 
related activity of the action. To which extent a transformation may be required from 
pre-movement activity towards movement activity is not clear under either the GMP 
theory or the dynamical systems theory, and whether the motor parameters encoded 
during the movement are the same as those encoded in a preceding motor representation 
is unknown. To approach this separation between movement related activation and set 
related activation as one of top-down attention rather than motor constructivism is 
useful in understanding how motor preparation serves performance, rather than simply 
segues into it. 
2.5 Contrasting and Comparing Motor Imagery with Motor Preparation 
Both motor preparation and imagery have highly overlapping networks of 
activity, and phenomenologically preclude the involvement of overt movement 
performance. Traditionally, the two processes have been compared favourably due to 
this fact (Hanakawa, 2016; Hanakawa, Dimyan, & Hallett, 2008; Jeannerod, 1994). 
However there exist subtle differences and similarities between the two processes. 
These include patterns in neural activity, for example imagery exclusive Type 3 motor 
areas, or Type 2 areas which load highly for activity in imagery and informative 
stimulus related activity, as described by the functional gradient of Hanakawa et al., 
(2008; see Figure 2.1). Additional variances can be seen in their different change in 
corticospinal excitability as measured through TMS, similarities in classification of 
intentions from pre-movement cortical activity and in conceptualising motor imagery as 
requiring motor preparation. 
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2.5.1 Computational classification of preparation and imagery. 
Cisek and Kalaska (2005) have demonstrated, in primates, that during 
ambiguous response preparation in which two potential options are cued, neurons in the 
primate dorsal premotor cortex encode both potential options during the preparatory 
period and suppress the irrelevant preparation once the imperative stimulus presents the 
single target reach. Moreover, Quiroga and colleagues showed a near perfect 
classification of intended reach locations in two monkeys from neuronal data collected 
in the parietal reach region (Quiroga, 2006). In human participants, moderately 
successful EEG-based classification has been shown for up to four different movement 
and imagined actions (left and right hand, tongue and right foot) using a dynamic 
classifier, which selected between sub-4 Hz and 4 Hz-plus activity preceding these 
different movements (Morash, Bai, Furlani, Lin, & Hallett, 2008). This demonstrates 
not only that different reach locations can be classified, but also different movement 
types which necessarily involve different motor programs (i.e. coding for tongue 
movement dynamics would be different to those for a hand movement). Indeed, an 
undisputable amount of success has been achieved through research which intends to 
classify motor imagery, with a focus for their integration into brain computer interfaces 
using EEG (Christa Neuper et al., 2006), but also fNIRS (Sitaram et al., 2007) and 
combined methods (EEG-fNIRS: Zich et al., 2017; EEG-MRI: Zich et al., 2015). These 
methods have also been abstracted to motor intentions represented by motor imagery 
(Aflalo et al., 2015) in which parietal cortex activity has been used as the decoding site, 
as opposed to primary motor regions as is the case with the former studies.  
In sum, classification of preparatory activity for specific movements appears to 
be possible in a similar way to that which has been observed in motor imagery research. 
In explaining the benefits of motor imagery on performance which are observed, it is 
unclear whether this is because areas associated with the implementation of the motor 
command itself experience some form of improvement, or whether changes in 
performance are related to changes in areas associated with motor preparation for action 
(Cross, Schmitt, & Grafton, 2007), or even preparatory cortical potentials that are 
markers of expertise (Wright, Holmes, & Smith, 2011). However, it has been shown 
that motor imagery can lead to performance improvement and cortical plasticity, and 
further that instruction of preparation for action as a cognitive strategy in learning tasks 
is rarely used, perhaps due to the difficulty of operationalising it as a behaviour. As will 
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become apparent, the distinction between preparation and imagery is increasingly 
unclear from a theoretical perspective, and particularly when considering how the two 
processes might interact with real performance.  
2.5.2 Changes in corticospinal excitability. 
In studies which use TMS to test corticospinal excitability (CS) changes, motor 
imagery uniformly leads to an enhancement in CS (e.g. Fadiga et al., 1998; Mouthon, 
Ruffieux, Wälchli, Keller, & Taube, 2015) and these effects are muscle specific 
(Grosprêtre et al., 2016). On the other hand, CS during delayed foreperiod tasks 
involving a prepared simple or choice response have shown reduced CS (Hasbroucq et 
al., 1999; Hasbroucq, Kaneko, Akamatsu, & Possamaï, 1997; Sinclair & Hammond, 
2008; van Elswijk, Schot, Stegeman, & Overeem, 2008), plateauing (Hasbroucq et al., 
1997) and enhanced CS (Kennefick, Maslovat, & Carlsen, 2014; Mars, Bestmann, 
Rothwell, & Haggard, 2007) depending on the task used. Explanations for this 
incoherence are that CS inhibition occurs when time periods are short and fixed, to 
prevent premature performance, and are thus related to time preparation but not to 
movement preparation (Hasbroucq et al., 1999). On the other hand, in variable or long 
foreperiods excitability changes are rather specific to readiness for the relevant motor 
action, enhancing in task relevant muscles (Kennefick et al., 2014; Mars et al., 2007) 
and furthermore in short windows immediately preceding the movement (Elswijk et al., 
2008). Overall, the evidence points to CS facilitation during preparation for, and during 
real and imagined movement in task relevant muscles, while inhibition of CS is related 
to the relevance of muscular involvement during tasks. During MI, inhibition of overt 
performance may be mediated by cortico-cortical connections (Kasess et al., 2008; 
Schwoebel et al., 2002; Guillot et al., 2012) which are required for suppressing the 
performance of an action, rather than suppressing the premature performance as in 
motor preparation. This may be explained as a difference between imagery and 
preparation by the fractionation between pre-movement and movement related neural 
activity, with preparation and imagery reflecting set-related neural activity, and 
movement related neural activity respectively (Hoshi & Tanji, 2007; Schluter, 
Rushworth, Mills, & Passingham, 1998; Shenoy et al., 2011a).  
2.5.3 A functional gradient of motor imagery, preparation and execution. 
An interesting contribution to this discussion has been contributed by Hanakawa 
and colleagues who described a functional gradient of motor area involvement 
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spreading from motor planning, to motor imagery and motor performance (Hanakawa, 
2003; Hanakawa et al., 2008). The authors go further in labelling different motor 
structures according to their degree of involvement with each of the three functions 
described, with Type 1a and 1b areas (for example M1 and S1) being related more 
exclusively to motor performance, Type 2 areas (for example SMA or IPL and SPL) 
predominately associated with overlaps between instruction stimulus related activity 
and imagery related activity and Type 3 areas (such as pre-SMA and rostrolateral PMd) 
being related more exclusively to imagined performance. The cluster analysis revealed 
that Type 3 areas also responded more strongly to instruction stimulus (i.e. motor 
preparation related activity) than did the Type 1a or 1b areas (See Figure 2.1).  
Recently, the use of advanced statistical analysis of fMRI data has revealed a 
similar appraisal of the relationship between these three processes. Zabicki et al., (2016) 
used multivoxel pattern analysis (MVPA) and representational similarity analysis 
(RSA), which are statistical procedures for classification and neural pattern similarity 
between cortical regions for different imagined and real tasks used in the experiment. 
They demonstrated two distinguishable patterns which classified real and imagined 
performance, but with a strong neural pattern overlap in the SPL and dorsal premotor 
cortex, both components of a frontoparietal network of action control involved in motor 
intentions and motor preparation respectively (Fogassi et al., 2005; Hoshi & Tanji, 
2007). 
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Figure 2.1. A 3D subspace in which predominantly movement related activity in Type 
1a and b areas (square caps) negatively correlated with instruction stimulus activity 
(Type 2 areas; circle caps), whereas imagery related activity (Type 3 areas; triangle 
caps) positively correlated with it (Hanakawa et al., 2008).  
2.5.4 Interactions between preparation, imagery and their effects on 
performance. 
In support of descriptions of motor imagery as engaging predominately more 
movement-related than set-related neural activity, there are arguments which support 
motor preparation for motor imagery. In the original Behavioural and Brain Sciences 
paper by Jeannerod (1994), he argued that motor preparation and motor imagery were 
similar processes distinguishable by scalable differences of conscious awareness for 
motor representations. However, no suggestion was made as to the nature of this scale. 
For instance, the scale could represent a linear or a non- linear relationship between MI 
and MP, and the transition may or may not be bounded by an undisclosed threshold, or 
as part of a true continuum. Furthermore, it would be difficult to justify the existence of 
one processes which scales in consciousness when the nature and origin of conscious 
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awareness itself is an unsolved question in philosophical literature. In response, and 
thus avoiding the problem of a scaled conscious awareness, Vogt (1994) argued that 
motor imagery requires motor preparation and that the separation is thus one of kind, 
not of one in scale, and many studies present evidence in favour of motor preparation 
for motor imagery (Carrillo-De-La-Peña, Lastra-Barreira, & Galdo-Álvarez, 2006; 
Galdo-Alvarez & Carrillo-de- la-Peña, 2004; Holper et al., 2012; Kranczioch et al., 
2009).  
In one such study, Holper et al., (2012) used functional near infrared 
spectroscopy (fNIRS) to investigate the effects of extended preparation periods on 
changes in oxyhaemoglobin concentration changes during real and imagined 
movements. A key finding was that the pattern of these concentration changes was 
significantly different during the preparation period and the movement period in both 
real and imagined tasks, implicating a preparation-specific concentration change. 
Further support is provided by Kranczioch et al., (2009), who used a response precuing 
paradigm for varying amounts of movement parameters preceding a real and imagined 
performance of a simple or complex movement sequence. They demonstrated, using 
EEG methods, that lateralised attentional and motor components indexing supramodal, 
premovement attentional shifts and motor readiness (the attention directing anterior 
negativity (ADAN), late directing attention positivity (LDAP) and LRP) were present 
preceding imagined movements, but attenuated when compared with the real 
performance tasks. In sum, this evidence provides strong support for a separation 
between motor imagery and motor preparation through kind, rather than through scale, 
supporting the observation by Vogt (1994).  
In contrast, studies which argue for defining motor imagery as a continuum with 
preparation, for example Hanakawa (2008; 2016), Johnson, (2002) and Michelon, 
(2005) reason as such based on fMRI data showing activity for motor imagery in motor 
planning regions, but reduced activation in these regions when compared with overt 
execution. In contrast, set related activity exists in both premotor and primary 
sensorimotor regions of the cortex (Schluter et al., 1999), and moreover neural 
populations within primary sensorimotor cortex which show motor network relations 
have been shown to reorganise their functional sensitivity between preparatory set and 
movement related activation (Elsayed et al., 2016). Thus, the argument that similar 
cortical activity in preparatory motor areas implies motor imagery is more like 
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preparation is not entirely valid, since activity recorded during preparatory time periods 
can also be observed during overt movements.  
Interestingly, one recent study described multivariate patterns of activity, 
recorded using fMRI, which could classify motor imagery and motor execution 
separately, although they shared a nexus of activation in preparatory related cortical 
areas such as PMd and (Zabicki et al., 2016). Thus, it is possible that motor imagery 
performance may influence real performance by interaction or otherwise modification 
of the shared networks resting in preparatory motor areas, rather than explicit activation 
of the motor networks themselves. Thus, motor imagery may interact with motor 
preparation for real action through its unique patterns of activation which likely involve 
simulation of kinaesthetic sensations expected of the action (Confalonieri et al., 2012; 
Grush, 2004; Naito et al., 2002; Porro et al., 1996). However, this theoretical aspect of 
the interaction between imagery, preparation and performance has yet to be explored.  
2.6 Summary 
When individuals prepare their movements in advance of their response, they 
are faster and more accurate than when not given a chance to prepare. Two aspects of 
human cognition contribute to successful preparation. Intentions are consciously 
accessible. They represent the goal related desires of an individual without specifying 
the exact content of a movement required to fulfil that goal. A motor representation 
meanwhile is also goal related, but its content is not consciously accessible. Were it the 
case that it was consciously accessible however, a representation could be thought of as 
an accurate description of the content of an action.  
To understand the content of motor representations, and how individuals 
construct plans for action in advance, research has separated motor performance from 
the planning stages, empirically manipulating the content of a motor program. 
Behavioural and neurophysiological data has provided evidence for the temporal 
construction of motor plans, but also central, abstract response programming and 
peripheral, muscle-specific and hierarchically organised response programming. Other 
theories of motor preparation describe it from a computational perspective, allowing for 
the dynamic construction of motor plans from different parameters through time, and 
one recent theoretical approach has labelled motor preparation as attention to action, 
rather than consisting of specific motor commands.  
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Motor preparation has historically been compared to motor imagery as well. 
Both tasks are covert in nature, and much research has described the overlap in brain 
activation between real and imagined actions as being localised to areas involved in 
planning an action. However, action planning and preparation are separable. Most 
interestingly is the argument that imagery also requires preparation. In the field of 
motor imagery, the understanding of mechanisms by which it facilitates or interferes 
with subsequent real actions is not complete; while motor imagery can prime 
subsequent performance, this is also possible without preparation. Since no major 
theories of imagery can distinguish these two effects, this thesis is motivated by the 
differences, and possible interaction between, motor imagery and motor preparation in 
influencing a subsequent action. 
2.7 Research Question 
Theories which describe motor imagery have converged on statements 
suggesting that it operates through the following mechanisms: 
1) activation of overlapping cortical and subcortical networks resulting in a 
simulation state 
 2) top-down control over the suppression of overt performance 
 3) prediction of sensory consequences of action.  
It has thus been used to alter subsequent performance in clinical rehabilitative settings 
and elite sports performance settings. However, imagery seems to share cognitive and 
physiological properties with simple preparation to move, and furthermore that neither 
traditional nor contemporary theories of motor imagery are capable of distinguishing 
either process. In experimental research, motor priming has shown that imagery can 
elicit costs in subsequent performance in the absence of benefits, but it is not clear 
whether motor imagery is able to influence performance by interacting with motor 
preparation processes, or whether it operates at a separate, perhaps parallel level of 
influence over subsequent performance. Thus, the research question in this thesis is as 
follows: 
“How does motor imagery automatically prime subsequent performance?” 
2.7.1 Aims  
In addressing this question, the following three core aims are suggested to assist in 
directing the course of research to be undertaken within this thesis. 
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1) Can the effects of motor imagery priming on performance be reliably 
distinguished from those of motor preparation priming?  
This first aim describes a method to answer the research question. Explicit response 
priming, as used in tasks of spatial attention, or those in which precuing of a subsequent 
response is required, can selectively produce costly and beneficial performance effects. 
If motor imagery can invoke stronger or attenuated priming effects over performance 
than motor preparation alone, either in terms of accuracy or response time variation, 
then we can assume that motor imagery priming is distinguishable from motor 
preparation priming. 
2) Do motor imagery and motor preparation for real action interact? 
Given that motor imagery can improve real performance in the absence of feedback, 
this suggests a more central role of motor imagery in improving performance. Given 
also that cortical regions active during motor imagery also overlap with cortical regions 
engaged during preparation for action, we should ask the question whether it possible 
that when motor imagery is causing a variation in a subsequent behaviour, does this 
stem from an interaction between motor imagery and the normal preparatory processes 
which serve a response, or does the relative value of motor imagery originate in a 
process that operates in parallel with preparation processes and influences real 
performance directly?  
3) What are the neurocognitive bases of the motor imagery priming? 
If priming effects do occur which are differentiated from or interact with motor 
preparation at the level of behaviour, it is important to address the origin of these effects 
from a neural processing perspective. There are currently no studies which have used 
neuroimaging methods to investigate how motor imagery may affect with overt 
performance at a single trial level, particularly in understanding the processes involved 
in typical motor preparation for action, and in which motor or premotor processes may 
be involved. Moreover, as previously mentioned there are now calls to explore the 
mechanisms of motor imagery at a fundamental level (Ietswaart et al., 2015). Thus, it is 
hoped that a neurocognitive appraisal of the behavioural effects of motor imagery 
priming will serve to provide a window into these mechanisms. 
In the following five studies, these aims are addressed in the context of the 
overarching research goal. The first of these studies establishes a behavioural protocol 
of advanced preparation or imagined performance. It assesses simply whether motor 
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imagery can influence motor responses in an automatic sense, quantifying the possible 
costs and benefits on performance, and whether these effects are different to preparation 
alone. Although automatic priming of imagery has been explored in previous research, 
these studies do not address the possibility that preparation for action could explain the 
effects observed. The second, third and fourth studies show that the effect observed in 
the first study are reliable under different manipulations of certain behavioural 
parameters, such as the duration of preparation or imagery, the presence of the effect in 
the upper or lower limbs, and a control study which addresses the possibility that the 
effects observed are due to cognitive load. In the final study, time and time frequency 
analysis of EEG data is used in addition to the behavioural task to assess the neural 
correlates of the effects of motor imagery priming on performance, in relation to 
established cognitive processes which occur during an instructed delay period which 
index motor preparation.  
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Chapter 3 – Response Priming with Motor Imagery 
In Chapter 1, motor imagery was introduced, from an experimental perspective, 
as the covert performance of an action which relies on the shared cortical networks 
which serve real action. Two main theories, the neural simulation (Jeannerod, 2001) 
and emulation theory (Grush, 2004) were described, which condensed the experimental 
literature and summarised motor imagery as a function of the predictive nature of 
feedforward modelling systems within the brain. It was observed that these models for 
imagery, and prior research into the “automatic” (cf. Ramsey et al., 2010) effects of MI, 
were unsuitable for distinguishing the effects of imagined action from the effects of 
motor preparation alone on subsequent performance. Thus, in Chapter 2, motor 
preparation was reviewed from a conceptual and experimental perspective, and 
evidence was provided of the current understanding of its relationship with motor 
imagery. In this Chapter, the experimental study of motor imagery is introduced using 
examples from investigations into inhibitory mechanisms of imagined movement. 
Furthermore, a justification is provided as to why this form of investigation provides a 
complimentary approach to research into the effects of pre-and post-MI training designs 
and in understanding how MI can influence performance. Experiments designed to 
investigate motor imagery’s effects on performance which return contradictory results 
when compared with applied literature (and across experimental studies) are 
summarised, with a focus in how they have failed to explain the potential role of motor 
preparation in both their design and conclusions. Finally, the aims and methodology of 
the study are introduced, and the results are discussed in terms of their po tential impact 
and limitations. 
3.1 Experimental Investigations of Motor Imagery 
Inhibition of the ongoing motor action is the holy grail of mechanisms for motor 
imagery. Theories of motor imagery argue variably whether motor imagery involves the 
inhibition of the ongoing motor command at some level of the neuronal system.  
Jeannerod argues it is intrinsic to performance (Jeannerod 1994; 2001), while 
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Ridderinkhof & Brass (2015), in their IMPPACT framework5, argue that MI inhibition 
involves suppression of suprathreshold signals which descend from primary motor 
regions, but not the suppression of subthreshold activity. Experimental evidence can be 
used to infer some level of inhibition during motor imagery. For instance, the lateralised 
readiness potential (LRP; Eimer, 1998) is attenuated in amplitude for imagined 
compared to real performance trials (Carrillo-De-La-Peña et al., 2006; Kranczioch, 
Mathews, Dean, & Sterr, 2010). Studies of healthy individuals and clinical stroke 
patients suggest that the supplementary motor area (SMA; Di Rienzo et al., 2014; 
Kasess et al., 2008), superior parietal lobe (SPL; Schwoebel et al., 2002) and possibly 
the inferior frontal gyrus (IFG; Hampshire et al., 2010) are cortical areas with an 
inhibitory role in motor imagery production.  There is also behavioural evidence for the 
inhibitory component of motor imagery. Guillot et al., (2012) suggested three possible 
sources of inhibition during motor imagery: 1) subthreshold activity as inhibition, 
which is based on evidence suggesting motor imagery is simply weaker form of 
execution, 2) global inhibition of motor activity and 3) effector- or action-specific 
inhibition. Rieger et al. (2017) investigated these separate streams of inhibition during 
MI using a behavioural action mode switching paradigm, where performance on the 
current trial was assessed based on its own and the preceding trial’s response method, 
either imagery or execution, in mixed or pure blocks. A significant increase in 
movement time for Imagery-Imagery (I-I) sequences over Execution-Imagery (E-I) 
sequences in a mixed action mode block suggested evidence for a global inhibition 
mechanism of imagery. Furthermore, evidence for effector-specific inhibition was 
observed as slower reaction times were observed in all trials which were preceded b y an 
imagined movement trial, and in which the hand used to respond was repeated. Thus, 
the investigation of inhibitory mechanisms during MI using cognitive experimental 
methods is possible, whereby each instance of MI is a valuable source of information. 
In a TMS study, Li et al., (2009) probed the effects of a precued MI finger flexion on 
the initiation time and corticospinal excitability of a real finger flexion. It was found 
that incongruent (finger extension) MI slowed movement initiation time and did not 
increase the amplitude of motor evoked potentials in the finger flexor muscle, but that 
congruent MI increased the MEP amplitude in the flexor muscle at the time of response 
                                                                 
5
 Not discussed a key theory in the introduction as it largely conforms to predictions 
made by emulation and simulation theory.  
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but did not reduce movement initiation time. This absence of a speed increase following 
congruent MI may be related to a global inhibition mechanism. The benefits of these 
studies are apparent when compared with MI training protocols, which due to 
assessments at pre- and post-training stages, might obscure ongoing mechanisms of 
imagery (Lacourse et al., 2004; Pascual-Leone et al., 1995).  
Considering the similar but non- identical patterns of activity between real and 
imagined performance as assessed through multivariate fMRI analysis (Sharma & 
Baron, 2013; Zabicki et al., 2016), that classification of imagery performance is more 
successful for SMA activity, whereas M1 is superior for real performance (Park et al., 
2015), or that some cortico-subcortical activity (Gerardin, 2000) and single neuron 
activity is stronger for motor imagery than real performance (Amador and Fried, 2004), 
it is questionable to assume that MI training protocols, or even rehabilitation studies 
should necessarily result in positive outcomes of motor imagery compared to a control 
task. The mechanisms behind the effects of MI on performance are not well understood 
at a simple functional level and this has been highlighted in some clinical reviews of the 
topic (Braun, Beurskens, & Borm, 2006; de Vries & Mulder, 2007). Moreover, one 
large-scale randomised controlled trial found no advantages of extended imagery 
practice versus a control task in acute post-stroke individuals (Ietswaart et al., 2011). 
This presents a significant concern for clinical groups proposing further research, where 
clear understanding of mechanistic properties of MI is not substantive, and thus better 
empirical justification for the continual investment in imagery-based therapy research is 
required (Ietswaart et al., 2015). To this end, experimental evidence for the mechanisms 
of motor imagery in its effects on performance is both necessary and timely (O’Shea & 
Moran, 2017).   
One of the tenets of neural simulation theory (Jeannerod, 2001) is that motor 
imagery can facilitate a subsequent action through activation of shared motor networks, 
for example as explored by Li et al., (2009). In the field of action observation an 
analogous effect is motor contagion, where participants’ real performance is susceptible 
to influence of the match or mismatch with a concurrently observed action (Blakemore 
& Frith, 2005). To improve the understanding of mechanisms which support applied MI 
literature, MI priming effects analogous to motor contagion in observation experiments 
are a suitable inception point.  
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3.2 Inconsistencies in Effects of Imagery on Performance 
As mentioned in Chapter 1, there is a benefit to non-training related 
experiments involving motor imagery, particularly in how it can be used to more 
precisely explore ongoing mechanisms of motor imagery as opposed to the outcomes of 
training which might obscure how these changes occurred, even though imagery and 
performance are only equal to a certain extent, and differ in some important ways. 
Although there are substantial potential benefits of the successful implementation of 
motor imagery in rehabilitative scenarios (Aflalo et al., 2015; Jackson, Lafleur, 
Malouin, Richards, & Doyon, 2001; Sharma et al., 2006), inconsistencies between the 
beneficial effects reported in applied methods and those looking at experimental effects 
of imagery exist. Furthermore, there are inconsistencies between these experimental 
studies of motor imagery. 
3.2.1 Imagery is beneficial. 
Motor imagery can improve performance. Bergmann and colleagues (2013) 
demonstrated that imagining three drop jumps prior to a real drop jump resulted in 
stronger metrics of performance (a shorter initial contact time with the force plate and 
longer intercontact time between the first and second landings) in the real jump than 
control jumps without a prior imagined action. Di Rienzo and colleagues (2015) 
instructed participants to practice an imagined muscle activation, relaxation or nothing 
condition during rest periods between real maximal force contractions of the fifth digit 
of the right hand, and found that participants who imagined muscle activation within 
these rest periods experienced greater isometric force production when compared with 
the control condition, or compared with imagined relaxation and passive recovery 
during the rest period. This pair of studies demonstrate a facilitative effect of motor 
imagery on subsequent performance, in line with neural simulation theory (Jeannerod, 
2001)6 and training in healthy controls (Di Rienzo et al., 2016) or rehabilitative research 
(Carrasco & Cantalapiedra, 2016).  
3.2.2 Imagery as interference. 
Conversely, several studies have demonstrated costly effects of imagery on 
subsequent performance. Li (2007; see also Li et al., 2009, 2005) instructed participants 
                                                                 
6
 And other theories of motor imagery, if a core feature of motor imagery lies in its 
capacity to facilitate a subsequent movement, however it is only NST that explicitly refers to 
this feature. 
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to imagine a congruent or incongruent hand posture prior to a real hand movement in 
which the premotor time, or time to initiate the action, was recorded, and these values 
were compared to a rest condition in which no imagery was performed. Premotor time 
was delayed following an imagined incongruent hand posture versus the control 
condition in each of these three experiments, but no beneficial effect was reported 
following the congruent imagined hand postures. In a similar study involving a reaching 
task, Ramsey and colleagues (2010) explored the effect of congruent and incongruent 
imagined reach directions on the time to initiate a real reach movement to a central 
target. When compared to a non- imagery baseline task there were no benefits of correct 
imagery, but an interfering effect from the incongruent imagery. These are similar 
outcome to studies which vary the real hand posture and the time to complete a mental 
rotation task, where incompatible hand postures result in delays in the mental rotation 
completion speed (Ionta & Blanke, 2009) or incompatible imagined hand postures delay 
the response in a laterality judgement task (Sirigu & Duhamel, 2001). Each of these 
studies demonstrate a contradiction to ones in which benefits of imagery were found at 
the priming level, but also to those who find beneficial effects of imagery training in 
healthy individuals and, perhaps critically, to proposals that motor imagery should be 
considered an effective adjunct to regular therapy, or a therapy in and of itself.  
Theoretically speaking, if motor imagery can prime the corresponding motor 
networks for action at an automatic level then both costs and benefits should be 
observed in a subsequent response, provided that the study was designed appropriately 
to capture these effects. One particularly elegant study demonstrated that cued MI of a 
reach into one of eight possible directions, perturbed by a bidirectional forcefield, 
resulted in beneficial and costly outcomes, in different parameters, for the real action. 
The benefit of imagery was observed as a reduction in endpoint stiffness of the reaching 
action (Anwar et al., 2011). Endpoint stiffness is an indicator of more accurate 
predictions for the goal state of an action, with smoother movements (and thus less 
stiffness) being the result of better coordination between the separate muscle groups 
involved in production of the movement (Franklin et al., 2007). The performance cost 
was elicited by catch trials where the forcefield perturbation was removed before the 
real action took place. When compared to a precued, non- imagery control group, 
participants in the MI group showed significantly greater maximum deviation during 
the reaching movement, and significantly greater target error. This indicated that MI 
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had predicted the dynamic forces expected during the reach, and had interpolated these 
into a motor plan for action where it had not occurred in the no- imagery control group. 
An important theoretical implication of this finding is that, although not acknowledged 
by Anwar and colleagues (2011), the no- imagery control condition was effectively a 
motor preparation only task as it was precued, and it appears that motor imagery is able 
to produce stronger behavioural effects in a real response, manifested here as the 
erroneous integration of predicted dynamic forces into a motor program, that was not 
also performed by motor preparation. Curiously, previous studies in MI priming have 
neither effectively controlled for, nor addressed through hypothesis nor conclusion, the 
role of motor preparation alone in precuing an upcoming response where imagery has 
also been used. 
3.2.3 Motor imagery or just preparation for action? 
Historically, preparation and imagery have been considered comparable 
processes, with (Jeannerod, 1994) suggesting that they both represent access to motor 
representations, with imagery being conscious and preparation non-conscious access. 
Further research since that point has provided evidence that motor imagery and 
preparation are functionally equivalent (Johnson et al., 2002; Michelon, Vettel, & 
Zacks, 2005). However, arguments were levied against this formulation in the original 
Behavioural Brain Reviews article, notably that one made by Vogt (1994) identified the 
possibility that motor imagery may require motor preparation. This has been supported 
by a few articles which show abstract and muscle specific response programming, and 
attention-related preparatory activity preceding an imagined response (Kranczioch et 
al., 2009, 2010), although the abstract motor planning effects were attenuated compared 
with motor execution. A recent study has argued that the strongest comparability 
between MI and execution lies in the dorsal premotor cortex (dPMC) and the superior 
parietal lobule (SPL) which are understood to be active during preparation and planning 
processes (Zabicki et al., 2016). In the studies described in section 1.4.2, responses 
were precued with a warning stimulus, but only in some cases. For instance, in the 
series of papers by Li and Ramsey, the no- imagery control tasks were not preceded by a 
warning stimulus or any other task, whereas the imagery trials were. Since it is known 
that a warning stimulus leads to pre-activation of the motor network for action 
(Rosenbaum, 1980; Rushworth, Nixon, Renowden, Wade, & Passingham, 1997) just as 
is thought for motor imagery, the argument now shifts to how to distinguish the effects 
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of MI and simple motor preparation in studies of automatic priming, as described at the 
end of Chapter 2. Anwar et al., (2011) offers the first evidence that the two processes 
may be distinguishable on the basis that MI is more effective at improving the quality 
of the programmed motor command serving real action.  
In summary, the mechanisms of motor imagery and its effects on performance 
are unclear. Efforts to explore them are most effective when looking at trial-by-trial 
effects of imagery on changes in performance, rather than extensive training which 
tends to obscure individual processes in favour of plasticity or learning-dependent 
changes. Finally, further evidence is required to support the notion that motor imagery 
can prime the motor system for action in both a positive, beneficial and negative, costly 
manner, and that these effects can be distinguished from the simple preparat ion for 
action itself.  
3.3 Aim 
The aim of this experiment was to reconcile outstanding contradictions between 
experimental and applied literature in terms of the various costs or benefits of motor 
imagery by investigating whether motor imagery could elicit both metrics on a single 
dimension of response. A secondary goal was to investigate whether the strategy for 
priming the effects on subsequent performance, namely MI or motor preparation (MP), 
is distinguishable in a precued reaction time task. To assist with these aims, a response 
precuing paradigm (Rosenbaum, 1980) is presented which adopts cost and benefit logic 
derived from Posner’s studies in spatial attention direction (Posner, 1980). It is possible 
that costs and benefits have not been often simultaneously reported due to inappropriate 
study design. Inhibition during motor imagery may have residual effects on 
performance (Guillot et al., 2012; Rieger et al., 2017). The absence of response time 
benefits of congruent imagery in Li’s and Ramsey’s papers may be due to such lasting 
inhibition associated with the imagined action rather than due to a true lack of 
beneficial motor priming. A more appropriate control condition, rather than no-
imagery, would be to use a neutral condition trial where imagery is performed but does 
not specifically prime a left or a right sided response. Comparison of congruent and 
incongruent imagery versus a task-relevant baseline would therefore be more 
informative thus informative about the nature of priming effects, as it avoids the 
confound of residual inhibition in the motor system, since this operates at a global level 
(Rieger et al., 2017).  It was predicted that motor imagery priming would lead to 
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significantly large response time costs and benefits as assessed through congruent or 
incongruent imagined movements, compared to a task relevant non-specific “neutral” 
imagery task. Secondly, it was predicted that these effects will differ between motor 
imagery priming and motor preparation priming.  
3.4 Method 
3.4.1 Participants. 
Twenty participants (18 female; mean age 23.1 ± 3.8 years; mean handedness = 
0.92, all right handed (Edinburgh Handedness Inventory; EHI, Oldfield, 1971) were 
recruited from an opportunity sample of undergraduate and postgraduate students from 
the University of Surrey. Participants reported having normal or corrected-to-normal 
colour vision, and they could operate keyboard sustain pedals without assistance. Their 
dominant foot was assessed with a single additional question at the end of the EHI. 
Three participants reported left foot, and five participants reported no dominant foot.  
Informed consent was obtained from participants prior to the start of the session, and 
participants were reimbursed with cash or with lab tokens for their time. The 
experimental procedure complied with the Declaration of Helsinki, and the protocol 
received favourable ethical approval from the University of Surrey Ethics Committee 
(EC/2014/143/FAHS; Appendix 1). 
3.4.2 Imagery ability assessment. 
Within this experiment, one subjective (MIQ-RS; Gregg, Hall, & Butler, 2010, 
Appendix 2) and one objective (TAMI; Madan & Singhal, 2013, Appendix 3) measure 
of imagery ability was administered to each participant.  
3.4.2.1 Subjective measure. 
The MIQ-RS is a self-report questionnaire and consists of 14 items, 7 with a 
kinaesthetic and 7 with a visual subscale. Participants are instructed to perform first, 
then imagine the movements presented in each item from the following perspectives; 
that they may be “Very easy to feel” = 7 to “Very hard to feel” = 1 (Kinaesthetic 
subscale), or “Very easy to picture” = 7 to “Very hard to picture” = 1 (Visual subscale). 
The maximum score is 49 but subscales are always reported separately. The MIQ-RS is 
a valid and reliable tool to measure MI ability in healthy participants (Butler et al., 
2012). 
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3.4.2.1 Objective measure. 
The TAMI is an objective measure of motor imagery ability (Madan & Singhal, 
2013) with 10 main items and one practice item. Participants must imagine a series of 
movements described individually, from a starting position to a finishing position. The 
movements include the head, arm-hand, leg-foot and torso. Participants begin each 
question stood up straight with their hands and their feet to the side. Upon completion 
of all imagined movements in an item, participants must select from five images of 
body positions which most closely approximate their imagined final position. Correct 
answers (items four and seven) may be “none of the above”, and an “unclear option is 
also provided. All items result in an imagined body-position which has one correct 
answer. The options also include one nearly correct position, with two likely position 
errors, and the remaining three images are lure images to minimise correct selection by 
chance. Each item is weighted by its relative difficulty, as more difficult items result in 
greater points scored. Final responses are calculated based on whether the correct image 
was selected from the available images. The maximum score is 24.  
Since the TAMI is a recently constructed assessment, participants mean scores 
on each scale of the MIQ-RS, a more established questionnaire, was correlated with 
their score on the TAMI. It was expected that, if the TAMI represented kinaesthetic 
rather than visual imagery, it should positively correlate only with the kinaesthetic scale 
of the MIQ-RS and not the visual scale. 
3.4.3 Apparatus. 
Two commercially available Cherub WTB-004 keyboard sustain pedals were 
modified to output signal to a parallel port connection. The pedals have an alternate-
state microswitch which allows them to register a response from a close-to-open (lift) or 
an open-to-close (press) state. The experiment was presented onto a 19” cathode ray 
tube (CRT) monitor from a desktop computer running Windows 7 operating system. 
Presentation (Version 16.4; Neurobehavioural Systems) was used to control the 
stimulus presentation and store responses, and data processing and analysis was 
conducted using a custom program, Microsoft Excel and SPSS (IBM systems).  
3.4.4 Stimuli. 
Prime stimuli (S1) were brown circles with one half filled black. And the entire 
stimulus subtended 5.9° x 3.3° of visual angle, with participants seated at approximately 
100cm from the screen. The brown half was on the left or right for informative stimuli, 
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and the bottom half of the circle was filled brown for neutral. Imperative stimuli (S2) 
were white semicircles subtending 5.9° x 1.7° and were only in left or right facing 
orientations. All stimuli were presented centrally and symmetrically over the centre of 
the screen, which had a black background throughout the study.  
3.4.5 Experimental design. 
The experiment was conducted in a single session and was within-subjects. 
Blocks with instructions for motor preparation were followed by blocks with 
instructions for motor imagery, and this was not counterbalanced across participants. 
This eliminated contagion of motor imagery strategies within motor preparation trials, 
which would be a strong confounding explanation of the data. Although order effects 
may then present a potential confound as a result, this structure was a compromise 
between using a within-subjects rather than between-subjects design, to reduce data 
variability, and restricting instructor mandated motor imagery performance to the motor 
imagery task only. Participants were also warned that in 80% of trials their response 
would match that which they had prepared or imagined, and that in 20% of trials they 
would not. This information was not conveyed by the S1 stimulus, and thus probability 
was subjective. This is because objective probability, where the S1 stimulus informs 
participants of the likely outcome, would reduce participants preparation for that 
response. For neutral trials, participants were told either response was equally likely, 
but that fast and accurate responses were still required. Congruent trials in a higher ratio 
than incongruent trials (0.8:0.2) to strengthen the response time priming effect (for 
example see Gratton et al., 1990), and informative and uninformative trials were in a 
2:1 ratio with each other. These rules were valid for each individual block in the 
experiment. In total, 240 trials total were split across 4 blocks of 60, for each task. This 
resulted in 128 congruent trials, 80 neutral trials and 32 incongruent trials per task per 
experiment. Inter-block breaks were provided in which participants could determine the 
duration of their break. The experiment was thus divided into two sequences, MP and 
MI, each consisting of four blocks of sixty trials. At the start of each sequence 
instructions were given to participants about the nature of the stimuli and the task they 
should perform. In the MP sequence these instructions emphasised that participants 
should respond as quickly and as accurately as possible with the foot corresponding to 
the direction of S2, and that the information provided by S1 would help them to be fast 
and accurate.  
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3.4.5.1 Imagery instructions. 
In the MI sequence, participants were instructed to imagine three consecutive 
foot movements at a rate of one 1 Hz. The content of the imagined movement was 
described as a dorso-plantar flexion of the foot only, mobilised by the ankle joint and 
not including the leg. The cue to begin imagining this movement was the onset of the 
S1 stimulus, and depending on the direction of this stimulus three possible imagined 
movements were to be performed. If the S1 stimulus was pointing towards the left or to 
the right, the imagined movement was required to be performed with the respective left 
or right foot. If the S1 stimulus pointed down, the imagined movement was required to 
be performed with both feet, in synchrony. These instructions placed emphasis on the 
internal, kinaesthetic and first-person perspective imagination of the movement, as if 
individuals could feel the sensations associated with the real movement while avoiding 
any overt movements.  
3.4.6 Procedure.  
Participants first read and signed the consent form, and then provided personal 
demographic information, completed the MIQ-RS and the TAMI and finally sat in front 
of the computer, at approximately 100cm. Participants could place the foot pedals 
underneath the table in a comfortable location. At the start of each sequence of blocks 
(MP and MI), visual instructions for the task were presented on screen and read through 
by the experimenter to the participant to ensure that these were not skipped.  
Each participant was unable to see their feet, was instructed not to look down or 
close their eyes while imagining their movements, to stay focused on the central 
fixation cross throughout and emphasis was given to respond with speed and accuracy. 
Since there is evidence to suggest that the posture of a real limb during motor imagery 
tasks can have an interfering effect on performance (Lorey et al., 2009;  Sirigu & 
Duhamel, 2001; Vargas et al., 2004), the S2 stimulus may demand a response at a time 
where the imagined foot position does not correspond to the physical foot position. 
Thus, the two modes of response, press and lift were counterbalanced across 
participants to control for this potential interference effect. If a participant was required 
to respond by pressing, their feet were only resting on top of the pedal at the start of 
each trial. For lifting responses, each pedal was pressed at the start of each trial.  
The start of a trial was indicated by the appearance of central white fixation 
cross for 500ms. S1 stimuli were then displayed for 150ms, briefly occluding the 
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fixation cross. At offset, the 3350ms foreperiod began in which participants could 
prepare or imagine their movement as necessary. S2 stimuli were displayed for 150ms 
and participants were given a fixed interval of 1800ms, in which no fixation cross 
appeared, to respond. Following response there was a fixed 700ms inter-trial interval. 
Experimental set up for participants can be seen in Figure 3.1A, trial and stimulus 
schematics can be seen in Figure 3.1B. 
 
 
Figure 3.1.  In the top half of the figure (A) is a cartoon illustrating participant seating 
arrangement. Participants were seated approximately 100cm from the display, their feet 
rested on two separate foot pedals beneath the table, and their hands were placed on 
their lap. Their eyes were open for the entire experiment, and the stimuli and response 
controlled and monitored by an external computer. In 3.2B is a schematic diagram of all 
possible trial combinations. Trial type probabilities were implicit, meaning based on the 
trials proportions presented throughout the experiment, but participants were informed 
about these proportions before beginning each task. 
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3.4.7 Statistical analysis. 
Incorrect responses were discarded from analysis, and valid response times were 
selected between 100 and 1000ms (5.36% and 7.84% total discarded in MP and MI 
respectively). Error rates were recorded as percentages. All statistical analysis was 
carried out using SPSS version 20 (IBM). Data was initially screened for using Shapiro-
Wilk test statistics and visual inspection of histograms for each condition. Although all 
but one condition was not normally distributed (all p’s <.055), inspection of the 
histograms showed that all conditions were negatively skewed and had a similar 
distribution. Since the repeated measures ANOVA design is stable to violations of this 
assumption (Schmider, Ziegler, Danay, Beyer, & Bühner, 2010), parametric analysis 
was used. To investigate the behavioural and the error data, repeated-measures (RM) 
ANOVA was used with factors of Task [MI; MP] and Congruency [Congruent; 
Neutral; Incongruent]. Planned, two-tailed dependent t-tests were used to compare 
congruency effects between tasks (incongruent – congruent = congruency effect), as 
this is a measure of the overall priming effect and can be used to assess the hypothesis 
that the two tasks would be distinguishable.  A similar case was present in the error 
rates, with errors not normally distributed (all p’s <.015). As differences in error rates 
between the two tasks were not of interest in the present research, but we wished to 
control for a speed versus accuracy trade off in the response time, a Friedman test was 
used to assess the difference in rank scores for error rates in each congruency condition, 
one for each task separately. To investigate cost and benefit effects in response time 
within and between tasks, these components were calculated (neutral – congruent = 
benefit; incongruent – neutral = cost) and a 2x2 RM ANOVA with factors Task [MI; 
MP] and Component [Cost; Benefit] was used. One-tailed t-tests were also used to 
assess whether cost and benefit scores were significantly larger than zero, but no 
multiple comparison correction was performed. To assess the reliability of individual 
variation in the congruency effect sizes between the two tasks, a Pearson’s correlation 
was calculated, as it should be anticipated that congruency effect sizes are similar 
within individuals. Effect sizes for the RM ANOVA model are reported as generalised 
eta-squared ( ; Bakeman, 2005; Olejnik & Algina, 2003) while Cohen’s d is reported 
for t-tests, and partial eta-squared ( ), as provided by SPSS, is provided for mixed 
model ANOVAs. In cases of the assumption of sphericity for RM ANOVA being 
violated, Greenhouse-Geisser (G-G) corrected degrees of freedom are reported as well 
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as ε (epsilon) values. Alpha (α) was set to 0.05 and the Bonferroni procedure was used 
for multiple comparison correction where appropriate.  
3.5 Results 
3.5.1 Pilot. 
A small pilot study consisting of six participants was conducted prior to the 
experiment reported below which was designed to check that the protocol elicited 
congruency effects in both conditions, as during the design period there were no other 
research protocols that used Posner-based logic with foreperiod priming task using foot 
responses. It was also an opportunity to test participant adherence to the imagery and 
preparation instructions (Schmidt, Haberkamp, & Schmidt, 2011). 
3.5.2 Data screening. 
Of the original sample, two datasets were excluded from further analysis for 
having response times greater than three standard deviations from the mean. A total of 
18 participants (1 male, 16 females, mean age 22.4 ± 2.4 years) were included in further 
analysis. The total percentage of trials excluded from analysis was 5.36% in MP and 
7.84% in MI.  
3.5.3 Questionnaire data. 
Participants scored 5.8 ± 0.7 and 5.5 ± 0.9 on the visual and kinaesthetic scales 
of the MIQ-RS respectively. Average imagery ability scores as measured by the 
TAMIw was 14.3 ±5.1. As the TAMIw is a relatively new measure (Madan & Singhal, 
2012; 2013), it was correlated with each scale of the MIQ-RS to assess its consistency 
for measuring kinaesthetic over visual imagery modes with the MIQ-RS. There was no 
significant correlation of the TAMIw with the visual component of the MIQ-RS, but a 
significant negative correlation with the kinaesthetic component (r = -.68, p =.002), 
where higher scores on the kinaesthetic scale of the MIQ-RS were associated with 
lower TAMIw scores.  
3.5.4 Reaction time. 
3.5.4.1 Response type. 
A mixed model 2x2x3 ANOVA, consisting of a between-subject factor of 
Response Type [Lift; Press], and within-subject factors of Task [MI; MP] and 
Congruency [Congruent; Neutral; Incongruent] was used to assess. There was no 
85 
 
significant difference between the two response types in response time (F1,16 = 1.82, p = 
.20). Therefore, the subsequent analysis included data collapsed across both response 
types. 
3.5.4.2 Main analysis. 
Response time in both tasks across conditions was approximately the same (MP 
= 401 ± 19ms; MI = 400 ± 17ms), thus no significant main effect of Task was present 
F1,17 < 1. As expected in both tasks, the fastest responses were made in congruent trials 
(384 ± 19ms), followed by neutral (403 ± 18ms) and then by incongruent trials (414 ± 
17ms), and this effect was significant, (F2,34 = 14.87, p <.001, = .14). A significant 
Task x Congruency interaction (F2,34 = 5.99, p = .006,  = .03) indicated that 
congruency effects and/or the cost and benefit effects differed based on the task 
instructions, and can be seen in Figure 3.2. As part of the breakdown of this interaction, 
congruency effects were calculated and analysed with paired t-tests for each task. It was 
found that the congruency effect for MI (39 ± 38ms) was significantly larger than MP 
(18 ± 24ms; t17 = 2.93, p =.009, d = 0.75). Furthermore, the MP and MI effect sizes 
were significantly correlated for participants, (r =.61, p =.007). The behavioural data for 
each condition can be seen in Figure 3.2A. 
3.5.4.3 Response time distributions. 
To assess whether the response time congruency effect difference was 
dependent on the speed of response, the correct response time data was subjected to a 
vincentisation procedure to produce response time quantiles (Ratcliff, 1979), and the 
congruency effect calculated for the mean response time in six quantiles. Although any 
number of quantiles can be chosen during the vincentisation process, six quantiles were 
chosen for the present experiment simply to provide a good compromise between 
statistical power (more bins results in a stricter multiple comparison correction) and 
resolution of the curve itself (i.e. the information obtained from the process of 
quantization). A higher resolution curve also permits more accurate statistical 
modelling of linear or non- linear trends in the data, although this was not performed in 
this thesis. Vincentisation is the process of creating a synthetic probability distribution 
using the raw data recorded from a participant. It is achieved by rank ordering each 
individual correct response time from fastest to slowest, and replicating each individual 
response time by the number of quantiles that are desired, (in this case six quantiles 
86 
 
were produced). All computed response times, still in rank order from fastest to slowest, 
are then divided into six bins of equal size, and the mean response time for each bin was 
calculated based on the average of congruent and incongruent response time in the 1st, 
2nd…6th quantile. The congruency effect was calculated in a similar way, by subtracting 
the mean incongruent from mean congruent response time in each bin. This data can be 
plotted in a delta plot (Ridderinkhof, van den Wildenberg, Wijnen, & Burle, 2004). In a 
2x6 repeated measures ANOVA with factors Task and Bin [one to six representing 
fastest to slowest response time bin], a Task x Bin interaction (F5,85 = 5.83, p <.001), 
illustrated in Figure 3.2B, was found. Between task contrasts demonstrated that the 
numerically larger congruency effect at all bins in MI only became significant in the 
two slowest time bins (p’s < .012). 
3.5.4.4 Neutral imagery priming 
The neutral task constituted a bipedal symmetrically performed (in-phase) 
action, which is known to be primarily controlled through the dominant motor 
hemisphere acting metronomically to control the non-dominant hemisphere (Serrien, 
Cassidy, & Brown, 2003). Since most participants were right foot dominant, it is 
possible that bipedal imagery would represent biased motor network priming which 
favours the dominant (right) foot in response times, and considering the neutral imagery 
trial was a novel implementation of a motorically “neutral” prime, it was thus tested for 
bias on response time in the sample. Response times were approximately equal in both 
left and right feet for neutral imagery trials, 412 ± 109ms versus 415 ± 113ms 
respectively, and this was not significantly different when assessed with a paired t-test 
(p = .78). 
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Figure 3.2 – In the left half of the figure (A), mean response times and error rates are 
plotted from the 2x3 ANOVA between Task and Congruency. The response 
congruency effect was significantly larger in the MI than the MP condition (where α is 
set to .05, p =.009). There were no significant differences between the pattern of errors 
between tasks, as can be seen from the black boxes. In the right half of the figure (B) 
response congruency effects are plotted against the mean response time for six 
vincentised response time bins in a delta plot, for each condition. Only the final two 
response bins showed a statistically significant difference between MI and MP (p’s 
<.05). For both charts, error bars are plotted to include ±1 SE around the mean.  
3.5.4.5 Costs & benefits. 
While benefits in both tasks were approximately equal, the cost effect in MP 
was practically absent, but present in MI. This was confirmed with paired t-tests against 
zero, showing significantly large components for each condition (p’s <.007) except for 
the MP cost effect (p = .98). The RM ANOVA revealed a main effect of Task (F1,17 = 
8.57, p = .009, = .03), with larger overall components in MI (20ms ± 4ms) than MP 
(9ms ± 3ms), but no significant Task x Component interaction (F1,17 = 3.35 p =.085, 
= .04). 
3.5.5 Error rates. 
Errors (Figure 3.2A) were analysed similarly using the RM ANOVA design for 
RTs. No transformation of this data was performed as analysis of the error rates did not 
form part of the primary hypotheses. A main effect of Congruency was found, (F1.13, 19.1 
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= 11.55, p = .002, = .25, G-G Ɛ = .56), indicating significantly lower error rates in 
congruent (1.5 ± 0.3%) and neutral (1.2 ± 0.3%) compared to incongruent trials (4.0 
±1.0%), that participants did not trade speed for accuracy. More errors were made in MI 
than MP (2.6 ± 0.7% versus 1.8 ± 0.4%) but this was not significant (p = .11). There 
was no significant Task x Congruency interaction (F2,34 = 2.21, p = .13). 
3.6 Discussion 
In this experiment, the priming effects of motor imagery in a lower limb were 
probed using Rosenbaum (1980) precuing paradigm modified with Posner attentional 
priming logic for interpreting costs and benefits (Posner, 1980). Previous MI priming 
studies have provided inconsistent evidence for its capacity to automatically prime a 
subsequent response, where there was no control for the effects of standard precuing via 
motor preparation. The results of the present experiment suggest that motor imagery 
can positively and negatively facilitate an upcoming response, and that these effects are 
not identical to those observed in motor preparation alone. One prediction of Neural 
Simulation theory (Jeannerod, 2001), that MI can directly facilitate a subsequent real 
action, is thus supported by the present result. Furthermore, this prediction can be 
refined by excluding the alternative explanation of the MI priming effect; they cannot 
be entirely explained through the precued priming effects that would be expected in the 
absence of motor imagery (Rosenbaum, 1980;1982), although the exact contribution of 
each process to the enhanced priming effect is still not possible to deduce  
3.6.1 Positive and negative facilitation through imagery. 
The key result of this study was that costs and benefits in response time were 
observed in an MI priming task, response time for congruent and incongruent imagery 
was compared with a task-relevant neutral trial in place of non- imagery or rest 
conditions. This is a novel result; previous MI priming studies paradoxically reported 
only cost effects (for example Ramsey et al., 2010) or only beneficial effects (for 
example Bergmann et al., 2013). In the case of a single study that found sequentially 
primed costs and benefits of MI on performance, these effects were observed on 
independent response measures (Anwar et al., 2011). The present results can reconcile 
these disparate findings and helps to alleviate potential criticisms of our current 
understanding of motor imagery, such as those observed when simple experimental 
studies using motor imagery provide conflicting evidence of the value of MI in 
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improving performance, as just described, and reviews which suggest there are net 
benefits of MI training (de Vries et al., 2007).  
One interesting feature of the present data is that the magnitude of performance 
costs in MI were significantly greater compared to the simple MP task. Given that 
costly effects of incongruent imagery are more pronounced than benefits in previous 
studies (Li et al., 2005; 2007; Ramsey et al., 2010), and that the precise content of an 
imagined action MI trials is practically impossible to judge, a potential explanation for 
null effects in clinical studies (for example Ietswaart, et al., 2011) arises from the 
possibility that participants engage in instances of intentional or unintentional incorrect 
imagination of the required action, and this may therefore be counterproductive for 
performance. 
 The main reason that results in the present study differed from the varied results 
of previous priming studies is the methodological differences. Whereas Ramsey (2009) 
and Li (2005;2007; 2009) employed non-active rest conditions, a task-relevant neutral 
condition was employed in the present experiment. As MI involves a global inhibition 
mechanism to prevent the performance of actions, which may carry over across 
sequential trials (Rieger et al., 2017), and possible from the primed instance of imagery 
to the real response, this may have explained the absence of benefit effects in these 
tasks. By comparing response times to a neutral imagined condition, which assumes 
that these inhibitory effects would be present but does not bias the potential response, a 
more effective baseline was made to account for differences inherent to the two tasks in 
terms of active inhibitory effects.  This neutral condition has helped to provide one 
method of overcoming conflicting evidence between experimental data where the 
absence of beneficial effects for congruent MI priming are not matched by the presence 
beneficial effects in MI training (Di Rienzo et al., 2016) or clinical research studies (de 
Vries et al., 2008; Langhorne et al., 2009).  
3.6.2 Motor imagery priming cannot be entirely explained via motor 
preparation. 
A second major aim of this study was to address whether previously observed 
priming effects due to motor imagery could be more readily explained as a function of 
preparation for action. Response precuing, and thus motor preparation, is well 
investigated in terms of how it primes an upcoming action (Rosenbaum et al., 1980; 
Goodale & Milner et al., 1980; as described in Chapter 2). Behaviourally, response 
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time is shorter for warned than non-warned trials (Hackley, 2009), and this is due to 
effects on motoric rather than perceptual processes (Fecteau & Munoz, 2006). Since MI 
has origins in motor networks and involves the activation of associated motor processes 
(Gerardin, 2000; Hétu et al., 2013; Munzert, Lorey, & Zentgraf, 2009; Porro et al., 
1996) it was uncertain whether the effects of preparation on performance would be 
distinguishable from imagery, since motor network activity is also present during MP 
(e.g. Churchland, Cunningham, Kaufman, Ryu, & Shenoy, 2010; Eimer, 1998; 
Mathews et al., 2006; Tzagarakis, West, & Pellizzer, 2015). Anwar et al., (2011) 
demonstrated the two processes might have different effects on reaching performance 
when a prepared or imagined action in a forcefield reaching task was performed, 
however imagery and preparation have been considered functionally equivalent 
(Jeannerod, 1994; Michelon et al., 2005), and one theory suggests they exist on a 
functional gradient of cortical structures which is inclusive of real performance 
(Hanakawa et al., 2016). The present evidence argues that they are not functionally 
equivalent processes, supporting criticisms of the original statement by Jeannerod, 
(Vogt, 1994), but does not yet argue for or against such a functional gradient.  
The larger cost effect may have contributed significantly to the difference 
between the tasks. A cost effect was numerically (0ms) absent in the preparation task, 
but present in the imagery task (20ms), whereas the benefit effects were approximately 
equal in both MI and MP. It is possible that through some caveat of the grand average 
level analysis or particularly spurious congruency effect differences between tasks for 
individuals the cost effect was abolished. However, the latter point is unlikely given 
that the congruency effects for tasks were significantly correlated (p =.007), and delta 
plots of congruency effects showed numerically greater congruency effects at all speeds 
of response, although this was most prominent beginning at the penultimate time 
window. Importantly this was due to the congruency effect dipping in the slowest time 
window to produce a negative congruency effect in motor preparation (likely the cause 
of the absent cost effect), whereas a linear increase was observed in motor imagery 
across response bins. Nonetheless an alternative explanation for the fact that imagery 
has stronger priming effects on performance is simply due to the, possibly anomalous, 
absent cost effect in MP as opposed to a genuine effect of imagery.  
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3.6.3 A note on the TAMI. 
This experiment failed to support content validity of the TAMI scale when 
compared to kinaesthetic motor imagery questionnaire scale of the MIQ-RS as the two 
measures were significantly negatively correlated, although there was no significant 
relationship with the visual scale of the MIQ-RS. This is an interesting finding, and 
suggests that there is a meaningful relationship between kinaesthetic motor imagery on 
a subjective assessment scale and objective performance capacity. The implications for 
this result are not discussed, as the nature of imagery ability assessment was not a focus 
of this study, but this finding should encourage further research into the relationship 
between existing subjective measures of motor imagery and less commonly used 
objective measures. 
3.6.4 Limitations. 
 The absent cost effect in MP was the strongest factor in the significantly larger 
congruency effects between MI and MP. This was an unexpected finding, although in 
studies of spatial attention priming (Michael I. Posner, 1980) cost effects were 
attenuated compared to benefit effects. However, this may have been because in the MP 
task the slowest response bin returned a negative compatibility effect as opposed to a 
positive one, which implies that incongruent trials were faster than for congruent trials 
at this response bin. One possible explanation of this effect is that participants were 
more capable of timing the duration of the foreperiod in the MI task, as mental 
chronometry for imagined actions is like that of real actions and participants were 
instructed to imagine their movements at a fixed rate. This was not the case in the MP 
task, and thus the long foreperiod duration may have impacted participants capacity to 
optimally use the incongruent and neutral information in a different way. In Chapter 4, 
three further experiments are presented each of which address alternative explanations 
for the “special” MI response priming effect. 
 A second limitation is the idea that motor imagery may influence perceptual 
sensitivity to the content of the S2 stimulus rather than to motoric processes related to 
response; one previous study involving motor imagery training of an implicit sequence 
learning task showed that switching perceptual and motor features of the learned task 
disrupted subsequent real performance if MI was used to learn the sequence, whereas 
perceptual disruption did not affect performance if the task was learned with physical 
training (Ingram et al., 2016). However, the S2 stimuli in the present study were 
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relatively large compared to the screen size, and were coloured white, such that their 
perceptual features were not ambiguous, making this potential explanation of the effect 
unlikely for this experiment. Furthermore, the MP and MI task were in a fixed order of 
presentation for all participants, questioning whether the enlarged congruency effect 
may have been due to order effects. However, no practice related effects were observed 
in the form of a significant overall response time reduction for the MI compared to the 
MP trials. Additionally, it was unlikely that task learning occurred due to the very 
simple nature of the button press response, and that learning effects related to response 
probabilities across a block was minimised as these were explicitly described to 
participants at the start of the session.  
3.7 Summary 
This study demonstrated that using motor imagery instructions in a foreperiod 
task where congruency of the prime was manipulated, and responses were made using 
the foot, both beneficial and costly effects of motor imagery could be observed when 
compared to a task relevant baseline condition rather than to a rest condition. 
Furthermore, larger priming effects were observed following kinaesthetic motor 
imagery compared to motor preparation alone, characterised by larger cost effects. By 
resolving contradiction both between different experiments and between experiments 
and clinical or training studies, this data provides experimental support to applications 
of motor imagery as a therapy, but it does advocate caution in its effective use. This 
data also suggests that motor imagery priming may be distinguishable from motor 
preparation priming, which assists interpretations of previous studies which investigate 
motor imagery priming. However, further work is necessary to establish the credibility 
of the effects observed. 
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Chapter 4 – Addressing Alternative Explanations for MI Priming 
Effects 
In Chapter 3, the effects of motor imagery on subsequent performance were 
compared in a response precuing task which adopted Posner attentional priming task 
logic (Posner, 1980). Two main results were found, 1) that motor imagery can produce 
both beneficial and costly effects on performance and 2) that the priming effects due to 
prior motor imagery are generally larger than those elicited when participants are only 
required to prepare their response. This set of results provided a lens through which to 
view previous experimental data of motor imagery priming which reported exclusive 
cost effects (Ramsey et al., 2010), exclusive benefit effects (Bergmann et al., 2013) or 
both effects on separate dimensions of response (Anwar et al., 2011). It also provided 
support for a key hypothesis derived from theories of motor imagery, namely that prior 
imagery should facilitate subsequent action (Jeannerod, 2001), and further supports 
research which advocates its use in therapeutic settings (Sharma, Baron & Pomeroy, 
2006). Most interestingly it also provides support for the existence of interference 
effects of incorrect imagined performance at an automatic level of priming effects.  
However, this was only a single experimental result, and there are potential 
alternative explanations for the enhanced priming effect. In the first experiment, the 
implementation of neutral trials in both tasks allowed the separate derivation of 
response time costs and benefits, akin to a Posner paradigm (Posner, 1980). In the MI 
task, both the cost and the benefit effects were significantly larger than zero, however 
this was not the case for the MP task where it was, essentially, zero. This was an 
unexpected finding (Hawkins et al., 1990; Le Clair & Elliott, 1995; Tard et al., 2016), 
and critically could account entirely for the enlarged congruency effects observed in MI 
compared with the MP task. Thus, this chapter is dedicated to replication and expansion 
upon the original finding to ensure that the enlarged priming effects due to MI are 
credible. This is ever more a pertinent and relevant goal given the recent ‘crisis’ of 
replicability in psychological research, highlighted by the Open Science Collaboration 
(Open Science Collaboration, 2015). 
This chapter comprises three experiments whose primary goal was to examine 
three alternative explanations for the enlarged congruency effect in response time, as 
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reported in Chapter 3. The first experiment presented within this chapter manipulated 
the length of the foreperiod in which participants imagine or prepare their response. The 
foreperiod used in Chapter 3, 3350ms, was relatively long for a precuing study 
(Rosenbaum,1980; Goodale & Milner, 1980; Jentszch & Leuthold., 2002; Kranczioch 
et al., 2010). The priming effect observed in the MI condition may have been a result of 
improved temporal estimation, owing to the imagined movement. Long foreperiods in 
motor preparation studies reduce a participant’s ability to estimate the temporal onset of 
the imperative stimulus (Niemi & Näätänen, 1981), and this may have been the reason 
for the absence of a cost effect in MP compared to MI since both neutral precues and 
incongruent precues were essentially incongruent with the required response. In 
contrast, as described in Chapter 1, imagined movements are chronometrically very 
similar to the time required to imagine a real movement. Since participants were 
instructed to imagine a sequence of three movements of the foot, their ability to 
estimate the temporal onset of the imperative stimulus may have been improved due to 
participants interoceptive mental chronometry estimations, as well as an activation of 
the relevant motor networks, thus resulting in a cost and a benefit effect in MI only.  
In the second experiment of this chapter, the notion that motor imagery with the 
lower limb as a “novelty” response effector was tested. The enhanced priming effects 
observed may have been since imagining and responding with the lower limbs are 
lower fidelity performances than in the upper limbs, which are constantly within our 
line of vision as we use them to manipulate our environment daily.  Thus, a second 
condition was introduced in which preparation and imagery for a finger response was 
required. This also provides an empirical bridge between the results of this thesis 
(predominately using the lower limb) and the broader motor imagery literature base 
whereby upper limb motor imagery and responses are dominant, and in cases where 
lower limb movements are used, these are typically concerned with gait control (Hétu et 
al., 2013) as opposed to fast and accurate responses.  
The final experiment reported in this chapter addressed a theoretical criticism of 
the effects found in that MI task during a precued foreperiod would be better described 
as a secondary interference task, with normal motor preparation processes delayed and 
the response priming effects artificially inflated as a result. Thus, behavioural 
differences may have been due to the nature of the dual task demands rather than due to 
the unique cognitive or motor processes associated with MI. This was tested in an 
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experiment controlling for increased cognitive demand during the MP task by 
introducing an explicitly non-motor, secondary counting task within the foreperiod 
across a block, in a separate control condition. 
The chapter commences with a description of the methodology for each 
experiment first since each method represents only slight modifications of the preceding 
task. Then the three experiments are presented with an introductory section detailing the 
rationale and aims behind each, followed with a summary of the main findings and a 
short discussion section. Summarising the chapter is a general discussion section of the 
main results, limitations and suggestions for further work.  
4.1 Methodology 
For each experiment, new participants were recruited. Cohort demographics are 
presented separately in each section of this chapter. In keeping with the protocol 
presented in Chapter 3, that of a Rosenbaum precuing paradigm (Rosenbaum, 1980) 
coupled with Posner cost/benefit logic (Posner, 1980), the present methodology is 
retained. As also mentioned in the discussion section of Chapter 3, the TAMI motor 
imagery questionnaire was not administered during any of the experiments in this 
chapter as it was shown negatively correlate with scores on the kinaesthetic scale of the 
MIQ-RS. 
Participants provided fully informed consent at the beginning of each testing 
session. Subsequently, the MIQ-RS was administered. Experiments two and three were 
separated into two sessions, while experiment four was completed in a single session. 
Verbal and written instructions were given to participants, at the start of the MI task 
sequence in each experimental session. These instructions stated for participants to 
make a single imagined movement of the cued left or right foot, or both feet 
simultaneously in the case of neutral trials. The instructions emphasise an imagined 
performance which generated kinaesthetic rather than visual MI by requesting the first- 
person perspective. Information about the probability ratio of congruent to incongruent 
trials (0.8:0.2), and for the neutral trials (left: right = 0.5:0.5), were presented to 
participants visually and verbally preceding the start of an individual condition. 
Although an effect of order was discussed in Chapter 3, MP was again presented first in 
a non-counterbalanced manner with MI to prevent cross-contamination of instructor-
described imagery strategies within the preparation task. 
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Each condition consisted of four blocks of sixty trials in the ratio, resulting in 
totals of 128 congruent, 80 neutral and 32 incongruent trials. Each task began with a 
single training block to familiarise participants with the trial structure and task 
demands, but this data was not analysed. Stimulus design was identical to that reported 
in Chapter 3, as were S1 (precue) and S2 (imperative) stimulus positions (central) and 
duration (150ms). Each trial began with a fixation cross presented centrally on screen 
for 500ms and briefly replaced by the S1 stimulus. The time to respond was reduced 
from 1800ms to 1000ms post S2, and a variable inter-trial interval between 1800-
2200ms was implemented, to improve participant vigilance between trials within a 
block. Finally, the type of response mode (lift or press) was counterbalanced between 
participants. A schematic design of each task can be seen in Figure 4.1 Experiment 
specific manipulations of this protocol are discussed below.  
4.1.1 Outline of experiments 2, 3 and 4.  
 This section provides a summary of each experiment within this chapter. 
Experiment 2 is nominally titled “MI priming and optimal preparation”, and was 
designed to explore whether the MI priming effect is dependent on sufficient temporal 
preparation. Secondly, it was designed to investigate whether the extension of motor 
preparation time would result in a reduction of the MI priming effect, due to a 
hypothesised continuum between MP and MI (Jeannerod, 1994), and thirdly to address 
some trial design imperfections. Experiment 3 is nominally titled “MI priming in the 
upper limb”, and was designed to address an alternative explanation for the larger MI 
priming effect compared with MP due to the novelty of the foot imagery and foot 
response task i.e. is this effect limited only to the lower limb. Finally, experiment 4 was 
designed to address a potential explanation of the MI priming effect as being due to 
non-motor cognitive load, rather than to MI based activation of motor networks or 
response related programming effects.  
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Figure 4.1. A schematic representation of the three experiment trial time courses, each 
demonstrating a congruent S1-S2 trial pair. Refer to Figure 3.1B for a reminder of the 
separate congruency trial pairs beyond this. Experiment 2 is represented in A, where a 
second condition was introduced in which the foreperiod duration was set to 1200ms. 
Additionally, the maximum response time window was modified to accept a maximum 
of 1000ms as a valid response by default, and a variable intertrial interval of 1800-
2200ms was introduced. Thus, maximum trial duration in the 1200ms foreperiod 
condition was 5200ms, or 7350ms in the 3350ms foreperiod duration condition. 
Experiment 3 is represented in B, where only the shorter foreperiod was used by a hand 
response condition was introduced, and the control condition of Experiment 4 is 
represented in C where an incremental counting task was used to control for the effects 
of cognitive load. Additionally, and not displayed in this figure, the stimulus sizes were 
smaller in Experiment 4 compared to the prior experiments to aid in piloting for an 
EEG based experiment., 4.1B is experiment 2 (with the introduction of an index finger 
response) and Figure 4.1C represents a representative trial in which incremental 
counting of star shaped stimuli was required in a third, cognitive control task.  
4.2 Experiment Two 
With the proposal of Neural Simulation theory (Jeannerod, 1994; 2001) came 
the proposal that MI and MP are functionally equivalent, an argument supported by 
some fMRI research (Michelon et al. 2005, Johnson et al, 2002; Hanakawa et al., 2008). 
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Hanakawa and colleagues proposed that cortical regions active during imagined and 
real movements exist on a functional gradient, in support of the continuum argued by 
Jeannerod (2001). This gradient was to be moderated by the amount of instruction 
stimulus (or preparatory set-related) activity in each cortical area; cortical areas 
exclusively active during motor imagery and not during real performance (for instance 
the pre-SMA) were weighted more strongly on instruction related activity than actual 
performance related areas (such as left primary sensorimotor or somatosensory cortices; 
Hanakawa et al., 2008; 2016). Further, neural simulation theory suggests that MI and 
MP also exist on a continuum, separated by degrees of conscious awareness of a motor 
representation. It is suggested that extension of motor preparation would result, 
inevitably, in imagined performance of an action. This has been verified to some extent 
by Holper and colleagues (2012) who, using functional Near Infrared Spectroscopy 
(fNIRS) and a single ten second foreperiod prior to a real or imagined action, 
determined that the pattern of change in oxyhaemoglobin concentration following the 
extended preparatory period was greater for an imagined action than for a real action. 
They argued that since MI and MP both engage cortical regions associated with action 
planning (SMA, pre-SMA and dorsal PMC), this enhancement was due to the stronger 
interrelatedness of MI and MP, particularly with an extended foreperiod. However no 
behavioural measurement was taken in this task, and the duration of the foreperiod was 
not manipulated, which precludes an assumption that the change in oxyhaemoglobin 
concentration from preparation to performance is related to the length of the foreperiod, 
or that extension of MP can lead to MI. 
 Although there is evidence that MI and MP involve similar processes, through 
activation of similar cortical structures (Michelon et al., 2005; Hanakawa et al., 2008; 
Johnson et al., 2002) and the covert nature of the two tasks, it is still unclear whether 
artificial extension of mental preparation leads to motor imagery. One aspect of mental 
preparation is the reliance on temporal estimation; participants are slower to respond in 
long foreperiods when a fixed foreperiod interval is used within a block of trials (Niemi 
& Nataanen, 1981). This has been explained due to the optimality of preparatory 
activity which involves a dual process. The first is a facilitation of responses for paired 
stimuli presented in the time range of 0-150ms, thought to be due to warning signal 
intensity (Bertelson, 1967; Posner, Nissen, & Ogden, 1978). The second is a delayed 
process related to expectancy and the internal synchronisation of motor readiness with 
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the upcoming imperative signal onset occurs in foreperiods beyond 0.5s (Klemmer, 
1956; Niemi & Näätänen, 1981). 
4.2.1 Aim.  
The primary aim of this experiment was to investigate whether motor imagery 
and motor preparation were related through a continuum, by which extension of 
preparation time resulted in a gradual progression of MP towards MI, thus attempting to 
directly test one this proposal made by Neural Simulation theory (Jeannerod, 2001). It 
was predicted that if the difference between MI and MP priming effects were larger for 
the short than the long foreperiod, this would provide some evidence for a continuum of 
awareness upon which the two behaviours lay. Alternatively, if the magnitude of the 
congruency effect differences did not increase in the short foreperiod compared to the 
long foreperiod, this would provide some evidence to support the alternative theory that 
MI and MP priming effects are not mediated by a progression of conscious awareness 
of the motor representations. preparation and imagery lie on a continuum of conscious 
awareness. Secondly, as alternative explanation for the increased MI priming effects 
was that MI priming was less reliant on optimal temporal preparation due to the covert 
rehearsal of a rhythmic action during the foreperiod. Thus, a replication of the pattern of 
effects reported in the previous experiment was expected, where an absence of the cost 
effect in the long MP foreperiod was compared to its presence in long MI foreperiod. 
However, if the effects of experiment one was anomalous, and this alternative 
explanation untenable, then an enhanced priming effect in the long foreperiod was 
expected in addition to the presence of a cost effect.  
4.2.2 Method. 
In this experiment, the length of the foreperiod was manipulated. The first 
duration length was 3350ms, a replication of that used in Chapter 3, or 1200ms, 
arbitrarily labelled the ‘long’ and the ‘short’ foreperiod conditions respectively. The 
second foreperiod duration length was decided as it would be sufficient time for an 
individual participant to make one complete imagined movement of the foot up and 
downwards, essentially a third of the total cycles used in the long foreperiod. Due to the 
total length of one finished pair of conditions, for example Long and Short MP, the 
experiment was divided into two sessions to minimise participant fatigue or reduced 
motivation. Sessions were separated by a minimum of 24 hours and a maximum of one 
week with no recommended interval to minimise the experimental order effect through 
100 
 
random participant selection of time slots. In the first session, the long and short 
preparation tasks were completed, and these were counterbalanced between 
participants. In the second session, the long and short motor imagery tasks were 
completed. The MIQ-RS was only administered in session one. The instructions for the 
imagined movement was the same for the long foreperiod as described in Chapter 3 
(three sequential foot lift and drop cycles at a rate of 1 Hz), but only one complete foot 
movement cycle was required in the short foreperiod.  
4.2.3 Participants and data screening. 
Seventeen participants (1 male, 16 females; mean age of 22.6 ± 3.5 years) who 
had not participated in the study detailed in Chapter 3 were recruited. All but one 
participant was right handed (Oldfield, 1971), and all but two participants were left foot 
dominant. Written informed consent was collected prior to taking part in the study and 
participants were reimbursed with money or course tokens. No participants were 
excluded based on average response times. One participant was excluded due to making 
more than 25% errors in at least one condition. The following analysis represents n = 16 
(mean age 22.3 ± 3.4 years). The total percentage of trials excluded from analysis was 
8.93% in MP Long, 8.35% in MP short, 11% in MI Long and 11.43% in MI Short. 
Participants had stronger kinaesthetic than visual imagery ability, scoring a mean of 
5.91 ± 0.8 on the visual and 4.44 ± 1.0 on the kinaesthetic scales of the MIQ-RS 
respectively.  
4.2.4 Results. 
4.2.4.1 Neutral trial response bias. 
To check for a dominant response side bias for neutral trials in MI compared to 
MP, the neutral trials from all conditions were analysed using a 2x2x2 RM ANOVA 
with factors Task [MI; MP], Duration [Long; Short] and Response Laterality [Left; 
Right]. Additionally, the two participants left foot dominant participants were excluded 
from this analysis only (thus this analysis represent n = 14 participants) to ensure that 
most participants would (most likely) be left hemisphere dominant for foot movements. 
Although the right foot responses tended to be faster than left foot responses in the 
neutral trials for MI (419 ± 26ms versus 433 ± 23ms) than for MP (387 ± 11ms versus 
392 ±16ms), there was no significant Task x Laterality interaction (F1,13 = .46, p = .51), 
and no three-way interaction (F1,13 = .87, p = .37).  
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4.2.4.2 Response type. 
A 2x2x3x2 mixed model ANOVA including within-subject factors Task [MI; 
MP], Foreperiod Duration [Long; Short], Congruency, [Congruent; Neutral; 
Incongruent], and the between-subject factor Response Type [Lift; Press] was used to 
investigate any systematic differences between the counterbalanced response 
movements. The 23ms difference between response type groups was not significant (F 
value < 0.5, p = .50). Motor preparation trials (394 ± 14ms) were faster than imagery 
trials (428 ± 21ms), and this was reflected by a significant main effect of Task (F1,14 = 
4.66, p = .047,  = .25). Short foreperiod response time (396 ± 14ms) was faster than 
long foreperiod response time (427 ± 20ms), reflected in a main effect of Duration (F1,14 
= 6.30, p =.025,   = .31). Response time for the three levels of the congruency factor 
were 388 ± 18ms, 413 ± 17ms and 434 ± 15ms for Congruent, Neutral and Incongruent 
trial types respectively, and a main effect of Congruency (F2,28 = 23.69, p <.001,  = 
.63) indicated reaction time differed between them. More precisely, A significant Task 
x Duration interaction (F1,14 = 5.37, p = .036,  = .28), and subsequent pairwise 
comparisons, suggested that overall reaction time for MI and MP were more similar for 
long (MP; 416 ± 18ms, MI; 437 ± 25ms, p =.28) than short durations (MP; 374 ± 12ms, 
MI; 420 ± 20ms, p = .005), although numerically speaking MI trials were slower in 
both. A significant Task x Congruency interaction (F2,28 = 4.31, p = .023,   =.24) 
indicated that congruency effects and/or cost and benefit effects differed based on the 
task instructions, but the absence of a significant three-way interaction suggested that 
these effects did not differ between foreperiod durations. No further two factor 
interactions (all F’s < 1, all p’s > .34) nor three factor interactions (all F’s < 3.27, all p’s 
> .053) were significant. The four-way interaction was significant (F2,28 =3.73, p = .037, 
 = .21), however, since the main effect of the between-subject factor was not 
significant, and differences between response type were not of primary interest in this 
analysis, this interaction was not pursued at a more in more detail. 
 As part of the breakdown of the Task x Congruency interaction, priming effects 
were calculated and analysed with appropriate one-sample or paired t-tests for each 
duration condition separately to assess the individual magnitudes of costs and benefits, 
and congruency effects observed. This can be observed in Figure 4.2A. 
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Figure 4.2. In the top half of the chart, (A), response times and error rates from the 
2x2x3 ANOVA with factors Task, Duration and Congruency are summarised. With α 
set to .05, an a priori hypothesis of differences between the foreperiod duration 
conditions was assessed via a separate 2x3 ANOVA for each level of the Duration 
factor. A t-test of the congruency effects for MI and MP was statistically significant or 
the short duration condition (p = .013) indicating larger CE in MI than MP. Although 
numerically the same size in the long foreperiod, this was not statistically significant (p 
= .23). 4.2B and 4.2C, on the bottom left and bottom right of the figure respectively, are 
the delta plots of the mean congruency effect size against the mean quantile response 
time six quantiles, in the short and the long foreperiod duration respectively. 
Statistically significant differences in the first three bins in 4.2B (p’s <.05) were 
present, indicating larger congruency effects in MI than MP, but no statistical 
differences were observed in the long duration condition, as plotted in 4.2C. 
4.2.4.3 Long duration. 
 An a-priori prediction was made regarding the presence of cost and benefit 
effects in each of the long and short foreperiods, thus they were statistically analysed in 
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separate 2x3 RM ANOVAs with factors Task [MI; MP] and Congruency [Congruent; 
Neutral; Incongruent]. In this analysis there was no significant main effect of Task 
(F1,15 = 1.23, p = .28), but as expected there was a significant main effect of Congruency 
(F2,30 = 18.12, p <.001, ). Despite the difference between the congruency 
effects (MI: 56 ± 13ms versus MP: 36 ± 11ms), this effect was not statistically 
significant (21 ± 15ms; t15 = 1.44, p = .17, d = 0.34)  , however there was no significant 
two-way interaction between Task and Congruency (F2,30 = 1.73, p = .20). Due to the 
possibility that the enlarged congruency effect was related to consistency in priming 
effect efficiency between tasks for individuals, a paired samples correlation was 
performed between the two congruency effects. Although it was positive (r = .32) it was 
not significant (p = .23). 
4.2.4.3.1 Costs & benefits. 
In Table 4.1, the cost and benefit magnitudes and their difference from zero as 
compared using t-tests are summarised. No correction was made for multiple 
comparisons, and all costs and benefits were significantly greater than zero under one-
tailed hypothesis tests (p’s <.042). The long foreperiod MP Cost effect was smaller than 
the MI cost effect, but it was significantly greater than zero in this experiment. A 2x2 
RM ANOVA with the factors Task [MI; MP] and Component [Cost; Benefit] showed 
no main effects and no significant Component x Task interaction in the long foreperiod.  
4.2.4.3.2 Response time distributions. 
Through vincentisation of congruent and incongruent response time into six 
response time bins (method described in section 3.5.4.3), and calculation of the 
congruency effect in each bin, planned pairwise comparisons of the differences in 
congruency effect between tasks for each bin, the largest differences in congruency 
effects were in the final two slowest bins, and each of the bins showed larger 
congruency effects in MI than MP, none of the pairwise comparisons reached 
significance (p’s >.117). The delta plot demonstrating these differences can be seen in 
Figure 4.2C. 
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4.2.4.4 Short duration. 
In the 2x3 RM ANOVA with factors and levels matched from the long duration 
analysis, there were significant main effects of Task and Congruency and a significant 
interaction between them. Responses were faster for MP (373 ±12ms) than MI (420 
±20ms), reflected in a main effect of Task (F1,15 = 10.90, p = .005,  =.21). A main 
effect of Congruency (F2,30 = 24.18, p <.001,  =.14) indicated faster RT in Congruent 
(373 ± 16ms) than Neutral (398 ± 15ms; p < .001) than Incongruent (418 ± 13ms; p = 
.011) trials, as supported by the pairwise comparisons. A significant Task x Congruency 
interaction (F2,30 = 3.71, p = .036,  = .009) represented a larger congruency effect in 
MI (55 ± 41ms) than MP (35 ± 36ms; difference of 21 ± 33ms; t15 = 2.49, p = .013, d = 
.63).  
4.2.4.4.1 Costs & benefits. 
The ANOVA revealed a significant main effect of task only (F1, 15 = 6.19, p = 
.025,  = .04) suggesting that costs and benefits, when considered together, were 
significantly larger in MI (27± 5ms) than MP (17± 4ms). Although the Cost effect was 
larger in MI than MP, and there was a reduced difference between the Benefit effects, 
Table 4.1.  A summary of cost and benefit component sizes and uncorrected t-test statistics for 
Experiment Two. 
Task Foreperiod 
Duration 
Component Mean Value ± 
1 Standard 
error of the 
mean (SEM) 
in ms 
t-Value P-value (α = 
.05, 
uncorrected) 
MP Long Benefit 24 (7) 3.20 .003 
  Cost 12 (6) 1.85 .042 
 Short Benefit 21 (5) 4.69 <.001 
  Cost 12 (5) 2.53 .012 
MI Long Benefit 28 (6) 4.74 <.001 
  Cost 28 (11) 2.56 .011 
 Short Benefit 28 (5) 5.23 <.001 
  Cost 27 (9) 3.02 .005 
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this was not supported by a significant interaction between the first level factors. These 
data can be seen in Table 4.1 
4.2.4.4.2 Response time distribution. 
Planned pairwise comparisons of the differences in congruency effect for each 
response time bin revealed significant differences for the first three fastest time 
windows (p’s <.022), but no significant differences for the remaining time bins. These 
effects can be seen in the delta plot in Figure 4.2B 
4.2.4.5 Error rates. 
A 2x2x3 repeated measures ANOVA with factors Task, Duration and 
Congruency was used to analyse error rates.  A significant main effect of Congruency 
was found (F1.161,17.410 = 8.87, p = .006, Ɛ = .58,  = .06) indicating fewest errors in 
Congruent (2.33 ± 0.3%) and most errors in Incongruent trials (5.10 ± 0.8%; p=.02), 
suggesting there was no speed versus accuracy trade-off for the different conditions. No 
other first or higher order interactions were revealed in this analysis. 
4.2.5 Discussion. 
This experiment was designed to 1) ascertain whether shorter foreperiods would 
lead to greater congruency effect differences due to long foreperiods representing a 
transition state of MP towards MI, 2) replicate the MI priming effect discussed in 
Chapter 3, 3) and ensure that the absence of a cost effect in the preparation condition 
was not driving the MI priming effect difference.  Firstly, enlarged imagery priming 
effects compared with MP (both congruency and the cost/benefit effects) were observed 
in both the long and the short foreperiods. The congruency effect differences were of 
approximately the same magnitude as that observed in Chapter 3 (~20ms). Although 
this effect was not significant in the long MP foreperiod, this may have been due to the 
non-significant correlation between MI and MP congruency effects. Furthermore, cost 
effects were now present in all conditions. This suggests that the enlarged priming 
effect observed in the first experiment may have been over-estimated, as the benefit 
effect was approximately similar in both experiments. However, there were some small 
differences between the original and the current protocol, for instance a variable rather 
than fixed inter-trial interval, which may have contributed to the reappearance of the 
cost effect without diluting the contribution of motor imagery in the present task, but 
were not orthogonally manipulated to assess whether any individual change had 
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contributed to it. Nonetheless, the main results reported in Chapter 3 were replicated, 
and thus the interactive protocol of MI priming yields robust findings.  
In summary the present experiment provided evidence that the magnitude of 
increased priming effects in MI versus MP is be stable regardless of whether 
participants engaged in relative optimal or sub-optimal preparation, and successful 
replicated the data observed in Chapter 3. This suggests that the MI priming effect is a 
robust one in the present design. Additionally, evidence was provided which rejects one 
hypothesis of neural simulation theory MI and MP lie on a continuum separated by the 
degree of conscious awareness of a shared motor representation.  
4.3 Experiment Three 
Comparative motor imagery research is dominated by studies which focus on 
movements of the upper limb (Hétu et al., 2013). In contrast, the present research 
program has investigated movements in the lower limb, since muscular activity 
associated with foot plantar and dorsiflexions are good approximations of the 
movements made during normal walking (Dobkin, Firestine, West, Saremi, & Woods, 
2004; Petersen, Kliim-Due, Farmer, & Nielsen, 2010). However, foot responses are 
typically delayed compared to upper limb responses (Birren & Botwinick, 1955; Miller, 
2012; Pfister et al., 2014) and it has been demonstrated that slower responses result in 
larger congruency effect differences (Ridderinkhof et al., 2004) due to a slow build-up 
of inhibitory processing. Therefore, it is possible that the results of the previous 
experiments reported in this thesis are due simply to the novelty of foot responses, 
rather than motor imagery effects per se. For examples, individuals are focused on the 
actions and manipulation of objects with the hands frequently throughout the day and 
are additionally involved in high fidelity control of actions with various degrees of 
movement freedom. This contrasts with movements of the lower limb, where it is 
possible that the unfamiliarity with direct, high fidelity control of awareness of foot 
movements interferes with participants’ ability to implement information from the 
prime stimulus, creating artificially inflated response priming differences between MI 
and MP that are unique to the lower limb. Alternatively, one might argue that the 
principles underlying the observed priming effect re generic, i.e. they are not specific 
for different effectors. This logic is supported by evidence that transcranial magnetic 
stimulation (TMS) induced corticospinal facilitation of motor system is observed during 
imagined hand movement (Clark, Tremblay, & Ste-Marie, 2004) as well as imagined 
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foot movement (Bakker et al., 2008; Liepert & Neveling, 2009). Theoretically speaking, 
there should be no difference in the behaviour of motor imagery priming effects in the 
hands and the feet, relative to each of their ability to facilitate the respective motor 
network, and certainly no theory of motor imagery would argue for a difference. 
Nonetheless it is of interest to the present set of data that motor imagery priming effects 
would be reported in both the upper and the lower limb to demonstrate consistency of 
the effect regardless of the response modality, while also allowing the current data to be 
integrated more thoroughly with the existing upper- limb focused body of literature.  
4.3.1 Aim. 
The primary aim of this experiment was to examine, and demonstrate that, the 
priming effects observed in experiments in this thesis thus far are not specific to the 
lower limb. A secondary aim was to provide an empirical bridge between the data 
reported in this thesis which focuses on effects of motor imagery in the lower limb, and 
the existing motor imagery literature which is predominately based on upper limb 
studies. Based on the findings observed in the two experiments already conducted, it 
was further expected that the priming effects would be larger in motor imagery than 
motor preparation for both tasks, and costs and benefit effects should be significantly 
different from zero and larger overall in imagery than preparation, thus providing 
further evidence for the robustness of this interactive motor imagery paradigm. A final 
hypothesis predicted that lower limb responses would be slower than upper limb 
responses, as expected based on existing research comparing upper and lower limb 
response times. 
4.3.2 Method 
In this task, only the short foreperiod was used7, and the study was spread across 
two sessions to minimise single session fatigue, and no fixed interval between sessions 
was recommended to reduce order effects. This experiment added an upper limb (index 
finger) imagery and response task to complement the standard lower limb task. In 
session one participants completed counterbalanced hand or foot preparation and 
responses, and counterbalanced hand or foot imagery and responses in the second 
session. Limb preparation or imagery and response was not mixed. Participants were 
instructed to imagine lifting and raising their left or right index finger, which rested on 
                                                                 
7
 The reasons for which will be apparent in the discussion for Experiment 1  
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the response key, either ‘\’ or ‘/’ on a QWERTY keyboard respectively, in the case of 
informative trials, or both fingers simultaneously in the case of neutral trials. Thus, the 
range of motion for hand trials in imagery was restricted to that which was required for 
response similarly to the imagined lower limb movements.  
4.3.3 Participants and data screening. 
Eighteen new participants (3 male, 15 females; mean age of 22.9 ± 3.7 years) 
were recruited from an opportunity sample of undergraduates from the University of 
Surrey. One participant was left handed. Two participants reported having no dominant 
foot, all others were right foot dominant. Participant consent and participant data was 
managed as described previously. Study participation was reimbursed with cash or 
course tokens. The procedure was approved by the University of Surrey Ethics board. 
No datasets were excluded from analysis based excessively slow or fast average 
response times, but five datasets were excluded due to making more than 25% errors in 
at least one condition. The following analysis represents n = 13 (mean age 22.9 ± 3.5 
years) participants. All remaining participants were right foot and right-hand dominant. 
The total percentage of trials excluded from analysis was 10.39% in MP Foot, 11.48% 
in MP Hand, 14.29% in MI Foot and 11.93% in MI Hand. Participants scored 5.91 ± 
0.8 on the visual and 4.44 ± 1.0 on the kinaesthetic scales of the MIQ-RS respectively.  
4.3.4 Results. 
4.3.4.1 Neutral trial response bias.  
A 2x2x2 RM ANOVA with factors Task, Effector [Hand; Foot] and Response 
Side [Left; Right] revealed no significant main effects or interactions in Neutral trials. 
Separately a 2x2x3x2 mixed model ANOVA consisting of within-subject factors Task, 
Effector and Congruency, and between-subject factor Response Type [Lift; Press] 
examined differences in response time between the two response types.  
4.3.4.2 Response time. 
A 2x2x3x2 mixed model ANOVA with within-subject factors Task, Effector 
[Hands; Feet] and Congruency, and between-subject factor Response Type [Lift; Press] 
was implemented to explore differences in the cost, benefit and/or congruency, and for 
general response speed between effectors used for the two tasks. There was no 
significant main effect of the between-subject variable of Response Type (F1,11 = 1.35, 
p = .27), and no higher order interactions with is factor with the exception of a 
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significant Response Type x Effector interaction, (F1,11 = 10.68, p= .007), where faster 
response times in lifting foot responses (324 ±25ms) than press foot responses (398 
±19ms) were not matched by significant differences  between the response types for the 
hands (337 ±23ms versus 326 ±18ms for lift and press responses separately). 
Preparation trials (335 ± 11ms) were faster than MI trials (365 ± 17ms), evidenced by a 
significant main effect of Task (F1,11 = 9.46, p = .011, = .46), and finger responses 
(330 ± 14ms) were faster than foot responses (370 ± 18ms), as evidenced by a 
significant main effect of Effector (F1,11 = 5.21, p =.043,  = .32). Finally, a significant 
main effect of Congruency was observed (F2,22 = 24.37, p <.001,  = .69) which 
indicated reaction time increased from Congruent (323 ± 16ms) to Neutral (349 ± 
13ms; p = .006) to Incongruent (378 ± 13ms; p < .001) as assessed using pairwise 
comparisons. These data are plotted in Figure 4.3A. 
Neither a significant Task x Effector (F1,1 = 2.03, p = .18) nor Effector x 
Congruency (F2,22 = .35, p = .70) interaction was observed, indicating that response 
time differences between limbs did not depend on the task, and that the roughly linear 
increase in response times for each congruency trial type did not vary dependent on the 
limb used to respond. A significant Task x Congruency interaction (F2,22 = 9.64, p = 
.001,  = .47) indicated that either congruency effects or cost and benefit effects 
differed based on the task instructions, but no significant three-way interaction 
suggested neither MI and MP congruency effects, nor cost and benefit effects, differed 
statistically between foot and finger response conditions. Nevertheless, because the 
magnitude of the congruency effects and the costs and benefits for each condition were 
of interest, and since the foot condition represented a specific replication of the short 
foreperiod condition in the first experiment of this chapter, the next two sections discuss 
the hand and the foot response types using separate ANOVA models. In addition, these 
supplementary analyses were collapsed across Response Type. 
4.3.4.3 Hands. 
The 2x3 factorial RM ANOVA with factors Task and Congruency for the hands only, 
revealed a significant main effect of Task (F1,12 = 10.37, p = .007,  = .19) indicating 
that responses following MI were significantly slower (349 ± 18ms) than MP (310 ± 
10ms). A significant main effect of Congruency (F2,24 = 23.50, p <.001,  = .26) 
revealed that congruent trials (303 ± 17ms) were faster than neutral trials (330 ± 13ms; 
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p = .009) and incongruent trials (359 ± 13ms; p = .003). There was a Task x 
Congruency interaction (F2,24 = 4.42, p = .023,  = .02), which reflected a larger 
congruency effect in finger MI (68 ± 49ms) than finger MP (43 ± 30ms; difference of 
25 ± 35ms; t12 =2.54, p =.026, d =.82). 
 
 
 
Figure 4.3. Summary of behavioural data from each of the conditions in Experiment 3. 
In 4.3A, response times and error rates are plotted for each task in the hand and foot 
response effector conditions and the short foreperiod duration. 4.3B and 4.3C are the 
delta plots of the mean congruency effect size, against the mean quantile response time 
for six quantiles in the hand and the foot conditions respectively.  
4.3.4.3.1 Costs & benefits. 
Table 4.2 below shows that all cost and benefit effects were significantly different from 
zero as assessed by single sample, one tailed t-tests. The 2x2 RM ANOVA produced a 
significant main effect of Task (F1,12 = 6.47, p = .026, = .04) in the hands, indicating 
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that the magnitude of costs and benefits were larger in MI (34 ± 7ms) than MP (22 ± 
4ms). No significant interaction was observed.  
 
4.3.4.3.2 Response time distributions. 
Following the vincentisation procedure, the MI and MP congruency effects were 
calculated and plotted for six response quantiles and can be seen in the delta plot in 
Figure 4.4B. Six planned pairwise comparisons, corrected for multiple comparisons 
using the Bonferroni method implemented by SPSS, showed statistical significance 
between tasks at bins two, three and five (all p’s <.047) only with bins four and six not 
reaching statistical significance (p = .057 & p = .071 respectively).  
4.3.4.4 Feet. 
There was a significant main effect of Task (F1,12 = 6.69, p = .024,  =.11) in 
the feet, indicating that the slower responses following MI (381 ± 20ms) than MP (358 
± 17ms) was a significant difference. A significant main effect of Congruency (F1.16,13.87 
= 25.07, p <.001,  = .31, Ɛ = .58) revealed that congruent trials (344 ± 19ms) were 
faster than neutral (368 ± 18ms; p = .008) and incongruent trials (398 ± 18ms; p < 
.001). Finally, a significant Task x Congruency interaction effect was present (F2,24 = 
11.67, p <.001,  = .06). A paired samples t-test between the congruency effects of the 
Table 4.2. A summary of cost and benefit component sizes and uncorrected t-test statistics for 
Experiment Three. 
Task Response 
Type 
Component Mean Value ± 
1 (SEM) in ms 
t-Value P-value (α = 
.05 
uncorrected) 
MP Foot Benefit 20 (7) 2.96 .006 
  Cost 14 (5) 2.83 .008 
 Hand Benefit 22 (5) 4.10 .001 
  Cost 21 (5) 4.73 <.001 
MI Foot Benefit 27 (7) 3.75 .002 
  Cost 46 (8) 6.00 <.001 
 Hand Benefit 32 (10) 3.10 .005 
  Cost 37 (10) 3.70 .002 
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two tasks revealed a significantly larger MI congruency effect (72 ± 46ms) than MP (34 
± 36ms; difference of 38 ± 38ms; t12 =3.56, p =.004, d = 1.01). 
4.3.4.4.1 Costs & benefits. 
There was a main effect of Task in the feet (F1,12 = 12.66, p = .004,  = .17), 
indicating that larger overall costs and benefits in MI (36 ± 6ms) than MP (17 ± 5ms) 
was statistically significant. Furthermore, a Task x Component interaction was observed 
(F1,12 = 7.57, p = .018,  = .03), and pairwise comparisons between revealed this as 
being due to larger costs in MI than MP (p =.002) but not significantly larger benefits (p 
= .319). 
4.3.4.4.2 Response time distribution. 
The congruency effect was larger at all response time bins as can be seen in Figure 
4.3C. All planned pairwise comparisons were statistically significant when corrected for 
multiple comparisons (all p’s <.049) using the Bonferroni method.  
4.3.3.5 Errors rates. 
Errors were analysed using a factorial 2x2x3 repeated measures ANOVA with the 
factors Task, Effector and Congruency. A significant main effect of Congruency was 
observed (F1.06,12.71 = 19.9, p = .001, =.27, Ɛ = .53) indicating fewest errors in 
congruent (2.62 ± .4%) and most errors in incongruent trials (8.37 ± 1.4%; p=.003), 
suggesting that with respect to reaction time data, there was no speed versus accuracy 
trade off. A significant Task x Congruency interaction was present (F2,24 = 18.95, p 
<.01,  = .04), and post hoc pairwise comparison t-tests revealed that fewer errors 
were made in incongruent MP (6.39 ± 1.3%) than incongruent MI (10.34 ± 1.58%; p = 
.001). No other first or higher order interactions were revealed in this analysis. 
4.3.5 Discussion. 
This experiment provides evidence allowing for the generalisation of the MI 
priming effect reported in earlier experiments of this thesis from the lower limb to the 
upper limb, suggesting that the effect of MI priming on subsequent responses is generic 
and not unique to the lower limb. The implication of this finding is that it rules out this 
alternative explanation of the MI priming effect. Theories of motor imagery such as 
simulation (Jeannerod, 2001) or emulation theory (Grush, 2004) make no distinction 
between the fidelity of imagined upper and lower limb performance. Few studies 
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explore upper and lower limb motor imagery tasks within the same protocol, but those 
that do confirm somatotopically specific areas of activation in the cortex, with 
prominent activation over the medial sections of the primary motor cortex (M1) for foot 
imagery, and prominent activation over the lateral sections of M1 for hand imagery 
(Ehrsson, 2003; Mizuguchi, Nakata, & Kanosue, 2014; G. Pfurtscheller, Neuper, 
Flotzinger, & Pregenzer, 1997; Stippich & Ochmann, 2002). Although lower limb tasks 
are less often used to explore motor imagery, lower limb imagery are no more or less 
important to investigate than upper limb imagery, but it is more practical to investigate 
it, which likely explains the dominance for upper limb based research.  
A novel and somewhat unexpected finding was the presence of a significant 
interaction between the cost and benefit effects with a substantially larger congruency 
effect in the lower limb task than in previous studies. At around 38ms, rather than 
approximately 20ms, this priming effect was nearly twice as large as that observed in 
the previous experiments. This effect was driven by significantly larger cost but not 
benefit effects in MI. This is further evidence that the magnitude of priming in motor 
imagery may be more sensitive to incongruent imagery rather than congruent imagery, 
and partially supports previous research (e.g. Ramsey et al., 2010). However, an 
alternative explanation for the difference in magnitude of the MI priming effect size 
between experiments is the smaller sample size of this experiment (n = 13) compared 
with that of the previous experiments (n = 18 and n = 16 for Experiments One and Two 
respectively). 
Despite this, the broad pattern of effects using MI priming is consistent across 
three experiments, providing support for the robustness of this protocol to yield such 
behaviours. Further work is needed to test the effector specificity of the MI priming 
effect may benefit, and could be achieved by implementing a condition of crossed-
effector MI priming. For instance, in automatic priming of responses driven by 
observation of action, foot responses are faster during the observation of a foot 
compared to hand movement, and hand responses are faster for the inverse (Gillmeister, 
Catmur, Liepelt, Brass, & Heyes, 2008), although there is evidence that this is not 
related to motion itself and rather to attention direction to the relevant limb (Bach, 
Peatfield, & Tipper, 2007).  
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4.4 Experiment Four 
The final alternative explanation for the origin of the priming effect is that 
motor imagery during a foreperiod is a secondary distractor task which interferes with 
participants’ ability to effectively use the prime information, thus leading to a larger 
priming effect compared to motor preparation and mostly manifested in larger 
behavioural costs than benefits. (Vallesi, Shallice, & Walsh, 2007; see also 
(Ridderinkhof et al., 2004) emphasise the role of free attentional capacity for effective 
preparation of response. In a task in which variable foreperiod temporal preparation 
effects were investigated, distracting or irrelevant information provided during the 
foreperiod increased the response time of participants compared to foreperiods with low 
attentional load, where distracting stimuli were less frequent. In the present MI priming 
task, it is reasonable to assume that some level of attentional capacity is also required to 
assist with effective preparation; participants tend to exhibit a priming effect in the 
motor preparation condition alone, implying that they must have retained the 
information provided by the visual S1 stimulus using attentional resources. This may 
manifest cortically as an interaction between the ventral, vis ion-for-perception network 
and the dorsal, vision-for-action network (Milner & Goodale, 2008), whereby 
perceptual information encoded in the ventral stream acts a ‘Bayesian prior’ for action 
planning in the dorsal stream (Zimmermann, Verhagen, de Lange, & Toni, 2016). If the 
result of filling attentional capacity with a secondary task during the foreperiod is 
slower response time and an increased effect of incongruent trials requiring action 
reprogramming, this may be a potential explanation for the data reported thus far. By 
engaging in conscious, effortful, motor imagery and thus paying attention to one’s own 
movements during the foreperiod (Bach et al., 2007), this may occupy the attention 
necessary for effective preparation, thus leading to slower response time (Ridderinkhoff 
et al., 2004). The motor cognitive model of motor imagery (Glover, 2004; Glover & 
Baran, 2017) describes executive control as an essential process allowing the 
monitoring and elaboration of the motor image, and that interference of attentional 
resources can reduce the similarity in the self-reported duration of imagined and real 
action. This also implies that attentional or executive resources are employed during 
motor imagery, which may or may not be shared with processes required by motor 
preparation. 
115 
 
Previous research shown that a distracting stimulus presented during the 
foreperiod can interfere with response time (for a review of filled foreperiod delay 
effects see Steinborn & Langner, 2011; Travis & Tecce, 1998). Dual task performance 
(Maslovat, Drummond, Carter, & Carlsen, 2015) and secondary working memory tasks 
(de la Rosa, Sanabria, Capizzi, & Correa, 2012) have also been used to interfere with 
performance on foreperiod response time task. In de la Rosa’s study, participants were 
required to count the number of coloured fixation crosses presented within the 
foreperiod, and it was shown that arrhythmic but not rhythmic presentation of these 
stimuli interfered with response time. While the discussion of rhythmicity of 
“countdown” stimuli presented during a foreperiod is outside of the scope of the present 
thesis, this study points to the concept that variable secondary task performance 
requiring working memory load, as might be expected to be occurring during motor 
imagery (Glover et al., 2017), interferes with subsequent performance. Thus, the effects 
of imagery priming might be more rudimentarily related to occupation of attention 
necessary for effective preparation rather than through facilitation of motor activity or 
interaction with motor related processes. Given that the congruency effect is a measure 
of the relative efficiency of preparation based on the information provided by the 
precues, it would be expected that the working memory load (or consumed attentional 
resources) induced by a secondary task would result in a reduced capacity to use the 
precue information. This this would reduce, rather than increase the magnitude of the 
response priming effect, in addition to delaying overall response time 
4.4.1 Aim.  
This experiment aimed to evaluate the alternative explanation that MI – MP 
congruency effect differences are caused by differences in working memory load of the 
task. This was achieved by designing a non-motor cognitive load task for use in a third 
condition, the details of which were described in the introduction section of this 
chapter. It was expected that if motor imagery is having a genuine effect in priming a 
subsequent response, then the MI priming and count + motor preparation (cMP) effect 
would result in significantly greater and smaller congruency effects respectively when 
compared with MP alone. The null hypothesis, a non-significant different in the 
congruency effect between MI and cMP tasks, would suggest that the effects of MI 
priming may be attributed to increased working memory load during the foreperiod, 
rather than to motoric effects. Additionally, it was expected that both the MI and the 
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cMP tasks would elicit slower average response time than the MP condition, regardless 
of the magnitude of priming effects observed.  
4.4.2 Method 
In addition to the standard MI and MP conditions, a third condition was added 
in experiment 4. In this task, participants were instructed to prepare to make responses 
to the S2 stimuli based on the content of the S1 stimuli in the same manner as would be 
instructed for the MP condition. Participants were also instructed to engage with a 
secondary counting task which is described in section 4.4.2.1 below. This third 
condition is known as the counting plus preparation condition (cMP). The order of these 
three tasks was fixed such that all participants completed the blocks of MP trials first, 
followed by cMP and then by MI.  
4.4.2.1 Concurrent counting. 
Three assumptions were made about the properties of MI as used in the 
foreperiod priming task to inform the design of the secondary counting task. 1) Motor 
imagery is equally cognitively demanding at the start and end of a block. 2) It requires 
an active transformation of information from a beginning state to an end state. 3) Its 
performance is of variable quality within a trial. To conform to these assumptions, the 
counting task was designed such that participants were required to count the number of 
stars which were presented, centrally on screen, during the foreperiod. This was 
cumulative across a block, and participants had to report their results at the end of the 
block (assumption 1). Within a trial, either zero, two or three stars could be presented, 
and thus participants could not predict the number of stars to add on each trial 
(assumption 3). Finally, the mathematical operation of addition was analogous to the 
transformation of information during imagery (assumption 2). An illustration of this 
condition is presented in Figure 4.4. 
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Figure 4.4.  An illustration of three sequential trials in which the secondary counting 
task is depicted within the control condition of Experiment 4. Each individual trial starts 
with the total of all previously counted stars, and a participant must add the number of 
stars presented in the concurrent trial to the running total. The counting task was 
designed to mimic the properties of a concurrent motor imagery task based on three 
assumptions. 1) The task is equally demanding at the start and finish of a block. 2) An 
active transformation of information is required within a trial. 3) The performance of 
this transformation is variable in quality.  
4.4.2.2 Stimulus Size 
The size of on-screen stimuli was reduced to 0.6° x 0.6° for S1 and 0.6° x 0.3° 
for S2 stimuli as the present protocol was also used to pilot reduced stimulus 
dimensions for an EEG study, detailed in Chapter 6. Star stimuli were white outlines of 
a star with five corners, presented centrally and symmetrically on the vertical plane with 
dimensions of 0.5° x 0.5°, and a visual angle of 0.1° between stars. There was an 
average of 100 stars presented throughout a block of trials.  
4.4.3 Participants and data screening. 
Twenty-three new participants (six males; mean age of 20 ± 1.4 years) were 
recruited. One participant was left handed, two were left foot dominant, one had no 
dominant foot and data was missing for this one participant. Written informed consent 
was obtained prior to the experiment start. No participants were excluded based on 
excessively slow or fast mean response times. Two participants were excluded due to 
making more than 25% errors in at least one condition. The following analysis 
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represents n = 21 (7 males, 14 females, EHI 0.81, 1 left handed, 2 left foot dominant, 2 
neither foot dominant, mean age 20 ± 1.5 years). The total percentage of trials excluded 
from analysis was 7.77% in MP, 12.10% in cMP and 11.70% in MI. Participants scored 
6.16 ± 0.6 SD on the visual and 5.37 ± 1.0 SD on the kinaesthetic scales of the MIQ-RS 
respectively.  
4.4.4 Results. 
4.4.4.1 Neutral trial response bias and response type. 
The two left footed participants were discarded from this analysis only to 
homogenise the sample for right foot dominance and by extension left hemisphere 
dominance for foot control (n = 19). A factorial 3x2 RM ANOVA of the neutral trial 
data in MI, with factors Task [MP; cMP; MI] and Response Side [Left; Right] revealed 
faster response time in right footed trials for all Tasks, but this was not supported by a 
main effect (F1,18 = 3.57, p = .075).  No significant interaction between the two factors 
(F2,36 =.739, p = .49) was present. Although the response type was counterbalanced for 
participants, the document containing the ordering for the counterbalance assignment 
was corrupted, and thus this analysis was not completed.  
4.4.4.2 Response time. 
A 3x3 factorial RM ANOVA, with factors Task [MP; cMP; MI] and 
Congruency was used to analyse the response time data for each condition. The MP 
condition (390 ± 12ms) was faster than cMP (425 ± 14ms; p =.002) and MI (417 ± 
14ms; p = .049), evidenced by a main effect of Task (F2,40 = 6.39, p = .004,  = .11), 
and as expected the difference between MI and cMP overall response time was not 
significant.  Congruent trials (393 ± 12ms) were faster than neutral (412 ± 12ms; p 
<.001) and incongruent trials (428 ±13ms; p <.001) across all conditions, evidenced by 
main effect of Congruency (F2,40 = 35.40, p <.001,  = .10). Although the Task x 
Congruency interaction was not statistically significant (F4,80 = 1.99, p = .105), analyses 
of congruency, cost and benefit effects were conducted to assess a priori predictions 
regarding the similarities or differences between MI and cMP tasks. These behavioural 
data are plotted in Figure 4.5A.  
Since this experiment included a third level of the Task factor, additional 
variance introduced by this manipulation into the analysis may have contributed to the 
non-significant interaction. To address this, the cMP condition was removed and a 2x3 
119 
 
RM ANOVA was conducted on the remaining levels and factors. The Task x 
Congruency interaction for only two levels (MI; MP) was still not significant (F2,40 = 
.96, p = .39), suggesting no significant difference between the congruency or cost and 
benefit effects between MI and MP in this experiment. The congruency effects were 
calculated and analysed with a one-way RM ANOVA with a single within subject 
factor of Task. A significant main effect was found (F2,40= 3.32, p = .046,  = .14) and 
pairwise comparisons revealed no difference between the congruency effects of MP (35 
± 30ms) and cMP, (26 ± 24ms, p = .398) or MI (41 ± 31ms, p = 1.0). The MI 
congruency effect was larger than the one for cMP, and this difference was statistically 
significant (15 ± 25ms, p = .04). 
4.4.4.3 Costs & benefits. 
As can be seen in Table 4.3, the cost and benefit effects were smallest in the 
cMP condition, and largest in the MI condition. These values were analysed using a 3x2 
RM ANOVA, with factors of Task and Component [Cost; Benefit]. A significant main 
effect of task was found replicating the main effect statistics for the analysis in section 
4.5.3.3, however there was no significant main effect of Component (F1,20 = .724, p = 
.41) and no significant Task x Component interaction (F2,40 = .411, p = .67). A 
supplementary analysis in which a 2x2 RM ANOVA was conducted, removing the cMP 
level, revealed no significant main effects or interactions (all F’s < 1.10, all p’s > .308). 
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Figure 4.5.  Summary of behavioural data from each of the conditions in Experiment 4. 
In 4.5A, response times and error rates are plotted for the MP, cMP and MI tasks. 4.5B 
is the delta plot of the mean congruency effect size against the mean quantile response 
time six quantiles for each of the three conditions.  
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Table 4.3. A summary of cost and benefit component sizes and uncorrected t-test 
statistics for Experiment Four.  
Task Component Mean Value 
± 1 (SEM) in 
ms  
t-Value P-value 
(uncorrected 
α = .05) 
MP Benefit 17 (4) 4.88 <.001 
 Cost 17 (5) 3.82 <.001 
cMP Benefit 12 (4) 3.37 .005 
 Cost 14 (4) 2.82 .002 
MI Benefit 25 (5) 4.77 .003 
 Cost 17 (5) 3.11 <.001 
 
4.4.4.4 Response time distributions. 
The data was vincentised into six response time bins, presented in the delta plot 
in Figure 4.5B, demonstrates a numerically larger mean congruency effect for MI in the 
slowest three response bins compared with the other two conditions, while the opposite 
effect was true for the cMP condition in the same response bins. The fastest three 
response bins however were practically identical in response time. Pairwise 
comparisons returned no significant differences at any time windows between any of 
the tasks. 
4.4.4.5 Errors rates. 
Percentage errors were analysed using a 3x3 RM ANOVA with factors Task and 
Congruency. A main effect of task (F2,40 = 5.24, p =.01,  = .02) was investigated 
using post-hoc pairwise comparisons in which MP had fewest errors (2.6 ± 0.7%) 
compared to MI (3.9 ± 0.8%; p = .033) and cMP (4.0 ± 0.6%; p = .04), with no 
difference in errors made between MI and cMP (p = 1.0). A main effect of Congruency 
(F1.12,22.40 = 8.17, p = .007, = .06, Ɛ = .56) supported a significant difference between 
the fewest errors in neutral (2.6 ± 0.5%) and congruent trials (2.9 ± 0.5%), and most 
errors in incongruent trials (5.1 ± 1.0%). No significant Task x Component interaction 
was reported (F2.23, 45.57 = .63, p = .65) effect was observed. Errors are plotted on the 
secondary axis of Figure 4.5A. 
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4.4.5 Discussion. 
In this experiment, the primary aim was to address the alternative explanation 
for the MI priming effect as a function of increased working memory load in the 
foreperiod, rather than through attributes related to motor imagery processing per se. 
This aim was achieved with moderate success. The response times on average were 
equivalent in both the MI and cMP tasks, and together slower than the MP alone task. 
In conjunction with this finding, and in support of the alternative hypothesis, the 
magnitude of the priming effect in MI was significantly larger than that of the control 
task. This implies that MI priming cannot be explained as a function of its secondary 
task nature, and that the effect of enhanced MI priming in the previous experiments of 
this chapter are most likely due to discrete processes related to the motoric nature of an 
imagined action. However, caution in this interpretation must be exerted as although MI 
priming resulted in a larger congruency effect than MP priming in this experiment, it 
attenuated compared with previous results (6ms) and not statistically significant. The 
delta plots revealed that the congruency effects in the fastest three response time bins 
did not noticeably differ between tasks. It was only in the slowest three response time 
bins that a pattern of differential deviation occurred, with the magnitude of the 
congruency effect increasing in MI versus MP, and the opposite for the cMP condition 
compared to MP.  However, given the robust findings of the previous three 
experiments, the data in this experiment do not provide substantial evidence to dismiss 
the leading hypothesis that MI priming increases the congruency effect compared to MP 
priming alone.  
To summarise, this experiment provided moderate additional evidence to add to 
the hypothesis that motor imagery has an enhanced priming effect on response in both 
costs and benefits when compared to motor preparation alone. Importantly, these data 
suggest it cannot be interpreted as differences in working memory load. As a final note, 
the manipulation of stimulus size to produce appropriate priming effects (i.e. costs and 
benefits of valid and invalid information versus neutral trials) was successful.  
4.5 General Discussion 
In Chapter 3 behavioural evidence was found for an increased priming effect of 
imagery versus preparation alone, and that this was due to a greatly enhanced cost 
effect, although it did not rule out a beneficial effect of MI as previous research had 
done (e.g. Ramsey et al., 2010). It was proposed that the effects of MI in priming 
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subsequent performance were related to the motoric nature of an imagined action, 
simulating shared motor networks with overt performance of a foot response and thus 
facilitating that response, or interfering with it by requiring more time or effort to 
reprogram the correct action. 
To further explore this novel effect of MI, and begin to understand the 
mechanisms which support it, three alternative explanations were examined in the 
present chapter. The first explanation was that MI priming was due to participants’ 
improved ability to temporally estimate the length of the foreperiod because their 
imagined actions enabled them to time it with relative cross-trial stability, not possible 
in motor preparation. The second explanation tested was that the priming effect was 
unique to the lower limb, as the imagination of the foot, and the use of the foot for 
speeded, accurate response time tasks is less ecologically valid method of manipulating 
one’s immediate environment. The final alternative exp lanation addressed the idea that 
the enhanced priming effect in MI was because of its secondary task nature, interfering 
with a common supply of attentional or working memory resources which are required 
by the motor system for efficient and appropriate motor preparation. Over three 
experiments designed to address these points with simple empirical variations on a 
common protocol, this chapter has been successful in responding to these three 
alternative explanations. In addition, it expands the understanding of the mechanisms 
underlying the MI priming effect, and presents the interactive MI priming protocol as a 
robust experimental design for yielding theoretically and practically useful knowledge 
about motor imagery. 
4.5.1 The motor imagery priming effect is credible. 
The three experiments described in this chapter have successfully replicated a 
greater priming effect on performance due to prior motor imagery, when compared with 
motor preparation alone. Response time distribution analysis supplemented the mean 
response time analysis, and provides depth of understanding about how the enhanced 
MI priming effect is sensitive to different speeds of response. These effects are best 
summarised as variable, with no consistent relationship between the congruency effect 
size difference and faster or slower responses across experiments, with the exception 
that in most of experimental manipulations, the congruency effect was numerically 
increased across all time windows, as displayed by the delta plots (Ridderinkhoff et al., 
2004) for all conditions for MI versus MP. Reasonable evidence was provided that the 
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congruency effect difference favouring MI was of a magnitude close to 25ms, although 
this varied upwards to 38ms and down to only 6ms. Typically, these stronger effects in 
MI were driven by enhanced cost effects when compared with neutral trials. This 
corresponds to previous evidence that incongruent MI priming interferes with 
subsequent action performance measures (e.g. Li et al., 2009; Ramsey et al., 2010; 
Anwar et al., 2011), but crucially does not dismiss it capacity to produce increased 
performance benefits, although admittedly these were less common, and often weaker 
than the increased costs.  
As described in Chapter 1, research investigating the effects of imagery on 
performance predominately tests real performance changes in pre-post designs where 
extensive imagery training is used. However, to an extent this experimental design 
generally precludes the analysis of mechanisms involved in motor imagery 
enhancement of performance at a cognitive level. While this is not entirely the case, 
since such methods have shown several mechanisms which contribute to the success of 
motor imagery training (prior motor capacity, Mulder et al., 2004; speed of imagined 
performance, Louis et al., 2008; motor memory consolidation via sleep Debarnot et al., 
2011), instantaneous cognitive, memory access, inhibitory effects or motor network 
facilitation and connectivity cannot be addressed without online measures. The set of 
studies presented within this chapter provide good empirical evidence supporting the 
use of priming research to investigate processes associated with the effect of imagined 
movements on subsequent performance. Especially, they allow research hypothesis 
testing about motor imagery mechanisms that would be otherwise unobtainable if only 
investigating motor imagery effects in pre-post designs, for example the yet untested 
hypothesis that extension of motor preparation would lead inevitably to motor imagery, 
as suggested by neural simulation theory (Jeannerod, 2001).  
4.5.2 Imagery priming does not depend on optimal preparation. 
Taking a focus on the results of Experiment 2, in which the duration of the 
foreperiod was a manipulated factor, two particularly interesting hypotheses were 
tested. The first is whether optimal preparation was a necessary component for the MI 
priming effect to have occurred. It was observed that response times were slower for the 
long compared with the short foreperiod. This is in line with previous research where 
response time increases as a function of the foreperiod duration (Niemi & Nataanen, 
1981). In the present study it was shown for the first time that this effect is also present 
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when MI is used to prime a response. In addition to this finding the magnitude of the 
priming effects did not significantly differ between the two foreperiod durations. It is 
possible to deduce that MI priming effects are not dependent on optimal temporal 
preparation. One implication of this finding is that the effect of MI priming can be 
thought of as discrete process unique to MI priming that interacts with processes which 
generate the motor priming congruency effect. One such candidate discrete process is 
the active simulation of kinaesthetic and proprioceptive sensations in motor imagery 
(Grush, 2004; Naito et al., 2002), and this result provides behavioural evidence to 
support it. Furthermore, this tentatively distinguishes MI priming effects from MP 
priming effects, not on the conscious awareness of a motor representation but based on 
the presence of such simulated sensations.  
4.5.3 Extension of preparatory activity does not result in motor imagery. 
The second tested hypothesis from Experiment 2 indeed follows from the 
previous section, and argues further that extension of preparation time does not equal 
motor imagery. This was the first experiment which attempted to address the supposed 
continuous relationship between imagery and preparation, i.e. that of the magnitude of 
conscious awareness of a motor plan (Jeannerod, 2001), by systematically varying the 
amount of preparation time available in the task. A longer foreperiod did not result in a 
smaller congruency effect than a shorter foreperiod, which would be predicted if 
extended motor preparation transitions into motor imagery. Rather an equivalent 
congruency effect in was observed in both conditions, although it was a statistically 
significant difference in the short but not the long foreperiod condition.  
Additionally, when assessing the congruency effect through delta plot 
distributions (Ridderinkhoff et al., 2004), it was numerically greater in MI than MP at 
all six time bins in the long forperiod and the short foreperiods. Regardless of how fast 
a response was made, there was a difference in response priming effects. However, 
these effects were not statistically larger at any time bin in the long foreperiod, whereas 
only the four fastest bins of the short foreperiod were statistically different. Moreover, 
these effects do not mirror those observed in the experiment of Chapter 3 in which the 
differences between congruency effects grew exponentially between MI and MP, and 
the slowest responses exhibited a negative congruency effect in the MP condition, thus 
precise interpretation of the response time distributions may not be appropriate. Since 
this is the first series of studies which examine differences in distributions of response 
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time associated with MI priming, it may prove to be a useful area for future study if 
research may be concerned with the effects of slow inhibitory processes associated with 
response time (Ridderinkhoff et al., 2004), and how MI priming interacts with this.  
One interesting alternative explanation which could support the notion that MI 
and MP are related by degree and not by kind, refers to theories of how humans have 
become aware about their intentions. For instance, in a famous study designed to 
investigate the notion of free will in the generation of volitional action, and through this 
the study of the awareness for intention, the Libet clock task (Libet, Gleason, Wright, & 
Pearl, 1983) demonstrates that participants appear to be consciously aware of an 
intention to make a voluntary movement at approximately 150-200ms prior to the 
action itself. Investigations of the relationship of conscious awareness to an action 
intention have also used the EEG-derived readiness potential (RP), showing that 
conscious awareness may be related to the selection of an action choice at the level of 
the responding effector (Haggard & Eimer, 1999; Rigoni, Brass, Roger, Vidal, & 
Sartori, 2013). This means to say that when the amplitude of the RP for a desired 
response exceeds a pre-determined, awareness of an intention to respond is reported. A 
leaky accumulator model has been proposed which accounts for the role of spontaneous 
fluctuations in slow negative cortical potentials preceding a voluntary response, such as 
the RP (Schurger, Sitt, & Dehaene, 2012), wherein the crossing of an activation 
threshold results in self- reported conscious awareness of the intention to move; whether 
this awareness of an intention is similar to motor imagery however is unclear, and 
conflicts with the proposition of Jeannerod (1994) which suggests it is the awareness of 
the motor representation, not the intention. Nonetheless, a model whereby imagery and 
preparation do exist on a continuum may be valid if thresholded activation is the 
candidate mechanism, rather than one of continual transition, and that the “extension” 
of preparation in the present experiment did not exceed such a threshold.  
4.5.4 Inhibition, motor imagery and response selection. 
Previous research encourages cautious optimism in the interpretation of 
automatic priming via motor imagery. This is because as the content of an imagined 
movement is unknown, and the exact processes underpinning it require further 
exploration (Ietswaart et al., 2015; O’Shea & Moran, 2017), thus it is not known 
whether the effects of imagery occur because of the imagined action itself instead of 
non-motor loci of effects such as attention or motivation. The MI priming effect may be 
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favourably compared to motor contagion following observation of action (Blakemore & 
Frith, 2005; Ramsey et al., 2010), which relies on the mirror neuron system in which 
motor regions are activated during active action observation, and it most likely 
originates from the strong cortical overlap between real and imagined action involving a 
broad frontoparietal network of cortical areas (Jeannerod, 2001; Hétu et al., 2013), and 
also the primary motor cortex (Porro et al., 1996; Pelgrims et al., 2011; Zich et al., 
2015). However, the improved prime processing as evidenced through enlarged 
congruency effects can show support for mechanisms of imagery that are not just 
facilitation of shared cortical networks. One putative mechanism of motor imagery is 
the concurrent inhibition of the ongoing action (Jeannerod, 2001; Guillot et al., 2012) at 
supraspinal and cortical levels (Rieger et al., 2017), but not necessarily at the 
corticospinal level (Grospretre et al., 2016). Across all experiments in this chapter, a 
general slowing effect of response time was observed for MI trials compared to MP 
trials, although this difference varied slightly for foreperiod duration manipulations, as 
seen in the Task x Duration interaction in the first experiment. However, this was not a 
crossed interaction effect, since in both foreperiod duration conditions there was a 
slowing of MI versus MP, confirmed by its reappearance in the second and third 
experiments. Rieger et al., (2017) demonstrated that the current movement time for a 
real or imagined sequence performance in a single trial was increased when preceded 
by an imagined performance but not when preceded by a real physical performance, 
indicating that imagery has a global inhibitory effect on subsequent real actions; 
confirmed by the present chapter results8. Since the congruency effect is an indirect 
measurement of how efficiently a participant has programmed the precued response, 
changes in the size of the congruency effect due to empirical task manipulations are 
informative about how the efficiency of response programming has changed. For 
example, high amounts of preparation are indicated by larger congruency effect 
magnitudes. As the MI condition generated larger congruency effect magnitudes than 
the MP condition in this chapter, it can be deduced that the efficiency of motor 
programming was higher in MI than MP. If inhibitory effects   Experiment one tested 
whether optimal temporal preparation, related to the differences in the length of the 
foreperiod (Niemi & Naatanen, 1981) would influence the cost component of the 
                                                                 
8
 Although it must be noted that this was not the case in the data observed in the 
experiment reported in Chapter 3 the congruent and neutral MI response times were in fact 
slightly numerically faster, but not significantly so, compared with MP. 
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congruency effect difference between MI and MP, having observed a significantly 
greater priming effect in Chapter 3 that was entirely explained by the absence of a cost 
in MP, but no additional benefit. It was expected that in the long foreperiod, cost effects 
would be larger, and if MI priming was not dependent on temporal preparation effects, 
this would also be observed in the short foreperiod; a discrete mechanism of motor 
imagery. Evidence was found to support this argument, with enlarged cost effects in the 
MI task compared to the MP task irrespective of foreperiod duration, and corresponding 
with results from Chapter 3. In experiment two this effect was also expected provided, 
again that the inhibitory nature of the MI priming effect was consistent across effectors, 
and was confirmed statistically. These two experimental findings support previous 
research showing enlarged cost effects of MI priming (Li et al., 2005; 2007; Ramsey et 
al., 2010; Anwar et al., 2011). In terms of the mechanisms, one could suggest that 
motor imagery more strongly programs the incorrect response incongruent trials, 
beyond that of MP alone. Thus, participants require more time to reprogram a correct 
response. The larger inhibitory effect associated with motor imagery, while delaying the 
response time overall via global, latent inhibition (Rieger et al., 2017), there may be a 
secondary mechanism of inhibition highlighted in the present experiments in that it 
inhibits reprogramming following an incorrect initial response program construction. 
However, this interpretation only explains most of data collected since in experiment 
three of this chapter, greater benefits and equivalent costs were observed.  Further 
research investigating the MI priming effect is required which address these 
discrepancies and explore this over- inhibition effect for response programming via 
imagery. Additionally, there is a need to better explore the potentially beneficial role of 
inhibition during motor imagery, which may be assistive to response selection by 
inhibiting competing response alternatives (Deiber et al., 2012) more effectively.  
4.5.5 An interaction between MI and MP processes result in the motor 
imagery priming effect. 
The interactive view of the mechanism behind the MI priming effect originates 
in theories related to the two theories of motor imagery described in Chapter 1, the 
neural simulation (Jeannerod, 2001) and emulation theories (Grush, 2004) respectively. 
In addition, given that it is of interest to the main research question to understand how 
motor imagery and motor preparation might be related in their effects on performance, 
an attempt is made here to integrate the aforementioned theories of motor imagery with 
129 
 
two complementary theories of motor preparation as attention (Adams, Shipp & 
Friston, 2013; Brown, Friston & Bestmann, 2011), and as dynamic field/neural 
population changes preceding action (Erlhagen & Schöner, 2002; Shenoy, Kaufman, 
Sahani, & Churchland, 2011b), in order to help explain the effects of MI priming 
observed in this thesis thus far.  
In both simulation and emulation theory, a framework is provided for 
understanding how motor imagery itself operates. They each suggest a model of activity 
driven to some extent by the predictive capacity of the brain. Simulation theory holds 
that an imagined movement is the use of neural networks directly involved in the motor 
act, producing an action in the absence of overt muscle activity. On the other hand, 
emulation theory approaches the motor imagery from a computational perspective, and 
holds that internal forward models for action (the predictor element of open- loop action 
control; Wolpert & Kawato, 1998; Blakemore & Sirigu, 2003; Cui, 2016) simulate the 
predicted effects of a motor program generated, but inhibited, during motor imagery in 
an offline state. Emulation theory also suggests an internal simulation of kinaesthetic 
and proprioceptive information, which may occur at a cortical and cerebellar level 
(Naito et al., 2002). 
Conversely, motor preparation has recently been cast within a framework of 
active inference; essentially the message being that preparation for action is attention 
towards proprioceptive feedback signals (Brown et al., 2011), and suggestions that 
motor commands (Wolpert, Ghahramani, & Jordan, 1995) are in fact predictions 
(Adams et al., 2013) which, unfulfilled, generate a prediction error between the current 
and the predicted state of the organism. Movements are therefore the result of 
implementing reflex loops which connect cortical, spinal and peripheral motor neurons 
to minimise the prediction error (a difference in expected state of the body versus the 
current state of the body) in the biological goal of minimising “free energy” (Friston, 
2010). A final note on motor preparation is on the principles derived from primate 
studies which look at neural state-space attractor dynamics. Using computational 
methods, the state-space of neuronal population activity, typically in the supplementary 
motor area or dorsal premotor cortex, during the preparation and execution of a 
reaching movement, can be calculated (Bastian, Schöner, & Riehle, 2003; Shenoy et al., 
2011b). Relevant to the present set of studies, recent work using population dynamics 
demonstrated different attractor fields for trials with and trials without a foreperiod 
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(Ames, Ryu, & Shenoy, 2014), and a further different attractor field for the action itself. 
In this sense, motor imagery in the present task may represent attractor field dynamics 
without a foreperiod, as S1 represents both the precue and imperative signal 
simultaneously for the imagined response, while preparation for the real action involves 
a separate prepare-and-hold state (Ames et al., 2014) since S1 represents the precue and 
S2 the imperative signal for the real action. It is possible that the resolution of the 
imagined action, representing high fidelity simulated proprioceptive and kinaesthetic 
information (Grush, 2004; Naito et al., 2002), early in the foreperiod leaves a residual 
trace of its neural state- space which then facilitates the precued prepare-and-hold state 
for the upcoming real action. If motor preparation is considered as attention to 
proprioceptive information under predictive coding (Brown et al., 2011; Adams et al., 
2013), and that correct preparation selectively enhances the gain of proprioceptive 
layers of neurons generating predictions about the consequences of action, this gain is 
further boosted by motor imagery thanks to the presence of additional simulated 
information, available to the motor system during response programming. 
In this way, motor imagery improves performance through interaction with 
motor preparatory activity for the real action. Multivariate fMRI data from Zabicki and 
colleagues (Zabicki et al., 2016) demonstrated the strongest overlap between real and 
imagined actions in the dorsal premotor cortex and the inferior parietal lobe, motor 
networks associated with motor preparation and storage of motor representations. This 
overlap may represent a nexus through which imagery can influence real actio n.  
Meanwhile, recent research supports the notion that motor imagery improves the real 
action performance by biasing the motor system to better attend to or anticipate 
proprioceptive or kinaesthetic information, as it has been shown that proprioceptive 
feedback is superior to visual feedback in individual imagery based BCI control 
(Darvishi et al., 2017; Vukelić & Gharabaghi, 2015). 
In sum, the interactive hypothesis presented here is a novel appraisal of 
traditional theories of motor imagery, and contemporary theories and experiments 
investigating motor preparation, with special focus on the kinaesthetic and 
proprioceptive information which are central to both. Although previous theories have 
suggested that motor imagery and preparation appear to be part o f a continuum 
determined by the conscious awareness of shared motor representations, it is proposed 
rather that a continuum exists which is defined not by conscious awareness or conscious 
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access, but is rather related to the somatosensory detail provided by simulated 
information, and in how preparation for action becomes more strongly biased by motor 
imagery into an expectation to receive such information. The neuronal state-space of 
the action following motor imagery further influences the state-space and attractor 
dynamics of preparation for real action. In terms of understanding the priming effect, 
this is enlarged because the neuronal bias to receive the information from the precued 
limb following S2 is stronger in MI trials than in MP trials. At this stage however, it is 
not clear to what extent the enlarged priming effect may be driven by processes 
involved in an interactive relationship between MI and MP, or through the inhibitory 
effects of MI on subsequent performance as discussed in the previous section. It is 
possible that more complex tasks would also show a consistently enhanced benefit as 
well as a further enhanced cost effect, although more research is needed to verify the 
contribution of the processes discussed here in enhancing subsequent performance 
using imagery. 
4.5.6 Limitations and further work. 
One limitation in interpreting the data collected in this chapter is whether the 
simplicity of the task as a limiting factor in the ability to find consistently enhanced 
benefit and cost effects. More complex behavioural tasks could be used to explore 
several of the assumptions made by the interactive view of the MI priming effect with 
greater confidence. For instance, increasing the complexity of a priming task may 
reduce the potential influence of ceiling effects as a limiting factor in observing 
significant congruency effect differences. Therefore, conclusions inferred about the 
interaction between MI and MP would benefit from the increased statistical power.  
The exact role of introspective or spatial attentional processes in enhancing 
subsequent performance have not been addressed within this chapter. In cases where 
participant attention is drawn to passive observation of a target overlaying a foot or a 
hand stimulus, response time is facilitated respectively for foot or hand movements 
(Bach et al., 2007), and this is clearly without any overt motor processing. This data 
was interpreted with regards to body attentional mechanisms, which may have a strong 
role to play in motor imagery priming effects. However, in terms of spatial attention 
processes this is an unlikely explanation since all stimuli were centrally presented to 
limit direction of attention to spatial coordinates.  
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It is currently unclear whether the locus of motor imagery priming can be 
identified at either a centralised, abstract response programming level, where MI 
represents an increased level of available information compared with MP alone, or 
whether it can be localised purely at a motor cortex level in which pre-activated motor 
programs at the muscle specific level lead to differences in response time. For instance, 
previous research has shown that motor imagery training can be transferred to non-
trained movements (Ingram et al., 2016), and that imagined strength training leads to 
performance increase in the absence of muscle mass increase (Yue & Cole, 1992). 
These sources imply a central role of motor imagery related performance enhancement, 
and while it may be the case that in automatic priming scenarios such as the present 
study there is a larger motor facilitation effect at due to alterations in activity at a motor 
cortex level rather than non-motor response programming at more central cortical 
locations, it is a mystery how automatic trial-based processes would translate into 
training-based cognitive or physical change. Further evidence is required to establish 
the time course of the effects of motor imagery training on performance, and how 
automatic imagery effects might develop across trials, blocks and sessions.  
Another limitation is the effect of order since MP trials always precede MI 
trials, as previously discussed. The effect of order may not be related to practice or 
fatigue effects per se, but rather an interaction between some number of hidden 
cognitive processes that benefit from a period of preparation-based task performance 
followed by a period of imagery-based task performance. A between-subject design 
may mitigate this competing hypothesis and would be preferable to a counterbalanced 
design, otherwise the use of imagery by participants in the preparation trials would 
potentially eliminate any task differences at the grand average level. However, due to 
the variable inter- and intrasubject nature of motor imagery performance (G. 
Pfurtscheller, Brunner, Schlögl, & Lopes da Silva, 2006), a between-subject priming 
design which considers the role of motor imagery performance may reduce the power 
substantially to observe differences in the tasks.  Although Experiment three partly 
addressed order effects by introducing a fixed order with MI and MP separated by a 
third task, the significantly enhanced priming effects between MI and MP were not 
found. However, the congruency effects derived from the mean observed value, and 
differences between the upper and lower bounds of the 95% confidence intervals for 
each congruency condition for each task, presented in Table 4.4 below, show a 
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consistency in the congruency effect at the bounds for the difference between MI and 
MP, but the differences between MI and cMP and between cMP and MP are more 
variable. This points to a relatively more consistent effect of MI over MP and supports 
the priming effect observed. Nonetheless, a careful approach is required in future 
research, outside of the scope of this thesis, to address the order effect that might 
explain some variance in the observed data.  
Table 4.4. Mean congruency effect differences between conditions observed 
in Experiment Four and their 95% Confidence Interval upper and lower 
bounds. 
 Mean 
Difference (MD) 
(ms) 
MD (ms) 95% 
CI Lower 
Bound  
MD 95% CIs 
Upper Bound 
MI – MP  5.89ms 5.61ms 6.16ms 
MI – c-MP 15.08ms 17.65ms 12.49ms 
c-MP – MP 9.19ms 12.04ms 6.34ms 
 
4.5.7 Conclusion. 
Motor imagery can facilitate subsequent responses. One potential mechanism is 
through improving the effectiveness of inhibition of competing response alternatives, as 
evidenced through generally larger priming effects, and most prominently a larger cost 
effect than preparation alone. Also proposed is the hypothesis of an interaction between 
motor imagery and motor preparation which serves to improve performance. This 
hypothesis attempts to integrate theories of motor imagery with neural state-space 
models of motor preparation (Erlhagen & Schöner, 2002; Shenoy et al., 2011b), and 
frames them under the umbrella concept of active inference and predictive coding 
(Friston., 2010; Brown et al., 2011; Adams et al., 2013). Under this hypothesis, 
simulated sensations generated during motor imagery aids subsequent performance 
through the temporarily providing a boost to motor preparation through simulation of 
internal action sensations. This mechanism increases the gain of sensory feedback from 
relevant proprioceptive channels during action programming, and reduces the gain of 
irrelevant channels to enhance response.  
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Chapter 5 – Electroencephalography 
In Chapters 3 and 4, automatic priming of a physical response through motor 
imagery was observed. The components of this priming effect were quantified using a 
task-relevant neutral trial, and these effects showed a pattern of enhanced priming when 
compared to preparation for action alone. To what extent these priming effects may be 
mirrored in neural activity, however, is unclear. S1-S2 priming paradigms with fixed 
inter-stimulus foreperiods, as used in the previous chapters, are well suited to the 
investigation of processes related to pre-response activity, such as abstract or specific 
motor programming (e.g. Leuthold et al., 2004), or dynamic changes in movement 
related oscillations nested within the recorded signal (e.g. Pfurtscheller et al., 1997) 
using electroencephalographic (EEG) methods. Furthermore, since the timing profile of 
the task used is very fine-grained with regards to the numerous stimulus- and response-
related cognitions which participants engage in within a trial, EEG is a suitable 
candidate technique to further explore how motor imagery priming effects may 
manifest in the brain. This is because of its precise temporal resolution, almost exactly 
matching the analog-to-digital conversion of the signal (1-5ms; Gevins, Leong, Smith, 
Le, & Du, 1995). 
The aim of this chapter, therefore, is to briefly introduce the EEG method that 
will be used in Chapter 6. First, the biological underpinnings of the signal recorded 
during EEG are described. Second, a short discussion of some technical, analytical and 
practical aspects of the method will be presented to assist in justifying the use of EEG 
over alternative options. 
5.1 Biological underpinnings of the EEG signal . 
In superficial layers of the human cerebral cortex exist pyramidal neuron cells. 
These consist of a single apical dendrite and a triangular cell soma and are arranged 
with the apical dendrite oriented upwards, perpendicularly with the cortical surface. 
Millions of individual neurons, arranged in a palisade-type organisation (i.e. densely 
packed and roughly parallel to each other within the same cortical region) contribute to 
the signal which is recorded during scalp EEG sessions. 
Both inside and outside these cells, positive and negative potential charge 
carriers such as potassium (K+), sodium (Na+) and chloride (Cl-) ions exist, allowing for 
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electrochemical transmission of signals into and across the neuron. The resting potential 
across a pyramidal cell membrane, mediated by the dynamic equilibrium between the 
K+ and Na- ions which are constantly flowing into and out of the cell, is approximately 
90mV (Kirschstein & Köhling, 2009). At both superficial and deep locations on the 
apical dendrite, synapses from proximal (interneurons) and distant (cortico-cortical and 
thalamocortical) locations terminate. These synapses mediate the current potential 
within the pyramidal cell through post-synaptic potential changes, following the release 
of excitatory (glutamate) and inhibitory (GABA) neurotransmitters across the synaptic 
cleft following axonal action potentials. Because of these neurotransmitters, the 
electrochemical potential within the cell changes, causing an imbalance in the electrical 
potential across the cell membrane. This disrupts the pyramidal cell’s resting potential 
as positive and negative charge carriers flow into or out of the pyramidal cell, 
depending on the neurotransmitters released at the synapse, and causes a post-synaptic 
potential, either excitatory (EPSP) or inhibitory (IPSP), within the cell body. As a 
result, the voltage measured within the intracellular an extracellular space shifts away 
from the resting potential. The signal measured during EEG represents the electrical 
potential changes in the extracellular space around the pyramidal neurons. EPSPs and 
IPSPs are relatively slow periods of cellular hyper/depolarisation (10ms) compared to 
individual action potentials (1ms), and the signal peaks and troughs recorded using 
EEG thus represents the total summation of all individual IPSP and EPSPs occurring at 
a single pyramidal cell within temporal proximity to each other, further summed across 
many thousands or millions of individual pyramidal cells. 
5.2 Equivalent current dipoles.  
When a single post synaptic potential induces a change in the extracellular 
voltage, differences in the signature and amplitude recorded at the scalp depend on the 
site of the activated synapses (superficial or deep), and the type of potential (EPSP or 
IPSP). Since a signal will propagate along the apical dendrite either towards or away 
from the cortical surface, the concentration of individual charge carriers in the 
extracellular space along the entire pyramidal cell varies as a function of the distance 
from the synapse and the type of potential which occurs. As mentioned previously, an 
EPSP results in an increased positive charge within the cell where synapses terminate 
on the dendrite, increasing the concentration of negative charge carriers in the local 
extracellular space. When this occurs at superficial locations, a negative voltage is 
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recorded at the scalp (see Figure 5.1). Furthermore, since the positive charge propagates 
down the cell, there is a net efflux of positive charge carriers into the extracellular space 
distal to the synapse, leading to a net extracellular positive charge. This organisation of 
opposite charges densities across a pyramidal neuron is an electrical current dipole, 
analogous to a battery. When activity from individual current dipoles (the active 
pyramidal neurons) within cortical region are summed together, an equivalent current 
dipole is created which can be detected at the level of the scalp.  
 
Figure 5.1. A schematic showing the effects of different layers and types of synaptic 
input to an apical dendrite. In 5.1A, an EPSP creates an intracellular positive potential, 
which leaves a higher concentration of negative charge carriers in the extracellular 
space. This is recorded as a negative potential in the EEG. The positive charge 
propagates throughout the cell, and effluxes into the extracellular space to maintain the 
electrochemical circuit, creating an extracellular region of positive charge at the base of 
the dendrite. The current flows from deep regions to superficial regions of the dendrite, 
creating a current dipole. 5.1B shows how deep IPSPs can also create negative 
potentials recorded at the scalp. Figure adapted from (Kirschstein & Köhling, 2009). 
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5.3 The forward problem and source estimation. 
The so called ‘forward problem’ is a computational and philosophical issue 
posed in the light of attempts made to investigate the cortical sources of ERP 
components in terms of their approximate coordinates within the brain. It states that a) a 
single ERP component can be represented by the summation multiple simultaneously 
active equivalent current dipole sources, who’s numbers practically approach infinity, 
and that these sources are b) distributed throughout the brain. Thus, a single positive 
ERP peak extracted from the EEG contains signals originating from several different 
positive and negative sources throughout the brain (Luck, 2005). While a source 
beneath an electrode will contribute the largest proportion of its signal to that electrode, 
it will also contribute a smaller proportion of its signal to an electrode on the opposite 
side of the head. Moreover, due to the nature of dipoles the polarity of a signal will be 
detected as positive at one side of the scalp to which the dipole projects, and negative to 
the other. Thus, EEG has poor spatial resolution compared to other imaging methods. 
For this reason, care must dutifully be applied when interpreting the nature of an 
individual ERP component in terms of neural activity, and in the origin of the signal. 
While computational methods are available to localise sources of component activity 
within the brain, such as dipole estimation as implement in EEGLab, or more general 
applications as applied through Brainstorm, source estimation was not used in the 
analysis of data contributing to this thesis. There is a practical reason in that expertise 
was not locally available for this purpose, and that source estimation was not the 
primarily goal of Experiment 5, presented in Chapter 6. 
5.4 Event related potentials. 
When large populations of neurons are active in processing external stimuli, 
such as an auditory click or a visually presented stimulus on a screen, their time-
sensitive activation can be related, directly or indirectly, to the processing of the 
stimulus (Luck, 2005). Positive and negative voltage fluctuations of equivalent current 
dipoles can be represented graphically as peaks or troughs when plotted against time, 
and are embedded within the background EEG signal. In cognitive neuroscience, 
experimental manipulations are used to monitor neural activity in response to 
environmental stimuli. By segmenting the EEG signal and time- locking the segments 
around the event of interest, these epochs can be averaged together. This maximises the 
signal-to-noise ratio of a short section of data, providing researchers with empirical, 
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neurophysiological markers of stimulus related processing, known formally as an event 
related potential (ERP). ERPs can be elicited by cognitive, motor and sensory 
processing, and can represent reactive as well as predictive processes (e.g. Schröger et 
al., 2015). 
Steven Luck (2005) describes four biological conditions under which an ERP 
can be detectable at the scalp, and summarises the knowledge of ERP generation that 
has been described up until this point of the chapter.  
1) Large numbers of neurons must be activated at the same time 
2) The individual neurons must have approximately the same orientation 
3) The PSPs must arise from the same part of the neuron 
4) Most neurons must have the same direction of dipolar current flow to avoid 
cancellation of signal.  
One of the earliest examples of an ERP ‘component’ is the contingent negative 
variation (CNV, see Figure 5.2; (Walter et al., 1964). In this pioneering study, 
participants were shown a pair of associated stimuli, a light flash and subsequent train 
of clicking sounds, separated by a delay period. A participant’s button press response 
terminated the clicking sounds. The component, averaged to the onset of the light flash 
was observed as a steadily increasing negative potential which was terminated by onset 
of the button press, and not present when participants were instructed no second 
stimulus would occur, or when only the two stimuli were presented in isolation. Further 
discussion of this component is detailed in Chapter 6, since the late part of the 
component, closer in time to the imperative response stimulus, is known to be 
modulated by the response programming differences at a central (abstract) rather than 
peripheral (motoric) level (Leuthold et al., 2004). 
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Figure 5.2. A sample of data from Walter’s original 1964 paper identifying the 
contingent negative variation in the bottom EEG trace, consisting of both a click 
followed by a required motor response. (Walter et al., 1964).  
5.5 Event related changes in oscillatory dynamics.   
Superficial EPSPs and IPSPs are the main source of EEG signals at the scalp 
(Kirschenstein et al., 2009; Luck, 2005) and can occur in synchronous or asynchronous 
rhythms within a cortical region of neurons. This rhythmic activity creates the 
sinusoidal pattern of peaks and troughs observed during unfiltered EEG recording, and 
is coordinated by changes in the firing rates of interneurons which connect multiple 
pyramidal neuron cells within cortical regions (G. Pfurtscheller & Lopes Da Silva, 
1999), and the frequency of an oscillation is inversely related to the number of 
concurrently firing cells such that slow frequencies are detected over larger portions of 
the scalp compared with fast frequencies (G. Pfurtscheller & Lopes Da Silva, 1999; von 
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Stein & Sarnthein, 2000). Whereas an ERP is computed through averaging the time-
locked EEG signal within a trial, changes in the oscillatory dynamics during an 
experimental trial can be computed through non-linear transformations involving 
bandpass-filtering and squaring the samples prior to averaging over trials. This results 
in band power values which increase and decrease over the course of a trial, and can be 
calculated as a percentage difference versus a baseline period (Cohen, 2014; Kalcher & 
Pfurtscheller, 1995; Pfurtscheller & Lopes Da Silva, 1999). A percentage increase in 
the frequency band power of interest versus baseline is referred to as event related 
synchronisation (ERS), whereas a band power decrease is referred to as event related 
desynchronization (ERD). Different frequency bands are associated with different broad 
cortical functioning.). Table 5.1 shows details of these individual frequency bands and 
some of their general hypothesised functions.  
Within these different frequency bands, the phenomena of ERS and ERD tend to 
represent complimentary, but functionally dissociable processes (Pfurtscheller, 2001). 
For instance, as observed by Berger (1929), during cognitive tasks the alpha band was 
blocked compared to rest. This is analogous to an instance of ERD. In the alpha and 
beta frequency bands, ERD is observed over the regions of the scalp covering the 
primary sensorimotor cortex involved in preparing for (e.g. Deiber et al., 2012; 
Zaepffel, Trachel, Kilavik, & Brochier, 2013; Zhang, Chen, Bressler, & Ding, 2008), or 
producing physical (Pfurtscheller, Stancák, & Neuper, 1996; Pfurtscheller & Neuper, 
1997; Szurhaj et al., 2003) or imagined movements (de Lange, Roelofs, & Toni, 2008; 
Kraeutner, Gionfriddo, Bardouille, & Boe, 2014; McFarland, Miner, Vaughan, & 
Wolpaw, 2000; Neuper et al., 2006; Zich et al., 2015), and are also present in passive 
movements (Alegre et al., 2002). While the patterns of ERD in these frequencies are 
localised to the contralateral hemisphere, or in the case of foot movements, to the 
medial region of the primary sensorimotor region (Christa Neuper et al., 2006), ERD in 
the alpha band is often accompanied by concurrent ERS occurring the ipsilateral motor 
cortex during hand movements or bilateral hand motor cortices during foot movements. 
This focal ERD and surround ERS (Neuper & Pfurtscheller, 2001) is present in the 
alpha frequency band, and demonstrates a functional role distinguishing desynchronised 
and synchronised activity in the EEG; while ERD represents cortical activation of the 
underlying structures, ERS may represent cortical idling (Pfurtscheller et al., 1996), but 
more likely represents the active inhibition of irrelevant cortical regions (Klimesch, 
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2012).Conversely, in the beta band, a large post movement ERS (beta rebound; Solis-
Escalante, Müller-Putz, Pfurtscheller, & Neuper, 2012) which appears and resolves in 
around one second following the cessation of real (Parkes, Bastiaansen, & Norris, 
2006); or imagined actions (Pfurtscheller, Neuper, Brunner, & Lopes Da Silva, 2005). 
Rather than an ongoing inhibition as in the alpha frequency ERS, this phenomenon is 
thought to represent a cortical resetting mechanism in which areas that were previously 
active in production of the action return to baseline (Pfurtscheller, 2005), whereas 
others have contended it represents sensory reafferences, since it occurs following 
movement and is abolished by deafference (Cassim et al., 2001). However, given that it 
occurs during motor imagery as well, this hypothesis seems less likely.  
In summary, the EEG technique is a flexible neuroscientific method. Its 
strengths lie in the fact that the signal represents ongoing neural activity, rather than a 
correlate of such, as is the case in the BOLD response recorded during fMRI, and its 
superior temporal resolution. Cognitive, sensory and motor processes have become 
relatively simple to investigate owing to this method, particularly with linear 
transformations of the data (ERPs), to look at event sensitive changes in phase- locked 
processes. Further advances in the application of EEG have allowed for the 
investigation of non-phase locked processes, which offer insight into top down and 
bottom up control mechanisms associated with ongoing brain function, both during 
tasks and rest periods. While one caveat of EEG recording is that the signal recorded at 
a single electrode represents the summation of activity recorded both across the scalp 
and throughout the brain, as well as non-cortical noise limits the spatial accuracy of the 
method. evidence from both time-series and frequency analysis have shown specificity 
over the regions of the scalp associated with motor or occipital processing. This is 
particularly useful in the scope of the present thesis, as it permits a task-specific 
interpretation of cortical activity at the level of the sensor.  
 
Table 5.1. Summary table detailing general features of human EEG frequency spectra in the range <4 – 150Hz 
Frequency Bands (Cohen, 2014; pp. 33) General Functions  
Delta (<4 Hz) Synchronisation of activity in the autonomic nervous system with elementary brain processes related to attention 
and motivation (Knyazev, 2012), or as a co-ordinating rhythm between distant cortical areas (Harmony, 2013). 
Theta (4-8 Hz) Temporal ordering of episodic memory representations, and controlled access to working memory (Nyhus & 
Curran, 2010; Sauseng, Griesmayr, Freunberger, & Klimesch, 2010). 
Alpha (8-12 Hz) Time sensitive control of increasing and decreasing levels of cortical inhibition (Klimesch, 2012). Regulates flow 
of information between cortical regions through thalamocortical relay circuits (Jensen & Mazaheri, 2010; Vijayan, 
Ching, Purdon, Brown, & Kopell, 2013). 
Beta (12-30 Hz) Maintenance of the current cognitive or motor “set” (Engel & Fries, 2010); controlled activation and inhibition of 
sensorimotor cortical areas (Kilavik et al., 2013). 
Gamma (30-150 Hz) Binding perceptual features from information represented in multiple sensory modalities, and conversion into 
episodic percepts for storage and maintenance in the hippocampus (Herrmann, Fründ, & Lenz, 2010; Nyhus & 
Curran, 2010). 
 5.6 Practical Aspects of EEG Recording 
Effective implementation and analysis of EEG data from humans relies not only on 
consideration of biological and analytical aspects, but also to practical issues that 
researchers may encounter with equipment. A selection of the most important practical 
considerations is listed below. 
1) Increasing signal- to-noise ratio: A common set up for participants in EEG studies 
is to be seated in-front of a monitor, wearing the electrode cap and with response 
buttons in positions whereby no substantial upper body movements are required. 
This because bodily movements which lead to the electrodes set in the cap to 
move, or for the cap itself to shift, can cause substantial noise in the data which 
would need to be discarded. It is essential that participants are comfortable, and 
relaxed but vigilant prior to and during the experiment; tension in the muscles of 
the jaw and the neck can be picked up by sensors on the scalp in the form of very 
high frequency noise which cannot always be removed using post-processing 
techniques. Additionally, since EEG studies can run for extended periods of time, 
sufficient breaks must be offered to participants to reduce fatigue, which can 
induce alpha activity across the scalp and interfere with the data quality (Cohen, 
2014). Finally, effective designs reduce the signal-to-noise ratio of ERPs or 
frequency data but including enough trials for each condition. This helps the 
averaging process, but also affords researchers a certain amount of flexibility if 
some trials within a recording session need to be discarded for whatever reason.  
2) Selection of electrode layout: To capture the desired effects within a single 
recording session, the number of electrodes used to record signal must be 
decided carefully. Too few electrodes may hinder the ability for a researcher to 
detect regional activation differences, while too many electrodes may result in 
extensive set up time which causes participant fatigue. Electrode layouts are 
conventionally defined according to the percentage intervals by which they are 
separated, based off the distance between the nasion and the inion on the head, 
and from the tips of the ears. The 10-20 system allows for a maximum of 25 
electrodes on the scalp (Klem, Lüders, Jasper, & Elger, 1999), while the 
extended 10-20 system (10-10 system; Chatrian, Lettich, & Nelson, 1985) allows 
for up to 81. Higher density montages are also possible, however due to the 
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nature of the questions asked in Chapter 6, 32 electrodes were deemed sufficient, 
the layout of which can be seen in Figure 5.3 below.  
 
Figure 5.3. The 32-electrode scalp montage used in Experiment Five, presented within 
Chapter 6. Not pictured is the ground electrode which was located at AFz, halfway 
between Fz and Fpz, and the two bipolar EMG electrodes which recorded muscular 
activity in the tibialis anterior on each leg. For further details, see the methodology of 
Chapter 6. TP9 and TP10 are linked mastoids for offline re-referencing. 
 
3) Choice of reference: During recording, EEG signals at any sensor are a measure 
of voltage difference between a reference electrode and the active electrode. 
Reference electrodes during recording are often placed somewhere on the body 
that should not pick up significant cortical activity, such as the nose or the 
earlobes, or an average reference can be calculated which is the average of all 
signals connected to the amplifier, and this average is subtracted from each 
individual electrode signal. In post-processing, While the use of different 
reference electrodes can alter the appearance of ERPs, re-referencing is a linear 
transformation (meaning that it can be calculated at any time without altering the 
content of the signal; Luck, 2005), thus the selection of a reference electrode is 
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flexible. For the experiment in Chapter 6, a hardware average reference was used 
during recording. Since the amplifier in the experiment in Chapter 6 was also 
recording signals from the muscles on the tibialis anterior to analyse concurrent 
EMG data, the data were re-referenced to the linked mastoids (labelled in Figure 
5.3 as TP9/10) prior to statistical analysis and plotting. This is because an 
average reference would include the noisiness of the resting muscular activity, 
which is many times the amplitude of resting EEG and would thus be subtracted 
into the EEG signal at the scalp without re-referencing.  
4) Filtering: Another important consideration in the analysis of EEG studies is the 
use of appropriate filter settings, and management of artefacts. A 1 Hz high-pass 
filter applied to a signal will reduce the amplitude of frequencies below 1 Hz, 
whereas a 10 Hz low pass filter will reduce the amplitude of any frequencies 
greater than 10 Hz from the signal. A high pass filter acts to reduce drift in the 
signal across time, while a low pass filter acts to reduce unwanted high frequency 
signals that are not of interest. However, aggressive filtering can remove 
important information provided by the signal, and poor filter designs can 
introduce ringing artefacts into the signal. In the frequency analysis used in 
Chapter 6, different frequency bands were extracted from the data prior to a 
Hilbert transformation using bandpass filters, which provide upper and lower 
bounds of the filtered signal of interest (for example an 8-10 Hz filter bandwidth 
for analysing alpha oscillations). Meanwhile, no high-pass filter was used in 
analysing the time-series data, because the ERP components of interest (CNV 
and LRP; see Chapter 6 for more details) are represented in slow frequency 
bands around or below 1 Hz. Thus, this would have served to remove, or 
attenuate, the signal of the desired component.  
5.7 Conclusion 
In summary, this chapter has presented an overview of some of the biological 
foundations of EEG signals, as well as some technical, analytical and practical aspects 
related to its effective implementation. The choice of EEG versus fMRI was based on 
primarily practical reasons related to available resources within the department of the 
University of Surrey. Furthermore, since the objective of the task presented in Chapter 
6 was exploratory to some extent, it seemed impractical to design an fMRI based task. 
Additionally, there are theoretical reasons to choose EEG over fMRI; due to the nature 
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of the task used, wherein there are multiple rapid presentations of events within a single 
five second period, a time sensitive measure is more desirable. Additionally, the 
paradigm used has previously been tested using EEG methods, and there are reliable 
and functionally distinct components and frequency reactivity patterns identified using 
the method which can inform us better about the neural nature of the motor imagery 
effect on performance. Alternatively, one might argue that transcranial magnetic 
stimulation (TMS) methods could be used within the present protocol. While this is 
true, the issue of the exploratory nature of the task is still present; to establish an initial 
understanding of the neural processing time course in the task is important, which can 
then be followed up in future studies by using TMS, or combined EEG and TMS.  
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Chapter 6 – Electroencephalographic Investigation of the 
Neurocognitive Locus of the MI Priming Effect 
In Experiments 1 to 4, kinaesthetic motor imagery of a foot movement induced a 
larger behavioural priming effect than motor preparation alone in a subsequent real 
response. This priming effect increase was driven by an increase in the response time 
costs from preparation to imagery. Costs and benefit magnitudes were most equivalent 
in motor imagery tasks, whereas the congruency effect in motor preparation was 
dominated by the larger response time benefit. This supports previous motor imagery 
priming studies which have independently demonstrated costs (e.g. Ramsey et al., 
2010) and benefits (e.g. Di Rienzo et al., 2015) of motor imagery on subsequent 
performance. However, the previous experiments of this thesis have shown consistently 
greater costly effects on subsequent performance than benefit effects, indicating a 
robust negative interference effect of motor imagery on the ability for participants to 
reprogram their responses.  
However, it is not known whether these action priming effects of imagined 
movement are due to central, abstract locus of response programming, as might be 
expected based on evidence from studies which show increased force contraction 
without increased muscle mass (e.g. Yue and Cole, 1992), or whether the locus of MI 
priming is more peripheral, in the hierarchical and muscle specific activation of the 
motor system during the programming of an action (Leuthold et al., 2004; Brown et al., 
2011).  The experiment reported in this chapter in an EEG-based analysis of the 
possible central or peripheral locus of the MI priming effect that has now been 
established. 
6.1 The Cortical and Cognitive Loci of the MI Priming Effect 
One query regards the exact timing and/or duration of motor imagery during the 
foreperiod task used in the previous studies. There are three possible theories regarding 
this, which can be seen schematically in Figure 6.1 A-C. 
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Figure 6.1. A schematic illustration of three candidate orders of motor imagery and 
preparation within the priming task foreperiod.  In 6.1A, one hypothetical order is 
presented in which MI and MP occur simultaneously for the entire duration of the 
foreperiod. 6.1B is a schematic order in which MI occurs in full before any MP 
processes begin. 6.1C is an order in which MI begins first, but MP processes begin 
before MI has finished, resulting in a temporal overlap.  
 
The first potential order, (A), involves MI occurring in parallel with ongoing 
MP processes for the whole foreperiod. However, since it is impossible to know the 
exact content or timing of a covert movement one alternative temporal relationship 
between the two processes is presented in (B). Here, motor imagery may be fully 
initiated and completed prior to the onset of motor preparation processes, and some 
questions by extension would be whether this would delay the onset of full ‘unadjusted’ 
motor preparation, and if so whether motor preparation is able to complete in full prior 
to the onset of the S2 stimulus. Finally, (C), MI may begin independently of MP 
processes, which themselves begin prior to the end of the instance of MI, and are thus 
able to be completed at a time point that is synchronised with the onset of the 
imperative (S2) stimulus. Although there is evidence that the duration of motor imagery 
in healthy participants is approximately equivalent to the duration of a real movement 
(see Guillot, Hoyek, et al., 2012 for a review), and that certain kinematic properties are 
also mimicked by motor imagery (Decety & Jeannerod, 1995; Karklinsky & Flash, 
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2015), in the present scenario the duration and/or the onset of the imagined movement 
are unknown variables. Given that the real response is a rapid foot movement with a 
total duration of less than half a second, the duration of the imagined movement is also 
likely to be very short and will not persist over the duration of the foreperiod. This 
implies that motor imagery would occur in full before the end of the foreperiod, 
indicating mechanism A to be least likely. What remains is whether it occurs (B) in full 
prior to or (C) in parallel with the onset of motor preparation. 
In addition to these questions, we should ask which processes typically 
associated with motor preparation, such as formation or implementation of the motor 
command at various stages of the motor control hierarchy (Kalaska, 2009; Leuthold et 
al., 2004), or response selection (Rosenbaum et al., 1980), might interact with 
foreperiod imagery. Evidence which supports this can be observed in studies in which 
MI training can lead to muscular strength gains in the absence of muscle mass increase 
(Lebon, Collet, & Guillot, 2010; Reiser, Büsch, & Munzert, 2011; Yue & Cole, 1992). 
Additionally, the existence of central motor planning in the form of memory 
representations of action is necessary to benefit from motor imagery training (Mulder et 
al., 2004), and sufficient training of tasks using motor imagery can result in 
performance benefits for non-trained tasks (Gentili et al., 2006; Wohldmann et al., 
2007). Alternatively, motor imagery has been shown to elicit activity in the primary 
motor cortex (Pelgrims et al., 2011; Porro et al., 1996; Schnitzler et al., 1997; Zich et 
al., 2015), and increases corticospinal excitability as elicited by TMS in the absence of 
an increase in the amplitude of muscular activity (Fadiga et al., 1999; Grosprêtre et al., 
2016; Li et al., 2009; Moran, Guillot, MacIntyre, & Collet, 2012). These two streams of 
research thus indicate that there is a potential for the locus of the MI priming effect to 
be found at either a central, abstract, or a peripheral, motor cortical and muscle specific 
response programming level.    
6.1.1 ERP components involved in preparation of cued responses. 
Certain components of the human EEG correspond well to both high- and low-
level motor programming processes. Two components are of interest to the present 
thesis. The first is the contingent negative variation (CNV). An early formal summary 
of the component was published by Joseph Tecce (Tecce & Cole, 1974). It is a slow, 
progressive negative amplitude deviation from baseline, beginning following the onset 
of a task relevant S1 stimulus which is contingent with a subsequent target stimulus. 
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The late stage of this component, approximately 200ms prior to the onset of the 
imperative stimulus (Gaillard, 1976), can be summarised as representing more abstract, 
higher order levels of motor programming. Key evidence for this stems from literature 
using the Rosenbaum response priming paradigm (e.g. Leuthold, Sommer, & Ulrich, 
1996), of which ours was a variant, whereby the amplitude of the late CNV is most 
negative for fully specified hand responses, equally negative for single dimension 
specification of only the hand, or only the response direction, and the least negative for 
ambiguous precues. It is possible, that if motor imagery has shown to increase the 
efficiency of an action in the absence of an increase in raw effort or physiological 
change (Yue and Cole, 1992), this would be reasonable evidence to suggest motor 
imagery might have a locus of interaction at higher levels of motor programming.  
As noted previously emulation theory (Grush, 2004) suggests that simulated 
kinaesthetic and proprioceptive information is one mechanism involved in the 
production of motor imagery. One question that arises from current lines of thinking is 
whether it is possible to probe the sensitivity of the CNV not only to the number of 
dimensions of response specification (Leuthold et al., 1996; Leuthold et al., 2004), but 
also to the quality of the response command. One study which argues this might be the 
case is a study by Kranczioch et al., (2010) who demonstrates that precuing the 
complexity (simple or complex finger opposition sequence) influenced the amplitude of 
the CNV when a real response was prepared, such that larger CNV amplitudes were 
recorded for the more complex response. Even though both sequences involved the 
same number of individual responses, the effect of complexity in this task indicates that 
the CNV may be sensitive to more general effects of the quality of the prepared 
response based on the degree of preparation required to respond appropriately. If MI 
during the foreperiod simulates additional information relevant to the intended 
response, this may be integrated into the construction of the motor plan within the 
foreperiod, and may be reflected in an increased CNV amplitude; an abstract, central 
response programming locus of the MI priming effect.  
Secondly, a derived ERP component, the lateralised readiness potential (LRP), 
time locked to onset of the S1 stimulus, may also be modulated by foreperiod motor 
imagery. The LRP is calculated by subtracting the amplitude recorded over electrodes 
ipsilateral to the correct response, from the electrodes contralateral to the correct 
response and then averaging across both left and right hemispheres (Eimer, 1998). In 
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hand responses, when calculated over C3 and C4 electrode pairs, there is a negative 
deviation representing preferred activation in the hemisphere contralateral to the correct 
hand prior to response (Eimer, 1998; Leuthold et al., 2004). In the feet, this negative 
deviation is stronger over the ipsilateral hemisphere due to the inversed orientation of 
dipoles associated with the foot area of the primary motor cortex, located on the medial 
wall of the central fissure (Brunia & Vingerhoets, 1980; Leuthold & Jentzsch, 2002). In 
this chapter, only the LRP elicited in a foreperiod priming task is discussed, herein 
referred to as the foreperiod LRP. It is possible to also elicit a short- lasting movement 
related lateralisation, still a form of LRP, following the onset of a simple flanker 
stimulus for example as described by Gratton, Coles, Sirevaag, Eriksen, & Donchin 
(1988) and Carrillo-de-la-Pena et al., (2006), although this component is not relevant to 
the present thesis as it does not represent precued preparatory activity occurring before 
the onset of response signal. The amplitude of the foreperiod LRP, as demonstrated by 
Leuthold et al., (1996) was most negative for full precue information, less negative for 
hand specification and absent for both direction and ambiguous precues. Despite there 
being evidence for a beneficial effect of ambiguous precues (Jentzsch et al., 2004), and 
concurrent selection and specification of multiple response dimensions (Cisek and 
Kalaska, 2010), there is no favourable activation of either hand motor area when hand 
information is not known. This is evidence for the LRP being related to low level, 
peripheral response programming and demonstrates that the LRP amplitude operates in 
a hierarchical, muscle specific nature (Leuthold et al., 1996; Wild-Wall et al., 2003). 
EEG dipole analysis and magnetoencephalographic analysis has shown that the LRP is 
generated in the primary motor cortex (Carrillo-De-La-Peña et al., 2006; Kranczioch et 
al., 2009; Praamstra et al., 1999). Thus, if the amplitude of the foreperiod LRP is 
increased by motor imagery, compared with motor preparation, this may indicate a 
potential peripheral, motor cortical and muscle specific response programming locus of 
the MI priming effect. 
6.1.2 Oscillatory dynamics of preparation and imagery. 
Oscillatory dynamics, fluctuations in the power of different frequency bands 
recorded during EEG, vary in similar ways as a function of the performance of a real 
and an imagined movement. In voluntary movement, it is a commonly observed 
phenomenon that motor preparation for an action will lead to a reduction in the power 
of beta frequency oscillations prior to or during a movement, observed over the hand 
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motor regions for hand movements (van Wijk, Beek, & Daffertshofer, 2012). This 
power reduction (ERD) represents neuronal facilitation in the primary motor region 
associated with muscles involved in that action (Pfurtscheller, 1999). Such beta 
frequency ERD is also present during imagined actions (Brinkman, Stolk, Dijkerman, 
de Lange, & Toni, 2014; Cheyne, 2013). It is possible that use of motor imagery during 
the foreperiod of a response priming task may be detectable through variations in the 
power of the beta frequency band, in the absence of the detection of any overt 
movement. This desynchronization, which is somatotopically specific during imagined 
actions (Brinkman et al., 2014; Zich et al., 2015) should therefore be observed over 
central electrode sites on the scalp corresponding to the foot representation area of the 
primary motor cortex, a relevant oscillatory feature given the present focus on MI 
priming in the lower limb. 
In the alpha frequency range (8-12 Hz), peri-Rolandic power shifts have been 
suggested to represent gating of motor-related attention (Pfurtscheller, 2003). Power 
reduction in the alpha band over hand areas is present during preparation for hand 
movements, and is associated with task-relevant response preparation (Deiber et al., 
2012; Kajihara et al., 2015). Simultaneous alpha power increase, by contrast, is present 
over non-hand motor regions of the cortex as recorded by central (Cz) or occipital 
sensor locations (Oz) (Pfurtscheller, 2003; see Morash et al., 2008), and is associated 
with attentional suppression of areas not associated with the task. This simultaneous 
power increase and decrease is detailed under the theory of focal ERD/surround ERS 
(Suffczynski et al., in Pfurtscheller et al., 2003), which argues that antagonistic ERD 
and ERS reflect thalamic regulation of cortical regions to enhance specific ity of 
activation (Neuper and Pfurtscheller, 2001). For foot movements, ERS occurring over 
lateral sites (C3 and C4) is a much stronger phenomenon than concurrent 
desynchronization over Cz in imagined foot movements (Pfurtscheller et al., 2006). 
Furthermore, alpha asymmetry has been shown to be related to motor preparation 
specifically, with stronger desynchronization over the hemisphere contralateral to 
response (Deiber et al., 2012), and that when a switch in response is known in advance, 
the polarity of the alpha asymmetry reverses before the onset of the imperative stimulus 
whereas the LRP polarity reverses after (de Jong, Gladwin, & ’t Hart, 2006). This 
indicates that motor related alpha and beta frequencies indicate different processes 
which are sensitive to motor planning compared with the LRP, which seems to index 
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preferential activation of the contralateral primary motor cortex (Praamstra et al., 1999). 
While these asymmetries may not be a relevant analysis method for foot related 
responses, they do support the nature of alpha activity related to time sensitive 
preparation of responses 
6.2 Summary and Rationale 
Certain ERP and oscillatory dynamic features of human EEG are related to 
preparation for action in a precued, foreperiod design. Throughout this thesis, a MI 
priming effect has been identified in behavioural responses. A neurocognitive 
appreciation of the cortical processes underpinning this behavioural effect will add 
robustness to the interpretation of the nature of MI priming, and potentially serve to 
clarify some existing questions related to the timing and interaction between 
preparation for action and imagination. This follows from the interactive view of MI 
and MP proposed at the end of Chapter 4, in which early simulation of action during 
motor imagery increases the gain of relevant (or irrelevant, in the case of incorrect 
motor imagery) proprioceptive channels, thus inducing an enhanced response priming 
effect. In the present study, a similar protocol was used as in the first four experiments 
of this thesis with the following modifications.  
1. The neutral condition was removed to allow for a greater number of congruent 
and incongruent trials to be used for analysis. A minimum of forty trials per 
responding effector is recommended to calculate the LRP (Eimer, 1998), and 
this is accounted for in estimating the trial numbers for the present study while 
maintaining the proportion congruency of 80:20. This resulted in 800 trials per 
task (MI or MP), with 320 congruently cued trials per foot and 80 trials per foot 
in incongruent trials.  
2. The experiment was split over two sessions, and the stimulus appearance, size 
and trial structure were identical to that used in the last experiment described in 
Chapter 4, which was a successful pilot of reducing stimulus size while 
maintaining general priming cost and benefit priming effects, as smaller stimuli 
reduce the likelihood of unwanted eye movements during EEG recordings 
reduce the signal to noise ratio of the data. Additionally, the larger stimulus 
sizes used in the earlier experiments of this thesis may have induced large, 
unwanted lateralised eye movements indicating overt shifts in spatial attention 
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(Shepherd, Findlay, & Hockey, 1986), despite their central presentation, which 
may confound the desired covert nature of motor preparatory processing.  
3. Furthermore, as no differences in response time or error rates between lift or 
press responses were observed in Experiments 1-4, only lift responses were 
used. EMG was recorded from the tibialis anterior muscle (TA). The TA is the 
primary muscle controlling dorsiflexion of the foot (Ruiz-Muñoz & Cuesta-
Vargas, 2014), invariably involved in the lift response participants use. This data 
was used to help reject trials in which there were EMG bursts during the 
foreperiod in both tasks, as EMG bursts during the foreperiod may indicate 
incomplete inhibition of the motor response during an imagined movement 
(Guillot et al., 2007; Guillot, Di Rienzo, et al., 2012). In this case of efferent 
‘leakage’ of a tangible motor act, this may confound any explanation that effects 
observed in the EEG related to motor phenomena are due only to imagined, 
rather than some incidental real action.  
6.2.1 Hypotheses. 
To account for the possible relationship of MI priming effects with abstract 
motor programming, it was hypothesised that the amplitude of the late stage of the 
CNV (200ms before S2 onset) would be larger in motor imagery than in motor 
preparation when collapsed across congruent and incongruent trials 9, if the MI priming 
effect had a locus at this level of the motor hierarchy. It was expected that congruent 
trials in both tasks would elicit a positive deviation from baseline in the LRP calculated 
over the contralateral hemisphere to response, and incongruent trials a negative LRP 
deviation, given that this would indicate correct and incorrect foot motor programming 
respectively. To account for the relationship of foreperiod motor imagery with low level 
peripheral motor programming, the incongruent LRP in the foreperiod was inverted and 
averaged together with the congruent LRP. Averaged foreperiod LRP amplitudes, 
within the last 200ms prior to S2 onset were of primary interest, as this time window 
typically represents the maximal amplitude of the LRP devia tion prior to response 
(Leuthold et al., 2004; Kranczioch et al., 2009). It was expected that if MI priming had 
                                                                 
           9 Until S2, preparation is committed based on a left or a right foot stimulus, with no signal 
to make the alternative response until S2 has been displayed, thus preparation can only be 
geared towards information provided by S1. 
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an effect at a low level of the motor hierarchy for motor control, it the amplitude of the 
late stage of the LRP would be larger in MI than in the MP task. An exploratory 
analysis of the variations in alpha and beta frequency bands was also conducted during 
the foreperiod with the intention of describing any significant differences in the patterns 
of oscillatory dynamic changes for these two frequencies, as related to a precued 
foreperiod preparation task. Each of the hypotheses mentioned above are based on the 
analysis of epochs locked to the onset of the S1 stimulus, as only the activity in the 
foreperiod segment of the trial was of interest.  
6.3 Methods 
6.3.1 Participants. 
Fifteen participants (N = 15) were recruited from the University of Surrey in an 
opportunity sample of student participants. Data from 11 participants were retained for 
further analysis, four datasets were excluded because of poor data quality; one 
participant was excluded due to significantly greater fluctuations in alpha ERD than 
other participants (>5 SD above the mean), and three additional participants were 
excluded due to high numbers of errors in the behavioural data, and low trial numbers 
(<40 for a single response side) for at least one incongruent condition. Study 
demographics can be seen in Table 6.1 All participants gave written informed consent 
prior to participation and were reimbursed monetarily for their time. The protocol was 
approved though University of Surrey self-assessment (Appendices 4a and 4b).  
 
Table 6.1 Participant Demographics  
Gender Age EHI (Oldfield, 
1971) 
WFQ-R (Elias, 1997) 
11 Female 19.73 (±1.27) years 9 RH, 2 LH 7 RF, 4 LF, 1 no data 
 
6.3.1.1 Imagery ability assessment. 
Imagery ability was assessed for everyone using the MIQ-RS. Paired t-tests 
comparing each subscale of the MIQ-RS within a session against each other, as well as 
cross-session correlations revealed no significant differences between subscales within 
sessions when correcting alpha for multiple comparisons (α = 0.05/2 = .025), although 
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the VMI score tended to be higher than the KMI score. Additionally, each score was 
only correlated with itself across sessions. This information can be seen in Table 6.2. 
 
Table 6.2 Motor Imagery Ability Assessment using the MIQ-RS self-report 
questionnaire (N = 11) 
 
Dependent 
T-tests 
    
Correlation 
between Sessions 
 
 KMI VMI Mdiff t 
P-
value 
  r 
P-
value 
MIQ-RS: 
Session 1 
5.39 6.27 .88 2.35 .041*  KMI .975 <.001 
MIQ-RS: 
Session 2 
5.42 6.10 .68 1.79 .103  VMI .641 .033 
*not significant due to multiple comparisons (α = .05/2 = .025) 
 
Participants were seated in a dimly lit room, approximately one metre from the 
computer display (19” cathode ray tube monitor). The foot pedals were placed beneath 
the table in front of them, and participants were asked to move them to a comfortable 
position. During the experiment participants kept the pedals pressed down and 
controlled the experiment and made responses by raising the ball of their foot towards 
their shin so the pedal would lift.  
The behavioural protocol was the same as in MI and MP conditions of the final 
experiment of Chapter 4, but with the following modifications. To effectively analyse 
incongruent LRPs with trials in the same proportion congruent as the previous studies, 
only congruent and incongruent conditions were included. Trial numbers were 
increased to 800 trials total, split evenly across 8 blocks of 100 trials with a balance of 
80% congruent, further split equally for left and right foot responses. Participants 
attended two sessions with a minimum of 24 hours between sessions to prevent fatigue. 
The stimulus presentation and design were identical to those used in the last experiment 
of Chapter 3. Participants received instructions for motor preparation in the first session 
and for motor imagery in the second session. This was not counterbalanced across 
participants such that there would be no contamination of MP with MI strategies. As in 
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previous experiments, fast and accurate responses in both conditions and kinaesthetic 
motor imagery were emphasised in both conditions through these instructions.  
6.3.2 Behavioural data analysis. 
Response time and error rates were processed using MATLAB for the 
behavioural task for both left and right foot responses to ensure correspondence 
between trials discarded for behavioural and electrophysiological reasons.  To assess 
the magnitude of the congruency effect difference, calculated as in previous chapters, a 
paired sample t-test was computed on the difference scores with a one-tailed hypothesis 
test, predicting a larger behavioural priming effect in imagery than preparation. As in 
each of the previous experiments within this thesis, vincentisation of response time was 
employed to create six response time quantiles for an analysis of the response time 
distributions of each task, and for generating delta plots (Ridderinkhoff et al., 2004). 
This data was analysed using a two factor repeated measures ANOVA with facto rs 
Task [MI; MP] and Response Bin [1 to 6; from fastest to slowest response bin].  A 
correlation was conducted between participants’ congruency effects in each task to 
demonstrate that a congruency effect increase is related to individual consistency in 
congruency effects and not due to random variation of congruency effects within 
individuals. 
 Analysis of all data was performed using SPSS (SPSS 20, IBM) and the alpha 
value was fixed at .05. Where multiple comparison corrections were required, these 
were made using the Holm-Bonferroni procedure (Holm, 1979). This correction is less 
conservative than the Bonferroni correction, as it orders each p-value from smallest to 
largest, and the alpha value for each test is independently corrected accounting for the 
number of tests already corrected.  Data was assessed for normality using Shapiro-
Wilks normality and visual inspection of boxplots. Sphericity violations in repeated 
measures ANOVAs are reported with corrected degrees of freedom, and the 
Greenhouse-Geisser epsilon (ε) is reported.  
6.3.2.1 A note on statistical assumptions. 
There were infrequent cases where residuals were marked as non-normal by the 
Shapiro-Wilk test. However robust the repeated measures analysis is with respect to 
these violations, significant main effects or interactions marked by these in the 
parametric analysis will be marked by the symbol ж. Thus, while the statistics are 
reported as though normal, it must be acknowledged that in addition to the small sample 
159 
 
size interpretations of these effects will be inherently weaker due to their deviation from 
normality in the residuals. Although considered, non-parametric alternatives for the 
repeated measures factorial ANOVA, such as the Schreier-Ray-Hare test which is 
difficult to implement and interpret effectively for more than two factors.  
6.3.3 EEG and EMG montage  
EEG data were recorded on a desktop computer running Brain Vision Recorder 
(software version 1.20.0801) at a 500 Hz sampling rate, with the amplifier’s (Brain 
Vision Quick Amp 72. Brain Products, GmBH, Glichling, Germany) in-built bandpass 
filter set from DC – 140 Hz. Thirty-two scalp Ag/AgCl electrodes were mounted in an 
electrode cap in the international standard 10-20 spacing at the following sites; Fp1/2, 
Fpz, F7/8, F3/4, Fz, FC5/6, FC1/2, FCz, T7/8, C3/4, Cz, CP5/6, CP1/2, P7/8, P3/4, Pz, 
PO7/PO8, O1/2, and Oz (for reference please see Figure 5.3). AFz was selected as the 
ground. A further two electrodes were placed on the left and right mastoids for offline 
re-referencing. To record muscular activity from the TA muscle, a monopolar montage 
was used in which one electrode was placed on the surface of the skin over the belly of 
the muscle on each leg, and a reference electrode was placed over the bone at the top of 
the tibia. The reference electrode activity was subtracted from the active electrode trace 
for analysis. For scalp electrodes, all impedances were maintained below 10 kΩ (Luck, 
2005) and EMG electrodes were maintained below 100 kΩ for the duration of the 
recording sessions. 
6.3.4 EEG analysis. 
Participant datasets were excluded based on the following criteria;  
1. More than 25% behavioural errors in at least one condition 
2. Fewer than 40 epochs for analysis per foot for at least one incongruent condition 
in the post-processed EEG datasets 
3. ERD/ERS power shifts greater than 3SD from the mean in any condition in the 
EEG datasets. 
Thus, one dataset was marked for removal for violating criteria numbers 1 and 2, two 
further datasets for violating the second criterion alone and one dataset for violating the 
third criterion.  
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6.3.4.1 Time series pre-processing. 
Raw datasets were imported to MATLAB from Brain Vision Recorder and 
analysed using EEGLab, a free open source toolbox for analysis of EEG data (Delorme 
& Makeig, 2004). Initially, the reference EMG channel was subtracted from the active 
channel to produce a continuous measurement of the activity in the TA muscle for each 
leg. HEOG and VEOG channels were discarded from further analysis. Two channels 
required mathematical interpolation from surrounding electrodes, using spherical spline 
interpolation. These two channels of data were recorded on separate participants in 
separate sessions.  
To enable artefact correction of non-brain signals, scalp electrodes were high 
pass filtered at 1 Hz, and one-second long dummy epochs were created for the duration 
of the entire recording session. Artefact rejection techniques were applied to these 
dummy epochs to remove low signal-to-noise quality data prior to an independent 
component analysis (ICA). This ICA was computed across these dummy epochs for the 
duration of the recorded signal, for each channel using the runica algorithm (EEGLab 
function). The ICA sphering matrix and weights were then back masked onto the raw 
EEG signals. This method has been shown to significantly improve the overall quality 
of the signal to noise ratio of ICA components prior to identification and correction of 
artefactual components (Winkler, Debener, Muller, & Tangermann, 2015). Following 
visual inspection of component topographies, time courses and peak frequencies, an 
average of 3 components were rejected per dataset. See Figure 6.2A for an example of 
an artefactual component EKG component that was discarded for each dataset, as this 
signal was picked up through the EMG electrodes on the belly of the muscle. Figure 
6.2B shows the effects of removing this component from the data (see Stone, 2004 for a 
reference to the theory behind ICA calculation). The ECG signal was subtracted into the 
rest of the EEG channels through EMG electrodes due to the online hardware average 
reference built into the amplifier. Thus, this bioelectrical component, as well as 
horizontal and vertical eye movements and blinks were cleaned from the data using 
ICA reduction. A small number of noisy components identified from their non-bipolar 
topographies and erratic component time courses were also selected for removal from 
the signal.  
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Figure 6.2. The left side of 6.2A is a topographical plot of component 1 extracted from 
the ICA analysis, and the time course for the same component for a single participant. 
The systematic peaks in this component time course (right hand side of 6.2A) can be 
attributed to the bioelectrical heart signal artefact (EC), picked up through the amplifier 
by the EMG sensors on the belly of the TA muscle. In the upper panel of 6.2B, this 
component is evident in the continuously sampled EEG data. Subsequently, the 
computational subtraction of this component from the EEG signal results in an adjusted 
signal with superior signal to noise ratio, as displayed in the bottom panel of 6.2B.  
 
Following the removal of stimulus markers for all training trials, epochs were created -
300ms to 2500ms around S1 stimulus, which contained all three markers for S1, S2 and 
the response. In a separate file, a sliding window of 10ms was passed over the 1200ms 
foreperiod of the EMG channels (movmean.m function in MATLAB), and a trial was 
marked for rejection if the mean amplitude in any one window exceeded 50µV for the 
leg muscle corresponding to the limb foot by S1. The same rejection criteria were also 
applied to the motor preparation trials to retain orthogonality of the rejection criteria 
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against the two tasks. This pre-processing procedure controlled for the possibility that 
even small bursts of muscular activity in the TA during the trial foreperiod might 
explain any patterns in neurophysiological data, observed over motor regions at the 
scalp level. A decision was made to perform the rejection based on maximum amplitude 
rather than a standard deviation measurement versus mean activity across the session or 
within the trial baseline because a raw amplitude threshold is more conservative. A 
conservative threshold is more desirable because interpretation of the EEG data, 
particularly any changes in the LRP, operates with low tolerance for alternative 
explanations.  The markers were imported to the EEG files and the corresponding trials 
were rejected. The EEG data was re-referenced to linked mastoids (TP9 and TP10) and 
down sampled to 250 Hz. No high pass filter was applied to the data, and a finite 
impulse response (FIR) lowpass filter was applied at 10 Hz with a 4 Hz transition band. 
A Hamming window was used with filter order 208.  
Artefact rejection was implemented across all epoched data using the joint probability 
threshold of 3 standard deviations for both single channel and all channel probabilities. 
The joint probability method for artefact rejection estimates the probability for data 
within each trial relative to the probability density function calculated across all trials. 
Artefactual trials can be isolated by their “odd” time course and outlier statistics relative 
to the ongoing brain activity. Of the methods available in EEGLab, this provides an 
optimal compromise between speed of processing and correct automated rejections of 
artefactual trials as compared to raw threshold rejection, linear trends or max-min 
amplitude shifts (Delorme, Sejnowski, & Makeig, 2007).  
Following this, trials with correct responses made within the range of 100 to 1000ms 
were retained for further analysis. Datasets were constructed with epoched trials divided 
by each combination of left, right, congruent and incongruent conditions for each task. 
The median percentage of trial rejections in each condition never exceeded 20% in the 
congruent MI or MP conditions, and never exceeded 6% in the incongruent MI and MP 
conditions.  Total trial rejections were equivalent between pairs of collapsible 
conditions (i.e. left and right congruent MP trials) when assessed using paired samples 
t-tests (all t’s < 1.46, p’s > .176). 
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6.3.4.2 Time series data analysis. 
To analyse the data, mean filtered amplitudes were exported for the late period 
of the CNV (1000 to 1200ms) for electrodes Fz, Cz and Pz10. The LRP was calculated 
using the average method specified in Eimer (1998) to provide a relative difference 
between the hemispheres across all available pairs of electrodes. Amplitudes recorded 
over the hemisphere ipsilateral to the correct response were subtracted from activity 
over the hemisphere contralateral to the correct response. This was then averaged for 
left and right responses. The calculated waves for each electrode pair thus represents the 
relative difference between hemispheres, i.e. [contralateral hemisphere – ipsilateral 
hemisphere]. Since the LRP was calculated based on the correc t response, and the 
epochs time locked to S1, preparatory activity for congruent versus incongruent trials 
were expected to deviate in opposing directions. To analyse the LRP, the incongruent 
wave was inverted, and averaged together with the congruent wave. This had the added 
benefit of increasing the signal to noise ratio for the data. Unfortunately, as can be seen 
in Figure 6.4, there was a marked absence of an obvious LRP deviation in either the MI 
or MP condition in this experiment.  
6.3.4.3 Time-frequency pre-processing. 
Working from artefact corrected, excess EMG and improbable trial rejected 
datasets, EEG data was down sampled to 200Hz and bandpass filtered in four frequency 
bands specified as low Mu (8 – 10Hz), high Mu (10 – 12Hz), low Beta (12 – 18 Hz) 
and high Beta (18 - 24 Hz). The filter length was selected based on minimum criteria 
specified in Cohen (2010) to have a minimum filter order of between three and five 
times the length of a full cycle for the lower frequency limit. In this case, an 8 – 10 Hz 
bandpass filter required a minimum filter order of 240 (80ms for a single 8 Hz cycle, 
multiplied by three). As higher frequency bands require lower minimum filter orders, 
and maximising the frequency response of the filter with minimal effects on temporal 
resolution was important to the planned analysis due to the time- locked nature of the 
                                                                 
10
 Although see Vanrullen  (2011) and Rousselet (2012) for a discussion on the merits 
and pitfalls of using filtered signals in ERP analysis. While Van Rullen argues that low pass 
filtering can smear the onset of ERP signals backwards in time, Rousselet demonstrates 
effective analysis of filtered ERP signals and that careful selection of filter types, as well as 
consideration of one’s own data quality, should inform their use (or non-use). 
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stimuli, a filter length of 500 was selected11 as this offered a good frequency response. 
The bandpass-filtered data was transformed using the Hilbert transformation (Cohen, 
2014) to obtain the instantaneous amplitude of the band passed signal. The absolute 
value of this data was squared to get the instantaneous power of the signal for analysis.  
In both power time courses, power change in each frequency band increased 
compared slightly prior and slightly after the S1 stimulus trigger. It is possible that in 
the alpha band this may represent occipital alpha power shift anticipating the onset of 
the S1 stimulus, or some other feature of the discriminability of the S1 stimulus 
compared with the white fixation cross. Nonetheless the alpha power enhancement 
(Min et al., 2008) was used as the activity baseline in calculation of event related power 
shifts. For S1 locked epochs taken -1800ms to 2300ms, this baseline period was 
identified -400 to -50ms. This baseline period was constant for calculating the relative 
alpha and beta frequency power shifts. Frequency power shifts (ERD/ERS) were 
calculated using the formula provided by Pfurtscheller and Neuper (1999), where 
activity in the baseline period B was subtracted from activity A in the active period, 
normalised to the activity in the baseline period and multiplied by 100 to give a 
percentage increase or decrease versus baseline. Mean ERD/ERS values were extracted 
for analysis in 200ms integrated windows across the foreperiod. In the S1 locked 
analysis, these were selected at 200-400ms which represented the period at which the 
LRP in motor imagery appeared to deviate slightly from baseline (Figure 6.4), and at 
1000-1200ms thus representing a similar period as the late CNV. 
6.4 Results 
6.4.1 Behavioural data. 
When checking assumptions for a repeated measures ANOVA model, 
standardised residuals for all conditions except for MI incongruent were normally 
distributed as indicated by the significant Shapiro-Wilk statistic (MI Incongruent, W = 
.850, p = .043). A 2x2 factorial RM ANOVA with factors Task [MI; MP] and 
Congruency [Congruent; Incongruent] was used to analyse the behavioural data. Motor 
imagery trials were numerically faster than MP trials when collapsed across levels of 
Congruency (433 ±26ms versus 441 ±27ms). There was no significant main effect of 
                                                                 
11
 Two higher filter orders, 1000 and 1500 were implemented and visual observation of 
the Hilbert transformed data revealed no clear difference in the time course of the data with 
these three lengths. 
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Task (F1,10 = .87, p = .374), but congruent trials were faster than incongruent trials (413 
±27ms versus 462 ± 28ms). and thus, a significant main effect of Congruency (F1,10 = 
10.78, p = .008,   = .44). The Task x Congruency interaction effect was analysed as a 
paired samples t-test of the congruency effect sizes. A one tailed hypothesis test was 
applied under the assumption that the congruency effect would be larger in MI than in 
MP by approximately 20ms. Since the assumption of residual normality was partially 
violated for the ANOVA model, the assumption of normality of differences between the 
congruency effects for MI and MP was assessed using Shapiro-Wilk tests, and the test 
statistic here was not significant (W = .929, p = .403). The magnitude of the difference 
between the MI congruency effect (56 ± 54ms) and the MP congruency effect (40 ± 
47ms) was 16 ± 26ms. A one-directional paired samples t-test revealed this difference 
to be statistically significant (t10 = 2.016, p = .036, d = 0.30). These data are plotted in 
Figure 6.3A. 
6.4.1.1 Quantiles. 
Assessments of normality for each quantile bin showed normality of residuals 
for all variables except for the first MP bin. The distribution was positively skewed as 
were all other variables, hence the analysis was conducted as a 2 x 6 repeated measures 
ANOVA with factors Task, [MI; MP] and Response Bin [1 to 6]. There was no main 
effect of Task (F1, 10 = 4.08, p = .071). The main effect of Response Bin was not 
significant when correcting for sphericity violations (F1.46, 14.62 = 3.52, p = .068, ε = 
.292). The general pattern of congruency effects was similar in both conditions as can 
be seen in the figure below (Figure 6.3B). 
6.4.1.2 Error rates. 
An equivalent percentage of errors were recorded in both MI and MP conditions 
(2.3 ±0.3% versus 2.1 ±0.4%), and equal number of errors made in congruent and 
incongruent trials (2.2 ± 0.5% versus 2.2 ±0.7%). A 2x2 RM ANOVA with factors 
Task [MI; MP] and Congruency [Congruent; Incongruent] of this data showed no 
significant main effects or interactions. These data are plotted in Figure 6.3A. 
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Figure 6.3 A summary of the behavioural data collected in the experiment reported in 
Chapter 6. 6.3A is the mean response times on the left y-axis, and the columns, while 
mean error rates are plotted on the right y-axis using the markers. A delta plot showing 
the mean congruency effect magnitudes for the MI and MP conditions, against the mean 
response time for each of six vincentised response time bins is plotted in 6.3. Error bars 
represent ±1 SEM. 
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6.4.2 Event related potentials (ERPs). 
6.4.2.1 The contingent negative variation (CNV). 
The assumption of residual normality was not violated for any of the variables 
used to analyse the CNV.  The amplitude of the grand average CNV waveforms, 
present in epochs locked to the S1 stimulus, were subjected to a 2 x 2 x 3 repeated 
measures ANOVA with factors Task [MI; MP], Congruency [Congruent; Incongruent] 
and Sensor [FCz; Cz; Pz]. There were no two-way or higher order interactions. A main 
effect of Sensor (F2,20 = 5.094, p = .016,  = .07), with the maximum CNV amplitude 
recorded over Pz (-3.93 ±.55µV). Although this was not significantly different to the 
amplitudes over the other electrodes (all simple effect p’s >0.57), it was numerically 
more negative than both Cz (-3.16 ±.75µV) and FCz (-1.72 ±.87µV).  
6.4.2.2 The lateralised readiness potential (LRP). 
In this analysis, no significant LRP deviation was observed in either task. A 
computation of 5000 sample bootstrapped confidence intervals of the average LRP 
amplitude, in 160ms steps from 400ms to 1200ms within the foreperiod for the average 
LRPs can be seen in Figure 6.4. None of the t-tests which compared the mean 
amplitude of each of the five time windows in either condition was significantly 
different from zero even without multiple comparison correction, implicating a lack of 
statistically significant LRP deviation in either task.  
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Figure 6.4. Bootstrapped confidence intervals, sampled 5000 times, for the averaged 
(congruent trial+ (incongruent trial*-1)/2) LRP amplitude of the five, 160ms windows 
from 400 to 1200ms preceding S2, within the foreperiod, for the MI and MP task 
respectively. The blue dots represent the mean bootstrapped value estimate and the 
lengths of the black bars are the confidence intervals themselves. Waveform deviations 
above the baseline indicate the presence of lateralised motor cortex activity recorded 
over C3/C4 electrode pairs for the correctly primed response (positive foreperiod 
amplitude) and deviations below the baseline (negative foreperiod amplitude) indicate 
lateralised activity preceding a switched response in incongruent trials with a correct 
real response. 
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Figure 6.5.  The antisymmetry plots of the LRP for the two time windows of 400-
560ms and 1000-1200m, in both MI and MP tasks. In B, the comparative, higher 
amplitude recorded in the time window of 1450-1700ms, approximately around the 
mean response time in each task. Only congruent LRPs are shown in this plot. There is 
a pattern of effects in the LRP for the MI condition which, although attenuated, appears 
like that in the window around response. This pattern of activity is not present in the 
MP condition. C shows the LRP over C3/C4 electrode pair plotted over time, with the 
stimulus onsets and time windows of analysis marked.  
 
Given the low amplitude and weak significance of the data, visual inspection of 
antisymmetrically plotted voltage maps of the LRP (Praamstra, Stegeman, Horstink, & 
Cools, 1996) was performed to appraise topographical differences between conditions, 
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and this can be seen in Figure 6.5A. The antisymmetric plotting method involves 
computing the lateralised activity for each contra- ipsilateral sensor pair across the scalp, 
inverting and masking one half to the ipsilateral electrodes of an EEG montage and 
interpolating the remaining midline electrodes. This method allows for plotting of the 
LRP on scalp map coordinates for easier visualisation. For comparative purposes, the 
foreperiod LRP voltage distributions for each condition early window (400 to 560ms; 
Figure 6.5A, Window I) and the final window within the foreperiod (1040 to 1200ms, 
Figure 6.5A, Window II) is displayed, along with the voltage distribution for the period 
1450 to 1700ms roughly corresponding to the mean response time following S2 in both 
conditions (Figure 6.5B). It was observed that, forgoing differences in scale, the 
distribution of voltage for the congruent MI condition at the early window (6.5A, 
Window I) was more like the distribution around response in each of the four correct-
response time periods (Figure 6.5B) than the same condition in MP trials. Additionally, 
the voltage was distributed more focally at, and slightly anterior to, C3/C4 electrode at 
Window II in MI, but the distribution of voltage was clearly less focal in MP. The 
implications of these observations are discussed in section 6.5.3.   
6.4.3 Frequency analysis. 
The four frequency bands, as reported in Table 6.4, were analysed 
independently for two time windows in the stimulus- locked epochs. The 200ms time 
windows in the stimulus locked epochs correspond to a period in which there was an 
onset of an LRP-like deviation in the motor imagery condition (200-400ms) and to the 
late portion of the foreperiod corresponding to the late CNV period (1000-1200ms). 
The data from each frequency band was subjected to a 2 x 2 x 3 Repeated measures 
ANOVA with factors Task [MI; MP], Time Window [200-400ms; 1000-1200ms] and 
Sensor [C3; Cz; C4]. These data were collapsed across congruent and incongruent 
responses, since the participant would have no prior knowledge as to the congruency of 
the trial prior to the onset of S2. The percentage power shifts for each cell of these 
analyses can be seen in Table 6.4. 
 
Table 6.4. Mu and Beta ERD and ERS power shifts for frontocentral sensors (C3, Cz & C4), in each task, for early (200-400ms) and late (1000-1200ms) time 
windows, for the motor imagery (MI) and motor preparation (MP) experimental conditions.  
  Motor Imagery Motor Preparation 
  C3 Cz C4 C3 Cz C4 
Mu       
(8-10 Hz)  Window 1 -6.531 ± 5.441 % -6.194 ± 4.396% -7.067 ± 5.086% -9.967 ± 3.026% -2.194 ± 3.490% -6.826 ± 3.911% 
 Window 2 10.550 ± 4.202% 1.634 ± 5.334% 1.961 ± 3.354% 8.659 ± 5.227% 9.209 ± 5.840% 8.735 ± 6.542 % 
(10-12 Hz) Window 1  10.057 ± 4.962% 8.245 ± 4.117%  10.931 ± 4.335%  7.062 ± 3.973%  8.984 ± 6.081% 9.271 ± 4.108% 
 Window 2  41.722 ± 12.332% 28.743 ± 7.570%  37.655 ± 6.341% 29.539 ± 7.851% 27.517 ± 14.393% 33.476 ± 8.542% 
Beta       
(12-18 Hz) Window 1   1.602 ± 3.728% -1.592 ± 2.996%  -.172 ± 3.488% -2.540 ± 3.365% -3.373 ± 3.225% -1.570 ± 3.544% 
 Window 2  7.106 ± 2.740% -1.842 ± 3.321% 7.280 ± 3.387%  3.806 ± 3.774% -4.377 ± 4.942%  2.585 ± 2.710% 
 (18-24 Hz) Window 1  -.363 ± 2.201% -7.077 ± 2.432%  -3.235 ± 2.611%  -2.454 ± 1.876% -3.155 ± 2.552% -4.447 ± 2.267% 
 Window 2  10.669 ± 3.146% -2.016 ± 4.391%  4.119 ± 3.071%  .415 ± 2.821% -10.292 ± 3.784% -.836 ± 2.543% 
6.4.3.1 Low Mu frequency (8-10Hz). 
There was a main effect of Window (F1,10 = 21.13, p = .001, = 0.11). Event 
related desynchronization was predominant at the early time window (-6.46 ±3.05%) 
and event related synchronisation was predominant at the late time window (6.79 
±2.22%). A Task x Sensor interaction (F2,20 = 5.04, p = .017, = .009) was also 
present. Since there was a main effect of Window which indicated power shifts in 
opposing directions at each time window, this interaction was analysed using one 2 x 3 
repeated measures ANOVA separately for each time window, however there were no 
significant main effects or interactions in either of these post-hoc tests. The original task 
by sensor interaction is depicted in Figure 6.6A which shows the topographical 
distribution of power shifts across the scalp. In MI there was an overall pattern of ERD 
at Cz and C4 but ERS at C3, whereas in MP there is overall only ERS at Cz with 
minimal power shift at the flanking sensor locations. However, due to the low effect 
size of this interaction, difficulty in teasing this effect apart further due to the main 
effect of Window and absence of a three-way interaction, any discussion of mechanistic 
differences between the conditions would be contentious and difficult to justify without 
corroborating evidence. Suffice it to say, there were some minor differences in low 
alpha frequency modulation between the two conditions.  
6.4.3.2 High Mu frequency (10 – 12Hz). 
There was a significant main effect of time Window (F1,10 = 13.69, p = .004,  
= 0.15), with more ERS in the late window (33.11± 7.02%) than the early window 
(9.09±3.54%). There were no other significant main effects or interactions in this 
analysis. 
6.4.3.3 Low Beta frequency (12 – 18Hz). 
At the early time Window there ERD was more prominent at all three electrode 
locations in the MP condition but a pattern of central ERD and ERS over C3 for motor 
imagery, with no substantial power shift from baseline over C4. At the late time 
Window, the pattern of central ERD and surround ERS was present in both conditions, 
albeit with reduced ERD at Cz and stronger surround ERD at C3 and C4 in the MI 
condition. These data can be seen in the power shift distributions over the scalp in 
Figure 6.6B below, however these differences were not supported by significant 
interactions or main effects.  
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6.4.3.4 High Beta frequency (18 – 24Hz). 
At the early time Window in both conditions, there was a pattern of general 
ERD at all sensor locations. There was a significant three-way interaction (F2,20 = 4.019, 
p = .034, ). To inspect this, the Task x Sensor interaction was explored for 
each time Window using two separate 2x3 repeated measures ANOVAs. Within the 
early Window, a differential activation between the two tasks across the three sensors 
was observed, which is plotted in Figure 6.6B below. This was a central, focal ERD 
activity in MI not also present in MP. However, there were no statistically significant 
main effects or interactions in this analysis. At the second time-window, there was a 
main effect of Sensor (F2,20 = 18.54, p <.001, ) in which pairwise 
comparisons showed no significant difference between C3 and C4 (5.54±1.91% and 
1.64±2.39%, p = .161) but that Cz was more desynchronised than both (-6.15±3.17%, 
p’s <.005). The main effect of Task was non-significant (F1,10 = 3.82, p = .08) but was 
close to supporting a difference in the overall ERS in MI (4.26 ±3.30%) and ERD in 
MP (-3.57 ±2.74%). There was no higher order interaction. The original three-way 
interaction can be described as a more similar pattern of activation in the late window 
between the two tasks with central ERD and surround ERS in both tasks, with overall 
more ERS in MI and more ERD in MP, versus a pattern of differences between the 
tasks in the early window that can be described as general ERD in MP across sensors 
but a ERD/surround ERS pattern of power shifts across sensors in the MI condition.  
6.4.3.5 A note on analysing the distribution of scalp power shifts. 
 One alternative statistical method that could have been used to assess 
differences between conditions, given the lack of substantial evidence for strong task-
based differences between conditions in both the time-frequency data but also the time-
series LRP data, is to analyse the topographical similarity between consecutive time 
windows within conditions, or paired time windows across conditions. Analysis of 
global dissimilarity between successive electrical field distributions has been 
implemented based on the global field power of a signal (Skrandies, 1990), while 
representational similarity analysis has been implemented based on spatial correlation 
coefficients (Cecere, Gross, Willis, & Thut, 2017; Kriegeskorte, 2008). These two 
analyses assess the extent to which the high spatial variability, resolved in the time 
domain in the case of EEG, is different between conditions. In the absence of 
statistically significant differences between conditions in the present exper iment in 
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measures of frequency power shifts or amplitude differences, application of the 
topographical analyses may add statistical weight to any arguments made about 
differences between conditions at the level of the topographical distribution of values, 
rather than the current reliance on descriptive observation justified with theoretical or 
empirical reasoning. However, one caveat of these methods is that they represent 
further abstractions of the data from the original signal; ERD and ERS, as well as the 
LRP, are already computed signals rather than raw, or only filtered signals. In the case 
of the global dissimilarity index (Skrandies, 1990) for example, the analysis requires 
that high dimensional data (32-channel EEG) be reduced to only a single dimension 
(global field power, a measure of the spatial variability of the total signal on the scalp at 
any one time), adapted per the density of the recording. Ultimately this type of analysis 
was not viewed as beneficial for interpreting the results in any more detail than has 
already been achieved, and rather that further research should be designed that 
addresses the caveats of the present study or to implement the topographical analyses as 
a primary, rather than supplementary, analysis.  
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Figure 6.6. Mu and Beta frequency ERD/ERS changes across the scalp in upper and 
lower sections of their frequency bands, for both selected time windows, for both motor 
imagery (MI) and motor preparation (MP) tasks. Repeated measures factorial analysis 
of Sensors C3, Cz and C4 was performed on all data. These sensor locations are 
highlighted in the top right of the plot by the red rectangle. The upper panel of 6.6A 
shows both the significant Task x Sensor interaction, and the main effect of time 
Window. The interaction can be described as a function of the stronger ERD in MI 
across all sensors, but stronger ERS across all sensors in MP. In the lower panel of 
6.6A, in the upper Mu band, there was only a main effect of time Window, with a larger 
ERS power shift at the late time Window in both conditions. In 6.6B, in the upper panel 
(lower Beta); there were no main effects or interactions. However, in the lower panel 
(upper Beta) there was a significant three-way interaction, with a similar overall pattern 
of activity in the late window between both conditions and stronger central ERD and 
weaker surround ERS in MP compared with MI.  
6.5 Discussion 
6.5.1 Summary. 
This study used ERP and time-frequency analyses of EEG data, recorded from 
11 healthy participants in a repeated measures design, to investigate the mechanisms 
underlying motor imagery in a response priming paradigm. In behavioural analysis, a 
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larger congruency effect in MI than MP, as seen in previous studies, was replicated. In 
the ERPs, there was no significant difference in the amplitude of the late CNV between 
MI and MP tasks. The weighted foreperiod LRP amplitude was numerically larger in 
MI than MP, although neither tasks showed a statistically large foreperiod LRP. Only in 
the MI condition was a foreperiod LRP deviation from baseline present in both 
congruent (positive amplitude) and incongruent (negative amplitude) conditions. The 
difference between these two waves in units of area amplitude trended towards a 
significantly larger difference in MI than MP. Furthermore, visual assessments of 
voltage distributions in the topoplots showed that at the onset of the LRP-like deviation 
in MI the pattern of activity was like the distributions observed in all conditions around 
the point of correct response, whereas this was not the case for MP.  
In the exploratory frequency analysis, there were some differences between 
tasks in the low Mu (8-10Hz) frequencies within the foreperiod, but no differences in 
the upper Mu (10-12Hz) or the low Beta (12-18Hz) frequency, recorded over 
frontocentral electrodes C3, C4 and Cz. In the high Beta (18-24Hz) frequency range in 
an early time window (200-400ms) within the foreperiod, focal ERD was observed 
around the Cz sensor in the motor imagery condition whereas ERD was present and 
evenly distributed across frontocentral electrodes (C3, Cz and C4) in the motor 
preparation condition.  
6.5.2 Does simple motor imagery interact with general motor 
programming? 
It was unclear prior to this study whether the CNV would be present during a 
study in which motor imagery was performed within the foreperiod between two 
contingent stimuli. Not only was a CNV present in the MI task, but there was no 
significant difference in its amplitude compared to simple motor preparation. Previous 
studies have shown that the CNV amplitude is sensitive to the number of pre-
programmed dimensions of the upcoming response with more dimensions, regardless of 
their position in any muscular hierarchy, leading to monotonically more negative late 
CNV amplitudes that also correspond to faster response time (Leuthold et al., 1996; 
MacKay & Bonnet, 1990; Ulrich, Leuthold, & Sommer, 1998). This is evidence 
supporting the CNV’s sensitivity to the amount of information regarding the number of 
precued response parameter provided by S1, in enabling participants to effectively 
prepare for an upcoming response. In the present study, a hypothesis was made 
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regarding how MI might increase the quality rather the quantity of information 
available to generate the appropriate motor command, and that this would manifest as a 
more negative CNV in MI than MP.  
This hypothesis stems from the emulation theory of motor imagery which states 
that MI entails simulation of kinaesthetic or proprioceptive information (Grush, 2004). 
If this additional simulated information was available for the motor system to take 
advantage of when constructing a motor program at a higher level in the motor 
hierarchy, this may be analogous to a more efficient general motor program, and thus a 
more negative CNV would be observed. However, there was no evidence that MI leads 
to larger CNV amplitudes or to significantly faster average response times as a result.  
Thus, the null hypothesis must be accepted in this case; there is no support for an effect 
of MI priming at a central, more abstract locus of motor programming.  
6.5.3 Simple motor imagery may interact response programming at the 
level of the motor cortex. 
 Curiously, the LRP was absent in the MP condition, but weakly enhance LRP-
like deviations were present in the MI conditions only. The absence of the LRP in the 
MP condition was unexpected; foreperiod priming of a lower limb response has 
reported an LRP with the foot in one previous study (Jentszch et al., 2002) in which the 
amplitude of the foot LRP was attenuated compared to the hand LRP but not absent 
entirely. This LRP absence may be due to technical reasons. For example, the amplitude 
of foreperiod LRPs tend to be smaller than a non foreperiod LRP (for example 
maximum ~-1.5uv in full preparation (Leuthold, Sommer, & Ulrich, 1996) or ~-4uv for 
congruent flanker trials (Mattler, 2003), and non-foreperiod LRP absolute amplitudes 
are smaller in foot than hand trials (Carrillo-De-La-Peña et al., 2006). This may be 
further reduced in foot-based foreperiod LRPs to the point of undetectability. Another 
element which may have led to the reduced LRP amplitude is the use of probability 
cueing. In this sense preferential activation of the region of the primary motor cortex 
corresponding to the precued foot may not have been employed, as this would result in 
a greater risk of errors and slower response time for participants. In support of this, 
Scheibe et al. (2009) manipulated the prior probability of precue validity parametrically 
and found that only fully informative precues led to significant foreperiod LRP 
deviations, although Miller (1998) demonstrated that LRP deviations could be observed 
with fixed probabilities of 0.75 congruency. This last study method conflicts with the 
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present study in that it found a foreperiod LRP with a lower proportion congruency, 
however the task explicitly involved a sequence of movements rather than a single 
movement to purposefully increase the LRP amplitude.  
 Alternatively, the LRP absence may be attributed to low statistical power due in 
part to the high number of discarded participants. This is because exclusion criteria 
comprised outliers in behavioural response time, errors, time-series and time-frequency 
data leading to almost a third of total data collected being discarded prior to analysis. 
However, even following a resampling procedure of the bootstrapped LRP amplitudes, 
there were no significant deviations from the zero baseline, especially in the critical 
final 200ms of the foreperiod in which some deviation was expected in both conditions.  
 Despite the difficulties in eliciting an LRP in the MP condition, an LRP 
deviation observed through antisymmetric plots of lateralised activity showed a 
somewhat more focused lateralisation of the motor cortex activity in MI compared with 
MP, lending credence to the idea that MI interacts with processes typically associated 
with motor preparation, although clearly this is highly speculative, and warrants further 
research to validate this claim. In this case, the MI priming effect may be localised to 
the peripheral level of motor programming. Although not statistically significant, the 
area amplitude difference between the congruent and incongruent LRP deviations, for 
the selected portion of the foreperiod, was larger in MI than MP. Although it has not 
been used for assessing foreperiod LRPs before, the area amplitude between the curves 
might be interpreted as a neurophysiological analogue to the behavioural priming effect, 
although there are arguments against the usefulness of this interpretation in the absence 
of an LRP as observed in the MP condition. Nevertheless, it is useful under the 
assumption that there would be an LRP deviation of opposite polarity for congruent and 
incongruent preparation as we observed in the MI condition, because it represents the 
LRP in terms of its effectiveness in distinguishing preferential preparation for the 
precued stimulus. One explanation for the non-significant difference is that the area 
amplitude difference is over-estimating the difference between waveforms in the MP 
condition, where no discernible LRP was observed. The area between curves was taken 
as the absolute area amplitude difference between the congruent and incongruent waves 
over the 5 consecutive time windows, regardless of which wave was more negative than 
the other. It could be suggested that due to the constant deviation around zero and 
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overlap between the waves, the calculation of the area between curves was not 
appropriate in the MP condition.  
 Although the data does not provide strong evidence for the presence of 
preferential motor preparation in the context of the LRP in either task, the fact that there 
was generally a complete absence of an LRP for both conditions of MP and a clear 
deviation in the predicted direction of correct or incorrect activation in MI was in the 
context of identical stimulus presentation, design and timing. One might argue that this 
as due to the order of the conditions with MI always following the task. However, this 
might imply some task learning effects which contribute to the neurophysiological 
differences observed. To the contrary it is hard to support a theory suggesting that any 
learning of the task took place since the response required was so simple. Alternatively, 
it may be argued that it was due to the gradual internalisation of the prior probabilities 
of congruent and incongruent trials, although it was previously argued that due to this 
effect of probability of congruency we would expect to see smaller LRPs, rather than 
larger ones. Additionally, it is unlikely that an effect of order influenced the amplitude 
of the LRP, as training (order) affects latency features of the LRP component rather 
than its amplitude (Clark, Appelbaum, van den Berg, Mitroff, & Woldorff, 2015).  
 One novel finding of this study is that motor imagery appears to interact with 
motor programming at the peripheral level. Previous studies have argued both for and 
against the role of the primary motor cortex during motor imagery (see section 
1.2.1.3.5), which is the generator of the LRP component (Brunia, 1980; Praamstra, 
Schmitz, Freund & Schnitzler, 1999; Kranczioch et al., 2010). As theories of motor 
imagery tend to emphasise the nature of kinaesthetic motor imagery as recruiting shared 
motor networks with motor performance (Jeannerod, 2001; Grush, 2004), it is an 
interesting thought that motor imagery of a simple motor action would lead to a 
sustained, enhanced activation of the primary motor cortex as evidenced by the LRP. 
Further research is required to validate the LRP and other possible neurophysiological 
processes which may link motor preparation and motor imagery, particularly with a 
view to provide understanding of the mechanisms of motor imagery which can be 
drawn upon in applied literature.  
6.5.4 An ERD and LRP index for the timing of an imagined movement. 
 One hypothesis proposed in the introduction was that the approximate timing of 
an imagined movement could be inferred during a motor imagery priming task when 
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individual epochs were averaged. Although no substantial evidence was if this was 
possible, two observations were made that, if explored in future studies, may provide 
evidence to support the original hypothesis. The first observation is that in the time-
frequency analysis of the upper Beta frequency band (18-24Hz), an event related 
desynchronization was observed over with a maximum over Cz in the MI task, but not 
in the MP task. This may indicate that the maximum ERD power shift induced by an 
imagined movement during the foreperiod occurred at around 200-400ms following S1. 
This event related frequency shift in the beta band may provide a good tool with which 
to use in future studies that aim to understand to what extent motor imagery and motor 
preparation priming effects differ, or whether they interact12.  
The second indicator was that the LRP deviation appeared at approximately the 
end of this period, with an onset of approximately 400msfollowing S1. However, since 
there was no LRP deviation MP condition to compare with, it is difficult to interpret the 
actual timing of this potential imagined movement with respect to the initiation of the 
LRP. Nonetheless it is reasonable to assume that the imagined movement occurred at 
around 200-500ms. The first reason is simply due to chronometric parity between real 
and imagined movements; since imagined movements share both neurophysiological 
activation patterns (Hétu et al., 2013) and biomechanical constraints with real 
movements (Decety and Jeannerod, 1995; Karklinsky and Flash, 2015) the performance 
of the imagery should be approximately the same as a real movement. In this case, the 
approximate timing for the “imagined movement” appears to be similar for the real 
movement (which itself was approximately 200-500ms following S2). Additionally, 
since beta ERD is related to cortical activation over the relevant motor areas (Neuper 
and Pfurtscheller, 2001), and the foot motor area is approximately represented at the Cz 
electrode, the focal ERD observed is likely to represent the imagined movement. 
Finally, the similar voltage topographies occurring in the MI condition in the 400-
560ms window, compared to those topographies of the correct response in each 
condition (Figure 6.5), may indicate primary motor cortex activation related specifically 
to motor imagery of a foot movement. Important for the present study is the implication 
that an imagined movement was identified using converging frequency and ERP data. 
Further study of the behaviour of the foreperiod LRP waveform in MI priming tasks 
                                                                 
12
 Although not analysed for this thesis, this central desynchronised negativity was 
present separately in both the congruent and incongruent conditions. 
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may provide an opportunity to explore the precise onset, duration and strength of motor 
cortex activity during motor imagery. This could be supplemented with source analysis 
to differentiate the cortical origins of MI and MP in this task.  
The pattern of synchronisation and desynchronization across the foreperiod in 
this chapter maps closely to that described by Kilavik et al., (2013) wherein an initial 
desynchronization following S1 is replaced by suppression within the foreperiod which 
steadily shifts back to desynchronization around or just before the onset of the response. 
However, it was observed in the low beta range that there was greater suppression in all 
analysed frontocentral sites for motor imagery, and greater desynchronization at these 
sites for MP in the last 200ms window prior to S2 onset, corresponding to stronger 
surround suppression at hand area sites compared with effectively no difference to 
baseline at Cz in MI. This contrasted with MP in which there was a more general spread 
of desynchronization in the same period. This stronger surrounding suppression over 
both hand areas in MI may be tentative evidence for improved response selection, as 
task irrelevant areas were more effectively suppressed in the lead up to the response 
(Neuper and Pfurtscheller, 2001).  
6.6 Conclusion 
The previous studies within this thesis have demonstrated that motor imagery 
can lead to enhanced response priming effects when compared with motor preparation 
alone. One outstanding question arose as to whether MI also interact with typical 
response processes associated with motor preparation, for example abstract or motor 
related response programming. In addition to replicating the established behavioural 
priming effect, a potential imagined movement during the foreperiod was identified 
using both time series and time frequency features of human EEG. Whereas the 
imagined movement timing seemed to correspond approximately to the timing of the 
real response, the effects of imagery increased the amplitude of the LRP, a measure of 
peripheral response programming and motor cortex activity, but not the CNV, a 
measure of abstract motor programming efficiency. This is the first set of data which 
directly compares imagery and preparation within a single study using EEG, and 
confirms that previously observed behavioural effects may be due to a concomitant 
enhancement of peripheral response programming processes localised to the premotor 
and primary motor cortices. This demonstrates that motor imagery can be employed in 
foreperiod priming studies in the future to investigate its interaction with motor, and 
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potentially also non-motor, processes as these features appear to be both present and 
altered by the presence of foreperiod imagery. This study contributes to understanding 
the mechanisms which underlie motor imagery and its effects on subsequent 
performance, specifically from a motor control perspective. Further research is needed 
to clarify the timing and possible overlap between motor imagery and motor 
preparatory processes, and to assess whether there are other cognitive processes motor 
imagery bears influence on. 
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Chapter 7 – General Discussion 
7.1 Summaries of Experiments 
7.1.1 Experiment 1 - Motor imagery priming effects in the lower limb. 
In the first experiment (n = 18), a novel experimental protocol, combining an 
S1-S2 Rosenbaum response precuing paradigm (Rosenbaum, 1980) with a Posner 
attention cueing paradigm (Posner, 1980) with centrally presented stimuli was 
implemented. The primary aim of this experiment was to explore whether instructing 
kinaesthetic motor imagery (MI) of the foot as a foreperiod strategy could prime the 
motor system for subsequent foot responses, and whether this priming effect was 
different to that induced by preparation for action where participants only attended to 
the information provided by the stimuli, and prepared a response accordingly. These 
responses were congruent with the primed or prepared response in an 80:20 ratio with 
the incongruent trials, which required participants to inhibit and reprogram prepared 
response following imagination or otherwise, or in the case of neutral trials, either 
response was equally likely, and participants were given only a warning cue instructing 
them to prepare or imagine both responses simultaneously. The congruency effect, 
divided into response time costs and benefits versus neutral trials, was assessed using 
mean response time. Within itself, there were both costs and benefits of MI on 
performance, however when compared to MP there were no additional response time 
benefits, but a significantly enhanced response time cost effect. When the response 
congruency effect was compared as a sum of the total costs and benefits, it was 
significantly larger in the MI than MP task (21ms, p <.05, d = 0.75).  This effect was 
present across a distribution of mean response time effects, and most pronounced in the 
slowest correct responses. Errors were not affected by MI compared with MP. Overall, 
response times between tasks were equivalent when collapsed across trial types. 
However, since the enhanced priming effect was almost entirely explained by the 
absence of a cost effect in the MP task, it was unclear whether the larger response 
congruency effect in MI was due to motor imagery, or whether the effects were an 
anomaly of this experiment; if the benefit was equal in both tasks, why was the cost 
not? Nevertheless, it was concluded that there was an enhanced effect of MI priming on 
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performance, and that further experimental evidence was required to confirm or deny its 
presence. 
7.1.2 Experiment 2 – Temporal preparation and MI priming. 
Recruiting sixteen new participants, an additional condition manipulated, block-
wise, the amount of time and number of imagined movements available with which to 
prepare a response. It was hypothesised that motor imagery may be dependent on 
effective temporal preparation for a response (Niemi & Naatanen, 1981), since the 
neural simulation theory of motor imagery argued that extension of mental preparation 
time would naturally result in motor imagery (Jeannerod, 1994). Thus, the longer 
foreperiod in Experiment 1 may result in smaller differences between the priming 
effects because the long preparatory period (3350ms) resulted in a gradual 
accumulation of activity from preparation to imagery. A short foreperiod (1200ms) was 
introduced, and the study was repeated, although spread across two sessions. Effects of 
temporal preparation were observed in overall response latencies. Long foreperiods 
produced slower response times than short foreperiods in both MI and MP tasks (p = 
.027, , an effect predicted from the literature (Niemi & Naatanen, 1981), 
although an interaction between the Task and foreperiod Duration showed response 
time was significantly faster in the short foreperiod condition only. Additionally, and 
unexpectedly, MP trials were faster overall than MI trials (p =.047,  The 
magnitude of the priming effects were not affected by varying the foreperiod duration, 
indicated by an absence of a significant three-way interaction between all factors (task, 
duration and trial type). Replicating the results of Experiment 1, the size of the 
congruency effect in MI was larger than in MP in both foreperiod conditions although 
not statistically significant in the long foreperiod (short FP = 21ms, p = .013, d = .065; 
long FP = 21ms, p > .05). An analysis of the response time distributions using delta 
plots showed that the magnitude of the congruency effect was greater across all speeds 
of correct response, true for both foreperiod lengths. These differences were statistically 
larger in the three fastest time windows in the short foreperiod condition, but none were 
statistically larger in the long foreperiod condition. In the analysis of the error rates, 
there were no significant differences between tasks or durations no differences in the 
pattern of errors committed between the two tasks.  
This experiment demonstrated MI priming in this task design is not related to 
effective temporal preparation because a larger priming effect was observed in the long 
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and the short foreperiods. Both conditions were subject to the effects of temporal 
preparation however, since the response time was slower for the long compared with 
the short foreperiods. Crucially there was a cost effect in both MP conditions that was 
numerically larger than zero. The magnitude of the priming effect difference persisted 
with the return of a cost effect in the MP task, providing evidence that the results of the 
first experiment were not anomalous, replicating the results of Experiment 1. An 
interesting finding was the slower response time in MI compared to MP tasks on 
average, which was not observed previously. One well researched mechanism of MI is 
that it requires an inhibition of the concurrent motor command (Jeannerod, 2001; 
Guillot et al., 2012). This may have contributed to this effect, as previous research has 
shown that MI has a deleterious effect on the response time in a subsequent trial, 
interpreted as a global inhibition mechanism (Rieger, Dahm & Koch, 2017), and since 
the RT was delayed in all trial types for MI compared to MP across foreperiod duration 
conditions, this may be support for a global, and latent inhibition mechanism during MI 
performance. However, it was not an effect present in Experiment 1, thus this 
conclusion is only speculative at this stage.  
7.1.3 Experiment 3 – MI priming in the upper limb. 
The response method in Experiments 1 and 2 used foot related imagery and foot 
responses only. This was justified to broaden motor imagery literature beyond the 
relatively limited scope of upper limb movements, or where lower limb imagery is 
concerned typically only gait tasks are of direct interest (Hétu et al., 2013). The purpose 
of Experiment 3 was to consolidate the results from the first two experiments into the 
existing literature base supporting MI, by introducing a second condition in which 
participants imagined and responded with their index finger. Furthermore, the novelty 
of making speeded responses or imagined movements with the lower limb may have 
induced a congruency effect difference between the tasks that would not otherwise be 
observed in the hands. Data from n = 13 participants was analysed. The structure of the 
experiment was identical to Experiment 2, with the exception that foreperiod duration 
was fixed to 1200ms, and the factor of responding effector was introduced, where 
participants performed imagery and responses with the foot in one condition and with 
the index finger in the other. The pattern of data observed in the first two experiments 
was replicated successfully. Enhanced response congruency was present in both the 
upper and lower limb responses, and both comparisons were significant (Hands: 25ms, 
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p =.026, d =.82; Feet: 38ms, p =.004, d = 1.01). Hand responses were on average faster 
than foot responses in all conditions, a result expected based on existing literature (e.g. 
Pfister et al., 2014). While the magnitude of the enlarged MI congruency effect in the 
upper limb task was split by equal increases in costs and benefits compared to MP, an 
interaction effect was also present. The benefit effect was slightly larger in foot MI 
compared to foot MP, and this was complimented by a much larger cost effect. When 
split across effectors, MI trials were statistically slower than MP trials on average in 
both the upper and lower limb responses. Analysis of the distribution of congruency 
effects using delta plots showed a numerically larger congruency effect at all speeds of 
response for both effectors, in the MI compared with the MP trials. This was significant 
at all bins in the feet, and all but bins four and two in the hands. Finally, a significant 
interaction in the number of errors was present, with a significantly greater number of 
errors in the MI task than the MP task for the incongruent trials only.  
This experiment successfully replicated the enhanced MI priming effect 
observed in previous tasks, and allows this effect to be generalised across the upper and 
lower limb systems. This confirms the implication derived from theories of motor 
imagery (Jeannerod, 2001; Grush, 2004) that no individual limb system should be 
favoured during motor imagery, and allows the present body of research a connection to 
the bulk of experimental literature in motor imagery which tends to favour the hands 
(Hétu et al., 2013). 
7.1.4 Experiment 4 – Motor imagery as cognitive load: A non-motor 
explanation of the MI priming effect. 
Twenty-one participants datasets were analysed in the final experiment, in 
which a control condition was introduced. One caveat of using MI during a foreperiod 
is that it is a filled foreperiod effect, which has previously been shown to interfere with 
optimal preparation (Steinborn & Langner, 2011). This may provide an explanation for 
the delayed response time effects of MI observed in Experiment 2 and 3, and this 
delayed response time may contribute to the increased magnitude of priming effects 
rather than any effect of motor imagery itself. Thus, a non-motor cognitive load task 
was introduced which was matched to the MI task. An incremental counting task was 
designed which included a working memory transformation of variable consistency 
during the foreperiod, and consistent difficulty across a block by asking participants to 
report their answers at the end of the block. It was hypothesised that a true distractor 
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task, such as counting and mental transformation, would interfere with the ability of 
participants to effectively use the information provided by the prime to prepare their 
response. As a result, the priming effect would be reduced, and overall response time 
delayed compared with motor preparation alone. This contrasted with the effect 
observed in MI thus far in which there was an overall delay in response time but an 
increase in the magnitude of the priming effect when compared with MP. The results 
confirmed this hypothesis almost exactly, with delayed response time in both the 
control and MI tasks compared with MI, but a larger priming effect in MI and a reduced 
priming effect in control. An analysis of the response time distributions showed that 
these effects were practically identical in the fastest three response time bins, but began 
to deviate numerically from each other in a manner that represented the grand average 
priming effect in three slowest response time bins. Contrary to previous results 
however, the magnitude of the priming effect in MI was not statistically larger than the 
effect in MP at only 6ms difference, even though the direction of this effect was 
consistent with previous results. Reassuringly, the magnitude of difference between 
response priming effects in the MI and control task was significantly different, even 
though the mean response time across trial types was not (15ms, p = .04). Finally, an 
analysis of the error rates showed only a main effect of Congruency across tasks, with 
the most errors committed in incongruent compared to congruent and neutral trials, but 
no interaction. 
7.1.5 Neutral trial bias. 
The use of neutral motor imagery the first four experiments was exploratory, 
and thus its value should be considered with caution. Unlike unimanual motor imagery 
(Hétu et al., 2013; Carillo de la Pena et al., 2008; Kranczioch et al., 2010; Porro et al., 
1996), it is not known whether MI of a synchronous bipedal (or bimanual) movement 
engages cortical networks in a similar way as in synchronous real bimanual movements. 
In one study investigating this using beta frequency connectivity in sensorimotor areas, 
the bimanual synchronous action was not represented as an additive activation of the 
left and the right hemispheres simultaneously (Serrien et al., 2003; also see Walsh et al., 
2008 for a similar description from fMRI data). In this experiment, directional 
connectivity originated in the dominant hemisphere (the left, for right handed 
individuals) and exerted a metronomic effect on the non-dominant hemisphere in 
bimanual synchronous actions, an effect not yet documented in MI. Thus, although 
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theories of MI advocate that comparable motor networks are engaged in MI as 
compared with real movement (Jeannerod, 2001), it is not known whether this extends 
to bimanual synchronous imagined movements which are represented in a unique 
manner during real action. If the dominant hemisphere was more active during bipedal 
or bimanual MI in the present task, this may be advantageous for the dominant response 
effector only. In the first four experiments, this hypothesis was tested by analysing the 
response times in the left and the right foot or hand following a neutral imagined and 
preparatory trial. No evidence was provided for a response time bias in right side 
dominant participants in any experiment, suggesting that neutral MI was a suitable 
method to engage participants in MI performance, without providing advantages to the 
dominant responding effector. This thesis emphasises the need for further research into 
motor priming using imagery to explore how it can bias real performance, and based on 
this evidence, neutral MI is appropriate where an active imagery is required that is not 
biased towards a response. 
7.1.6 Experiment 5 – An ERP and Time Frequency Analysis (TFA) of the 
MI Priming Effect 
The final experiment of this thesis used electroencephalographic (EEG) 
techniques to provide insight into the neural mechanisms which underpin the MI 
priming effect. Excess muscular activity during the foreperiod was controlled for by 
discarding trials with excessive EMG. While some previous research supported the 
involvement of primary motor cortex during the performance of MI, other research has 
suggested that MI training can induce improvements in behavioural performance via 
positive changes to non-motor programming stage of the target movements (Yue & 
Cole, 1992; Li et al., 2004; Lebon et al., 2010; Reiser et al., 2011). Therefore, to 
investigate the possible locus of the MI priming effect, whether it originates in positive 
or negative changes to measures of central, abstract response programming mechanisms 
or in muscle specific coordination and primary motor activation during response 
programming, the EEG technique was applied as an appropriate tool to a modified 
version of the previous experiments. With an eleven-participant sample, and a removal 
of neutral trials to compensate for increased trial numbers to optimise the signal to noise 
ratio of data collected, the behavioural data successfully replicated the effects observed 
in the previous experiments, with a larger congruency effect in the MI priming than MP 
priming, of 16ms (p = .036, d = 0.30). Interestingly, the grand average response time 
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showed faster overall response times for MI compared with MP although this was not 
significant. Quantile plots showed a larger congruency effect in each response time bin 
for MI than MP, although there was no significant interaction effect between response 
time bin and task. Finally, there were an equivalent number of errors committed in all 
conditions when collapsed across task, potentially suggesting that participants had 
habituated in their ability to correctly switch responses in incongruent trials.  
7.2 Localising the MI Priming Effect from Motor and Pre-Motor Cortex 
Activation: Interactions with Motor Activations During Normal Response 
Programming   
In studies of the organisation of motor programming, EEG techniques have a 
proven track record in precuing paradigms (e.g. Leuthold, Summer & Ulrich, 2004). 
Two event related potential (ERP) components were analysed in Experiment 5. If the 
effect of motor imagery was related to variation in centralised, abstract level response 
programming effects, it was possible that changes in the amplitude of the late 
contingent negative variation (CNV; Walter, 1964; Leuthold, Sommer & Ulrich, 2004) 
would indicate it. This component is elicited between a precue and imperative stimulus, 
as used in the present set of research, and may or may not require a physical response 
(Kranczioch et al., 2009). Its amplitude increases monotonically with the amount of 
information provided by the precue stimulus (Leuthold et al., 2002; 2004; Kranczioch et 
al., 2009) and is maximal over central electrode cites. If MI represented an effect at the 
level of central motor programming, perhaps as a form of increased information 
quantity in preparing the response, this may have been reflected in a larger late CNV 
amplitude. On the other hand, the lateralised readiness potential (LRP) is a marker of 
peripheral, (Leuthold et al., 2004) hierarchical and muscle specific motor programming 
(Wild-Wall et al., 2003) and has sources is generated in the primary motor cortex and 
the supplementary motor area (Brunia et al., 1980; Leuthold & Jentszch, 2002; 
Kranczioch et al., 2009). The amplitude of this component is larger when response 
priming effects are larger (Leuthold & Jentszch, 2001), as has been observed through 
the course of the previous experiments. The ERP data revealed no significant difference 
in the amplitude of the late CNV between tasks, and no difference between the 
amplitude of the LRP between tasks. The absence of a difference in the late CNV may 
indicate no effect of MI at an abstract level processing level, although this conflicts 
with previous research which suggests that it might (e.g. Yue & Cole, 1992). An 
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unexpected finding here was that the LRP amplitude did not differ from zero 
statistically in either task, where it has been reported to do so before in a priming task in 
which the probabilities of valid or invalid responses are manipulated (Leuthold & 
Jentszch, 2001). However, another study suggested that have shown that the LRP would 
not deviate except in fully valid conditions (Scheibe et al., 2009). This data provides 
support for the latter; the present thesis used an 0.8 ratio of congruency, like the 0.75 
ratio used by Scheibe and found no LRP deviation in either condition. It was speculated 
in the discussion section of Chapter 5 however, that the pattern of amplitudes when 
plotted using spherical spline asymmetrical mapping showed a small but focused LRP-
like deviation in the MI condition over the hand motor cortical area at C3/C4 which was 
an inverted (positive) polarity, as expected for foot LRPs (Brunia et al., 1980; Carrillo 
de-la-Pena et al., 2006). Moreover, there was a pattern of amplitudes in the early part of 
the foreperiod MI condition only which, although attenuated, mimicked the pattern of 
amplitudes across the scalp over the time point of the mean response time. A 
speculative argument was proposed that this is a marker for an imagined foot 
movement, considering its similar distribution and reduced amplitude, as has been 
observed in previous studies which compare MI with real performance (Galdo-Alvarez, 
Bonilla, González-Villar, & Carrillo-de- la-Peña, 2016; Porro et al., 1996). However, 
further research is needed to justify whether this is the case, as the lack of an LRP in 
either condition impacts the capacity for understanding how effective preparation has 
occurred. An understanding of how motor imagery modulates the LRP or the CNV (or 
does not) will enable a clearer insight into the supposed mechanisms operating during 
MI performance. Unfortunately, the evidence provided by the LRP data do not 
definitively support a peripheral motor programming effect, although they do tend 
towards one which provides a reasonable explanation of MI priming. 
A summary table of all congruency priming effects, and their respective 
magnitude differences between the MI and MP priming effect, their statistical 
significances and effect sizes are presented below, in Table 7.1.  
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Table 7.1. Summary table of congruency effect statistics in each Experiment of this 
thesis. 
 Congruency Effect Magnitude 
(ms ± 1 SD) 
MI – MP 
(MI 
Priming 
effect) 
(ms) 
P-value  Effect 
Size 
(Cohen’s 
d) 
 MP MI cMP    
Experiment 1 
(Chapter 3) 
18 ± 
24ms 
39 ± 
38ms 
 18 ± 24ms .009a 0.75 
Experiment 2 
(Chapter 4)  
      
2a. Long  36 ± 
45ms 
56 ± 
53ms 
- 21 ± 58ms .172 0.34 
2b. Short  35 ± 
35ms 
55 ± 
41ms 
- 21 ± 33ms .013a 0.63 
Experiment 3 
(Chapter 4) 
      
3a. Hands  43 ± 
30ms 
68 ± 
49ms 
- 25 ± 35ms .026a 0.82 
3b. Feet 34 ± 
36ms 
72 ± 
46ms 
- 38 ± 38ms .004a 1.01 
Experiment 4 
(Chapter 4) 
35 ± 
30ms 
41 ± 
31ms 
26 ± 24ms 6 ± 29ms 1.0a n.a. 
Experiment 5 
(Chapter 6) 
40 ± 
47ms 
56 ± 
54ms 
- 16 ± 26ms .036ab 0.30 
a = statistically significant where α = .05, b = one-tailed hypothesis test 
 
7.3 Response Costs and Delays Following MI Priming 
 From Experiment 2 onwards, the MI task tended to display elongated average 
RTs compared with the MP task. As mentioned in previous sections, one suggested 
mechanism responsible for this elongated RT is the latent inhibition that accompanies 
the process of motor imagery, carrying over into production of the physical response. 
As discussed in Chapter 1 (section 1.3.1), Guillot et al., (2012) proposed three 
inhibitory pathways preventing overt movements during MI; subthreshold activation, 
global or local inhibition.  Although an effective appreciation of these pathways is not 
possible within the scope of the findings of the present thesis, their model does provide 
one possible explanation for phenomena of an elongated RT in the MI condition across 
multiple experiments. These latent inhibitory processes may also compound with the 
structure of sequential or parallel MI and MP during the foreperiod. Further research is 
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required to disentangle the contribution of MI-related inhibitory processes in delaying 
the overall response time, from the compounded nature of MI and MP, which, 
dependent on their sequential or parallel structure, may implement inhibition differently 
altogether.  
However, one previous study which may provide insight into this inhibition 
argument is from Ramsey et al., (2010) who showed that participants’ time to initiate 
their response was delayed in incongruent imagery compared to a non- imagery control 
task, but was not significantly delayed in the congruent reaching condition. Therefore, 
the possible locus of inhibition observed in Experiments 2 and onwards may be 
following movement initiation, since there were general delays in both congruent and 
incongruent response time, except for Experiment 5 in which grand average 
incongruent RT was numerically approximately the same in both MI and MP 
conditions. However, these were measures of response time and not response initiation 
time. The important difference between measuring movement initiation (i.e. the time 
from response signal onset to the start of the movement) and measuring overall 
response time (i.e. the time from response signal onset to the time at which the response 
has been formally registered) is not only behavioural but also neurological. For 
instance, measurements of the LRP can be partitioned into the S-LRP and the LRP-R 
(Osman, Moore, & Ulrich, 2003) which describe the time between the response signal 
onset and the lateralised motor cortex activity, and the time between the LRP and the 
response initiation time respectively. Effects of response precuing which manifest 
exclusively in either of these two complimentary indices of response programming may 
have the potential to be used in investigating the locus of the observed RT elongation 
effect, as a function of general or local inhibition, or otherwise. For instance, if MI 
priming effects induce a general inhibitory effect on the initiation of movement 
compared with MP priming, this would manifest in a longer S-LRP interval in both 
congruent and incongruent trials for MI. One caveat of this method is that the onset of 
the LRP would occur prior to the onset of the stimulus, thus appropriate event-related 
power spectra alterations may be a more appropriate marker for this effect. 
 Further to this, general cost effects were observed to be larger in MI than MP 
across all but the final study (due to the lack of a neutral trial condition). This neutral 
trial type, a concept borrowed from spatial attention priming paradigms (Posner, 1980), 
allowed for detailed interpretation of the MI and MP priming effect differences based 
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on changes in their costs (difference between neutral and incongruent response time) 
and benefits (difference between neutral and congruent response time). One reason for 
the enlarged cost effects due to MI, especially prominent in the foot imagery condition 
of Experiment 4, may be thanks to stronger motor cortex activity in the ipsilateral 
hemisphere and thus more cognitive resources required to reprogram the correct 
response, with results from the enhanced lateralised motor cortical activity in 
Experiment 5 providing the basis for this explanation. Meanwhile, the benefit effects 
were not generally larger since a stronger motor cortex activation for a correct response 
may not immediately translate into faster correct response times. Stimulus evaluation 
processes are still required prior to the initiation of a correct response, and these 
processes may simultaneously mask the benefits but amplify the motor system costs in 
the MI condition. Additionally, response reprogramming and response inhibition is 
associated with activation in the IFG (Mars et al., 2007), an area also associated with 
the effective performance of MI (Vogt, Rienzo, Collet, Collins, & Guillot, 2013). As 
mentioned in previous chapters it is unclear whether the inhibitory activation during 
response reprogramming in the IFG is of the same nature or purpose as IFG activity 
during motor imagery. However, the enlarged cost effect of MI priming on behaviour 
appears to be a consistent behavioural effect in previous research, even in tasks in 
which no MP comparison task is used (Li, 2005; Li et al., 2009; Ramsey et al., 2010). 
In terms of clinical impact, despite being a somewhat irrational statement, the concept 
of a substantial negative influence of incorrect motor imagery on subsequent 
performance, even from simple tasks such as foot responses or reaching movements, 
should be a reminder to individuals engaged in delivering MI based therapy to ensure 
that imagined movements are as accurate as possible when compared with the desired 
outcome behaviour. 
7.4 Non-Motor Cognitive Effects of MI priming 
Alternatively, the MI priming effect may not be related to response 
programming effects at either an abstract nor primary motor locus, and may instead be 
related to stimulus perception, motivation or simple increased attention the imagined 
limb. However, previous MI priming studies have shown effects that would arguably 
only be present if the effect was of a motor programming nature, and not on stimulus 
processing, attentional or motivational factors. Di Rienzo et al., (2016) demonstrated 
that integrated MI practice in the inter-trial rest periods separating maximal voluntary 
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contractions. The MI practice of a maximal contractions increased the physical maximal 
contractions than the control condition, and both the passive recovery and imagined 
relaxation condition in this priming style design which was not associated with action 
reprogramming as in the present study incompatible trials. Additionally, Anwar et al., 
(2011) showed that motor imagery prior to a physical movement in an imposed 
forcefield reduced endpoint stiffness than non-motor imagery. This is additional 
evidence for a motoric, programming effect of MI on performance. Nonetheless, a 
motor priming task as with present thesis provides a good means with which to start 
exploring the cognitive effects of MI which may be related to perception (Ingram et al., 
2016), motor (Rushworth et al., 2003) or body directed attention (Bach et al., 2007) and 
prediction (Schröger et al., 2015). 
7.5 Exploratory Time Frequency Analysis 
In addition to the ERP components, an analysis of low (Mu, 8-10 Hz; Beta, 12-
18 Hz) and high (Mu, 10-12 Hz; Beta, 18-24 Hz) frequencies was used to assess 
whether any effects of priming could be detected as a function of broadband changes in 
motor related oscillatory dynamics. No substantial differences were observed between 
tasks in either the high or low mu frequency recorded over central somatosensory 
electrodes. However, some minor differences were observed in the upper beta 
frequency between tasks in the form of stronger surround ERS in the MI condition at 
the late stage of the foreperiod, and a non-significant but focal beta ERD at an earlier 
time window which roughly corresponded to the speculative imagined foot movement 
identified by the attenuated LRP distribution of activation. Unfortunately, the effects of 
the ERD and ERS variations throughout the foreperiod were confounded by an ERS in 
both conditions which initiated prior to the onset of the S1 stimulus in all frequency 
bands across conditions. Thus, the baseline immediately preceding the S1 stimulus was 
not static (which the optimal time period for a baseline calculation in ERD/ERS 
analysis (Pfurtscheller et al., 1999)) and may have masked the true changes in 
oscillatory dynamics. Nonetheless, a focal ERD during the MI foreperiod only, 
combined with the presence of a suspected imagined movement in the ERP data 
provide a small insight into the neural components of the MI priming effect. This 
insight is that it is likely that an imagined movement did occur during the foreperiod, 
corresponding to previous TFA which found similar beta frequency modulations during 
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imagined foot movements (Müller-Putz, Kaiser, Solis-Escalante, & Pfurtscheller, 2010; 
Pfurtscheller et al., 2006). 
7.6 Research Impact of the Present Thesis 
The main research question for this thesis is restated below; 
How does motor imagery automatically prime subsequent performance? 
Can this question be answered now? It is still largely unclear exactly how motor 
imagery may automatically prime subsequent movement. However, the most consistent 
finding within this thesis was the enhanced priming effect in MI priming compared to 
priming with preparation alone. This is a relatively impactful finding in motor imagery 
literature; historical accounts of motor imagery, and even contemporary ones, tend to 
draw comparisons between motor imagery and motor preparation. Jeannerod, (1994), 
argued that the two are separated by the degree of conscious awareness. Hanakawa 
(2016) argues that imagery and performance exist on a functional hierarchy in which 
cortical areas involved in motor imagery weight more highly onto preparatory related 
activation states than motor execution areas. However, the question of how motor 
imagery and motor preparation might influence a subsequent action differently has not 
been addressed to a satisfactory degree. With this thesis, an argument is presented that it 
might be possible that MI interacts directly with motor preparation for real action to 
facilitate performance, a hypothesis not predicted by existing theories of motor imagery 
such as the simulation (Jeannerod, 2001) or emulation theory (Grush, 2004), since 
neither provide arguments which would satisfactorily distinguish motor imagery from 
motor preparation in terms of their effects on subsequent action. 
Furthermore, a theory of this interactive effect is proposed which combines 
reframes motor imagery with reference to both theories of predictive coding and active 
inference (Brown, 2011; Adams et al., 2013) and dynamic field theory of motor 
preparation (Erlhagen & Schöner, 2002; Shenoy et al., 2011b). Although formally 
summarised in Chapter 2, the essence of the theory suggests that motor imagery 
improves motor performance by prior simulation of kinaesthetic and proprioceptive 
motor information before motor preparation has finished. In Active inference, motor 
preparation is attention for proprioceptive channels (Brown et al., 2011). Through the 
simulation of kinaesthetic and proprioceptive information (Grush, 2004; Munzert, 
Zentgraf, Stark, & Vaitl, 2008; Naito et al., 2002), MI preshapes the motor parameter 
activation map (Erlhagen and Schöner, 2002), increases the gain of proprioceptive and 
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kinaesthetic channels compared to motor preparation alone. There is recent support for 
this hypothesis from research which delivers proprioceptive feedback from a brain-
robot interface to participants during motor imagery training (Vukelic et al., 2015; 
Darvishi et al., 2017). In each of these studies, proprioceptive information was provided 
by a robot passively moving the fingers on one hand of the participant in response to 
sustained sensorimotor beta frequency ERD during an imagined movement. In each 
study, it was found that proprioceptive plus visual feedback was superior, compared to 
visual feedback alone in improving the participants’ ability to self-modulate their 
sensorimotor beta ERD during motor imagery. The argument here is a mechanism of 
motor imagery is not simply that it involves a simulation of physical sensations, but that 
this simulation results in a gain function of proprioceptive motor channels in the central 
nervous system. When applied to motor preparation, greater costs are observed in the 
incongruent response times in general, because this increased gain requires extra effort 
to suppress and reprogram than if motor imagery was not used, and provides an 
alternative explanation for previous MI priming studies which find enhanced cost 
effects (Ramsey et al., 2010; Li et al., 2005; 2007), and also in those studies which find 
improved beneficial effects, particularly in those studies in which motor imagery is 
used to increase strength gains (e.g. Yue and Cole, 1992). Further refinements of this 
hypothesis are required. One aspect is reliable evidence that the effects of imagery 
operate at a peripheral motor level when interacting with motor preparation, since the 
evidence provided by this thesis was weak in this regard. Another aspect of this theory, 
and this thesis, which requires further study is in distinguishing the effects of MI and 
MP priming more thoroughly. At the present stage, as highlighted in the introduction of 
Chapter 6, it is not clear how MI and MP might overlap, although we can assume that 
they do not occur in parallel for the entire duration of the foreperiod. Furthermore, the 
true priming effects of MI cannot be disentangled from the effects of MP in the present 
task. A study which achieves this will better inform how MI and MP priming are either 
separable or dependent on each other to enhance the facilitation or interference effects, 
as observed in this thesis and other research.  
Finally, this thesis emphasises the valuable role of priming effects in 
investigating mechanisms of motor imagery. Previous research using comparative 
protocols are successful in describing motor imagery (Hétu et al., 2013). Some 
mechanisms of imagery are described better than others, such as a general inhibition of 
197 
 
action during motor imagery (Guillot, Di Rienzo, et al., 2012; Kasess et al., 2008; 
Rieger et al., 2017; Schwoebel et al., 2002) that does not extend to inhibit corticospinal 
excitability (Fadiga et al., 1998; Grosprêtre et al., 2016). In contrast, the potential origin 
of simulated kinaesthetic information during imagery  (Naito et al., 2002; Grush, 2004) 
has not been extensively described, with the Naito study representing a solitary example 
in which activity during motor imagery was contrasted with activity during kinaesthetic 
illusion, which is only an approximation of the simulation of sensation during motor 
imagery due to the intentional nature of an imagined movement, versus the passive 
experience of a kinaesthetic illusion. Action priming studies on the other hand, allow 
for an analysis of event related cognitive processing. As described before this could also 
be extended an investigation of the perceptual or attentional processing variations 
induced by motor imagery, processes which are relatively inaccessible to pre-post 
training protocols which focus on the net changes in processing across time (although 
see Ingram et al., 2016 for an interesting result on the importance of perceptual 
environment during motor imagery learning).  
7.7 Limitations and Further Research 
One issue in answering whether the effects of MI and MP priming are 
distinguishable is that the research design conflated the two together. An example of 
this is that some of the response time benefit effects were identical in both tasks, and as 
a result it is impossible to say whether motor imagery contributed towards a “benefit” 
effect or not. Additionally, it is difficult to argue that motor preparation and imagery 
interact with each other because of this conflation. Sufficient premovement motor 
preparation may be a necessary process to observe the priming effects of motor imagery 
on performance, in which case the two processes interact. If enhanced priming effects 
can be observed in the absence of a period of preparation for response, then the two 
processes may not interact. Further research is being planned to disentangle these two 
processes at a behavioural level such as to better understand the relationship between 
preparation and imagery, and whether the presence of both p rocesses is required to 
generate, and enhance behavioural priming effects.  
An additional limitation is the lack of an LRP in the MP condition. This was an 
unexpected result, as previous research has shown the LRP to be present when 
preparing for foot movements (Leuthold & Jentszch, 2002). However, the present 
research used a priming method, and other research has shown that the amplitude or 
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even presence of the LRP varies as a function of the ratio of valid and invalid 
probabilities, with one study showing that the LRP only deviated from baseline when 
precues were fully valid (Scheibe et a., 2009), and another study in which only 
participants who showed a large priming effect (the high preparation group) produced a 
significantly large deviation in the LRP amplitude from baseline for hand movements 
when probability congruent was set to 0.75 (Leuthold & Jentszch, 2001). It is also 
possible that foot movements have a higher signal to noise ratio which masked the 
effect of the LRP deviation, and that the unusual response method of using the lower 
limb might have made participants refrain from full preparation given the S1 
information (Leuthold, personal correspondence). Rather than decisions to reanalyse the 
present data, a more practical approach to investigating this limitation would be to 
repeat the study with a greater number of participants, varying the subjective 
probability ratio of the congruent and incongruent trials across blocks or sessions with 
the feet, and replicating the procedure in the upper limb to reduce the signal to noise 
ratio and maximise the separation of sources in the left and right primary motor cortices 
in the response preparation. 
In considering the nature of the program of research as dependent on priming 
behaviour through prior instructions, one potential confound is the use of motor 
imagery questionnaires, The TAMI and MIQ-RS in Chapter 3, and the MIQ-RS alone 
in Chapters 4 and 6. These were used to assess the subjective motor imagery ability of 
participants. It is possible that because participants were instructed to engage in motor 
imagery prior to the MP condition in all tasks as a function of this early imagery 
priming through the questionnaire. Thus, this would compromise the rationale behind 
maintaining the order of MI and MP conditions fixed to minimise spontaneous motor 
imagery performance in the MP condition. However, spontaneous MI is not equivalent 
to the specific instructions for MI provided to participants prior to the start of each MI 
task, but following the conclusion of each MP task. For instance, participants were 
instructed to imagine a specific movement during the foreperiod which was contingent 
on the content of the S1 stimulus, with a complex relationship in neutral trials where 
bipedal (and bimanual in the case of Experiment 3), synchronous in-phase imagined 
movements were required. This fixed instruction for imagery content may be sufficient 
to discount a theory of spontaneous MI during the foreperiod in the MP condition as a 
significant confound, however it may still exert some influence on participant 
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awareness of the potential for imagined movements during the MP task. Future research 
in MI priming which considers non-MI control conditions should thus be cognizant of 
the order not only of the experimental conditions, but also the order of MI ability 
assessments so as not to inadvertently contaminate non-MI tasks with MI performance. 
Additionally, stringent control should be given over the precise content of the MI 
required from participants, and empirical research should endeavour to report the 
content of these instructions. 
A final limitation is the use of fixed orders between conditions. Throughout this 
thesis, all imagined conditions were performed following the preparation conditions. 
Rationally, this was a decision made to prevent participants from imagining their 
responses during a preparation trial, as this may have been a greater confounding 
element in the results than the potential effect of order. Nonetheless, order effects may 
partially explain the present data. Fortunately, the effects of motor imagery priming 
reported within this body of work are supported by previous motor imagery priming 
studies, such as Ramsey et al., (2010) and Li et al., (2005; 2007) who each used 
counterbalanced methods and reported greater behavioural cost effects of motor 
imagery priming, similarly to that found in this thesis. However, as mentioned 
previously these studies were unable to distinguish between priming through imagery 
and priming through preparation. To address this issue, and avoid the confound of order 
effect explanations, further research is required to establish against this confound, as 
arguing for the minimal effect of order using data in which order effects may exist is 
not logically substantive. This further research may benefit from looking at the effects 
of motor imagery and preparation on changes to response time parameters as derived 
from drift diffusion models (Ratcliff & Rouder, 1998). Drift diffusion models describe, 
based on the distribution of fast and slow response time for two alternative decisions, 
premotor and motor related parameters which constitute fast and accurate decision 
making, such as those experienced in perceptual discrimination tasks (Ratcliff, 2002) or 
to the effects of prior probability and validity, such as that used in this thesis (Mulder, 
Wagenmakers, Ratcliff, Boekel, & Forstmann, 2012). Not only would this type of 
analysis not be reliant on within subject protocols since the parameters described in 
these models represent different aspects of response time distributions, and thus the 
processes underlying response tendencies, rather than the raw response time data which 
may vary drastically per individual, but it would provide deeper insight into the effect 
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of motor imagery on individual parameters of response tendencies when compared with 
motor preparation. 
Pursuant to this fixed order confound, it is possible that if compatibility effects 
tend to wash out over time then a fixed order may tend to reduce effects in the MI task 
relative to the MP task. Indeed, it was found that in Experiment 4 (cognitive control) 
the magnitude of the enlarged MI vs MP priming effect was reduced compared with the 
previous experiments. Furthermore, the considerably longer duration of the MI task in 
Experiment 5 was also accompanied by a smaller effect size in the difference between 
MI and MP priming effects (Cohen’s d = 0.3 versus d = 1.01 of the foot MI vs MP 
priming effect in Experiment 3 for example), and was only significant at a one-tailed 
hypothesis test level. This phenomenon thus refutes the argument deduced from the 
original confound that increased practice effects due to the fixed order may result in the 
increased priming effects. One paper investigating stimulus response compatibility 
effects in response programming for speech and phrase length showed that, following a 
split half analysis of the experimental session, that the compatibility effect was reduced 
in the second session due to an improvement in the response time for incompatible trials 
more so than compatible trials (Rosenbaum, Gordon, Stillings & Feinstein, 1987). It is 
possible that this effect was mirrored in the Experiment 5; as can be seen in Figure 
6.3A, the RT for MI incongruent trials were approximately the same as MP incongruent 
trials, while the RT for MI congruent trials appears to have driven the MI priming effect 
increase. It is possible that due to the long duration of the second session of MI that the 
trial RT following incongruent MI priming was reduced. Additional evidence for a 
washout effect was present in a mental rotation task in which the correlation between 
real and imagined rotation speed reduced across sessions for the compatible rotation 
condition and increased for the incompatible rotation condition (Wexler, Kosslyn & 
Berthoz, 1998). Thus, it is not a simple conclusion that the fixed order of MP and MI 
would result in enhanced priming effects only due to order. Nevertheless, further 
research which avoids this confound is necessary to justify these effects beyond 
reasonable doubt.  
7.8 Conclusion 
Motor imagery is a complex cognitive motor process which has applications in 
clinical and elite sports performance research. However, while experimental evidence 
and popular theories of imagined movement are successful in describing the overlaps 
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between real and imagined movements, they are less suited to describing how imagery 
can influence real movements. This thesis approached this problem from a 
neurocognitive perspective, and compared the effects of imagination on performance 
with the effects of conventional motor programming in the absence of imagination. In 
four behavioural studies, motor imagery facilitated or interfered with a performance of 
physical responses, and demonstrated that the effects of motor imagery were larger than 
compared with motor preparation alone. A subsequent EEG study provided tentative 
evidence for a motoric nature of this effect, supporting evidence that motor imagery 
engages the primary motor networks but also providing evidence that motor imagery 
and preparation for action may interact with each other to produce changes in a physical 
response. A novel hypothesis was proposed which framed imagined movement within 
the scope of theories of motor imagery and motor preparation. Further research which 
seizes on the benefits of the interaction between motor imagery and real performance is 
encouraged, to progressively increase the scope of motor imagery as an experimentally 
valuable phenomenon, and to assist in the exploration of the mechanisms which 
underpin it. 
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MIQ-RS 
 
This questionnaire concerns two ways of mentally performing movements that are used by 
some people more than by others, and are more applicable to some types of movements than 
others. The first is attempting to form a visual image or picture of a movement in your mind. 
The second is attempting to feel what performing a movement is like without actually doing 
the movement. You are requested to do both of these mental tasks for a variety of movements 
in this questionnaire, and then rate how easy/difficult you found the tasks to be. The ratings 
that you give are not designed to assess the goodness or badness of the way you perform 
these mental tasks. They are attempts to discover the capacity individuals show for 
performing these tasks for different movements. There are no right or wrong ratings or some 
ratings that are better than others. 
Each of the following statements describes a particular action or movement. Read each 
statement carefully and then actually perform the movement as described. Only perform the 
movement a single time. Return to the starting position for the movement just as if you were 
going to perform the action a second time. Then, depending on which of the following you 
are asked to do, either (i) form as clear and vivid a visual image as possible of the movement 
just performed, or (ii) attempt to feel yourself making the movement just performed without 
actually doing it. 
After you have completed the mental task required, rate the ease/difficulty with which you 
were able to do the task. Take your rating from the following scales. 
 
Rating scales: 
Visual Imagery Scale 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to see hard (not easy easy to see easy 
to see  to see not hard) to see  to see 
Kinesthetic Imagery Scale 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to feel hard to (not easy easy to feel easy to 
to feel  feel not hard) to feel  feel 
 
Be as accurate as possible and take as long as you feel necessary to arrive at the proper rating 
for each movement. You may choose the same rating for any number of movements “seen” 
or “felt” and it is not necessary to utilize the entire length of the scale. 
 
 
 
 
 
 
 
 
 
 
 
 
1.Starting 
Position: 
Stand with your feet and legs together and your arms at your sides. 
Action: Raise your one knee as high as possible so that you are standing on one leg with your other leg 
flexed (bent) at the knee. Now lower your leg so that you are again standing on two feet. 
Mental task: Assume the starting position. Attempt to feel yourself making the movement just performed 
without actually doing it. Now rate the ease/difficulty with which you were able to do this 
mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to feel hard to (not easy easy to to feel easy 
to feel  feel not hard) feel  to feel 
 
 
Rating:______________ 
 
 
2.Starting 
Position: 
While sitting, put your hand on your lap and make a fist. 
Action: Raise your hand above your head until your arm is fully extended, keeping your fingers in a 
fist. Next, lower your hand back to your lap while maintaining a fist. 
Mental task: Assume the starting position. Attempt to see yourself making the movement just performed 
with as clear and vivid a visual image as possible. Now rate the ease/difficulty with which you 
were able to do this mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to see hard (not easy easy to to see easy 
to see  to see not hard) see  to see 
 
 
Rating:______________ 
 
 
3.Starting 
Position: 
Extend your arm straight out to your side so that it is parallel to the ground, with your fingers 
extended and your palm down. 
Action: Move your arm forward until it is directly in front of your body (still parallel to the ground). 
Keep your arm extended during the movement and make the movement slowly. Now move 
your arm back to the starting position, straight out to your side. 
Mental task: Assume the starting position. Attempt to feel yourself making the movement just performed 
without actually doing it. Now rate the ease/difficulty with which you were able to do this 
mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to to 
feel 
hard to (not easy easy to feel easy 
feel  feel not hard) to feel  to feel 
 
 
Rating:______________ 
 
4.Starting 
Position: 
Stand with your arms fully extended above your head. 
Action: Slowly bend forward at the waist and try and touch your toes with your fingertips. Now return 
to the starting position, standing erect with your arms extended above your head. 
Mental task: Assume the starting position. Attempt to see yourself making the movement just performed 
with as clear and vivid a visual image as possible. Now rate the ease/difficulty with which you 
were able to do this mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to see hard (not easy easy to see easy 
to see  to see not hard) to see  to see 
 
 
Rating:______________ 
 
 
5.Starting 
Position: 
Put your hand in front of you about shoulder height as if you are about to push open a swinging 
door. Your fingers should be pointing upwards. 
Action: Extend your arm fully as if you are pushing open the door, keeping your fingers pointing 
upwards. Now let the swinging door close by returning your hand and arm to the starting 
position. 
Mental task: Assume the starting position. Attempt to see yourself making the movement just performed 
with as clear and vivid a visual image as possible. Now rate the ease/difficulty with which you 
were able to do this mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to see hard (not easy easy to see easy 
to see  to see not hard) to see  to see 
 
 
Rating:______________ 
 
 
6.Starting 
Position: 
While sitting, put your hand in your lap. Pretend you see a drinking glass on a table directly in 
front of you. 
Action: Reach forward, grasp the glass and lift it slightly off the table. Now place it back on the table 
and return your hand to your lap. 
Mental task: Assume the starting position. Attempt to feel yourself making the movement just performed 
without actually doing it. Now rate the ease/difficulty with which you were able to do this 
mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to feel hard (not easy easy to feel easy 
to feel  to feel not hard) to feel  to feel 
 
 
Rating:______________ 
 
7. Starting 
Position: 
Your hand is at your side. Pretend there is a door in front of you that is closed. 
Action: Reach forward, grasp the door handle and pull open the door. Now gently shut the door, let 
go of the door handle and return your arm to your side. 
Mental task: Assume the starting position. Attempt to feel yourself making the movement just performed 
without actually doing it. Now rate the ease/difficulty with which you were able to do this 
mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to 
feel 
hard (not easy easy to feel easy 
to feel  to feel not hard) to feel  to feel 
 
 
Rating:______________ 
 
 
8. Starting 
Position: 
Stand with your feet and legs together and your arms at your sides. 
Action: Raise your one knee as high as possible so that you are standing on one leg with your other leg 
flexed (bent) at the knee. Now lower your leg so that you are again standing on two feet. 
Mental task: Assume the starting position. Attempt to see yourself making the movement just performed 
with as clear and vivid a visual image as possible. Now rate the ease/difficulty with which you 
were able to do this mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to see hard (not easy easy to see easy 
to see  to see not hard) to see  to see 
 
 
Rating:______________ 
 
 
9.Starting 
Position: 
While sitting, put your hand on your lap and make a fist. 
Action: Raise your hand above your head until your arm is fully extended, keeping your fingers in a fist. 
Next, lower your hand back to your lap while maintaining a fist. 
Mental task: Assume the starting position. Attempt to feel yourself making the movement just performed 
without actually doing it. Now rate the ease/difficulty with which you were able to do this 
mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to feel hard (not easy easy to feel easy 
to feel  to feel not hard) to feel  to feel 
 
 
Rating:______________ 
 
 
10.Starting 
Position: 
Extend your arm straight out to your side so that it is parallel to the ground, with your 
fingers extended and your palm down. 
Action: Move your arm forward until it is directly in front of your body (still parallel to the 
ground). Keep your arm extended during the movement and make the movement slowly. 
Now move your arm back to the starting position, straight out to your side. 
Mental task: Assume the starting position. Attempt to see yourself making the movement just 
performed with as clear and vivid a visual image as possible. Now rate the ease/difficulty 
with which you were able to do this mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to see hard (not easy easy to see easy 
to see  to see not hard) to see  to see 
 
 
Rating:______________ 
 
 
11.Starting 
Position: 
Stand with your arms fully extended above your head. 
Action: Slowly bend forward at the waist and try and touch your toes with your fingertips. Now return 
to the starting position, standing erect with your arms extended above your head. 
Mental task: Assume the starting position. Attempt to feel yourself making the movement just performed 
without actually doing it. Now rate the ease/difficulty with which you were able to do this 
mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to feel hard (not easy easy to feel easy 
to feel  to feel not hard) to feel  to feel 
 
 
Rating:_______________ 
 
 
12.Starting 
Position: 
Put your hand in front of you about shoulder height as if you are about to push open a 
swinging door. Your fingers should be pointing upwards. 
Action: Extend your arm fully as if you are pushing open the door, keeping your fingers pointing 
upwards. Now let the swinging door close by returning your hand and arm to the starting 
position. 
Mental task: Assume the starting position. Attempt to feel yourself making the movement just performed 
without actually doing it. Now rate the ease/difficulty with which you were able to do this 
mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to feel hard (not easy easy to feel easy 
to feel  to feel not hard) to feel  to feel 
 
 
Rating:_______________ 
  
13.Starting 
Position: 
While sitting, put your hand in your lap. Pretend you see a drinking glass on a table 
directly in front of you. 
Action: Reach forward, grasp the glass and lift it slightly off the table. Now place it back on the 
table and return your hand to your lap. 
Mental Task: Assume the starting position. Attempt to see yourself making the movement just 
performed with as clear and vivid a visual image as possible. Now rate the 
ease/difficulty with which you were able to do this mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to see to see (not easy easy to see easy 
to see   not hard) to see  to see 
 
 
Rating:_____________ 
 
 
14.Starting 
Position: 
Your hand is at your side. Pretend there is a door in front of you that is closed. 
Action: Reach forward, grasp the door handle and pull open the door. Now gently shut the door, let go 
of the door handle and return your arm to your side. 
Mental Task: Assume the starting position. Attempt to see yourself making the movement just performed 
with as clear and vivid a visual image as possible. Now rate the ease/difficulty with which you 
were able to do this mental task. 
1 2 3 4 5 6 7 
Very Hard Somewhat Neutral Somewhat Easy Very 
hard to see to see (not easy easy to see easy 
to see   not hard) to see  to see 
 
 
Rating:______________ 
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About TAMI
TAMI is an objective test of ability in movement imagery. 
TAMI consists of 10 questions (preceded by one practice 
question) in which participants are asked to imagine 
a series of motor movements. Participants are then 
presented with several images and are asked to select 
the image that corresponds to their final body positioning. 
This booklet consists of the TAMI questionnaire and 
response sheet, along with pertinent details regarding the 
administration and scoring of TAMI.
For more information about TAMI and how it differs from other movement 
imagery questionnaires, see:
Madan, C. R., & Singhal, A. (2013). Introducing TAMI: An objective test of 
ability in movement imagery. Journal of Motor Behavior, 45, 153-166.
 doi:10.1080/00222895.2013.763764
Madan, C. R., & Singhal, A. (under revision). Improving the TAMI for use with 
athletes.
TAMI
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Administration
To adminster TAMI, provide participants with the questionnaire and response 
sheet included in this booklet. The correct answers are as follows:
Question Answer TAMIw Weighting
1 B 1
2 E 2
3 D 1
4 F 4
5 A 2
6 B 4
7 F 1
8 E 1
9 C 5
10 B 3
Additionally, Madan and Singhal (under revision) introduced an additional 
TAMIw score that is out of 24, rather than 10, by increasing the weight 
of some questions based on their difficulty. The TAMIw score improved 
the specificity of the TAMI and its ability to be used in between-group 
comparisons (e.g., athletes vs. non-athletes). These weightings have also been 
included above. (See the article for further details.) 
Questionnaire
Questionnaire
2
In this questionnaire, we are assessing your ability to imagine body 
movements.
You will be given instructions describing a series of body movements. Please 
try and imagine yourself making these movements, in the sequence they are 
instructed. For each question, you will be given five movement instructions. 
After you have imagined the movement described in the fifth instruction, 
please flip to the next page and choose the image [A-E] that matches your 
final imagined body positioning. If your final imagined body positioning does 
not correspond to any of the images [A-E], please choose F (none). If you 
cannot imagine the movement or get confused during while imagining the 
movements, please stop and choose G (unclear). Please write your responses 
[A-G] on the response sheet you were given, beside the appropriate question 
number.
Please do not write in this booklet.
Questionnaire
3
Please consider the following when imagining the described body movements:
1. While imagining a movement, close your eyes and refrain from actually 
moving your body in any way, including your hands and feet. Once you 
have imagined the movement, open your eyes and read the next movement 
instruction. After reading the instruction, close your eyes again and imagine 
the movement corresponding to the instruction you just read.
2. Repeat until you have imagined all five movements.Follow the instructions 
and imagine that you are making the described movements. In other 
words, do not imagine other people making the movements.
3. Torso means all of your body from the waist and above.
4. In this questionnaire, “front” means the direction your head is facing at 
the time, and “back” is directly opposite of the direction you are facing. 
Consider “to the side” as relative to the direction your torso is currently 
facing.
Please let us know if you have any questions. If not, you will now be given one 
practice question.
Questionnaire
4
Practice Question
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Step your left foot forward 30 cm.
3. Turn your torso 60° to the right.
4. Raise your left arm forward 90°.
5. Raise your right arm 90° to the side.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
5
Questionnaire
6
The correct answer was B.
If this is not this is not the same answer you responded with, please re-read 
the instructions for this question and look at the answer images again.
If you are unclear on the instructions, please ask the experimenter for help. 
Otherwise, you will now be given ten more questions. Do your best to 
imagine the instructed body movements and choose the image that matches 
your final body positioning. 
Questionnaire
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Question #1
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Step your left foot 30 cm backward.
3. Turn your torso 60° to the right.
4. Raise your left arm 90° to the side.
5. Raise your right arm upward 180°.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
8
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Question #2
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Step each foot 30 cm to the side.
3. Place your right hand on your chest.
4. Turn your head 90° to the right.
5. Lean your torso forward 90°.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
10
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Question #3
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Place both of your hands on top of your head.
3. Step your left foot 30 cm to the side.
4. Turn your torso 60° to the right.
5. Tilt your head downward, towards your chest.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
12
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13
Question #4
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Raise both arms 90° to the side.
3. Step your right foot 30 cm backward.
4. Turn your torso 60° to the left.
5. Turn your head 90° to the right.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
14
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Question #5
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Raise both of your arms upward 180°.
3. Lean your torso forward 90°.
4. Step your right foot 30 cm to the side.
5. Turn your head 90° to the right.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
16
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Question #6
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Kneel forward on your left leg.
3. Turn your torso 60° to the left.
4. Turn your head 90° to the right.
5. Raise your right arm 90° forward.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
18
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19
Question #7
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Place your right hand on top of your head.
3. Turn your torso 60° to the left.
4. Turn your head 90° to the right.
5. Raise your left arm upward 180°.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
20
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Question #8
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Place your left hand on your chest.
3. Kneel forward on your left leg.
4. Tilt your head downward, towards your chest.
5. Raise your right arm upward 180°.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
22
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Question #9
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Raise your right arm 90° forward.
3. Turn your head 90° to the left.
4. Lean your torso forward 90°.
5. Raise your left arm 90° to the side.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
24
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Question #10
1. Stand up straight with your feet together and your hands 
at your sides. (See image.)
2. Place your left hand on top of your head.
3. Kneel forward on your left leg.
4. Raise your right arm 90° forward.
5. Turn your head 90° to the right.
When you are ready, please flip to the to the answers page.
Questionnaire
Please choose the image that matches your final body positioning. Do not flip 
back to the questions page to re-read the instructions.
When you have made your choice, clearly write your response [A-G] on the 
response sheet and turn the page to the next question.
(A) (B) (C)
(D) (E)
(F) none
(G) unclear
26
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Thank you for filling out the questionnaire!
Please return your questionnaire booklet and response sheet to the 
experimenter.
Subject ID: _ 
Please record your responses in the boxes below.
Practice
1 6
2 7
3 8
4 9
5 10
Comments:
Response Sheet
1	/	8
Self-Assessment	Form:	Ethics	(SAFE)
Response	ID Completion	date
160708-160702-11159254 11	Jan	2016,	10:57	(GMT)
1 Project	title Electrophysiological	correlates	of	the
effect	of	motor	imagery	on
performance.
2 Chief	Investigator: Ben	Toovey
2.a Email	address: bt00052@surrey.ac.uk
3 Level	of	research PhD
3.b If	this	is	a	PhD	study
please	provide	the
name	of	your
supervisor/s
Annette	Sterr;	Ellen	Seiss
4 Does	the	study
require	review	by	an
NHS	Research	Ethics
Committee?
No
2	/	8
5 Does	the	study
involve	the
inducement	of	MORE
than	minimal	stress
to	the	participant?
No
6 Does	the	study
involve	children
under	16	years	or
other	vulnerable
groups	such	as
those	16	and	over
who	may	feel	under
pressure	to	take
part	due	to	their
connection	with	the
researcher?
No
7 Does	the	study
involve	prisoners	or
young	offenders?
No
8 Does	the	study
involve	the	new
collection	or	donation
of	human	tissue,	as
defined	by	the
Human	Tissue	Act,
from	a	living	person
or	the	recently
deceased	according
to	the	Human	Tissue
Authority?
No
3	/	8
9 Does	the	study
involve	any	of	the
following	...
No
10 Are	you	planning	to
access	records	of
and/or	collect
personal	confidential
data,	concerning
identifiable	individuals
as	defined	by	the	UK
Data	Protection	Act
1998?
No
11 Are	you	linking	or
sharing	personal	data
or	confidential
information	beyond
the	initial	consent
given	(including
linked	data	gathered
outside	of	the	UK)?
No
12 Will	you	collect	or
access	audio/video
recordings,
photographs	or
quotations	within
which	participants
may	be	identifiable
and	with	the
intention	to
disseminate	those
beyond	the	research
team?
No
4	/	8
13 Does	the	study
require	participants
to	take	part	in	the
study	without	their
knowledge	and/or
consent	at	the	time?
No
14 Does	the	study
involve	deception
other	than
withholding
information	about
the	aims	of	the
research	until	the
debriefing?
No
15 Do	you	plan	to	offer
incentives	which	may
unduly	influence
participants’	decision
to	participate?
No
16 Does	the	study
involve	activities
where	the
safety/wellbeing	of
the	researcher	may
be	in	question?
No
5	/	8
17 Do	you	think	that
any	other	significant
ethical	concerns	may
arise,	or	does	your
external	funding
body	or	sponsor
require	ethical
review	to	be
undertaken?
No
18 Could	the
behavioural/physiological
intervention	possibly
lead	to	discovery	of	ill
health	or	concerns
about	wellbeing	in	a
participant	incidentally
even	if	the	intervention
in	itself	causes	no	more
than	minimal	stress	is
to	the	research
participant?
No
6	/	8
19 Are	you	investigating
existing	working	or
professional
practices	among
participants,
identifiable	to
yourself	as	the
researcher	at	your
own	place	of	work
(this	may	be	the
University	of	Surrey
or	another
organisation	where
you,	your	supervisor
or	co-investigator
work)?
No
20 Is	the	research
proposal	to	be
carried	out	by
persons
unconnected	with
the	University,	but
wishing	to	use	staff
and/or	students	as
participants?
No
21 I,	the	undersigned,
confirm	that	I	have
read	the	Ethical
Principles	and
Procedures	for
Teaching	and
Research	and	the
Code	on	Good
Research	Practice.	I
understand	that	the
project	may	be
I	agree
7	/	8
project	may	be
monitored	and
audited	by	the
University	of	Surrey
to	ensure	that	it	is
carried	out	in
accordance	with
good	practice,	legal
and	ethical
requirements	and
any	other	guidelines.
I	understand	that
the	protocol	and	any
associated
documents	such	as
information	sheets
and	consent	forms
should	have	version
numbers	and	dates.
If	I	make	any
significant	changes
to	my	protocol	I
understand	that	I
should	complete	the
self-assessment
again.	I	am	also
aware	that	any
knowingly	wrong
answer	to	any	of	the
questions	below	and
any	research
misconduct	reported
may	lead	to
disciplinary	measures
after	investigation.	In
case	of	dissertation
projects	or	theses,
the	provision	of
knowingly	incorrect
information	or
proven	research
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proven	research
misconduct	may
affect	academic
progression.
21.a Name Ben	Toovey
21.b Date	self-
assessment	form	is
submitted
11/01/2016
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Self-Assessment	Form:	Ethics	(SAFE)
100%	complete
Receipt	number:
Submission	time:
Thank	you
Completion	receipt
160708-160702-11159254
2016-01-11	10:57:06	GMT
Thank	you	for	completing	the	Self-Assessment	Form:	Ethics.
Note:	Your	responses	should	be	downloaded	and	kept	with	your
study	documentation.
If	you	have	any	questions	please	feel	free	to	contact	us	via	ethics@surrey.ac.uk.
