The performance of the state estimation (SE) depends on the accuracy of the received measured data, as well as the parameter data of the power system. In this paper, a new algorithm is proposed for the simultaneous identification and correction of measurement and branch parameter errors (series and shunt admittances) in the power system SE problem. The proposed method uses Lagrange multipliers for the identification and correction of branch parameter errors without the need for a-priori specification of suspect parameter vectors. Erroneous measurements and branch parameter values can be corrected using the proposed method to estimate the measurement and branch parameter errors. Finally, IEEE 14-, 30-, and 57-bus test systems are used to show the validity and robustness of the proposed algorithm. Single, multiple, and simultaneous errors in the conventional measurements and branch parameters are considered for different case studies.
Introduction
The input data of conventional state estimation (SE) are a redundant collection of measurements and a mathematical model that relates these measurements to the nodal voltage magnitudes (V) and their phase angles ( θ), which are taken as state variables of system. This model relies on several assumptions, among which the network configuration and associated parameters are considered to be known without any errors. Unfortunately, these assumptions do not hold true. However, the network parameter values stored in the static database may be incorrect due to inaccurate data supplied by the manufacturers and network changes that are not properly updated in the database. Moreover, these parameters can change due to temperature (especially the series resistance) or environmental conditions (especially the shunt conductance), etc. [1] . As a result, parameter errors, which are usually assumed not to exist normally, can have adverse impacts on SE solutions; hence, the detection, identification, and correction of network parameter errors are very important.
Most state estimators are designed to suspect only the conventional measurement errors and to ignore all other types of errors. Most of the conventional measurement errors can be effectively detected, identified, and corrected using methods such as the largest normalized residual test [1] . In [2] , a topological/geometrical based approach was used to define the undetectability index for bad data analysis and measurement error detection. To detect gross errors in the power system SE, a new method based on the definition of innovation index and concepts of [3] was proposed in [4] . Moreover, bad data detection was presented in [5] using a robust method for the solution of the power system SE with equality constraints. A systematic approach for SE based on wavelet analysis to detect and eliminate bad data in measurements was developed in [6] . The identification of measurement and topology errors was analyzed in [7] . Furthermore, in [8] , a simple multiarea decentralized SE procedure and bad data detection problem were proposed in multiarea systems.
On the other hand, the influence of parameter errors on the SE solution was studied in detail in [9] . There are several published methods for the identification and estimation of branch parameter errors using Supervisory Control and Data Acquisition measurements [10] [11] [12] [13] and considering the power management unit's (PMU's) measurements in static SE [14] . Moreover, the joint estimation of state and parameter estimation with PMUs were presented in [15, 16] in a dynamic SE. Sensitivities of the SE solution with respect to line reactances and shunt susceptances were analyzed in [17] . Thus, there are 2 types of methods for parameter error identification [9] . The first type is based on residual sensitivity analysis [18, 19] , where the sensitivities of the measurement residuals to the assumed parameter errors are used for identification. The second type uses a state vector augmented by additional variables, which are the suspected parameters. This approach can be implemented in 2 different ways using the static normal equations [20] [21] [22] and the Kalman filter theory [23] [24] [25] .
Although there are various branch parameter estimation approaches, most of them address only the branch series admittances and assume that the influence of branch shunt admittances is insignificant on the SE solution [13, 26] , while the influence of shunt admittances is important. As a result, all of the branch parameter error identification and estimation methods have common limitations as follows:
1. A primary set of suspect parameters is required before the estimation and correction of parameter error.
The branch parameter estimation with an augmented state vector requires a high computational volume
and an extra iteration in the estimation process because the weighted least square (WLS) algorithm should first be solved to estimate the actual values of the branch parameters.
3. When the augmented state vector method is applied, it may yield some unreasonable results, such as negative resistances and unacceptable large branch parameter values.
4. Bad data in the measurement vector have to be removed before the parameter error identification.
5. There is no obvious difference for distinguishing 2 kinds of residuals caused by measurement and branch parameter errors.
However, in order to obtain a reliable SE, simultaneous identification and correction of the measurement and branch parameter errors still represents a challenging task. The method proposed in this paper overcomes these limitations and problems, as described in the next sections.
In this paper, a new algorithm is proposed for the simultaneous identification and correction of measurement and branch parameter errors by eliminating the necessity for the augmented state vector. Using the proposed method, the erroneous branch parameter values can be corrected using a linear approximation for the estimated branch parameter errors and its effectiveness is illustrated by test systems. The main advantage of the proposed method is that the normalized measurement residuals and Lagrange multipliers of the parameter errors can be computed, which allow them to be identified and then corrected, even when appearing simultaneously. Moreover, all of the common limitations listed above can be solved using the proposed method.
Thus, considering the above sentences, the contributions of this paper are 7-fold:
1. The proposed is a new and useful algorithm based on Lagrange multipliers analysis to detect, identify, and correct the simultaneous measurement and branch parameter errors in power systems SE problem.
2.
A straightforward correcting procedure of the erroneous branch parameters using a new linear approximation equation.
3. The eliminating of augmented state vector that were used in all related papers and that may obtain some unreasonable results.
4. The elimination of the need for an a-priori specification of the suspect parameter vectors before correction of the parameter errors.
5. The decreasing of the computation volume if multiple errors in the measurement and branch parameters occur.
6. The correcting of simultaneous errors in the measurement and branch parameter errors. In previous papers in related branch parameter estimation, bad data in the measurement vector have to be removed before the parameter error identification.
7. The analysis and reporting of the results of the IEEE case studies.
The paper is organized as follows: section 2 summarizes the Lagrange multipliers approach for the detection and identification of the branch parameter errors. The proposed algorithm for the simultaneous correction and estimation of conventional measurement and branch parameter errors that replaces the augmented state vector is presented in section 3. Section 4 describes the simulation results of the proposed approach on the IEEE 14-, 30-, and 57-bus systems. Finally, section 5 presents the conclusions and final remarks.
Lagrange multipliers approach for the detection and identification of branch parameter errors
The mathematical model that relates the measurements of the state variables and the branch parameter errors can be formulated as follows:
where z is the vector of measurement ( m×1) and x is the system state vector ( n x ×1). The state vector includes the voltage magnitudes and phase angles, except for the reference bus angle. The nonlinear function h(x, p) relates the measurement to the system states and power system branch parameter errors. p is the vector of the power system branch parameter errors and e is the vector of the measurement errors, which is usually considered to be a random Gaussian variable with a zero mean value and covariance matrix of
zi is the variance of the ith measurement. If there are no errors in the parameters, the vector of the power system branch parameter error, p, will be zero. Therefore, the conventional WLS SE approach in the presence of the network parameters can be formulated as the following optimization problem:
where r = z − h(x, p) and W = R −1 represent the measurement residual vector and the diagonal matrix, the inverse of which is the measurement error covariance matrix, respectively.
If the analysis of the Lagrange multipliers is applied to solve this problem, the objective function can be written as follows:
This function can be solved using the Karush-Kuhn-Tucker first-order optimality conditions:
where
, and λ are the state Jacobian matrix, parameter Jacobian matrix, and
Lagrange multiplier vector for the parameter errors, respectively. Note that λ can now be expressed in terms of r, using Eq. (5) as follows:
The state vector x can be estimated by an iterative solution of the conventional WLS SE and solving the following normal equations:
In the Lagrange multiplier approach, it is assumed that all Lagrange multipliers are distributed according to a normal distribution with a zero mean value and a nonzero covariance. The covariance matrix can be derived from the relation between the Lagrange multipliers and the measurement residuals as follows:
The Lagrange multipliers for the parameter errors can be normalized using the diagonal elements of the covariance matrix Λ, according to the following equation:
where n p is the total number of power system branch parameters. The vector λ N i is a Gaussian random variable with a zero mean and unit variance. The parameter that has the largest normalized Lagrange multiplier (larger than threshold) is identified as the erroneous parameter and should be corrected using the proposed linear approximation approach, which is described in the following section.
The proposed algorithm for the simultaneous correction and estimation of the identified measurement and branch parameter errors
In all of the related literature, if a branch parameter is identified as erroneous, it is corrected by estimating its value using the method described in [9] , using the augmented state vector [27] . The estimated branch parameter value is substituted in the database and then the WLS algorithm is repeated. This parameter error correction method needs to solve the WLS algorithm for estimating the correct parameter value with a high computational volume and extra iteration in the estimation process. Following the traditional SE solution, the measurement residuals are used to calculate the Lagrange multipliers associated with the parameter errors. If they are found to be significant, then the associated parameter will be suspected to have an error. The proposed method in this paper overcomes this problem by eliminating the necessity for an augmented state vector. The erroneous branch parameter values could be corrected using a linear approximation for the estimated parameter errors with high accuracy.
Let the augmented state vector be written as follows:
where x 1 , x 2 , ..., x n are the conventional state variables and p is a parameter that is previously identified as erroneous. Next, execution of the SE solution will provide the optimal estimation of the state variables, as well as the erroneous branch parameters.
As is evident from the above, after identification of the branch parameter errors, an algorithm iteration is required to perform the augmented SE approach for estimating each erroneous branch parameter. If there are multiple branch parameter errors in the power system, they should be estimated one by one, using the augmented SE approach. Hence, this process needs to be run multiple times for correcting all of the branch parameters errors. Such a performance of this method results in the increase of the computational volume and iteration numbers in the estimation process.
A new linear approximation approach is proposed in this paper to overcome this problem by eliminating the necessity for an augmented state vector. The proposed approach deals with the electrical parameters in the classical steady-state π -equivalent model of branches, which consists of series and shunt admittances. If the physical parameters of the line resistances ( r i−j ) and reactances (x i−j ) are required, the chain rule must be used as indicated in Appendix A. The proposed linear approximation approach is described below: Let Eq. (1) be rewritten as:
where p and p 0 are the actual and erroneous values of the branch parameters, respectively. The term in square brackets in Eq. (12) is equivalent to an additional measurement error. If the parameter errors are large enough, this term may lead to bad data, which should be detected. This term can be linearized as:
where e p is the vector of the branch parameter errors, considered a random Gaussian variable with a zero mean value and covariance matrix of R p .
By combining Eqs. (12) and (13), a linear relationship can be established between the vector of the residual measurement r and the vector of the parameter errors e p :
Using Eqs. (14) and (7), the vector of parameter errors e p can be written as follows:
Suppose that the i th branch parameter is identified as erroneous. Thus,
Moreover, the covariance matrix of λ can be obtained as follows:
Consequently, parameter error e p for the i th branch parameter in Eq. (15) can be written as follows:
Thus, the actual branch parameter value can be estimated as:
where p On the other hand, the redundancy index is an important index in the accuracy of SE results in power systems. All of the parameter error detection and identification approaches need high redundancy. If a system has more measurement errors, removing bad data will reduce redundancy and also decrease the system observability. Therefore, in this paper, the bad data in the measurement set were not deleted and their true value was estimated by a corrective algorithm. A similar corrective equation for parameter errors could be used for measurement errors as follows:
The above formulation can be used to develop an algorithm in which the detection, identification, and correction of conventional measurement and branch parameter errors are processed simultaneously without losing any measurements. A flowchart of the proposed algorithm is shown in the Figure. It should be noted that the measurement and branch parameter errors are processed simultaneously. This process continues until all of the measurement and branch parameter errors are identified. If the measurement redundancy is low, the parameter errors may be wrong with the measurement errors and ineligible results are detected for the SE. 
Simulation results
In this section, the validity and performance of the proposed approach are evaluated. In this regard, the proposed approach is implemented and tested on the IEEE 14-, 30-, and 57-bus test systems. The topologies and parameters of these systems can be downloaded from [28] . Different case studies are simulated with errors that are introduced in the branch parameters and conventional measurements. In the simulations, single and multiple errors and simultaneously occurring errors in the conventional measurements and branch parameters are considered. In all of the tests, it is considered that the measurement system is highly redundant. In this regard, it is considered that all of the power injection and power flow measurements are available.
The true value of the measurements is provided by adding Gaussian noise into the calculated values of the load flow solution. On the other hand, to obtain the initial branch parameters (bad parameters), errors are added to the true values of the branch parameters. These errors are considered to be 50% of the true values. Moreover, the initial measurement values (bad measurements) are selected as 50% of the measurement values. In this paper, a typical threshold of 3 is selected for the Lagrange multiplier analysis and normalized residual test.
In the following sections, the parameter and measurement values in the tables are in p. 
Single error in the branch parameters or conventional measurements
In this section, a single error in the branch parameters or conventional measurements is simulated in the test systems. Table 1 shows tests A and B for the 3 test systems, where tests A and B introduce an error in the branch parameters and the measurements, respectively. These tests are listed in Table 1 for the IEEE 14-, 30-, and 57-bus systems. The true and initial values of the branch parameters and measurements are also given in Table 1 . The results of the error identification for single errors are shown in Table 2 . The estimated (corrected) values obtained by the proposed method can also be seen in Table 2 . A comparison of these estimated values with the true values of the measurements and parameters is listed in Table 1 , which reveals that the proposed method very accurately estimates and corrects the erroneous branch parameters and measurements. This table also demonstrates the 3 largest normalized residuals (r N ) for the measurements and Lagrange multipliers (λ N )
for the parameters. In Table 2 , the percentage of correction is defined as follows:
percentage of correction = true value − estimated value true value × 100 (20)
Multiple errors in the branch parameters
In this section, multiple branch parameter errors are simultaneously added to the parameters of the selected branches in the IEEE 14-, 30-, and 57-bus systems, as listed in Table 3 . Table 3 also presents the actual values, initial values, and estimated values of the series conductances, series susceptances, and shunt susceptances of the selected branches in the test systems using the proposed method. The results of the proposed method are also compared with those of the existing methods in [11] (for the 14-bus system) and [12] (for the 30-and 57-bus system) by the percentage of correction index. It should be noted that to obtain the initial branch parameter values, errors are added to the actual values of the parameters. These errors are considered as 30% of the actual values. In a comparison of the results of the proposed method with those of [11, 12] , it is evident that the proposed method estimated and corrected the erroneous branch parameters with higher precision.
Simultaneous errors in the conventional measurements and branch parameters
The main goal of this paper is to detect, identify, and correct conventional measurement and branch parameter errors with high accuracy. This section shows the identification and correction of multiple errors in conventional measurements and branch parameters in the IEEE 14-, 30-, and 57-bus system tests. The simulated errors are Table 4 , which include 3 measurement errors and 3 branch parameter errors, simultaneously. Moreover, the true and initial values of these variables are given in Table 4 .
Simulation results are demonstrated in Table 5 . These results include the objective function in the last iteration, identified bad parameter or measurement, and estimated values of these measurements or parameters. Note that when there are multiple errors in the network parameters as well as conventional measurements, repeated application of the proposed method can identify and correct errors one by one. -0.067 -0.100 Table 5 . Total results of the error identification for the simultaneous error in the parameters and measurements. a) 14-bus system.
Step Table 4 shows that the proposed method estimated and corrected the erroneous branch parameters and measurements with high precision. Moreover, it can be observed that the multiple errors in the measurements and parameters were identified and corrected by the proposed approach. Table 6 lists the number of simulated errors, average number of iterations in any runs, and total central processing unit (CPU) time for a laptop computer with a 2-GHz Pentium 2 CPU and 1-GB RAM using the proposed method based on Lagrangian analysis for validating the measurement and branch parameter errors.
As is evident above, using the proposed method, a CPU time of less than 1 s is required to obtain the correct solution and to identify the suspected measurements and branch parameters with reference to the IEEE 14-, 30-, and 57-bus systems.
Conclusions
This paper proposes a new algorithm for the simultaneous identification and correction of conventional measurement and branch parameter errors to enhance the efficiency of power system SE. There is no need for an a-priori specification of suspect parameter vectors. The proposed method uses Lagrange multipliers for the identification of branch parameter errors, which are calculated based on the results of the conventional WLS SE. Erroneous measurement and branch parameter values could be corrected using a new linear approximation approach by eliminating the necessity for augmented state vectors. Finally, the proposed method for branch parameter error correction is implemented and tested on the IEEE 14-, 30-, and 57-bus test systems. Different cases are simulated, in which errors are introduced in the measurements and branch parameters. All single, multiple, and simultaneous errors in the conventional measurements and branch parameters are simulated. The performance of the proposed method is illustrated through these examples and it is shown that it can identify and correct erroneous measurements and branch parameters with high accuracy. to the resistances ( r i−j ) can be obtained using the chain rule as follows: 
