Abstract: We construct a special plurisubharmonic defining function for a smoothly bounded strictly pseudoconvex domain so that the determinant of the complex Hessian vanishes to high order on the boundary. This construction, coupled with regularity of solutions of complex Monge-Ampére equation and the reflection principle, enables us to give a new proof of the Fefferman mapping theorem.
Introduction
In classical analysis, an important theorem of Painlevé [Pai] and Kellogg [Kel] states that any conformal mapping between two smoothly bounded domains in the complex plane C can be extended to be a diffeomorphism on the closures of the domains. This theorem was generalized by C. Fefferman [Fef] in 1974 to strictly pseudoconvex domains in C n . Fefferman's original proof of this theorem is very technical, relying as it does on deep work on the boundary asymptotics of the Bergman kernel and on the regularity of ∂-Neumann operator that is due to J. J. Kohn [Ko] . Bell/Ligocka [BeL] , and later Bell [Be] , gave a simpler proof which deals with more general domains, including pseudoconvex domains of finite type, by using regularity of the Bergman projection and the ∂-Neumann operator as studied by Kohn [Ko] , Catlin [Ca] , Boas/Straube [BS] , and others.
From the results in [NWY] , [Web] , [Lem] , [PH] and [For] , we know that the proof of the Fefferman mapping theorem can be reduced to proving that det(ϕ ′ (z)) extends continuously across the boundary if ϕ : Ω 1 → Ω 2 is a biholomorphic mapping and the Ω j , j = 1, 2, are smoothly bounded strictly pseudoconvex domains in C n ; such an argument uses the reflection principle as developed by Nirenberg/Webster/Yang [NWY] , Webster [Web] , Pinchuk/Hasanov [PH] , Coupet [Cou] , and more recently F. Forstneric [For] .
We know from [Ker] that Painlevé and Kellogg's theorem can be proved by using the regularity of the Dirichlet problem for the Laplacian in a smoothly bounded planar domain, where the property of the Laplacian being conformally invariant plays an important role in the proof. The natural generalization of the Laplacian in one complex variable to several complex variables, with these considerations in mind, is the complex Monge-Ampère equation. In [Ker] , Kerzman observed that the proof of the Fefferman mapping theorem would follow from the C ∞ global regularity of the Dirichlet problem of a degenerate complex Monge-Ampère equation. However, counterexamples in Bedford/Fornaess [BF] as well as in Gamelin/Sibony [GS] show that, in general, the degenerate Dirichlet problem for the complex MongeAmpère equation does not have C 2 boundary regularity. Thus Kerzman's idea does not work in the sense of its original formulation.
The main purpose of the present paper is to give a new method for using the complex Monge-Ampère equation to study the boundary regularity of biholomorphic mappings of strongly pseudoconvex domains; thus, in effect, we validate the program initiated by Kerzman/Kohn/Nirenberg [Ker] . We achieve this goal by proving our Theorem 2.2 and then combining our result with a result of Caffarelli/Kohn/Nirenberg/Spruck [CKNS] on the Dirichlet problem for the complex Monge-Ampère equation. Specifically, we shall prove the following theorem. 
As a corollary of (ii) and of a theorem in [PH] and [Web] , we obtain a new proof of the Fefferman mapping theorem. This paper is organized as follows. In Section 2, our main theorem (Theorem 2.2) is stated and proved. Theorem 1.1 is proved in the second part of Section 2 by combining Theorem 2.2 and Theorem 2.1 (a result in [CKNS] ). We shall then include an explanation (in Section 3) of how to combine theorems in [PH] and [Web] together with Theorem 1.1 to obtain a new proof of the Fefferman mapping theorem.
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An Application of the Complex MongeAmpère Equation
Let us recall a theorem of Caffarelli, Kohn, Nirenberg and Spruck [CKNS] .
the complex Hessian matrix of the function u. Then there is a unique plurisubharmonic function
Note: The theorem stated in [CKNS] is for ∂Ω being C 3,1 but, we may approximate ∂Ω by a sequence of bounded strictly pseudoconvex domains with C 4 boundaries, and do a careful count of which derivatives are actually used in their proof, to obtain the result stated here.
As we mentioned in the introduction, the following theorem plays an essential role in the proof of Theorem 1.1.
THEOREM 2.2
Let Ω be a bounded strictly pseudoconvex domain in C n with C ∞ boundary ∂Ω. For any 0 < ǫ << 1 and any positive integer q there is a plurisubharmonic defining function ρ q ∈ C ∞ (Ω) for Ω so that
Proof. Let δ(z) denote the (signed) distance function from z to ∂Ω. Since Ω is a bounded domain in C n with C ∞ boundary ∂Ω, then δ(z) ∈ C ∞ (Ω) (after modification of the distance function on a compact set in the interior). By a rotation we see that, for any fixed point z 0 ∈ Ω near the boundary, we may assume that the z n direction is the direction (
Since Ω is strictly pseudoconvex, there is an ǫ > 0 so that
for all z ∈ Ω with δ(z) ≤ ǫ. We may assume that H(δ) n−1 is diagonal at z 0 . Note that
2+q is the desired defining function. [In fact it is these terms that distinguish the study of the real Hessian from the more subtle study of the complex Hessian. In particular, we know that ∂ 2 δ ∂x 2 n equals 0, but the term ∂ 2 δ∂z n ∂z n may not be zero. Therefore estimate (2.3) is easy to check for the determinant of the real Hessian of δ; matters are much trickier for the complex Hessian.]
Now we let
We will prove inductively that
where b m−1 is some smooth function. In particular, det(H(r [m] )) vanishes to order m − 1 at the boundary. Now
, and let B(z) * = [r n1 , · · · , r nn−1 ] be a row-vector. Then
We know that
for all z ∈ Ω ǫ , where ǫ is a positive number depending only on Ω and
then we define
.
Thus we have
Assume that we have constructed r
We consider
it is easy to see that
By a rotation, we may let z n be the complex normal direction of ∂Ω δ(z) at z. Thus
nn (z) + (m + 1)mρ m−1 ρ n ρ n .
But this = det(H(r
We therefore choose a m+1 such that
From this it will follow that
By our construction, we know that H(r [m] ) n−1 (z) is positive definite with least positive eigenvalue ǫ m for all z ∈ Ω \ Ω ǫm . Thus if c m is large enough so that |∇δ| 2 c m ≥ 2|b m (z)| then, by choosing ǫ m small enough, we will easily see that the function
is positive definite in Ω \ Ω ǫm and (2.3) holds on Ω \ Ω ǫm . Here Ω t = -z ∈ Ω : δ(z) < t˝. Then we use arguments in [CKNS] and [Li1] to extend ρ m to be defined on Ω and strictly pseudoconvex on Ω. The proof of the theorem is complete.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let ρ 4n be the plurisubharmonic defining function for Ω 2 , with m = 4n, that we constructed in Theorem 2.2. We let
It is obvious that exp(ρ 4n ) is strictly plurisubharmonic in Ω 2 and that there is a constant ǫ > 0 so that
This shows that
Thus we have det(ϕ ′ (z)) ∈ L ∞ (Ω 1 ). If we apply ∂ 2 ∂z ℓ ∂zm to r(z) and use the above result, then we have
Let z 0 ∈ Ω 1 be sufficiently near to ∂Ω 1 . Without loss of generality, by applying a rotation, we may assume that z 0 1 , · · · , z 0 n−1 are complex tangential at z 0 and also that at the point ϕ(z 0 ) the directions w 1 , · · · , w n−1 are complex tangential. Thus
where (ϕ ℓm ) is the inverse matrix of ϕ ′ (z). Since ϕ ∈ Lip 1 (Ω 1 ), we have
for all 1 ≤ ℓ ≤ n − 1 and 1 ≤ p ≤ n. By (3.8), we have
Now we consider the terms with 1 ≤ m ≤ n − 1. Since (0, · · · , 0, ϕ n ) is normal at ϕ(z 0 ) and z 1 , · · · , z n−1 are complex tangential at z 0 to ∂Ω 1 , we have
Since det(ϕ ′ (z)) is bounded and
we see that
Combining all the estimates, we have proved that
. The proof of Theorem 1.1 is complete.
Reduction of the Mapping Problem
In this section, we shall state several theorems (from F. Forstneric [For] and Webster [Web] ) which show how to connect the mapping problem with the reflection principle.
Let Σ ⊂ C n be a maximal totally real submanifold. The "edge-of-thewedge" domain Σ is locally defined as follows: Near p ∈ Σ we find n smooth real-valued functions r 1 , · · · , r n so that Σ = -z : r 1 (z) = · · · = r n (z) = 0a nd so that the complex gradients
n is an open convex cone with vertex zero, then we define the wedge with edge Σ to be
Here we have used the notation r(z) = (r 1 (z), . . . , r n (z)). Then the following theorem is due to Pinchuk/Hasanov [PH] and Coupet [Cou] . Note that, in the statement of the theorem, the phrase "g is asymptotically holomorphic at Σ" has the standard meaning that ∂g vanishes to infinite order at Σ. THEOREM 3.1 Let W = W (U, Γ) be a wedge with a smooth maximal totally real edge Σ ⊂ C n , let Σ ′ ⊂ C n ′ be another smooth totally real submanifold, and let F : W ∪ Σ → C n ′ be a continuous mapping that is smooth on W , asymptotically holomorphic at Σ, and such that F (Σ) ⊂ Σ ′ . Then the restriction of F to Σ ∩ U is smooth.
In order to connect this last theorem to the mapping problem, we need to introduce an important theorem due to Webster [Web] . First we need some notation.
Let M and M ′ be local strictly convex smooth hypersurfaces containing the origin in C n (n > 1). Let D be a domain in C n , with boundary passing through the origin, that is smoothly bounded and pseudoconvex along M ⊆ ∂Ω, and let D ′ be a similar such domain bounded in part by M ′ . We assume that we have a biholomorphic mapping f : D → D ′ that extends to a diffeomorphism on D ∪ M near the origin and such that this extended map sends M to M ′ . Since the problem is a local one, we may shrink our sets toward the origin, and we shall freely do so in the sequel.
Let a ∈ C n \ -0˝and let
If f is a holomorphic mapping, then we let
where f ′ (z) is the Jacobian matrix of f at z and af ′ (z) −1 is the matrix product of a row vector a with the matrix [f ′ (z) −1 ]. Recall that H z M ⊂ T z M is the maximal complex subspace of the (2n − 1)-dimensional real tangent space T z M. We associate to M the smooth submanifoldM of X = C n × CP n−1 defined bỹ
The following theorem is due to Webster [Web] .
THEOREM 3.2 If M ⊂ C n is a strictly pseudoconvex hypersurface, then the associated manifoldM ⊂ C n × CP n−1 is totally real (whence maximally real).
If f and det(f ′ (z)) are continuous up to D ∪ M, then for each z ∈ M the derivative f ′ (z) maps H z M isomorphically onto H f (z) M ′ . Hence the associated mapping F extends continuously from the domainD toD ∪M and mapsM toM ′ . Its restriction toM is given bỹ
When M = ∂Ω 1 and ∂Ω 2 are strictly pseudoconvex and smooth then, by Theorem 1.1, we have that f (z) and det(f ′ (z)) are continuous on Ω 1 . Combining this result with Theorem 3.2 and then with and 3.1, we obtain a new proof of the following theorem of C. Fefferman: 
