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SUMMARY
This thesis presents new predictive analytics methodologies that extract information
from massive and complex-structured high-dimensional signals with the goal of predict-
ing (in real-time) the future state-of-health of complex engineering systems. Chapter 1
discusses the research background, motivation, and challenges, and briefly introduces the
research topics in this dissertation.
Chapter 2 develops a three-step multi-sensor prognostics methodology that utilizes mul-
tistream signals to predict residual useful lifetimes of partially degraded systems. The
methodology first identifies the informative sensors via the penalized (log)-location-scale
regression. Then, we fuse the degradation signals of the informative sensors using multi-
variate functional principal component analysis (FPCA), which is capable of modeling the
cross-correlation of signal streams. Finally, the third step focuses on utilizing the fused
signal features for prognostics via adaptive penalized (log)-location-scale regression.
Chapter 3 presents a scalable prognostics model for applications with large scale datasets.
The proposed method first develops two multistream signal fusion algorithms, multivariate
FPCA and hierarchical FPCA, to effectively fuse the degradation signals from various sen-
sors. Next, the fused features are used to dynamically predict of remaining lifetimes via an
adaptive functional (log)-location scale regression model. In order to address the compu-
tational challenge, the proposed model incorporates a randomized low-rank approximation
algorithm, which can help to speed up matrix decomposition for multivariate FPCA and
hierarchical FPCA but without affecting the prediction accuracy.
Chapter 4 develops a semi-parametric approach that can use incomplete degradation
signals from a single sensor to predict the remaining lifetime of partially degraded sys-
tems. First, key signal features are identified by applying FPCA to the available historical
data, and an algorithm developed from Bayesian linear regression is used to estimate sig-
nal features using incomplete signal observations. Next, an adaptive functional regression
xvii
model is used to model the extracted signal features and the corresponding times-to-failure.
The model is then used to predict remaining lifetimes and to update these predictions using
real-time signals observed from fielded components.
Chapter 5 presents a robust prognostics model for multi-sensor applications with miss-
ing data. The model first fuses multistream signals by utilizing multivariate FPCA. To
estimate the fused features from incomplete signals, two computationally efficient algo-
rithms are developed. Next, a prognostics model is built by regressing the fused features
against times-to-failure via (log)-location-scale regression.
Chapter 6 develops a novel supervised dimension reduction-based prognostic method-
ology that works for applications with multi-stream incomplete signals and censored his-
torical failure times. The method builds an optimization problem that combines a feature
extraction term and a regression term. The feature extraction term is capable of extract-
ing low-dimensional features from multi-stream incomplete degradation signals, and the
regression term regresses the features against censored failure times. By simultaneously
optimizing the two terms, the censored failure times are used to supervise the feature ex-
traction process, and thus the extracted features are guaranteed to be most informative for
failure time prediction. To solve the optimization problem, we develop a Block Prox-Linear
Coordinate Descent algorithm and theoretically prove its global convergence property.
Chapter 7 proposes a methodology for residual useful lifetime prediction of a system
using a sequence of degradation images. The methodology integrates tensor linear alge-
bra with traditional location-scale regression widely used in reliability and prognostics.
To address the high dimensionality challenge, the coefficient tensor is decomposed using
CANDECOMP/PARAFAC and Tucker decompositions, which enables parameter estima-
tion in a high-dimensional setting. Two optimization algorithms with a global convergence
property are developed for model estimation.




1.1 Background and motivation
Industrial predictive analytics has multiple facets that range from failure predictability and
optimal asset management to high-level operational and managerial insights. Failure pre-
dictability and asset management can have far-reaching implications ranging from signif-
icant economic losses to endangering human life. As a result, the health condition of
modern industrial assets are often monitored by using sensing technologies through a pro-
cess known as condition monitoring. In cases where the sensor signals possess trends that
are strongly correlated with the progression of physical degradation–an irreversible dam-
age accumulation process that results in the failure of engineering systems–they can be
very useful for prognostics, which focuses on using degradation-based signals to predict
time-to-failure (TTF) and operational risk of assets.
Most of the existing prognostics methodologies focus on single-sensor applications.
Examples include using random coefficients models [1, 2], Brownian motion process [3, 4,
5], Gamma process [6, 7, 8], and Markov chains [9, 10]. However, many capital-intensive
assets used in the energy, manufacturing, and service sectors (such as gas turbines, boilers,
paper mills, and steel mills) are equipped with numerous sensors to monitor their physi-
cal performance and the operational characteristics. For example, a typical gas turbine is
equipped with over 2,000 sensors that are used to monitor vibrations, temperatures, and
pressures related to its health condition and a nuclear power plant typically consists of tens
of thousands of variables to monitor the performance of many of its components. These
sensors generate large amounts of data, which usually comes in various forms: (a) mul-
tivariate time series, (b) profile data where a single data observation represents thousands
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Figure 1.1: Multi-stream degradation signals of an aircraft turbofan engine from NASA
data repository.
of data points, and (c) image data. For example, Figure 1.1 illustrates multivariate time
series-based degradation signals of a commercial aircraft turbofan engine from NASA data
repository [11]. Each engine is monitored by 21 sensors and each sensor generates a time
series signal. Figure 1.2 is an example of profile-based degradation signals. The data comes
from a electric power generation and storage (EPGS) systems that provides power to crank
the engine during vehicle starting. Each time the engine starts, the current of the starter
motor in the EPGS system is monitored and a current profile is recorded. If the current
profile gets recorded throughout the life cycle of the starter motor, then a profile stream
is generated. The profile stream contains the degradation information of the starter motor
and thus can be modeled for prognostics purposes. Figure 1.3 shows an infrared image-
based degradation signal from a rotating machinery [12]. The machinery is designed to
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run degradation experiments for thrust rolling element bearings. Using the machinery, a
bearing can be run from brand new to failure. During the experiment, an infrared camera
is used to monitor the degradation process of the bearing and infrared images are recorded
over time, which results in a degradation image stream. In this thesis, we collectively refer
to the aforementioned three types of data as high-dimensional signals. The overarching ob-
jective of this thesis is to develop prognostic approaches that use high-dimensional signals
to predict the TTF (or residual useful lifetime, RUL) of complex engineering systems that
are operating in the field.
Figure 1.2: Current-based degradation profiles of a car engine starter motor.
1.2 Data characteristics and challenges
Prognostics using high-dimensional signals is an important yet challenging research topic.
In this section, we discuss the common characteristics and modeling challenges of high-
dimensional degradation signals.
(1) High dimensionality and high volume. Complex industrial assets are often mon-
itored by numerous sensors, which usually generate high-dimensional signals. For multi-
sensor applications, the simplest case is that a sensor produces one observation at each
3
Figure 1.3: An infrared image-based degradation signal from a rotating machinery.
sampling time, which results in a time series signal with hundreds or thousands of observa-
tions over time. In some complicated cases, a sensor samples a profile at each time point,
and the resulting data is a profile stream. For these cases that image sensing techniques are
used, the dimensionality of data generated is even higher–in addition to the large number
of pixels in each image, the number of images linearly grows over time as new images are
recorded. The high dimensionality of each sensor signal coupled with the large number of
sensors produce prohibitive volume of data , which raises significant scalability challenges
for prognostic models.
(2) High velocity. With the development of sensing technology, many sensing tech-
niques generate data at a fast rate. For example, a typical vibration sensor samples data at
a rate that is easily higher than 10,000 Hz [13], and a high-speed industrial camera usually
scan a product surface with the rate of more than 80 million pixels per second [14]. Such
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high data collection rate poses significant computational challenges for real-time predic-
tive analytics and requires that the prognostic models to be computationally high efficient.
(3) Complex correlation structure. High-dimensional degradation signals always ex-
hibit complex correlation structures. One of such complex structures is auto- and cross-
correlation. For example, in multi-sensor applications, the degradation signal from each
sensor is auto-correlated over time, and degradation signals from different sensors are
cross-correlated since they capture different aspects of the same degradation process. An-
other common complex structure is spatio-temproal correlation. For instance, in the degra-
dation image stream in Figure 1.3, pixels within an image are spatially correlated, and
corresponding pixels across sequential images are temporally correlated. The complex
correlation structures pose significant analytical challenges. In order to better characterize
the underlying degradation process and achieve more accurate prediction capability, the
complex correlation pattern should be modeled carefully.
(4) Poor data quality. Most industrial predictive analytics models are developed based
on the premise that sensor data is observed and collected continuously with no interrup-
tions. In reality, however, industrial assets operate in harsh environments that generate
errors in data acquisition, communication, read/write operations, etc, and thus the resulting
degradation observations often contain outliers as well as missing and corrupt data. Such
poor data quality settings pose enormous challenges for predictive analytics modeling and
require prognostics models to be robust to data quality.
This dissertation focuses on developing new predictive analytics methodologies that ad-
dress the aforementioned scalability, computational, analytical, and robustness challenges
of analyzing high-dimensional degradation signals with the goal of predicting (in real-time)
the future state-of-health of complex engineering systems.
1.3 Overview of dissertation
In this section, we briefly discuss the research topics in this dissertation.
5
1.3.1 Multistream sensor fusion-based prognostics model for systems with single failure
modes
In many industrial applications, systems are equipped with multiple sensors to monitor their
condition. Raw signals from these sensors are often transformed into degradation signals
that can be used to predict TTF. Most of the existing literature focuses either on modeling an
individual degradation signal or on combining all the degradation signals together through
some sort of fusion mechanism. However, for such multi-sensor applications, there always
exists some level of redundancy among the sensors. That is, more than one sensor may
capture the same physical effects to a similar degree. In some other instances, signals from
some sensors may have little or no relation to the underlying physics, thus compromising
the accuracy of predicting failures. As a result, selecting the appropriate sensors before the
fusion process may possibly lead to better failure predictability.
This research topic proposes a multi-sensor prognostic methodology that incorporates
a systematic sensor selection procedure. Our methodology consists of three steps. The
first step is a formalized sensor selection algorithm that systematically identifies the most
informative sensors that should be used to predict failure and TTF. This step is based upon
a penalized variable selection methodology [15, 16]. The goal is to identify highly in-
formative sensors that when combined together provide a relatively comprehensive yet
precise characterization of the underlying physical degradation. The second step focuses
on intelligently combining the degradation signals associated with the informative sensors
identified by the sensor selection process. This is achieved by developing a signal fusion
algorithm based on multivariate FPCA [17]. multivariate FPCA focuses on capturing the
joint variation of multistream functional data. The benefit of using multivariate FPCA is
that it reduces dimensionality of the data and provides fused signal features in the form
of MFPC-scores. Finally, the third step focuses on utilizing the fused signal features for
prognostics. This will be accomplished by using an adaptive penalized (log)-location-scale
(LLS) regression model, which estimates TTF and provides the means to continuously up-
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date these estimates as real-time signals are observed from fielded systems.
1.3.2 Scalable prognostic models for large-scale condition monitoring applications
The volume and dimensionality of condition monitoring data generated by many industrial
applications has become prohibitive. For example, some optical sensors used for turbine
blade crack detection generate 600 gigabytes per day – almost 7 times Twitter daily volume
[18]. However, the existing predictive analytic algorithms are not designed to scale with
such Big Data settings. To address this challenge, this research topic develops a prognostic
modeling framework that is scalable with the size of the condition monitoring data.
Our methodology is based on using tools from functional data analysis to systemat-
ically extract and combine features from different degradation signals, and subsequently
use these features to predict remaining lifetimes of partially degraded equipment. Specifi-
cally, we use FPCA to develop signal fusion algorithms, and functional regression to predict
the remaining lifetime. Two signal fusion algorithms, namely Multivariate FPCA and Hi-
erarchical FPCA, are developed. Both algorithms are extensions of FPCA that allows us
to utilize the FPCA framework for multi-sensor applications. Multivariate FPCA works
by concatenating various types of degradation signals, thus the resulting signal matrix be-
comes even much larger. Hierarchical FPCA works by first applying FPCA to the individ-
ual degradation signals (grouped by sensor type), and then extracting their corresponding
FPC-scores. Next, it concatenates these FPC-scores and computes a set of fused signal
features by applying regular PCA on the concatenated vector. Both Multivariate FPCA
and Hierarchical FPCA are able to capture the cross-correlation among signals from dif-
ferent sensors and provide fused features. To predict remaining lifetimes, we use adaptive
functional LLS regression to model the relationship between the fused features and TTF.
FPCA is inherently computationally expensive because it involves matrix decomposi-
tion, e.g., singular value decomposition and/or eigen decomposition. In large scale settings
involving large amounts of data, this aspect can become a major impediment to the scalabil-
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ity of FPCA. This problem becomes even more prominent in the multi-sensor applications
like the ones considered in this research topic. From another perspective, functional re-
gression, in its classical sense, is used for one-shot estimation of the response variable,
TTF in our case. Our goal, however, is to be able to integrate real-time degradation signals
observed from fielded equipment to update predictions of remaining lifetime on a constant
basis. To achieve this, we exploit an adaptive version of functional regression known as
time-varying functional regression [19]. Time-varying functional regression allows us to
recalibrate our model based on the unique degradation signals of each unit. However, this
process results in a new signal matrix each time. As a result, matrix decomposition needs
to be performed repeatedly as new data becomes available from the field.
We address the computational challenges by leveraging recent developments in ran-
domized algorithms used for numerical linear algebra. Specifically, we utilize randomized
low-rank approximation (RLA) in key steps within the FPCA methodology. RLA focuses
on building a matrix with the smallest rank but preserves most of the useful information of
the original matrix. It works by first computing an approximation to the range (also known
as column space) of a matrix via randomized sampling. In our case the matrix of concern is
the signal matrix. The signal matrix is then projected to the approximated range, and a fac-
torization of the resulting low-rank matrix is computed. Although RLA is an approximation
technique, its error bounds have been well-studied [20]. One of the key contributions of
this research topic is that we enhance the scalability of FPCA by exploiting RLA. However,
this integration is not trivial. For example, a key aspect in RLA is that is requires that the
rank (number of principal components) of the matrix be known in advance, which is not
the case in our framework. Details of the integration are discussed in Chapter 3.
8




























































Figure 1.4: Examples of complete, sparse and fragmented degradation signals from crack
growth data.
1.3.3 An adaptive functional regression-based prognostic model for applications with
missing data
Degradation-based prognostics models focus on characterizing how degradation signals
evolve over time and using degradation signals to predict and update remaining lifetime
in real-time. A large number of -based prognostics models have been proposed in the
literature. However, the effectiveness of these models relies primarily on the fidelity of pa-
rameter estimation, which is often driven by the characteristics and the quality of historical
data. For example, most models assume that historical degradation signals are completely
and, for all practical purposes, continuously observed from an “as good as new” state up to
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the point of failure. In reality, however, continuous or frequent observations of degradation
is not always possible nor economical. Examples of such scenarios include monitoring
cracks on gas turbine blades that require shutting down the turbine or assessing the con-
centration of dissolved gases in transformers. Other examples may involve sensor failure
or disconnection. Therefore, in practice, it is more likely that degradation signals are ob-
served randomly or at intermittent points in time resulting in sparse or fragmented signal
observations as illustrated in Figure 1.4.
If parametric models are used to model signals with such high levels of missing data,
it is likely that the available data will not be enough to accurately identify a suitable trend
or general path for the degradation signals. In Chapter 4, we utilize a semi-parametric
approach to develop a prognostic degradation model for sparse and fragmented signals.
First, FPCA is used to identify key features of the incomplete signals. FPCA provides a
low-dimensional and parsimonious representation of each curve by reducing it to a set of
FPC-scores. The FPC-scores estimated using signals with missing observations are likely
to be similar to those that would have been estimated if all observation were present. Once
the signal features are extracted, an adaptive functional regression model is used to model
the relationship between the FPC-scores and historical TTFs. The proposed framework
provides a means to incorporate in-situ signals observed from partially degraded compo-
nents in the field in order to update the model. The updated model is then used to revise
the predicted remaining lifetimes.
1.3.4 Multi-sensor prognostic modeling for applications with highly incomplete signals:
A matrix completion approach
Most of the existing prognostics models for multi-sensor settings are designed for appli-
cations with complete degradation signals, that is, signals are observed continuously and
frequently at regular time grids. In reality, however, degradation observations often contain
outliers as well as missing and corrupt data. We refer to such phenomena as incomplete
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degradation signals. Figure 1.5 shows examples of complete (i.e., the gray trajectories) and
incomplete (i.e., the solid dots) degradation signals.
Figure 1.5: An illustration of complete and incomplete degradation signals.
This research topic proposes a prognostics model for multi-sensor applications where
the multi-stream degradation signals are highly incomplete. The model is based on func-
tional LLS regression in which the predictor is a set of multi-stream degradation signals and
the response is TTF. LLS regression models have been widely used in reliability engineer-
ing and survival analysis. They include a variety of TTF distributions, such as (log)-normal,
(log)-logistics, smallest extreme value, and Weibull. The estimation of a functional LLS
regression model is usually an intractable problem. As a result, we first use multivariate
FPCA to fuse the multistream signals. This enables us to transform the functional regres-
sion framework to a classic LLS regression model, in which the predictor is the fused
features (known as “FPC-scores”) from multivariate FPCA and the response is TTF.
Multivariate FPCA is capable of capturing the joint variation of multi-stream functional
data (degradation signals in our case). To estimate the FPC-scores, all the existing estima-
tion methods assume that signals are complete, that is, they are observed continuously and
frequently at regular time grids. To be specific, the complete signals from different sensors
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are first concatenated to form a signal matrix. Next, Singular Value Decomposition (SVD)
is applied to the signal matrix (or equivalently, Eigen Decomposition, ED, is applied to the
covariance matrix of the signal matrix) to compute singular (eigen) vectors. Finally, FPC-
scores are estimated by projecting signals to the singular vectors. For incomplete signals,
however, none of the existing estimation method can work. This is because when the sig-
nal matrix is incomplete, neither SVD nor ED can be used to compute the singular vectors.
To address this challenge, two algorithms are developed in this topic. The first algorithm,
called subspace detection, first extracts a basis of the subspace that the degradation signals
lie in, by utilizing the incomplete observations. Next, with the help of the basis, a novel fea-
ture extraction algorithm is developed to compute the singular vectors of the signal matrix.
Finally, FPC-scores are calculated using the singular vectors and the incomplete signals.
The second algorithm, known as signal recovery, begins with recovering the degradation
signals from each sensor via its incomplete observations. Next, the recovered signals from
different sensors are concatenated. To address the computational challenge when the con-
catenated signal matrix is big, we develop an incremental SVD algorithm, which computes
the singular vectors of the concatenated signal matrix by adding one of its columns at a
time. Finally, FPC-scores are computed using the incomplete signals and the singular vec-
tors.
1.3.5 A supervised dimension reduction-based prognostics model for applications with
incomplete signals and censored failure times
In this thesis, Chapter 4 considers applications with incomplete degradation signals from
a single sensor and Chapter 5 focuses on modeling incomplete degradation signals from
multiple sensors. In addition to incomplete degradation signals, in reality, another chal-
lenge stems from the fact that historical failure times are usually censored. This is because
equipment usually gets replaced or maintained before a failure happens, and thus no failure
can be observed. Another possible reason is that there are often constraints on the length
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of life tests, and thus data has to be analyzed before all units have failed. In Chapter 6, we
develop a prognostics methodology for multi-sensor applications with (highly) incomplete
degradation signals and censored historical failure times. This is achieved by proposing
supervised dimension reduction (SDR)-based prognostic methodology. The model builds
an optimization problem that combines a feature extraction term and a regression term. The
feature extraction term focuses on extracting low-dimensional features using multi-stream
incomplete degradation signals. It works by decomposing each system’s degradation signal
as a weighted combination of some unknown basis. The weights are known as the features
of that system. The second term regresses the fused features against the censored TTFs
via LLS regression. The weights and basis in the first term, and the regression parame-
ters in the second term, are estimated simultaneously from the historical dataset by solving
the optimization problem mentioned earlier. Since the feature extraction process is super-
vised by TTFs, it is guaranteed that the extracted features are most informative for TTF
prediction. To solve the optimization problem, we develop a Block Prox-Linear Coordi-
nate Descent algorithm, which works by cyclically optimizing a block of variables at each
iteration while keeping other blocks fixed. In addition, we theoretically prove the global
convergence property of the algorithm.
1.3.6 Residual useful lifetime prediction using a degradation image stream
There is a growing trend in using image sensors, such as infrared and charge coupled de-
vice (CCD) cameras, for condition monitoring. This results in a degradation image stream
containing rich information about the performance of a system over time. This research
topic develops a prognostic model that employs degradation image streams to predict the
RUL of systems. Image streams have been extensively used for process monitoring and
diagnostics. However, there is little research in the literature focusing on prognostics using
image streams. This is mainly due to analytical challenges caused by the complex struc-
ture of image streams. One of the key challenges is ultrahigh dimensionality: In addition
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to the large number of pixels in each image, the number of images linearly grows over
time as new images are recorded. Another challenge is complex spatial-temporal structure.
For example, pixels within an image are spatially correlated, and corresponding pixels are
temporally correlated across sequential images.
To address the aforementioned challenges, the prognostic methodology in this topic is
formulated as a LLS tensor regression model, in which the TTF is treated as the response
and degradation image streams as covariates. To model the spatio-temporal structure of
degradation images, the regression model treats each image stream as a tensor, which is
defined as a multidimensional array. For example, a one-order tensor is a vector, a two-
order tensor is a matrix, and objects of order three or higher are called high-order tensors.
Degradation image streams constitute a three-order tensor, in which the first two dimen-
sions capture the spatial structure of a single image while the third dimension is used to
model the temporal structure of an image stream. One benefit of treating degradation im-
ages as a tensor is that it does not break the spatio-temporal structure within and between
images resulting in more accurate prediction models.
As mentioned earlier, the high dimensionality of degradation image streams poses a
significant challenge for parameter estimation as well as computation. As an example if
a proper dimensionally method is not applied, to fit a tensor-regression model for a se-
quence of 20-by-20 images with the length of 50, a three-order tensor coefficient with
20,000 elements should be estimated. To address this challenge, we build scalable esti-
mation methods that reduce the number of parameters by taking the advantage of the fact
that although image streams are high-dimensional their essential information can be cap-
tured in a low-dimensional space. First, the images streams (tensor) are projected to a
low-dimensional tensor subspace that is able to preserve their information. This can be
done via applying some dimensionality reduction techniques, such as multilinear principal
component analysis [21]. Next, the coefficient tensor corresponding to the projected image
tensors are decomposed using two popular tensor decompositions, namely, CP and Tucker.
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The CP decomposition decomposes a high-dimensional coefficient tensor as a product of
several low-rank basis matrices, and Tucker decomposition expresses it as a product of a
low-dimensional core tensor and several factor matrices. Therefore, instead of estimat-
ing the coefficient tensor, we only estimate its corresponding core tensors and factor/basis
matrices, which helps significantly reduce the computational complexity and the required
sample size. Two scalable block relaxation algorithms are developed for model estimation
that can achieve a global convergence to a stationary point.
1.4 Dissertation organization
The organization of the dissertation is shown in Figure 1.6. Chapter 1 presents the re-
search background, motivation, data characteristics and challenges, and research topics in
this dissertation. Chapter 2 develops a three-step multi-sensor prognostic methodology,
which is able to systematically select the informative sensors, fuse the signals from these
sensors, and predict residual useful lifetimes of partially degraded systems. Chapter 3
presents a scalable semi-parametric prognostics model specifically designed for large-scale
degradation datasets. Two algorithms are developed for signal fusion and one scalable pro-
cedure is proposed for model estimation. In Chapter 4, we introduce an adaptive functional
regression-based model that uses incomplete degradation signals from a single sensor to
predict the remaining useful lifetimes. Chapter 5 introduces a robust prognostic model
that is capable of modeling highly incomplete multi-stream degradation signals. Chapter
6 develops a novel supervised dimension reduction-based prognostics model for applica-
tions with incomplete multi-stream signals and censored historical failure times. Chapter 7
discusses a new methodology for RUL prediction of a system using a sequence of degra-
dation images. Finally, Chapter 8 concludes this dissertation and discusses future research
opportunities.
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Figure 1.6: Outline of dissertation.
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CHAPTER 2
MULTISTREAM SENSOR FUSION-BASED PROGNOSTICS MODEL FOR
SYSTEMS WITH SINGLE FAILURE MODES
2.1 Introduction
This chapter focuses on developing a prognostic methodology for engineering systems be-
ing monitored by multiple sensors. Multiple sensors are used to capture different aspects of
the failure process. Raw signals from these sensors are often transformed into degradation
signals that can be used to predict residual useful lifetime. Most of the existing literature
focuses either on modeling an individual degradation signal or on combining all the degra-
dation signals together through some sort of fusion mechanism. There are various types of
prognostic models that focus on single sensor applications. Examples include using ran-
dom coefficients models [1, 2], Brownian motion process [3, 4, 5], Gamma process [6, 7,
8], and Markov chains [9, 10]. The second category are the models focusing on multi-
sensor settings. They typically rely on combining all the available sensor signals using
different types of fusion methods, such as neural networks [22], Hidden Markov models
[23, 24], neuro-fuzzy systems [25, 26, 27, 28, 29], multilayer perceptron networks[30],
health index models [31, 32, 33, 34] and FPCA [19].
In many multi-sensor applications, there exists some level of redundancy among the
sensors. That is, more than one sensor may capture the same physical effects to a similar
degree. In some other instances, signals from some sensors may have little or no relation
to the underlying physics, thus compromising the accuracy of predicting failures. As a
result, selecting the appropriate sensors before the fusion process may possibly lead to
better failure predictability.
This chapter builds on the existing body of literature by proposing a multi-sensor prog-
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Figure 2.1: Multi-sensor fusion-based prognostics framework.
nostic methodology that incorporates a systematic sensor selection procedure. Very few
existing models formally incorporate a sensor selection procedure [31, 32]. Nonetheless,
the procedures are based on visual inspection or other subjective procedures, and thus may
vary from one user to another. Our methodology consists of three steps shown in Figure
2.1. The first step is a formalized sensor selection algorithm that systematically identifies
the most informative sensors that should be used to predict failure and RUL. This step is
based upon a penalized variable selection methodology [15, 16]. The goal is to identify
highly informative sensors that when combined together provide a relatively comprehen-
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sive yet precise characterization of the underlying physical degradation. The penalized
variable selection is developed by combining FPCA with a penalized (log)-location-scale
functional regression model. FPCA is a popular functional data analysis (FDA) technique
that identifies the important sources of patterns and variations among functional data [17].
The degradation signals from each sensor are projected to a low-dimensional feature space
spanned by the eigen-functions of the signals’ covariance function and provides fused fea-
tures called FPC-scores. The FPC-scores are then regressed against the TTF to identify the
most informative sensors using a penalized (log)-location-scale regression model. (Log)-
location-scale regression has been widely used in reliability engineering [35] and can be
used with a variety of TTF distributions, such as (log)-normal, (log)-logistics, smallest
extreme value, Weibull, etc.
The second step focuses on intelligently combining the degradation signals associated
with the informative sensors identified by the sensor selection process. This is achieved by
developing a signal fusion algorithm based on Multivariate FPCA (also known as MFPCA)
[17]. Multivariate FPCA focuses on capturing the joint variation of multistream functional
data. It works by applying ordinary FPCA on the concatenated degradation signals from
different sensors. The benefit of using Multivariate FPCA is that it reduces dimensionality
of the data and provides fused signal features in the form of MFPC-scores.
Finally, the third step focuses on utilizing the fused signal features for prognostics. This
will be accomplished by using an adaptive penalized (log)-location-scale regression model,
which estimates RUL and provides the means to continuously update these estimates as
real-time signals are observed from fielded systems.
The remainder of this chapter is organized as follows. In Section 2.2 we present the
degradation modeling and sensor selection methodology used for identifying the most in-
formative sensors whose signals will be used for prognostics. We then discuss the multi-
stream data fusion algorithm in Section 2.3. Section 2.4 discusses the development of the
prognostic model used for estimating and updating RULs of fielded engineering systems.
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The accuracy of the prognostic model is evaluated using a simulation study in Section 2.5
and aircraft turbofan engine degradation data from a physics-based simulation model de-
veloped by NASA in Section 5.6. Finally, the conclusion and future research directions are
presented in Section 7.8.
2.2 Signal model and sensor selection
This framework focuses on systems whose failure is dominated by a single degradation
process, which is being monitored by multiple sensors. We assume that raw signals from
each individual sensor can be easily synthesized into degradation-based signals. Thus, each
sensor has a corresponding degradation signal. Furthermore, we assume that there exists
a historical database of degradation signals, a training dataset, that can be leveraged in
model estimation. Ideally this database will contain high quality degradation signals from
a set of (identical) systems along with their corresponding TTF. The underlying premise
of our multi-sensor prognostic methodology is that it is possible to identify a select subset
of sensors that provides similar (and sometimes better) characterization of the degradation
process, rather than relying on all the sensors used in monitoring. The benefits of doing this
include a possible improvement in the accuracy of failure predictability as well as potential
reduction in the costs of data acquisition and processing.
A variable selection methodology is utilized to develop our sensor selection procedure.
At a high level, this is achieved by combining penalized LLS regression with FPCA to iden-
tify the sensors the that are most correlated with the underlying degradation process and
ultimately the system’s TTF. We consider a training dataset of degradation signals for N
systems where each system is monitored by P sensors. Let sp(t) for p = 1, 2, ..., P denote
the observed degradation signal of sensor p, such that sp(t) are independent noisy realiza-
tions of a smooth random function xp(·) in a bounded time domain [0, T] with unknown
mean function E[xp(t)] = µp(t) and covariance function Cp(t, t′) = Cov(xp(t), xp(t′)).
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We express the degradation signal from sensor p of system i as follows:
si,p(t) = xi,p(t) + εi,p(t); i = 1, 2, ..., N, (2.1)
where εi,p(t) are assumed to be independent and identically distributed (i.e., i.i.d.) errors
with mean zero and variance σ2p , and xi,p(t) and εi,p(t) are independent.







′), t, t′ ∈ [0, T ], (2.2)
where φk,p(t) for k = 1, 2, . . . are the orthogonal eigen-functions and λ1,p ≥ λ2,p ≥ . . . are
the ordered nonnegative eigen-values. Using these eigen-functions, si,p(t) can be expressed
as linear combinations of the orthogonal basis functions as follows:
si,p(t) = µp(t) +
∞∑
k=1
ξi,k,pφk,p(t) + εi,p(t), (2.3)
where ξi,k,p for k = 1, 2, . . . , are known as FPC-scores, which are uncorrelated random
variables with mean zero and variance E(ξ2i,k,p) = λk,p. Generally, the eigenvalues λk,p
for k = 1, 2, . . ., decrease rapidly and only a small number of eigenvalues would suffice
to capture most information of multistream signals and the rest are approximately zero.
Therefore, it is often sufficient to use only the eigenfunctions corresponding to significantly
nonzero eigenvalues to accurately approximate the signals. Consequently, si,p(t) can be
approximated as shown below;
si,p(t) = µp(t) +
Kp∑
k=1
ξi,k,pφk,p(t) + εi,p(t). (2.4)
where Kp is the number of significantly nonzero eigenvalues. The value of Kp can usually
be chosen by using cross validation (CV) and the Akaike information criterion (AIC) [19].
In practice, the fraction of variance explained (FVE) is another efficient way to determine
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Kp (see [37] for more details).
2.2.1 Sensor selection methodology
Based on the premise that the TTF of a system can be predicted by its degradation signals,
we establish the following (log)-location-scale regression model for modeling the TTF (i.e.,
fi) as a function of the degradation signals (i.e., {si,p(t)}Pp=1):






where yi = fi if fi follows a location-scale distribution and yi = log(fi) if fi follows a
log-location-scale distribution. Ω is the cumulative distribution function (i.e., cdf) of the
location-scale distribution, σ is the scale parameter, and π(si,p(t)) is the location parameter,
which is a function of some explanatory variables. Here we assume that π(si,p(t)) is a





αp(t)si,p(t)dt, where α0 is
the intercept, αp(t) is the coefficient function.
The (log)-location-scale regression model in Equation (4.6) can be solved using maxi-


















where ω (·) = logw(·) andw(·) is the probability density function (i.e., pdf) of the location-
scale distribution. For example, ω(x) = 1/
√
2π exp(−x2/2) for normal distribution,
ω(x) = exp(x− exp(x)) for smallest extreme value distribution and ω(x) = exp(x)/(1 +
exp(x))2 for logistic distribution. Criterion (3.13) is nonconvex, which causes computa-
tional problems. To address this challenge, we apply the following re-parameterization:
σ̃ = 1/σ, ỹi = yi/σ, α̃0 = α0/σ and α̃p(t) = αp(t)/σ. As a result, criterion (3.13) turns
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Sensor selection is performed by incorporating a variable selection procedure into the
MLE criterion expressed in (2.7). Classical variable selection techniques like stepwise re-
gression are often computationally intensive and sometimes unstable. On the other hand,
regularization-based techniques like non-negative garrote (NNG) [38], LASSO [39], SCAD
[40], elastic net [41], and adaptive LASSO [42] exhibit some advantages with respect to
selection stability and prediction accuracy. In this work, we use group non-negative garrote
(GNNG) penalty [43] to penalize the group of coefficients corresponding to each degrada-
tion signal, i.e., {αp(t)}. Consider the following parameterization, α̃p(t) = α̂p(t)dp, where
α̂p(t) is a known weight function and dp ≥ 0 is the shrinking factor for signal p, then based






















, s.t. dp ≥ 0,
(2.8)
where λ is the tuning parameter and dp represents the importance of the group (or sensor)
p.
Selecting the most informative sensors is accomplished by optimizing criterion (2.8).
Hereafter, the degradation signals associated with the selected sensors will be referred to
as the principle degradation signals (PD-signals). Any sensor whose corresponding dp is
non-zero is considered informative (important), and its corresponding degradation signal is
designated as one of the PD-signals that will be used for prognostics, estimating the RUL
of the system. Recall that the eigen-functions of the covariance functions of {xi,p(t)}Ni=1




k=1 βk,pφk,p(t), where βk,p is the coefficient. Similarly, since the eigen-values
λk,p for k = 1, 2, . . . decrease rapidly (as mentioned earlier), the expansion can be truncated
by using the first Kp terms. Thus, we get α̂p(t) =
∑Kp
k=1 βk,pφk,p(t). Substituting si,p(t)
and α̂p(t) into the location parameter in criterion (2.8) yields the following expression (the
details of the derivation are given in Appendix A):












where ξi,k,p is the FPC-score defined earlier in Equation (2.4). Consequently, The penalized























, s.t.dp ≥ 0,
(2.10)
where βk,p is the vector of the weights associated with sensor p. Generally, we can use
maximum likelihood, lasso, or ridge estimates of βk,p as the weights [15]. As mentioned
earlier, the sensors with d̂p > 0 are selected, and their corresponding signals are designated
as the PD-Signals.
2.2.2 Model estimation
The optimization model expressed in Equation (2.10) can be solved using the coordinate
descent algorithm used in [44]. However, this requires first estimating the FPC-scores,
ξi,k,p, which can be achieved using the training dataset. To do this, we first estimate the
mean µp(t) and covariance functions Cp(t, t′) for p = 1, 2, . . . , P . To simplify notation,
and without loss of generality, we assume that the sampling frequency for all sensors is the
same.
Local linear regression is used to estimate µp(t) [45, 46]. The estimated mean function
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){si,p(tj)− ap − bp(t− tj)}2, (2.11)
where {tj} ∈ [0, T ] for j = 1, . . . , Ji, denotes discrete observation time points, and Ji
represents the length of degradation signals in system i. wp is the smoothing bandwidth,
which is selected by using the one-curve-leave-out cross-validation method presented in
[47], and W (·) is a Gaussian kernel function. The estimated mean function is µ̂p(t) = âp,
where âp is the solution to Equation (C.2).
The covariance function, Cp(t, t′), is also estimated using local linear regression[45,
46]. From Equation (2.1), we can see that Cov(sp(tj), sp(tk)) = Cov(xp(tj), xp(tk)) +
σ2δj,k, where δj,k = 1 if tj = tk and 0 otherwise. LetGi,p(tj, tk) = (si,p(tj)−µ̂p(tj))(si,p(tk)−
µ̂p(tk)) be the “raw” covariances of degradation signal p of system i, we haveE[Gi,p(tj, tk)] =
Cov(xp(tj), xp(tk)) + σ
2δj,k. In other words, the noise term only lies on the diagonal ele-
ments of the raw covariances. Therefore, the diagonal elements of Gi,p(tj, tk) are removed
and only off-diagonal elements of the raw covariances are considered for estimation [48].

























where w′p is the smoothing bandwidth, and W (·) is a bivariate Gaussian kernel function.
The estimated covariance function is obtained as Ĉp(t, t′) = â
′
p, for t, t
′ ∈ [0, T ] where â′p
is the solution to Equation (C.3).
Once the covariance function has been estimated, our next step is to estimate its eigen-










φ̂k,p(t)φ̂m,p(t)dt = 1 if k = m and 0 otherwise.
Equation (2.13) can be solved by discretizing the estimated covariance surface Ĉp(t, t′)
[47]. The FPC-scores are estimated using ξ̂i,k,p =
∫ T
0
(si,p(t) − µ̂p(t))φ̂k,p(t)dt, which is
approximated numerically by ξ̂i,k,p =
∑Ji
j=0((si,p(tj)− µ̂p(tj))φ̂k,p(tj)(tj − tj−1)); t0 = 0.
Finally, the estimated ξ̂i,k,p can then be substituted in the penalized maximum likelihood
criterion defined in Equation (2.10) to estimate the importance of each sensor, i.e., dp.
This allows us to identify the most informative sensors. Recall that the degradation signals
associated with these select sensors are referred to as the PD-signals. These form the basis
for predicting the RULs of partially degraded systems.
2.3 Multistream signal fusion model
In this section, we focus on how to efficiently combine the PD-signals such that their cross-
correlations can be leveraged to provide accurate predictions of RUL. To do this, we de-
velop a multistream signal fusion methodology based on Multivariate FPCA. Multivariate
FPCA is an extension of the FPCA framework. Whereas FPCA focuses on identifying the
important sources of variation among a single type of functional data, Multivariate FPCA
focuses on capturing the joint variation of multistream functional data. One of the key
benefits of using Multivariate FPCA is that it provides a way to characterize the cross-
correlation between the PD-signals measured by different sensors. By modeling the rela-
tionship between different informative sensors, we can better characterize the underlying
degradation process, and therefore improve prediction accuracy. Another advantage of us-
ing Multivariate FPCA is that it reduces the dimensionality of the PD-signals, and provides
fused features (in the form of MFPC-scores) that become the predictors in our subsequent
prognostic degradation modeling framework.
2.3.1 Signal fusion using Multivariate FPCA
Based on [17], Multivariate FPCA works by first concatenating different sources of func-
tional data into a single vector. Next, FPCA is applied to the concatenated vector in a
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conventional manner. Note that signal fusion is only applied to the PD-signals associated
with the sensors identified by the sensor selection methodology. We begin by assuming that
the PD-signals of unit i are independent noisy realizations of an M -dimensional stochas-
tic process x(·) in a bounded time domain [0, T ] with unknown mean function µ(t) and
covariance functionC(t, t′), where M is the number of selected sensors. Here, µ(t) repre-
sents the combined underlying deterministic trend of the degradation process, and C(t, t′)
represents the deviation from the underlying degradation trend due to system-to-system
degradation variability. Therefore, the PD-signals for system i can be expressed as follows:
si(t) = xi(t) + εi(t), (2.14)
for i = 1, . . . , N , where N is the system number; si(t) = (si,1(t), . . . , si,M(t))>, xi(t) =
(xi,1(t), . . . , xi,M(t))
> and εi(t) = (εi,1(t), . . . , εi,M(t))>; xi(t) and εi(t) are assumed to
be independent. Note that the covariance function C(t, t′) = E[(x(t) − µ(t))(x(t′) −




′) . . . C1,M(t, t
′)
... . . .
...
CM,1(t, t
′) . . . CM,M(t, t
′)
 , (2.15)
with Cg,h(t, t′) = Cov(xg(t), xh(t′)), for g = 1, . . . ,M and h = 1, . . . ,M .







where ψk(t) = (ψk,1(t), . . . , ψk,M(t))> for k = 1, 2, . . . , are the eigenfunctions and η1 ≥
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η2 ≥ . . . , are the ordered nonnegative eigenvalues. Hence, xi(t), can be rewritten as,












(xi,m(t) − µm(t))ψk,m(t)dt for k =
1, 2, . . . , are the MFPC-scores. These scores are independent random variables with mean
E[ζi,k] = 0 and variance E[ζ2i,k] = ηk. The signal model expressed in (2.14) can now be
expressed as,
si(t) = µ(t) +
K∑
k=1
ζi,kψk(t) + εi(t) (2.18)
where similar to the decomposition in Section 2.2, the model is truncated by choosing the
first K eigenvalues and K is also chosen using CV, AIC or FVE criterion (see Equation
(2.4)).
2.3.2 Estimating the fused signal features
Given a historical training dataset of signals, we can estimate the signal model expressed in
Equation (2.18). Let {tj} for j = 1, . . . , J , where tj ∈ [0, T ] denote discrete observation
time points, where J is the total number of observations for each system. We first estimate
the mean function µ(t), where µ(t) = (µ1(t), . . . , µM(t))>. The mth element of the mean
function µ(t) is estimated using µ̂m(tj) = 1N
∑N
i=1 si,m(tj) for m = 1, . . . ,M , where N is
the system number.
To estimate the covariance matrix, we note that C(t, t′) is a M × M block matrix.
Each block Cg,h(t, t′) is estimated individually using Ĉg,h(tj, tk) = 1N−1
∑N
i=1(si,g(tj) −
µ̂g(tj))(si,h(tk)−µ̂h(tk)), for g = 1, . . . ,M , h = 1, . . . ,M , j = 1, . . . , J and k = 1, . . . , J.
Since C(t, t′) is a symmetric matrix, we only need to estimate Cg,h(t, t′) with g ≥ h.




where the eigenfunctions ψk(t) and the eigenvalues ηk can now be estimated by solving
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the following eigen equations:
∫ T
0





ψ̂k(t)ψ̂l(t)dt = 1 if l = k and 0 otherwise. Equation (C.4) is solved by
discretizing the estimated covariance surface Ĉ(t, t′) (details can be found in [47]). In
other words, the MFPC-scores can be estimated using numerical integration where ζ̂i,k =∑M
m=1
∑Ji
j=1(si,m(tj,m)− µ̂m(tj,m))φ̂k,m(tj,m)(tj,m− tj−1,m)), and where t0 = 0. Note that
the MFPC-scores represent the collective (reduced) features of the PD-signals, which will
be used to estimate the RUL of the system.
2.4 Residual useful lifetime prediction and real-time updating
Predicting the RUL is accomplished by developing a (log)-location-scale regression model
between the system TTFs and the PD-signals estimated earlier. To do this, we let si(t)
denote a vector of PD-signals and fi the corresponding TTF of system i. The (log)-location-
scale regression model relating these two factors is expressed below;
Pr(yi ≤ y) = Ω
(







where yi = fi if fi follows a location-scale distribution and yi = log(fi) if fi follows
a log-location-scale distribution; ρo is the intercept; and ρ(t) = (ρ1(t), . . . , ρM(t))> is
the regression coefficient function. The coefficient funciton can be expanded using the
eigen-functions of {xi(t)}Ni=1 as ρ(t) =
∑∞
k=1 θkψk(t). Similar to the derivation in Ap-
pendix A, the location parameter in Equation (2.20) can be expressed as π(si(t)) = ρ0 +∫ T
0
ρ(t)>si(t)dt = θ0 +
∑K
k=1 θkζi,k, where ζi,k are the MFPC-scores defined in Equation
(2.17), and θ0 and θk are the coefficients. As a result, Equation (2.20) can be reexpressed
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as
Pr(yi ≤ y) = Ω
(






















In order to transfer (2.22) to a convex optimization criterion, we apply the following
re-parameterization: σ̃ = 1/σ, ỹi = yi/σ, θ̃0 = θ0/σ, θ̃k = θk/σ (see [37] for more de-
tails). In addtion, to improve the prediction accuracy, we use non-negative garrote [38] for



















, s.t. dk ≥ 0, (2.23)
where θ̂k is the initial regression coefficients estimated using MLE without penalization, dk
is the shrinkage factor, and λ is the tuning parameter.
Our goal is to predict and update, in near real-time, the RUL of partially degraded
systems that are still operating in the field. To do this, PD-signals observed from fielded
systems (hereafter referred to as observed PD-Signals) are used to update the fused sig-
nals features, which are then used to update the predicted RUL. This is accomplished by
combining the observed PD-signals from a specific (fielded) system with PD-signals of
the training dataset, and using our signal fusion algorithm to compute updated MFPC-
scores. The updated MFPC-scores are then used revise the predicted lifetime using the
(log)-location-scale regression model estimated earlier in Equation (2.23). The RUL is
obtained by subtracting the current observation time.
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To calculate the scores, Multivariate FPCA requires that the PD-signals from each type
of sensor share the same time domain. That is, when combining the PD-signals observed
from the field with the PD-signals from the training dataset, signals for each sensor must
share the same time domain. We note that the systems of the training sets have different
TTFs. Thus, there are no guarantees that for a given sensor, the PD-signals from various
systems will share the same time domain. To address this limitation, we leverage recent
developments in functional regression. Specifically, we utilize the adaptive functional re-
gression approach proposed by [49].
The basis of adaptive functional regression is that training systems whose lifetime is
smaller than the current observation time of the PD-signal are removed from the training
dataset. In other words, they are not used to recalculate the MFPC-scores. Only the PD-
signals of the training systems whose lifetime is bigger than the current observation time
are combined with the PD-signals observed from the fielded system to update the MFPC-
scores. The chosen training PD-signals are then truncated at the current observation time.
This way all the signals involved share the same time domain as the observed PD-signal.
Figure 2.2 illustrates how the adaptive updating approach would apply to a single sensor
scenario. In each graph, the dotted lines represent the entire set of training signals. The
continuous part marks the part of the data that is used to estimate the MFPC-scores. The
signal marked with the thick continuous line represents the portion of the degradation signal
of the fielded system that has been observed up to time t∗.
We summarize our prognostic model as follows. Each time new PD-signals are ob-
served from a fielded system, we select the training PD-signals that satisfy the criteria men-
tioned earlier and truncate them at the current observation time. Next, we apply Multivari-
ate FPCA to the selected PD-signals (the ones selected from the training dataset along with
the observed signal), and estimate revised MFPC-scores. A penalized regression model is
then defined by setting the revised MFPC-scores as the dependent variables and setting the
TTF corresponding to the selected training PD-signals as the dependent variables. Finally,
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(a) Updating at time t∗ = 15
























(b) Updating at time t∗ = 25
Figure 2.2: Method of updating the model as time advances.
the lifetime of the fielded system can be estimated.
The most time-consuming computation in our prognostic model is Multivariate FPCA,
which consists of two key operations: covariance matrix estimation and eigen-decomposition.
Suppose the system number is N , the selected sensor number is M and the observation
number for each sensor is J , the computational complexity of covariance matrix estima-
tion and eigen-decomposition areO(NM2J2) andO(M3J3), respectively. As a result, the
complexity of Multivariate FPCA isO(NM2J2 +M3J3), which is high whenM and J are
large. This in turn shows the importance of our sensor selection procedure, which often can
tremendously reduce the number of sensors (reduce M ) involved in the prognostics model.
For the case where the number of selected sensor is large, say thousands, a computationally
efficient solution can be found in [37].
2.5 Simulation study
In this section, we conduct a simulation study to validate the proposed prognostic method-
ology. We consider two (log)-location-scale regression distributions commonly used in
reliability, the normal and lognormal distributions. For each distribution, we evaluate the
performance of our approach in terms of the effectiveness of the sensor selection model
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and the accuracy of predicting the RUL. We compare the performance of our methodology,
designated “selection,” with the case that all sensors are used for predicting RUL, desig-
nated “no selection.” In both approaches, the number of FPC-scores are chosen so that
more than 95% of signal variations are explained by the chosen scores. The tuning param-
eters of Equations (2.8) and (2.23) are determined using the leave-one-out cross-validation
method. Several values for the tuning parameters within an applicable range are used to
train the model. Then, the validation error is calculated for different parameter values.
Tuning parameter leading to the least mean square error is chosen to be the optimal tuning
parameter.
2.5.1 Simulation model
We consider a system monitored by 40 sensors. We assume that only 4 sensors are infor-
mative. In other words, the system TTF can be accurately predicted using the degradation
signals from these 4 sensors. We also assume that the set of non-informative sensors are
divided into two groups. The first group consists of 16 sensors whose degradation signals
have a relatively low correlation with the degradation process and therefore the TTF. The
second group consists of 20 sensors whose signals are pure noise and exhibit no trends.
Two hundred instances of this system are generated. A randomly subset of 160 systems
are chosen for training while the remaining 40 instances are used for testing. For each
instance i; i = 1, . . . , 200, we begin by simulating the underlying degradation path of the
system using the following functional form; si(t) = −θi/ ln(t), where θi ∼ N(1, 0.252)
and 0 6 t < 1. The TTF is computed as the first time point that the underlying degradation
trajectory, si(t), crosses the threshold D, where D = 2. Next, degradation signals from the
40 sensors are simulated as follows:
(a) Degradation signals from the informative sensors are generated using the following
model si,p(t) = −θi,p/ ln(t) + εi,p(t), where p = 1, . . . , 4 and εi,p(t) ∼ N(0, 0.12). Since
informative sensors are highly correlated with the underlying degradation process, we gen-
erate θi,p ; p = 1, ..., 4 from the following conditional distribution θi,p|θi ∼ N(1, 0.252)
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such that the correlation between θi,p and θi is a uniform random number chosen from the
interval [0.8, 0.99].
(b) Degradation signals of the non-informative sensors in group 1 (i.e., si,p(t); p =
5, . . . , 20) are also simulated similarly. However, pairwise correlation is randomly chosen
from the interval [0.1, 0.6].
(c) Degradation signals of the non-informative sensors in group 2 are simulated from
si,p(t) = εi,p(t); p = 21, . . . , 40 where εi,p(t) ∼ N(0, 1).
Samples of 200 simulated signals for each sensor type are shown in figure 2.3. The
whole simulation procedure is replicated 100 times.























































(b) non-informative sensors (poor correlation)



























(c) non-informative sensors (pure noise)
Figure 2.3: Example signals of different type of sensors
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2.5.2 Results and analysis
To test the effectiveness of the sensors selection methodology, we begin by applying the
sensor selection model discussed in Section 3 to the simulated dataset.
To account for the variability in the length of the signals (discussed in Section 2.4),
multiple training subsamples are generated based on the length of signals (or equivalent
TTFs). We first, sort TTFs such that TTF1 ≤ TTF2 ≤ · · · ≤ TTFS , where S ≤ 160.
Next, we define subsample j as the systems whose TTFs are greater than or equal to TTFj ,
for j = 1, . . . , S. As a case in point, subsample 1 includes all 160 training systems,
subsample 2 also includes all training systems excluding the system with the smallest TTFs,
and so forth.
The proposed sensor selection method is applied to all of these S subsmaples and the






where rp is the selection rate for sensor p, Ip = 1 if sensor p is selected by subsample j and
0 otherwise, and Ns is the system size of subsample j. The selection results for normal and
lognormal distributions are reported in Table 2.1 and Table 2.2, respectively.
Table 2.1: Sensor selection results for normal regression model.
Selected Dropped
Informative sensors 94.6% 5.4%
Noninformative sensors 2.8% 97.2%
Table 2.2: Sensor selection results for lognormal regression model.
Selected Dropped
Informative sensors 96.5% 3.5%
Noninformative sensors 2.3% 97.7%
As shown in the tables above, the lognormal and normal models selected 94.6% and
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96.5% of informative sensors, respectively. Both lognormal and normal models perform
similarly with regards to removing non-informative sensors.
Next, we evaluate the accuracy of predicting the RUL of the simulated test systems us-
ing our proposed methodology for the normal and lognormal cases–designated “selection
(normal)” and “selection (lognormal)”–and compare it with the benchmark model desig-
nated “no selection (normal)” and “no selection (lognormal)”. For our methodology, the
PD-signals identified by the sensor selection procedure are first combined using the sig-
nal fusion algorithms presented in Section 2.3. The fused features (MFPC-scores) are
then used for prognostics. Signals from each test system are combined with the training
dataset to predict and update its RUL using the time-varying functional regression frame-
work discussed earlier in Section 2.4. Residual lifetimes are evaluated at the following life
percentiles: 10%, 20%, . . . , 90%, where for example the 10th life percentile implies that
10% of the system’s lifetime was attained at the time the prediction was evaluated. The
prediction errors are calculated using the following expression:
Absolute Prediction Error =
|Estimated Life - Actual Life|
Actual Life
. (2.25)
Plot (a) of Figure 2.4 shows the mean of absolute prediction errors and Plot (b) shows
the variance of the absolute prediction errors. The two plots confirm that our proposed
sensor selection approach has significantly better prediction accuracy (mean) and preci-
sion (variance) for both the normal and lognormal scnearios. The improvement is more
pronounced at higher life percentiles. For example, at the 70th life percentile, the mean
prediction errors for “selection (lognormal)” and “no selection (lognormal)” are 0.018 and
0.023 respectively, which indicates 20% improvement in the prediction accuracy achieved
by the sensor selection methodology.
Figure 2.4 also indicated that the lognormal model outperforms the normal model. A
possible explanation is that the degradation signals used in this study are generated from
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Figure 2.4: Mean and variance of the absolute prediction errors.
the following model si,p(t) = −θi,p/ ln(t) + εi,p(t), in which the logarithmic TTF (i.e.,
log(fi)) can be shown to be a linear function of the MFPC-scores of degradation signals
(i.e., ζi,k). Therefore, the lognormal model is supposed to be more suitable than normal
model to capture the regression relationship between TTF and MFPC-scores. In reality, we
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may use model selection criteria (e.g., AIC, Bayesian Information Criterion) to determine
the proper choice of the (log)-location-scale distribution.
2.6 Case study: Aircraft turbofan engine application
In this case study, multi-sensor degradation data from an aircraft turbofan engine is simu-
lated using a physics-based simulator. The dataset, available from [11] is comprised of the
following; (1) degradation signals from 100 training engines that were run to failure, (2)
degradation signals from an additional 100 test engines whose operation was prematurely
terminated at random time points prior to their failure time, and (3) the real TTFs of the
100 test engines. Each engine was monitored using 21 sensors, which are listed in Table
2.3. Since the degradation signals for some of the sensors (1, 5, 6, 10, 16, 18, 19) show
no trend, independent and identically distributed white noise are added to them. Figure 2.6
shows the degradation signals of the 21 sensors for the 100 training engines.
Figure 2.5: Simplified diagram of engine simulated in C-MAPSS [50].
The turbofan engine degradation dataset was simulated using commercial modular
aero-propulsion system simulation (C-MAPSS), a simulation module developed in Matlab
and Simulink environment. The C-MAPSS can be used for simulating a realistic commer-
cial turbofan engine of 90, 000 lb thrust class [50]. By setting the value of several input
parameters and specifying the operation conditions, a user can simulate the effects of faults
and deterioration in one or more of the rotating components (Fan, LPC, HPC, HPT and
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LPT) of engines. Figure 2.5 shows the main elements of the engine model used in C-
MAPSS. The dataset used in this case study was simulated based on the assumption that
the degradation of engines resulted from wear and tear of one single component (i.e., high
pressure chamber, HPC) of the engines based on the usage pattern, under constant oper-
ating condition [11] . Also, in this dataset, the damage accumulation during a particular
flight cannot be calculated directly based on flight duration and flight conditions, and we
have to rely on the degradation signals recorded by multiple sensors during or right after
each flight.
Table 2.3: 21 outputs for degradation modeling
Index Symbol Description units
1 T2 Total temperature at fan inlet ◦R
2 T24 Total temperature at LPC outlet ◦R
3 T30 Total temperature at HPC outlet ◦R
4 T50 Total temperature at LPT outlet ◦R
5 P2 Pressure at fan inlet psia
6 P15 Total pressure in bypass-duct psia
7 P30 Total pressure at HPC outlet psia
8 Nf Physical fan speed rpm
9 Nc Physical core speed rpm
10 epr Engine pressure ratio (P50/P2) –
11 Ps30 Static pressure at HPC outlet psia
12 phi Ratio of fuel flow to Ps30 pps/psi
13 NRf Corrected fan speed rpm
14 NRc Corrected core speed rpm
15 BPR Bypass Ratio –
16 farB Burner fuel-air ratio –
17 htBleed Bleed Enthalpy –
18 Nf dmd Demanded fan speed rpm
19 PCNfR dmd Demanded corrected fan speed rpm
20 W31 HPT coolant bleed lbm/s
21 W32 LPT coolant bleed lbm/s
We applied our prognostic methodology by first performing sensor selection using four
different (log)-location-scale distributions, i.e., normal, lognormal, SEV and Weibull dis-
tributions. Similar to the procedure presented in the simulation study (Section 2.5), we
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Figure 2.6: Degradation signals from 21 sensors of 100 training aircraft turbofan engines.
created 65 subsamples with different time domains for sensor selection. The proposed sen-
sor selection approach is then applied to these 65 subsamples and the selection rate of each
sensors is computed and reported in Table 2.4. Sensors with the selection rate higher than
50% are selected as informative sensors. As can be seen from Table 2.4, sensors 4, 15, 17,
20, were selected by normal and lognormal distributions and sensor 4, 17, 20 were selected
by SEV and Weibull distribution.
To select the most suitable model, we calculate the corresponding AIC for these dis-
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tributions and select the one with the lowest AIC. The calculated AIC values for normal,
lognormal, SEV and Weibull are 989.9, 977.7, 1027.2 and 1006.8, respectively, suggesting
that the lognormal distribution is likely the most appropriate. Subsequently, the PD-signals
of the selected sensors are then fused using Multivariate FPCA and the fused features are
used to develop the subsequent prognostic model based on lognormal regression.
Table 2.4: Sensor selection results for aircraft engine dataset.
Sensor Normal Lognormal SEV Weibull
1 0% 0% 0% 0%
2 35.0% 45.0% 15.0% 30.0%
3 22.5% 30.0% 17.5% 22.5%
4 55.0% 55.0% 62.5% 65.0%
5 0% 0% 0% 0%
6 0% 0% 0% 0%
7 12.5% 7.5% 17.5% 15.0%
8 0% 0% 0% 0%
9 0% 0% 0% 0%
10 0% 0% 0% 0%
11 35.0% 20.0% 45.0% 45.0%
12 0% 0% 0% 0%
13 0% 0% 0% 0%
14 0% 0% 0% 0%
15 67.5% 70.0% 27.5% 42.5%
16 0% 0% 0% 0%
17 82.5% 85.0% 55.0% 65.0%
18 0% 0% 0% 0%
19 0% 0% 0% 0%
20 77.5% 90.0% 55.0% 67.5%
21 40.0% 35.0% 47.5% 45.0%
The performance of our model is compared with two benchmarks in terms of prediction
accuracy and precision. The first benchmark, “no selection”, is the same benchmark used
in the simulation study in which all the sensors were used for prediction. The second
benchmark is the health index methodology (“HI+selection”) proposed by [32] in which
the authors used the same aircraft dataset. In [32], the authors visually selected 11 sensors
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Figure 2.7: Residual life prediction errors for multi-sensor aircraft turbofan engines.
out of the total 21 sensors, and created a composite degradation index by fusing these 11
individual sensor signals. Since all degradation signals include a stationary phase with no
degradation at the beginning period [11], we calculate the prediction errors at only the 50%,
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60%, . . . , 90% of lifetime in a similar manner to the simulation study.
The mean and variance of the absolute prediction errors are summarized in Figure 2.7.
Comparing the mean and variance of the absolute prediction errors of our method with
those of benchmarks indicates the overall superiority of our model and as expected the im-
portance of the sensor selection. The mean prediction errors of “selection” is lower than
those of two other benchmarks at all life percentiles. In addition, our method has signiffi-
cantly smaller variance than the health index method, especially at earlier life percentiles,
which again supports the benefits of sensor selection.
2.7 Conclusion
Prognostic of complex systems monitored by multiple sensors is an important yet chal-
lenging problem. In this chapter, we proposed a multi-sensor prognostic methodology
that utilizes multistream signals to predict RULs of partially degraded systems. The pro-
posed methodology consists of three steps. First, a sensor selection procedure was devel-
oped based on penalized (log)-location-scale functional regression. Specifically, we used
the FPCA to extract the features of degradation signals, and then applied penalized re-
gression to select informative sensors. In the second step, we utilized the Multivariate
FPCA technique to fuse the PD-signals while considering the inter-relationship of signal
streams. Finally, using the extracted fused features from Multivariate FPCA, an adaptive
(log)-location-scale regression model with regularization was built for dynamic prediction
of RULs.
We studied and compared the performance of our proposed methodology with different
benchmarks using simulations. The results indicated that our methodology outperforms the
benchmarks in terms of both the mean and variance of prediction errors. Moreover, simu-
lation results showed that the proposed sensor selection procedure can effectively remove
non-informative sensors, which in turn resulted in a more accurate and precise predictions.
We also validated the effectiveness of our methodology using a simulated aircraft turbofan
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engine dataset from NASA repository. The results indicated that the sensor selection al-
gorithm in our model can improve both the prediction accuracy and precision. The model
developed in this chapter only focuses on the multi-sensor systems with single failure mode.
Development of a multistream prognostic methodology for systems with multiple failure
modes is an important topic for future research.
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CHAPTER 3
SCALABLE PROGNOSTIC MODELS FOR LARGE-SCALE CONDITION
MONITORING APPLICATIONS
3.1 Introduction
Many capital-intensive engineering systems are monitored by hundreds (and sometimes
thousands) of sensors. For example, a typical gas turbine is equipped with over 2, 000 sen-
sors that are used to monitor vibrations, temperatures, and pressures related to the condition
and performance of many of its components [51]. Condition monitoring is the process of
using sensor signals to detect faults. In cases where the sensor signals possess trends that
are strongly correlated with the progression of physical degradation, they can be very use-
ful for prognostic purposes. In prognostics, degradation-based signal trends are modeled
to predict remaining lifetime and operational risk. There is a plethora of prognostic models
in the literature. Commonly used techniques include random coefficients models, Brow-
nian motion, gamma process, and Markov chains all of which have shown great promise
in modeling degradation signals to predict lifetime and/or remaining lifetime [1, 52, 8, 7,
13, 4, 5, 2]. Typically, a degradation signal is computed from specific features obtained
from the raw sensor data. A large portion of the degradation modeling literature assumes
that degradation signals originate from single-sensor applications. By doing so they often
circumvent the underlying challenges that arise in multi-sensor applications, i.e., how to
combine degradation signals from different sensors. Although one can argue that single-
sensor prognostic models can still be used in multi-sensor settings by computing a single
“aggregate” degradation signal, such an approach is not trivial and can create additional
challenges in of its own.
Multi-sensor application often involve complex equipment that typically undergo mul-
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tifaceted degradation processes. Using multiple sensors potentially captures different as-
pects of complicated degradation processes that sometimes exhibit different failure modes.
Overall, the data in such cases is much richer and can lead to more accurate failure predic-
tions. In [53], the authors argue that the partial information obtained from different sensors
has the potential of providing more accurate diagnostic and prognostic capabilities. Inter-
esting challenges arise when we consider the prognostics problem within a multi-sensor
setting. One of the key aspects in this setting is how to systematically combine information
from multiple sensors from the same equipment, otherwise known as fusion. [53] pro-
vides a review of multisensor data fusion approaches and classifies the techniques based
on the level at which fusion is performed; data, feature, and decision levels. Data-level
fusion directly integrates information of the raw data from multiple sensors [54, 55, 56,
57]. Feature-level fusion combines feature information extracted from the raw data [58].
Decision-level fusion focuses on integrating different diagnostic or prognostic results [59,
60]. A large portion of the fusion literature utilizes artificial intelligence approaches, such
as neural network and fuzzy logic, however they are mostly focused on fault detection and
diagnostics. Other approaches rely on computing some form of aggregate degradation sig-
nal that is constructed by taking a weighted combination of various types of degradation
signals [32, 33, 34, 24, 22, 61, 62]. For example, in [32, 33, 34] an aggregate degradation
signal (health index) was computed by taking a weighted linear combination of different
degradation signals. The weights were computed using a specialized optimization algo-
rithm. In [24], PCA was applied at each observation time and the first principal component
was used to construct an aggregate degradation signal. In [61], PCA was also applied to
failure data with the goal of constructing a feature space. Data at each observation time was
then projected onto the feature space, and the euclidean distance was used to infer degrada-
tion. Although these models have shown promise in their respective settings, yet almost all
have been exclusively validated using small-sized data sets. It is also not clear how these
models would perform in Big Data settings involving large scale data, and whether they
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would even scale to such settings. Furthermore, the concept of computing and modeling an
aggregate degradation signal can be tricky because it is not clear how the resulting signal
captures cross-correlations that exists among different degradation signals.
The volume and dimensionality of condition monitoring data generated by today’s in-
dustrial applications has become prohibitive. For example, some optical sensors used for
turbine blade crack detection generate 600 gigabytes per day – almost 7 times Twitter daily
volume [18]. This chapter has two key contributions. First, we develop a prognostic mod-
eling framework that can scale with the size of the condition monitoring data. Second,
our methodology models the cross-correlation of different degradation signals–a critical
aspect that is often not considered by many conventional modeling approaches. If properly
modeled, signal correlations often contain valuable information that potentially improves
prediction accuracy. Our methodology is based on using tools from functional data analysis
to systematically extract and combine features from different degradation signals, and sub-
sequently use these features to predict remaining lifetimes of partially degraded equipment.
Specifically, we use FPCA to develop signal fusion algorithms, and functional regression to
predict the remaining lifetime. FPCA provides a low-dimensional and parsimonious repre-
sentation of functional data (degradation signals in our case). It works by first constructing
a low-dimensional space that preserves most variations of the degradation signals. Degra-
dation signals are then projected to the space, and signal features known as FPC-scores are
extracted. FPC-scores are critical in that they encapsulate unique features of the original
degradation signals in the low-dimensional space [48, 63, 64]. To predict remaining life-
times, we use adaptive functional (log)-location-scale regression to model the relationship
between the fused signal features (FPC-scores) and TTF. Functional regression is an exten-
sion of ordinary regression that accounts for cases in which predictors are random functions
and responses are scalars or functions [17].
Functional principal component analysis is inherently computationally expensive be-
cause it involves matrix decomposition, e.g., singular value decomposition and/or eigen
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decomposition. In large scale settings involving large amounts of data, this aspect can be-
come a major impediment to the scalability of FPCA. This problem becomes even more
prominent in the multi-sensor applications like the ones considered in this chapter. Conven-
tional FPCA is only suited for modeling multiple realizations of the same type of functional
data. That is, a sample of the same type of degradation signal observed from similar units.
As such, it is not well-suited for applications where each unit has multiple types of degra-
dation signals. Multivariate FPCA is an extension of FPCA that allows us to utilize the
FPCA framework for multi-sensor applications. It works by concatenating various types
of degradation signals, thus the resulting signal matrix becomes even much lager. From
another perspective, functional regression, in its classical sense, is used for one-shot esti-
mation of the response variable, TTF in our case. Our goal, however, is to be able to inte-
grate real-time degradation signals observed from fielded equipment to update predictions
of remaining lifetime on a constant basis. To achieve this, we exploit an adaptive version
of functional regression known as time-varying functional regression [19]. Time-varying
functional regression allows us to recalibrate our model based on the unique degradation
signals of each unit. However, this process results in a new signal matrix each time. As a
result, matrix decomposition needs to be performed repeatedly as new data becomes avail-
able from the field.
We address the computational challenges by leveraging recent developments in ran-
domized algorithms used for numerical linear algebra. Specifically, we utilize randomized
low-rank approximation (RLA) in key steps within the FPCA methodology. Low-rank ap-
proximation focuses on building a matrix with the smallest rank but preserves most of the
useful information of the original matrix. Examples of low-rank approximation techniques
include singular value decomposition (SVD), pivoted QR factorization and eigen decompo-
sition (ED). Conventional algorithms for computing the aforementioned low-rank approx-
imations include truncated SVD [65], Golub-Businger algorithm [66], Gu and Eisenstat’s
strong rank-revealing QR [67] and Lanczos method [68]. However, these methods are still
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computationally expensive. Randomized methods like the RLA were specifically designed
to overcome computational challenges involved in various matrix factorization and decom-
position operations such as SVD and ED. RLA works by first computing an approximation
to the range (also known as column space) of a matrix via randomized sampling. In our
case the matrix of concern is the signal matrix. The signal matrix is then projected to the
approximated range, and a factorization of the resulting low-rank matrix is computed. Al-
though RLA is an approximation technique, its error bounds have been well-studied [20].
One of the key contributions of this chapter is that we enhance the scalability of (multi-
variate) FPCA by exploiting RLA. However, this integration is not trivial. For example,
a key aspect in RLA is that is requires that the rank (number of principal components) of
the matrix be known in advance, which is not the case in our framework. Details of the
integration are discussed in Section 3.5.
The remainder of the chapter is organized as follows. Section 6.2 presents the prog-
nostic modeling framework and Section 3.3 introduces the parameter estimation. Section
3.4 presents the real-time updating strategy, and Section 3.5 discusses the computational
challenges and presents approaches to addressing them. Sections 7.5 and 7.7 evaluate the
performance of the model via simulation and case studies, respectively. Finally, Section
7.8 concludes.
3.2 Scalable prognostic modeling framework
The basis of our approach is to treat degradation signals from each sensor as noisy re-
alizations of a stochastic process, and then regress them against the TTFs using a func-
tional (log)-location-scale regression model. We assume that raw sensor signals can be
synthesized into (numerical) degradation signals, and that each sensor has its correspond-
ing degradation signal. Our framework is based on a nonparametric modeling approach
that consists of two key steps, (1) signal fusion, and (2) prognostics. Nonparametric meth-
ods are relatively flexible and can be used to model complex trends. They are also general
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enough to encompass simpler parametric forms. The first step of our methodology devel-
ops two alternative kinds of signal fusion algorithms; Multivariate FPCA and Hierarchical
FPCA (see Figure 3.1). Multivariate FPCA is an extension of FPCA and works by con-
catenating different types of degradation signals into a single vector. FPCA is then applied
to the concatenated vector in a conventional manner to extract “fused signal features”, i.e.,
FPC-scores of the concatenated signals. The second approach, Hierarchical FPCA, works
by first applying FPCA to the individual degradation signals (grouped by sensor type), and
then extracting their corresponding FPC-scores. (Recall, FPCA is used to model variations
in the same type of functional data, i.e., degradation signals computed from the same sensor
on different units.) Next, Hierarchical FPCA concatenates these FPC-scores and computes
a set of fused signal features by applying regular PCA on the concatenated vector (contrast
this with the Multivariate FPCA fusion method where concatenation is done on the degra-
dation signals). Both Multivariate and Hierarchical FPCA provide a systematic method-
ology for performing sensor fusion that is unique in two key aspects. First, it models the
cross-correlations of different types of degradation signals. This provides much richer in-
sights into complex degradation processes. Secondly, their computational efficiency can be
significantly enhanced (as will be shown later), thus enabling their scalability to industrial
Big Data settings.
Prognostics is the second step of our methodology. In prognostics, we use an adaptive
functional LLS regression model to estimate and continuously update remaining useful life
of fielded systems. Functional regression is a regression model where the predictor is ran-
dom functions and the response can be either random functions or scalars. In its simplest
form, by incorporating FPCA, functional regression can be used to model the FPC-scores
as the predictor and lifetime as the response variable. However, this setting does not al-
low the integration of real-time signals observed from fielded equipment. To address this,
we focus on an adaptive version of functional regression known as time-varying functional
regression. Time-varying functional regression allows us to leverage real-time degrada-
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tion signals observed from individual equipment operating in the field in order to revise
predictions of remaining lifetime based on the latest degradation characteristics of each
equipment.
Figure 3.1: The framework of our methodology.
We consider a settings where multiple units of a fleet of equipment are monitored in
real-time. Such a setting is not unrealistic. Many companies in the energy, airlines and
railway sectors have centers specialized for monitoring turbines, aircraft engines and lo-
comotives. We assume that these assets are equipped with multiple sensors and that data
from each sensor is synthesized into one type of degradation signal. We also assume that
there exists a database of historical degradation signals from a set of identical equipment
along with their corresponding TTFs (training set). Let us consider a training dataset of N
units (we use unit to refers to an asset, equipment, or machine). Each unit is monitored by
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P sensors. In other words, we have N units with N TTFs, and P degradation signals for
each unit. Without loss of generality, we assume that each sensor corresponds to only one
degradation signal. We would like to point out that, in reality, it may be possible that more
than one degradation signal can be synthesized from the data measured by a single sensor.
However, this will not affect the application of our models. Let si,p(t) denote the degrada-
tion signal obtained from sensor p of unit i, where i = 1, . . . , N and p = 1, . . . , P . We
assume that si,p(t) are independent noisy realizations of a smooth random function, sp(·),
in a bounded time domain [0,T], with an unknown mean function, µp(t), and a covariance
function, Cp(t, t′). Here, µ(t) represents the general trend followed by the degradation sig-
nals and is deterministic. Cp(t, t′) models the deviations from that trend that are caused
by unit-to-unit variability in the degradation process and the inherent signal noise. Based
on the premise that the TTF of unit i, Ỹi, can be predicted by its degradation signals,
{si,p(t)}Pp=1, we establish the following (log)-location-scale regression model:






where Yi = Ỹi if Ỹi follows a location-scale distribution, and Yi = ln(Ỹi) if Ỹi follows a
log-location-scale distribution. Ω is the cumulative distribution function of the location-




2π exp(−x2/2))dx for the case of a
normal distribution, Ω(z) = 1 − exp(− exp(z)) for a smallest extreme value distribution,
and Ω(z) = exp(z)/(1 + exp(z)) for a logistic distribution. σ is the scale parameter and
is assumed to be fixed across units; and π(si,p(t)) is the location parameter and is assumed
to be a function of the degradation signals. The functional form of π(si,p(t)) will depend
heavily on the fusion method being. Multivariate FPCA defines the location parameter
by π(si,p(t)) = α0 +
∫ T
0
α(t)>si(t)dt, where si(t) = (si,1(t), . . . , si,P (t))> is the signal
vector, α0 is the intercept and α(t) = (α1(t), . . . , αP (t))> is the vector of the coefficients
of the regression function. In Hierarchical FPCA, the location parameter is expressed as
π(si,p(t)) = θ0 +
∑M
m=1 θmυi,m, where υi,m represents the FPC-scores extracted by using
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Hierarchical FPCA and θ0, θm are the regression coefficients that can be estimated using
the training data.
Our framework considers a relatively rich analytics environment in which degradation
signals are high-dimensional and where signals from the same unit exhibit varying levels of
cross-correlation that need to be leveraged in order to enhance failure predictability. This
is why we focus on signal fusion techniques that reduce the dimensionality of the data and
simultaneously compute fused signal features that attempt to capture and model these com-
plex relationships. Both Multivariate and Hierarchical FPCA provide the means to achieve
this objective. The next section covers the details of the two signal fusion methodologies.
3.2.1 Multi-sensor signal fusion using Multivariate FPCA
Multivariate FPCA is an extension of FPCA and works by concatenating different types of
degradation signals into a single vector. FPCA is then applied to the concatenated vector in
a conventional manner to extract fused signal features. Let si(t) = (si,1(t), . . . , si,P (t))>, t ∈
[0, T ] represent the concatenated signal with mean function µ(t) = (µ1(t), . . . , µP (t))>;




′) . . . C1,P (t, t
′)
... . . .
...
CP,1(t, t
′) . . . CP,P (t, t
′)
 , (3.2)
where Cg,h(t, t′) = Cov(sg(t), sh(t′)), for g = 1, . . . , P and h = 1, . . . , P , with t, t′ ∈
[0, T ].





′)>, t, t′ ∈ [0, T ] (3.3)
where η1 ≥ η2 ≥ . . . , are ordered nonnegative eigenvalues, andψk(t) = (ψk,1(t), . . . , ψk,P (t))>
for k = 1, 2, . . . are the corresponding eigenfunctions . Using this decomposition, we can
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rewrite si(t) as follows:







(si(t) − µ(t))>ψk(t)dt represent the FPC-scores, which are independent
random variables with mean 0 and variance ηk. It is often sufficient to use a few eigenfunc-
tions corresponding to the largest eigenvalues to approximate signals with a reasonable
accuracy. Using only K eigenfunctions, equation (3.4) can now be rewritten as,




Recall that π(si,p(t)) = α0 +
∫ T
0
α(t)>si(t)dt. Since the set of eigenfunctions ψk(t)
for k = 1, 2, . . . forms a complete orthonormal basis, α(t) can be expanded to α(t) =∑∞
k=1 βkψk(t). Therefore, the location parameter can be expressed as follows (details of
the derivation can be found in Appendix B):




Using Multivariate FPCA, the (log)-location-scale regression model in Equation (3.1)
can be written as,
Pr(Yi ≤ y) = Ω
(






We can model different failure distributions. For example, for failure times that follow















3.2.2 Multi-sensor signal fusion using Hierarchical FPCA
Hierarchical FPCA works by first applying FPCA to the individual degradation signals
(grouped by sensor type), and then extracting their corresponding FPC-scores. Next, it
concatenates these FPC-scores and computes a set of fused signal features by applying
regular PCA on the concatenated vector. In other words, using Mercer’s theorem, we can








where φk,p(t) for k = 1, 2, . . . represent the orthogonal eigenfunctions and λ1,p ≥ λ2,p ≥
. . . the ordered nonnegative eigenvalues. Thus, the degradation signals obtained from sen-
sor p can now be expressed can be approximated by the model below in a similar spirit to
the model (3.5) discussed in the previous section.




where ξi,k,p are the FPC-scores.
To capture the cross-correlation among degradation signals from different sensors, the




sensor 1︷ ︸︸ ︷
ξ1,1,1 . . . ξ1,K1,1
sensor 2︷ ︸︸ ︷
ξ1,1,2 . . . ξ1,K2,2 . . .
sensor P︷ ︸︸ ︷
ξ1,1,P . . . ξ1,KP ,P
... . . .
...
... . . .
... . . .
... . . .
...






Next, regular PCA is then applied to Ξ . Singular value decomposition is used to de-
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compose matrix Ξ and obtain the eigenvalues and eigenvectors of covariance matrix of Ξ.
Using the eigenvectors corresponding to the first M largest eigenvalues, denoted by {um},
we calculate fused features as,
υi,m = Ξ̃(i, :)um, (3.10)
where Ξ̃ is the centered matrix Ξ and υi,m is the mth FPC-score of unit i. Hence the
location parameter can be expressed as,




where θ0 and θm are the regression coefficients.
Using Hierarchical approach, the (log)-location-scale regression model in (3.1) can
now be expressed in the following form,
Pr(Yi ≤ y) = Ω
(






Similar to the previous methodology, we can also express different forms of failure time
distributions.
3.3 Parameter estimation
This framework assumes that there exits a training data set that can be used for estimating
our multi-sensor prognostic model. We begin by disussing the estimation of the eigenvec-
tors and fused features (i.e., ζi,k and υi,m ) using the “training” degradation signals. The
fused features along with the TTFs in the training dataset are then used to estimate the loca-
tion and scale parameters of the lifetime distribution using maximum likelihood estimation
(MLE). Real-time updating of this distribution will be explained in section 3.4.
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3.3.1 Estimating fused signal features
To facilitate the estimation process, we express the degradation signal from sensor p of unit
i in its discrete form as si,p(tj), where tj is the discrete observation time point, j = 1, . . . , J ,
and J is the total observation number.
For the MultivariateFPCA case, SVD is applied to a matrix of centered concatenated
degradation signals {si(tj) − µ̂(tj)}, j = 1, . . . , J . The K right singular vectors corre-
sponding to the K largest singular values produce the estimated eigenfunctions, ψ̂k(tj)
, k = 1, . . . , K. K is determined by using the fraction variance explained (FVE) cri-




(si(t) − µ(t))>ψk(t)dt, are estimated numerically as follows: ζ̂i,k =∑J
j=1(si(tj)− µ̂(tj))>ψ̂k(tj)(tj − tj−1), where t0 = 0.
For the Hierarchical FPCA signal fusion method, SVD is applied on the centered
degradation signals from each sensor {si,p(tj) − µ̂p(tj)}, separately. The resulting Kp
right singular vectors corresponding to the Kp largest singular values are the estimated
eigenfunctions associated with each degradation signal type (or each sensor). That is,
φ̂k,p(tj), k = 1, . . . , Kp. Similarly, we determine the constant Kp from the FVE crite-
rion and calculate the FPC-scores for the sensor p using numerical integration. That is,
ξ̂i,k,p =
∑J
j=1(si,p(tj)− µ̂p(tj))φ̂k,p(tj)(tj − tj−1), where t0 = 0. Next, the estimated FPC-
scores are concatenated to form the matrix Ξ̂, which is decomposed using SVD to find the
eigenvectors. The eigenvectors corresponding to the first M largest eigenvalues are used to
calculate the fused signal features, υ̂i,m, defined earlier by Equation (3.10) of Section 3.2.2,
and where m = 1, . . . ,M . M is again determined using the FVE criterion.
3.3.2 Estimating location-scale regression parameters
Maximum likelihood estimation is used to estimate the location and scale parameters of














where π(si,p(t)) = β0 +
∑K
k=1 βkζi,k, and α = (β0, βk, σ) is the vector of unknown
parameters for the case of the Multivariate FPCA methodology, and π(si,p(t)) = θ0 +∑M
m=1 θmυi,m, and α = (θ0, θm, σ), for the Hierarchical case. Yi = Ỹi for location-scale
distributions whereas Yi = ln(Ỹi) for log-location-scale distributions, where Yi is the TTF
of unit i. σ is the scale parameter, and ω is the probability density function of the desig-
nated location-scale distribution. Using the following reparametrization; σ̃ = 1/σ, β̃0 =
β0/σ, β̃k = βk/σ, the log-likelihood function can be rewritten as follows:
`(α̃) = N log σ̃ +
N∑
i=1
logω (Yiσ̃ − π̃(si,p(t))) . (3.14)
where π̃(si,p(t)) and α̃ are defined for the Multivariate and Hierarchical cases in a sim-
ilar fashion to the above, using the reparametrized terms. Note that, Yiσ̃ − π̃(si,p(t)) of
Equation (3.14) is concave, and hence its logarithm is also concave. Thus, the likelihood
function, `(α), will be concave if the function lnω(·) is also concave. In other words, if the
pdf ω(·) is log-concave, the log-likelihood function in Equation (3.14) will be concave. As
it turns out, the density function for most of the (log)-location-scale distributions (e.g., nor-
mal, logistic, smallest extreme value, generalized log-gamma, and log-inverse Gaussian)
are log-concave [69]. For (log)-location-scale distributions with density functions that are
not log-concave, we can usually transform them to log-concave distributions. For exam-
ple, lognormal, log-logistic andWeibull distribution can be easily transformed to normal,
logistic and smallest extreme value distribution by taking their logarithm. Equation (3.14)
is therefore concave, which implies that MLE will provide a global maximum.
Maximum likelihood estimation computes the expected TTF as a function of the esti-
mated parameters vector α̂. For example, mean TTF for the normal distribution is β̂0 +
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∑K
k=1 β̂kζ̂i,k and θ̂0 +
∑M
m=1 θ̂mυ̂i,m for Multivariate and Hierarchical FPCA, respectively.
Similar estimates for the lognormal distribution are exp(β̂0 +
∑K




m=1 θ̂mυ̂i,m + σ̂
2/2), and for the Weibull, exp(β̂0 +
∑K
k=1 β̂kζ̂i,k)Γ(1 + σ̂) and
exp(θ̂0 +
∑M
m=1 θ̂mυ̂i,m)Γ(1 + σ̂). The above estimation procedure provides a general ap-
proach for model estimation using the training dataset. Our focus, however, is on the ability
to leverage real-time degradation signals observed from equipment that are still functioning
in the field to estimate the remaining lifetime. The in-situ signals capture the latest degra-
dation states of each unit, and hence, can provide significant insights into their remaining
lifetimes.
3.4 Real-time predictions of RUL
The degradation signals observed from fielded units (“observed signal” for short) are used
to provide updated estimates of the fused signal features (i.e., ζi,k and υi,m). The update
fused signal features are then input to the (log)-location-scale regression model to predict
revised remaining useful life. The overall approach rests on the idea of combining the ob-
served signals with the training signals to compute the updated signal features either by
using the Multivariate or the Hierarchical methodologies. However, since both methods
employ a nonparametric approach, the signals must share the same time domain. In other
words, when combining an observed degradation signal from a fielded unit with degrada-
tion signals of units in the training dataset, all the signals for a given sensor must share the
same time domain. Since the TTFs of different units are not the same, the lengths of their
degradation signals are therefore going to be different. This issue is resolved by using an
adaptive approach to update the fused signal features [49]. The idea of this approach is
that, training units with lifetimes shorter than the current observation time are are excluded
from the subset of signals used to re-estimate the fused features. Thus, only the training
units whose lifetime is longer than the current observation time of the observed degradation
signals are chosen for updating the signal features. By default, the chosen training degra-
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dation signals extend beyond the latest observation epoch. Thus, by truncating them at
the latest observation ecpoh, all of the signals (training and observed) now share the same
time domain. This new subset of data is the basis for computing the updated fused signal
features using Multivariate or Hierarchical FPCA. Figure 2.2 illustrated how the adaptive
updating approach works. In each graph, the dotted lines represent the entire set of training
signals. The continuous part marks the part of the data used for the estimation process.
The signal marked with the thick continuous line represents the portion of the degradation
signal of the test unit that has been observed up to time t∗.
We summarize the process of predicting and updating the RUL of a fielded equipment
as follows: Each time new degradation signals are observed, training degradation signals
that satisfy the criterion mentioned earlier are selected and truncated at the observed time
epoch. Next, sensor fusion is performed on the truncated training signals using either
the Multivariate or the Hierarchical FPCA methodologies discussed earlier. The resulting
fused signal features are then used to build a (log)-location-scale regression model where
the TTFs (of the truncated training signals) are the dependent variables. The regression
parameters are re-estimated using the procedure described in Section 3.3.2). The updated
regression model is then used to update the RUL of the unit being monitored. To do this,
the observed degradation signals are first projected onto the feature space of the truncated
training signals, and their FPC-scores are evaluated. These scores are then input to the
updated regression model to estimate the remaining failure time of the unit that was being
monitored.
3.5 Computational challenges
Functional principal component analysis is inherently computationally expensive because
it involves matrix decomposition, e.g., singular value decomposition (SVD) and/or eigen
decomposition (ED). In large scale settings involving multi-sensor applications and large
amounts of data, the computations become very time consuming. Additional challenges are
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also generated by the updating procedure, which requires repetitive SVD. To improve the
computational efficiency of our framework, we use randomized low-rank approximation to
significantly speed up SVD decomposition.




where N is the total number of units, L is the degradation signal length for each unit,
and U and V consist of the orthonormal columns that contain the left and right singular
vectors of S, respectively. Note that the columns of V are equivalent to the eigenvectors
of the covariance matrix of S. The matrix Σ is diagonal and contains singular values Σ =
diag(σ1(S), σ2(S), . . . , σmin{N,L}(S)) where σi(S) is the square root of the eigenvalues,
and σ1(S) ≥ σ2(S) ≥ . . . ≥ σmin{N,L}(S). In FPCA, the first K largest singular values
and their corresponding singular vectors are often selected to approximate the matrix thus,
SN×L ≈ S(K) = UN×KΣK×KV >K×L, (3.16)
where S(K) represents the approximated matrix S using its first K singular values and
their corresponding singular vectors. Since only the first K singular values and their cor-
responding singular vectors are important, partial decomposition techniques such as the
Golub-Businger algorithm [66], Gu and Eisenstat’s strong rank-revealing QR [67], and
Lanczos method [68] can be utilized to accelerate the decomposition. However, partial
decomposition methods are sometimes unstable and tend to be slow in settings with large
scale data. The randomized low-rank approximation algorithm presented by [20] has been
shown to be relatively stable and well-suited for large-scale data applications.
3.5.1 Randomized low-rank approximation algorithm
The RLA algorithm consists of two steps as shown in Table 3.1. Step 1 extracts a basis
for the range (column space) of a given matrix (the degradation signal matrix in this case)
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using randomized sampling. Randomized sampling first builds a low-dimensional matrix
that preserves the range information of the original matrix. Next, an orthonormal basis is
extracted from the low-dimensional matrix. The basis of the low-dimensional matrix also
spans the range of the original matrix. The underlying assumption here is that the matrix
has a low-dimensional column space. This assumption fits our setting because degradation
signals typically have a high degree of temporal correlation. Step 2 computes the SVD of
the original matrix using the basis extracted from step 1.
The RLA algorithm assumes that the rank (the number of principal components) of
the original matrix is known a priori. Suppose the rank of S is K, then any K linearly
independent vectors drawn from its column space can span its range. Step 1 draws K
independent vectors from the range of matrix S. This is achieved by randomized sampling,
which involves generating K Gaussian random vectors, {wi}Ki=1. It can be shown that
for any vector wi, the multiplication Swi lies in the range of S. Since vectors {wi}Ki=1
are randomly generated, they are almost surely in a general position such that no linear
combination of these vectors falls into the null space of S. Consequently, the sample
vectors {Swi}Ki=1 are linearly independent. Thus, {Swi}Ki=1 spans the range of S. Note
W = (w1,w2, . . . ,wK) and Y = SW = (Sw1,Sw2, . . . ,SwK), then matrix Y has
the same range as the original matrix S. An orthonormal basis (denoted byQ in Table 3.1)
for S can be obtained by applying SVD or QR decomposition on Y .
If the rank of matrix S is exactly K, then the basis extracted in Step 1 exactly spans
the range of S. However, in reality, the rank of S, denoted by R, is usually larger than K.
Recall that in FPCA, we use the first K principal components to approximate matrix S.
The remaining R−K principal components are often dropped because they do not capture
much information. However, these R − K principal components tend to shift the sample
vectors, {Swi}Ki=1, outside the range spanned by the firstK principal components of matrix
S, and hence may affect the accuracy of the RLA algorithm. This issue is addressed in two
ways: oversampling and power interation. Oversampling reduces the probability of the
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sample vectors being affected by the remaining R −K principal components. It works by
generating an additional r random sample vectors from the range of S. That is, a Gaussian
matrixW with K + r instead of K columns is generated in 1© of Step 1, where r is called
the oversampling parameter. Power interation increases the weight of the first K principal
components when constructing the sample vectors. It works by alternately multiplying the
sample vectors, SW , with S and S>. That is, Y = (SS>)qSW , where q is the power
iteration parameter. Usually, q ≤ 2, r ≤ 10 is sufficient for most applications [20].
After extracting a basis Q for the range of S in Step 1, Step 2 computes the SVD of
matrix S by exploiting the basisQ. The following proposition shows that substeps 4©, 5©,
and 6© of the RLA algorithm approximate the SVD decomposition of the signal matrix S.
Proposition 1 Given matrix S and one group of its approximate orthonormal basis Q,
that is, S ≈ QQ>S, substeps 4©, 5©, and 6© in Table 3.1 compute the approximate SVD
decomposition of matrix S.
Proof 1 S ≈ QQ>S = QB = QŨΣ̂V̂ > = ÛΣ̂V̂ >, where Û = QŨ .
Table 3.1: Randomized low-rank approximation algorithm.
Given the degradation signal matrix SN×L, the principal component number K, an
exponent q and a over sampling number r, r ≥ 2, (K + r) < min{N,L}, RLA
computes an approximate factorization S ≈ ÛΣ̂V̂ >.
Step 1:
1© Generate an L× (K + r) Gaussian matrixW .
2© Form Y = (SS>)qSW by multiplying alternately with S and S>.
3© Construct a matrixQ whose columns form an orthonormal basis for the range of Y
via SVD.
Step 2:
4© FormB = Q>S.
5© Compute an SVD of the small matrix: B = ŨΣ̂V̂ >.
6© Set Û = QŨ .
In the RLA algorithm, the ordinary SVD operation is first applied to matrix Y which
has a dimensionality of N × (K + r) in substep 2©. Then it is applied to matrix B which
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has a dimensionality of (K + r) × L in substep 5©. Since K + r  min{N,L}, the
dimensionality of both matrix Y and B are much smaller than the dimensionality of S,
which is N ×L. As a result, the computational speed of RLA is much faster than applying
SVD directly on matrix S.
RLA approximates matrix S by only keeping its first K principal components using
randomized sampling. As mentioned earlier, the rank of matrix S is denoted by R, which
is usually larger than K. The approximation error comes from dropping the remaining
R −K principal components as well as randomized sampling technique itself. [20] gives
a probabilistic error bound for RLA algorithm. If we denote the approximated matrix by
Ŝ(K), that is Ŝ(K) = ÛΣ̂V̂
>
, the probabilistic error bound for RLA is expressed by




















where ‖ · ‖ is the spectral norm.
3.5.2 Selecting the number of principal components of FPCA
In practice, finding the number of significant principal components K used in SVD is
important, yet challenging. Typically, K is determined by calculating the fraction of the
variance explained (FVE) by the selected singular vectors, and it is determined after com-
puting the entire set of singular values and vectors. Let Fp define the FVE by the first p









, p = 1, . . . ,min{N,L}. (3.18)
Given an FVE threshold D, say 0.9, the number of principal components is determined
by K = infp{Fp ≥ D}. In the RLA setting, however, the challenge is that Fp cannot
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be computed, since not the whole set of σ2j (S) are known. To address this challenge, we
propose the following strategy. We first run the RLA algorithm by setting the rank as a
small initial guess value G, and estimating the singular values, σ1(Ŝ(G)), . . . , σG(Ŝ(G)).







, p = 1, . . . , G, (3.19)
where σ2j (Ŝ(G)) is the jth singular value of the approximated matrix in RLA, and ‖S‖2F is
the Frobenius norm of the signal matrix. Note that the numerator is the variation explained
by the first p singular vectors and the denominator represents the total variation of the
signal matrix. The number of principal components is determined by K = infp{Fp ≥ D}.
If none of the Fp, p = 1, . . . , G values satisfy {Fp ≥ D}, thenG is increased, and the whole
procedure is repeated until the number of principal components K is found. Usually, the
guess rank G can be set as G = 0.2 ∗min{N,L} and added by 0.1 ∗min{N,L} each time
until the right K is found.
3.6 Simulation study
This section presents a simulation study to test our modeling framework. Two metrics
are used to evaluate the performance of our approaches: computational time and accuracy
of estimating the RUL. Specifically, we test the performance of the Multivariate and the
Hierarchical FPCA methodologies. We also evaluate the performance of the same two
techniques after incorporating the RLA algorithm, which we designate as “Multivariate
FPCA+RLA” and “Hierarchical FPCA+RLA”. We also study the impact of the sensors on
computational time. We consider three settings: 100, 500 and 1, 000 sensors.
The performance of the four approaches mentioned above is compared to two baseline
methods. We refer to the first baseline method as “Individual FPCA (best)”. This approach
models each sensor signal independently using FPCA. The resulting FPC-scores of each
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sensor are used to construct separate (log)-location-scale regression models, each of which
is then used to predict an RUL. The RUL with the least prediction error is reported. The
second benchmark, which we designate as “Individual FPCA (mean)”, is similar to “Indi-
vidual (best)” except that the predicted RUL of the unit is obtained by averaging over the
individual predictions of each sensor. Prediction errors are evaluated at the following life
percentiles: 30%, 60%, and 90%. Note that the prediction errors are evaluated retroactively
after failure has occurred to see how well each method performed. The prediction errors
for each unit are computed using equation (2.25). The simulation scenarios are performed
using MATLAB 2012b in a 64-bit Unix system with the Xeon X5560 CPU @2.80 GHz
processor and 148.0 GB RAM.
3.6.1 Generating simulated degradation signals
In this simulation study, we consider 200 identical units, each of which is assumed to
be monitored by 1, 000 sensors. The degradation signals are simulated by first simu-
lating the underlying degradation path for all the 200 units using the following model:
si(t) = θi/ ln(t), for i = 1, . . . , 200, where θi ∼ N(1, 0.32) and 0 6 t < 1. The TTF
is computed as the first time point the underlying degradation trajectory, si(t), crosses the
failure thresholdD, whereD = 5. The histogram of TTFs is shown in Figure 3.2. Next, we
generate degradation signals corresponding to each sensor by si,p(t) = θi,p/ ln(t) + εi,p(t),
where p = 1, . . . , 1, 000 and εi,p(t) ∼ N(0, 1). To mimic practical applications, in which
the degradation signal of each sensor may have a unique correlation with the underlying
physical degradation, we generate θi,p from the following conditional distribution θi,p|θi ∼
N(1, 0.32) such that the correlation between θi,p and θi is a random variable chosen from a
uniform distribution U [0.5, 0.95]. It can be easily shown that the relationship between the
TTFs and si(t) can be captured by a (log)-location-scale regression model with lognormal
distribution. The simulation procedure is replicated 100 times. For each replication, 100
units are randomly chosen for training and the remaining 100 units are used for testing. For
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the FPCA framework, the number of principal components are chosen by setting FVE to
0.99.














Figure 3.2: The histogram of TTFs of the simulated dataset.
3.6.2 Results and analysis
The average computation time for predicting the RULs of 100 units is reported in Table 3.2.
Results indicate that the compute time of “Multivariate FPCA + RLA” is significantly less
than that of “Multivariate FPCA”. We observe that this difference becomes more profound
as the number of sensors increases, which is attributed to incorporating the RLA algorithm
since all other parameters remained the same. The gain in computational efficiency for
“Hierarchical FPCA” is not as much as what was observed with the “Multivariate FPCA”.
This is because “Hierarchical FPCA” applies RLA on individual signals from each sensor,
thus the degradation matrix is much smaller for the Hierarchical case relative to the Multi-
variate one. As a result, the compute times associated with using regular SVD versus RLA
is not as significant as the “Multivariate FPCA”.
Figure 3.3 presents that the mean and variance of the prediction errors of the differ-
ent modeling approaches and benchmarks. We observe that the “Multivariate FPCA +
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Table 3.2: Average computation time for various models (unit: second).
100 sensors 500 sensors 1,000 sensors
Multivariate FPCA 13 362 1,437
Multivariate FPCA + RLA 1 3 10
Hierarchical FPCA 3 11 22
Hierarchical FPCA + RLA 1 2 5
RLA” and “Multivariate FPCA” are similar. This observation implies that the approxi-
mated decomposition using the RLA algorithm does not compromise the prediction accu-
racy. Therefore, RLA can speed up the prognostics process without affecting its predictive
accuracy. A similar phenomenon can also be observed in the “Hierarchical FPCA + RLA”
and “Hierarchical FPCA”. By comparing “Multivariate FPCA + RLA” and “Hierarchical
FPCA + RLA” with “Individual FPCA (mean)” and “Individual FPCA (best)”, it can be
seen that the fusion-based methods that capture the interdependencies among the various
degradation signals outperform other methods tend to focus on individually modeling each
degradation signal, and either aggregating the resulting RULs from each model or choosing
the best prediction. For example, while the mean prediction errors of the RUL at 60% for
fusion-based methods are around 1.8%, those of the “Individual FPCA” methods are at 7%
and above. The plots in Figure 3.3 also reveal that prediction accuracy improves with the
life percentile. This can be explained by the fact that new observations tend to improve
prediction accuracy, in general.
The error bound of the RLA has a significant impact on the performance of our method-
ology, specifically the prediction accuracy. As discussed in Section 3.5, the error bound of
the RLA algorithm is affected by the oversampling parameter r and the power exponent
parameter q. In this section, we conduct a sensitivity analysis on the choices of r and q. We
design two simulation scenarios where we fix r = 2 and vary q = 1, 2 and 3; and another
where we fix q = 2, and vary r = 0.1K, 0.2K and 0.3K, where K is the number of princi-
pal components. In both scenarios, we choose “Multivariate FPCA + RLA” for evaluating
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Figure 3.3: Mean and variance of prediction errors for the lognormal model.
(MEB) of each parameter combination are plotted in Figures 3.4 and 3.5. The figures show






























































































































































Figure 3.5: Mean and variance of prediction errors for fixed q and varying r.
3.7 Case study
In this section, a multi-sensor degradation dataset from an aircraft turbofan engine simu-
lated by NASA is used to evaluate the effectiveness of our three-step multi-sensor prog-
nostic model. The data set, available from [11], comprises the following; (1) degradation
signals from 100 training engines that were run to failure, (2) degradation signals from an
additional 100 test engines whose operation was prematurely terminated at random time
points prior to their failure time, and (3) the real TTFs of the 100 training engines and 100
test engines, all of which were monitored by 21 sensors. More detailed introduction on the
dataset can be found in [11].
In this case study, we compare the performance of our methods “Multivariate FPCA +
RLA” and “Hierarchical FPCA + RLA” with four benchmarks. In addition to “Individual
FPCA (mean)” and “Individual FPCA (best)”, we also include the health index methodol-
ogy proposed by the authors of [32], who also used the degradation dataset. They visually
removed ten sensors with flat signals that contained no information about engine degra-
dation and created a composite health index by fusing the remaining 11 individual sensor
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signals. Then they used the computed health indexes as a single synthesized degradation
signal to predict the TTF of the engines. We designate this methodology “Health index (11
sensors)”. Furthermore, as another benchmark, we also apply the health index model of
[32] to all 21 sensors, denoted “Health index.” In this case study, the number of principal
components are chosen by setting FVE to 0.99.
3.7.1 Model selection and validation
We begin by selecting an appropriate (log)-location-scale regression model using the AIC
criterion shown in the equation below:
AIC = −2 log(L) + 2p, (3.20)
where log(L) is the maximum value of the log-likelihood function and p is the number of
parameters in the model. Different (log)-location-scale regression models are applied to the
training dataset, and the model with the lowest AIC value will be selected. To be specific,
we first truncate all the degradation signals from the training dataset by only keeping their
observations on time domain [0, 128] epochs. Since the shortest TTF for the 100 engines in
the training dataset is 128 epochs, the truncation can guarantee that all the training degra-
dation signals share the same time domain, and hence our signal fusion methods can work
(see Section 3.4 for details). Next, Multivariate FPCA is applied to the truncated degra-
dation signals to extract fused features. These features are then regressed against TTFs by
using different (log)-location-scale regression models. Four (log)-location-scale regression
models commonly used in reliability engineering are tested: normal regression, lognormal
regression, smallest extreme value regression and Weibull regression. The calculated AIC
values for the four models are 993.8650, 947.8420, 1021.9283 and 968.3787 respectively,
which suggests the lognormal regression model.
Next, we apply a goodness-of-fit test to check how the lognormal regression model fits
the data. Specifically, we use both Multivariate FPCA and Hierarchical FPCA to extract
71
features from the truncated training degradation signals. Then, the features are regressed
against the logarithmic TTF using a normal regression model. The adjusted R-squared for
the model using features from Multivariate FPCA and Hierarchical FPCA is 93.59% and
93.12% respectively, which indicates that lognormal regression model fits the dataset well.
3.7.2 RUL prediction
In this subsection, we analyze the degradation dataset with our methods as well as the
benchmarks and record the estimated RULs of the 100 test engines. Figure 3.6 reports
the prediction errors against various levels of actual remaining lifetime the same way as
they were reported in [32]. As illustrated in the figure, the reported prediction errors cor-
responding to the remaining lifetimes 100 represent the average prediction errors of the
engines whose remaining lifetimes are equal to or shorter than 100 epochs.
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Figure 3.6: Mean and variance of prediction errors for the aircraft engine dataset.
Figure 3.6 reveals no significant difference between “Multivariate FPCA + RLA” and
“Multivariate FPCA” or between “Hierarchical FPCA + RLA” and “Hierarchical FPCA”,
suggesting that the RLA algorithm does not compromise prediction performance. Further-
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more, as expected, since the fusion-based methods capture the inter-relationship of signals,
they demonstrate more accurate and precise predictions than “Individual FPCA” methods.
As the “Health index (11 sensors)” removes sensors with flat and corrupted signals
prior to analysis, it outperforms “Health index” that focuses on all 21 sensor signals in
terms of both the mean and the variance of prediction errors. “Health index (11 sensors)”,
however, cannot perform as well as our fusion-based methods. For example, at level 60,
the mean prediction errors of our fusion-based methods are 0.03, whereas the mean predic-
tion error for “Health index (11 sensors)” is 0.06. This performance gap decreases as the
remaining life increases. In addition, the variance of prediction errors of “Health index (11
sensors)” is much larger overall than that of fusion-based methods, implying that fusion-
based methods generated more precise predictions. Finally, we compute the computation
times for “Multivariate FPCA + RLA”, “Multivariate FPCA”, “Hierarchical FPCA + RLA”
and “Hierarchical FPCA”: 58.2s, 291.5s, 200.9s and 204.1s, respectively. The reported
computation times again indicate that the RLA can significantly expedite the proposed
prognostics methodology. In short, based on the reported results, our methods outperform
other benchmarks in terms of prediction accuracy and precision, as well as computation
time.
3.8 Conclusion
Complex engineering systems are often monitored by a large number of sensors that gen-
erate massive amounts of degradation data. Building a prognostic model by utilizing such
large-scale datasets poses two significant analytical challenges: how to effectively fuse the
degradation signals from numerous sensors and how to make the model scalable to the
large data size. To address the two challenges, this chapter presented a scalable semi-
parametric statistical framework that utilizes multistream signals for predicting (in near
real-time) the RULs of partially degraded systems. Our method first develops two multi-
stream signal fusion algorithms, Multivariate FPCA and Hierarchical FPCA, to effectively
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fuse the degradation signals from various sensors. Both of the fusion algorithms are capa-
ble of capturing the cross-correlation among different sensors, reducing the dimensionality
and providing fused features. Next, with the fused features, we built an adaptive functional
(log)-location-scale regression model for the dynamic prediction of RULs. In order to ad-
dress the computational challenge, our method incorporated a RLA algorithm, which can
help to speed up matrix decomposition for Multivariate FPCA and Hierarchical FPCA but
without affecting the prediction accuracy.
Referring to a simulated dataset and a aircraft turbofan engine dataset from the NASA
repository, we tested the performance of our method and drew several conclusions. One is
that the RLA algorithm in our prognostic models can dramatically speed up the prognostics
process without sacrificing its prediction accuracy. For example, while Table 3.2 showed
that the computation time of “Multivariate FPCA + RLA” is much shorter than that of
“Multivariate FPCA”, Figure 3.3 showed that the mean and the variance of the prediction
errors for “Multivariate FPCA + RLA” and “Multivariate FPCA” are very close, indicating
that the approximated decomposition by the RLA algorithm does not significantly affect
prediction accuracy. We draw same conclusion by comparing the mean and the variance
of prediction errors as well as the computation time for “Hierarchical FPCA + RLA” and
“Hierarchical FPCA”.
We also concluded that our prognostic models are not sensitive to the approximation
parameters of the RLA algorithm. The approximation error bound of the RLA is controlled
by two parameters: an exponent q and an oversampling number r. Two scenarios of sensi-
tivity analysis, that is, fixed q and varying r, fixed r and varying q, were implemented. The
mean and the variance of prediction errors for both scenarios (Figures 3.4 and 3.5) showed
that although the change in the r and q parameters affects the error bound, prediction errors
are robust to these changes.
Another conclusion is that our fusion-based methods outperform other benchmarks in
terms of both prediction accuracy and precision. First, our models outperformed other
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benchmarks that individually model degradation signals. Figure 3.3 in the simulation and
Figure 3.6 in the case study showed that both the mean and the variance of prediction errors
for our “Multivariate FPCA + RLA” and “Hierarchical FPCA + RLA” models are signif-
icantly smaller than those of “Individual FPCA (mean)” and “Individual FPCA (best)”.
We believe this results from our fusion-based models taking signal cross-correlation into
consideration. Furthermore, we compared our methods with the health index methodology
proposed by [32], which used the same degradation dataset. The results showed that both
our “Multivariate FPCA + RLA” and “Hierarchical FPCA + RLA” models outperform the
health index method in terms of the mean and the variance of prediction errors.
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CHAPTER 4
AN ADAPTIVE FUNCTIONAL REGRESSION-BASED PROGNOSTIC MODEL
FOR APPLICATIONS WITH MISSING DATA
4.1 Introduction
Prognostic degradation models focus on characterizing how degradation signals (condition-
based sensor signals) evolve over time. Typically, the goal is to estimate lifetime, or in our
case, predict and update remaining lifetime in real-time. A large number of degradation
models have been proposed in the literature, such as the ones presented in [70, 71, 72, 73,
74, 75, 76, 77, 78, 79, 80, 52, 81, 82, 83, 1, 35, 84]. The key objective of these models is to
predict failure or explicitly estimate remaining useful lifetimes. However, the effectiveness
of these models relies primarily on the fidelity of estimating their parameters. Parameter es-
timation is often driven by the characteristics and the quality of historical data (also known
as, training data). For example, most models assume that historical degradation signals are
completely and, for all practical purposes, continuously observed from an “as good as new”
state up to the point of failure. In reality, however, continuous or frequent observations of
degradation is not always possible nor economical. Examples of such scenarios include
monitoring cracks on gas turbine blades that require shutting down the turbine or assessing
the concentration of dissolved gases in transformers. Other examples may involve sensor
failure or disconnection. Thus, in practice, it is more likely that degradation signals are
observed randomly or at intermittent points in time resulting in sparse or fragmented signal
observations as illustrated in Figure 1.4.
If parametric models are used to model signals with such high levels of missing data, it
is likely that the available data will not be enough to accurately identify a suitable trend or
general path for the degradation signals. In this chapter, we utilize a semi-parametric ap-
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proach to develop a prognostic degradation model for sparse and fragmented signals. First,
Functional Principal Component Analysis (FPCA) is used to identify key features of the
incomplete signals. FPCA is a nonparametric Functional Data Analysis (FDA) technique
that identifies the important sources of pattern variation among functional data. One impor-
tant benefit of FPCA is that it provides a low-dimensional and parsimonious representation
of each curve by reducing it to a set of functional principal components scores (i.e., FPC-
scores), which were referred to earlier as signal features. The FPC-scores estimated using
signals with missing observations are likely to be similar to those that would have been es-
timated if all observation were present. Of course, as the level of missing data increases so
does the difference between these scores. Once the signal features are extracted, an adap-
tive functional regression model is used to model the relationship between the FPC-scores
and historical Times-to-Failure (TTFs). Functional regression is an extension of ordinary
regression that accounts for the case where predictors are random functions and responses
are scalars or functions [17]. A popular approach for implementing functional regression
with scalar responses is to represent predictor functions with FPC-scores, and fit an ordi-
nary regression model on these scores and the response scalars (see for example [17, 85,
47, 86, 48]).
Our proposed framework also provides a means to incorporate in-situ signals observed
from partially degraded components in the field in order to to update the model. The
updated model is then used to revise the predicted remaining lifetimes.
The remainder of the chapter is organized as follows: Section 4.2 reviews some of the
relevant nonparametric modeling approaches. Section 4.3 discusses the development of the
degradation model. In Section 4.4, we introduce the functional regression model that is
used for predicting residual lifetime. An adaptive approach for updating the residual life
predictions is discussed in Section 4.5. We then evaluate the performance of our method-
ology using real-world crack growth degradation signals in Section 4.6, and real-world
vibration-based bearing degradation signals in Section 4.7. Finally, conclusions and future
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research are presented in Section 4.8.
4.2 Literature review
Many degradation modeling approaches have been developed in the literature. Some ex-
amples involve the use of neural networks and fuzzy logic models [73, 78, 80, 52], Kalman
and particle filtering techniques [81, 82, 83], statistical degradation models [77, 79, 1, 35],
and various types of stochastic processes, such as the Wiener and Gamma processes [74,
75, 76, 84]. However, most of the existing models focus only on complete degradatoin
signals. Some research efforts have focused on modeling sparse and irregularly observed
degradation data (also known as longitudinal data in the bioinformatics and medical lit-
erature) using FDA [87, 88, 89, 49, 90, 91, 92, 63, 64, 93]. For example, in [49] the
authors used FPCA for applications with sparse longitudinal data. They assumed that re-
peated measurements exhibit an underlying smooth random (subject-specific) trajectory
plus measurement errors. They proposed the PACE approach (principal components analy-
sis through conditional expectation) to extend the applicability of FPCA to situations with
sparse longitudinal data. In [88], the authors introduced a latent Gaussian process model
for sparse longitudinal data measurements observed at irregular intervals. They also used
FPCA and illustrated their model on biliary cirrhosis data. [91] applied FPCA to model
sparse and noise-contaminated longitudinal data. This work was later extended in [90]
to address sparse and unsynchronized longitudinal data. In [89], the authors incorporated
FPC- scores in a reduced rank mixed effects framework. In [92], the authors proposed a
support vector machine approach that used FPCA to perform multi-category classification
of sparse data with a multi-category response.
The underlying theme of most of the research mentioned above is that different real-
izations of the the longitudinal data (which are analogous to our signals) are assumed to
share the same time domain. In other words, the start and end points are the same for all
the realizations. As pointed out in [63, 64, 93], one of the major limitations of using FPCA
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is that it indeed requires that each observed curve shares the same time domain. Unfortu-
nately, this is not the case for most engineering systems as they are often shutdown, taken
off-line for repair, or replaced once their degradation signals reach an alarm threshold (see
for example ISO 2372 and 10816 for machine vibration). In other words, degradation sig-
nal are typically truncated at the threshold beyond which no subsequent observations can
be acquired. In such scenarios, using FPCA results in a significantly biased estimate of
the mean and covariance functions due to the fact unobserved data beyond the threshold
[63]. This aspect is a unique difference between most of the related literature and the work
proposed in this chapter.
There have been some recent attempts to tackle this problem. For example, [64] pro-
posed a procedure that relied on axis transformation. (Instead of plotting the degradation
level on the y-axis with time on the x-axis, the axes were reversed.) However, this ap-
proach created another problem especially with noisy signals whereby a the same degra-
dation level may correspond to multiple time stamps. From a practical standpoint, this
was infeasible. Thus, the approach was limited to strictly monotonic signals with very low
noise levels. [93] developed a functional time warping approach that can synchronize the
truncated degradation signals, but it focuses only on complete degradation signals. Unlike
existing work, our modeling approach is significantly more general in that it can be applied
to various types of signals, and has no restrictions on the signal-to-noise ratio.
4.3 Degradation model development
As mentioned earlier, we consider a problem setting wherein historical degradation signals
contain a significant level of missing data. Specifically, we focus on two types of signals,
sparsely observed and fragmented signals, as illustrated earlier in Figure 1.4. Furthermore,
signals are only observed up to a predetermined failure/replacement threshold. We assume
that degradation signals are independent realizations of a smooth random function over a
bounded time domain [0,M ]. M is the maximum observation time point, which is assumed
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to be finite since any industrial application has a finite time-of-failure. (Hypothetically, this
is the degradation signal of the component with the longest possible lifetime.) Taking
observation error into account, our approach is to model the amplitude of the degradation
signal of the ith component, Si(t), as follows;
Si(t) = µ(t) +Xi(t) + εi(t), (4.1)
where i = 1, . . . , n, and n represents the number of components, µ(t) represents the under-
lying trend of the degradation signal that is common to the entire population and is assumed
to be deterministic, Xi(t) represent stochastic deviations from the underlying trend due to
the inherent variability in the degradation rates of the components. Xi(t) are assumed to
follow a stochastic process with mean zero and covariance function cov((X(t), X(t′)) =
C(t, t′). Finally, εi(t) are independent and identically distributed observation errors with
mean zero and variance σ2. Xi(t) and εi(t) are assumed to be independent.






′), t, t′ ∈ [0,M ], (4.2)
where φk(t) for k = 1, 2, . . . are the eigenfunctions and λ1 ≥ λ2 ≥ . . ., are the ordered
nonnegative eigenvalues.






where ξik for k = 1, 2, . . . are the FPC-scores. These scores are independent random
variables with mean E[ξik] = 0 and variance E[ξ2ik] = λk. Thus, the amplitude of the
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degradation signal can now be rewritten as follows:
Si(t) = µ(t) +
∞∑
k=1
ξikφk(t) + εi(t). (4.4)
Generally, the eigenvalues λk for k = 1, 2, . . . decrease to zero rapidly. Therefore,
it is reasonable to assume that an appropriate K can always be chosen to approximate
Xi(t). For example, Equation (4.4) can be truncated by selectingK to minimize the Akaike
information criterion (i.e., AIC) defined by [48]. AIC is a widely used model selection
criterion, which deals with the trade-off between the goodness-of-fit and the complexity of
the model. In our case, we select the first k eigen functions to approximate Equation 4.4
and calculate their corresponding AIC values, i.e., AICk(k = 1, 2, . . . ;λk > 0). Then the
k corresponds to the smallest AIC value is chosen to truncate our model. The (truncated)
model that will be the basis of our work is expressed below by Equation 4.5:
Si(t) = µ(t) +
K∑
k=1
ξikφk(t) + εi(t). (4.5)
The different parts in Equation (4.5), i.e., µ(t), ξik, φk(t) and εi(t), can be estimated
using the historical degradation signals. Details of the estimation can be found in the ap-
pendix of this chapter.
4.4 Functional regression analysis
We now discuss the functional regression model used to estimate component lifetime. First,
we denote the lifetime of the ith component as Yi. By setting the scalar Yi as response







where the regression parameter function α(·) is assumed to be smooth and square integrable
over the interval [0,M ]. Since φk(t) form a complete orthonormal basis for k = 1, 2, . . . ,
α(t) can be expanded in terms of these basis as follows; α(t) =
∑∞
k=1 βkφk(t). Since
Si(t) = µ(t) +
∑∞





























α(t)µ(t)dt is the intercept, βk =
∫
[0,M ]
α(t)φk(t)dt are regression coef-
ficients, and εi =
∫
[0,M ]
α(t)εi(t)dt is the error term. Recall that we truncate Si(t) using
a finite sum of K terms to approximate the infinite sum in Equation (4.5). Using this
truncated form, the regression model can be expressed as,
Yi = β0 +
K∑
k=1
βkξik + εi. (4.8)
The coefficients βk for k = 1, . . . , K can be estimated using least square estimation.
We assume that there exists a database of historical degradation signals that we refer to
as training signals. We also assume that the lifetimes of the components corresponding to
the training signals are known a priori. The training signals are first used to estimate the
FPCA scores as discussed in the appendix. Next, the regression model is estimated using
the FPC-scores and the corresponding lifetimes. Note that more complicated functional
regression models, for example, functional quadratic regression model or functional poly-
nomial regression model, can be also used to mode the relationship between the lifetime Yi
and degradation signals Si(t).
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The main objective of this framework is to enable predicting the residual lifetime of
components that are still operating in the field. To do this, we propose an updating scheme
whereby in-situ observations from the fielded components are leveraged to update the
model based on the latest degradation states of the fielded components, thus improving
the accuracy of remaining life predictions.
4.5 Estimating and updating remaining lifetimes
Degradation signals observed from fielded components provide a wealth of knowledge
about their current degradation. Consequently, an inherent component of our framework
is to provide the means to incorporate in-situ signals observed from the field and utilize
them to provide more accurate predictions of remaining lifetime. To illustrate this updating
scheme, recall that there are two sets of degradation signals, training and validation. The
training signals are used to estimate the FPC-scores, and build a regression model using the
scores and the TTFs of their corresponding signals. On the other hand, the set of validation
signals are assumed to represent signals observed from fielded components. Next, consider
a validation signal observed up to a specific time point. The FPC-scores of the partial
validation signal are estimated using the eigenvectors calculated from the training set. The
FPC-scores are then input to the regression model and a time-to-failure for the validation
signal is estimated. As more signals are observed, the FPC-scores are revised and new a
TTF is estimated.
As mentioned earlier, to correctly use FPCA, all the functional curves associated with
the degradation signals must share the same time domain. However, the training and valida-
tion signals used during the updating scheme will not possess this characteristic–probably
never will for engineering applications where a failure threshold is used to plane for main-
tenance or repair). Due to the existence of a failure threshold, the support over which the
signals are observed will vary from one component to another. To address this limitation,
we borrow an adaptive updating approach that was first presented by [49]).
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To illustrate this approach, we first consider a validation signal observed up to time t∗
(see Figure 2.2). We then select only the training signals that have survived up to time t∗.
This subset of training signals is used to compute FPC-scores (along with the eigenvalues
and eigenvectors) and estimate the functional regression model. Next, we estimate the FPC-
scores of the validation signal (represented by the thicker curve in Figure 2.2). By applying
the validation FPC-scores to the revised functional regression model, the lifetime of the
“validation component” can be estimated. The remaining lifetime can be easily computed
by subtracting the current operating time t∗.
As more observations become available, different subsets of the training degradation
signals will be selected at different values of t∗. However, the same estimation process
will be repeated at every new value of t∗. Figure 2.2 shows an example of how training
signals are selected at different observation times of the validation signal. The dotted lines
represent the entire set of training signals. The continuous part marks the part of the data
that is used for estimating the functional regression model. The signal marked with a thick
line represents the portion of the validation signal observed at time t∗.
In the following section, we evaluate the performance of our methodology using two
different sets of degradation data. The first case study deals with crack growth data from
several tests specimens of aluminum alloy and the second uses relatively noisier vibration-
based data from a rotating machinery.
4.6 Case study of crack growth data
In this study, crack growth data first presented by [95] is used to test the proposed model.
The data set consists of crack propagation measurements pertaining to 68 identical center-
cracked aluminum plates that were tested under identical experimental conditions. The
data consists of the number of cycles for discrete levels of crack length from 9.0 mm to
49.8 mm. Each crack growth signal consisted of 164 data points.
We randomly chose 58 signals as our training signals with the remaining 10 signals
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for validation, i.e., representing signals observed in real-time from fielded components.
The performance of our model was tested under three scenarios, (1) signals with complete
observations, (2) signals with sparse observations, and (3) fragmented signals. For the
complete signals, we use the original crack data since observations were made at a rela-
tively high frequency. In the sparse scenario, we randomly sample 12 observations from
each training and validation signal. In this scenario, model estimation and validation is
conducted using the sparse signals, i.e., the sparse training signals are used for model esti-
mation and the validation are used to evaluate performance. A similar approach is also used
in the fragmented scenario except that the fragmented signals are generated by randomly
sampling 3 fragments with 4 observations per fragment from each original signal (training
and validation). A sample of the data is shown earlier in Figure 1.4. The evaluation pro-
cess is replicated 100 times, and the performance of our model is evaluated by computing
the prediction error at predetermined life percentiles. Prediction errors are calculated at
different life percentiles using error Equation (2.25).
4.6.1 Results and analysis
The prediction errors for the three signal scenarios are evaluated at the following life per-
centiles: 10% (10% of the component’s lifetime has passed at the point the prediction
was made), 30%, 50% ,70% and 90%. Figures 4.1, 4.2, and 4.3 depict box plots of the
prediction errors for the complete, sparse, and fragmented scenarios, respectively. Note
that remaining life predictions are updated based on the validation signals that have been
observed at each life percentile.
Overall, the complete signal scenario illustrated Figure 4.1 has the lowest mean pre-
diction error. It also has the smallest confidence intervals across all life percentiles when
compared to the other two signal scenarios. The box plots also demonstrate the effect of the
updating process which can be clearly seen through the progressive reduction in the mean










































Figure 4.2: Prediction errors of the proposed model under the sparse degradation signals
scenario.
the three signal scenarios, we observe that although significantly less signal observations
were used in the sparse and fragmented scenarios, the proposed model still maintains rela-
tively robust performance compared to complete scenario (compare Figure 4.1 with Figures
4.2 and 4.3). In fact, there seems to be no significant difference between the three signal





















Figure 4.3: Prediction errors of the proposed model under the fragmented degradation
signals scenario.
Based on these results, we believe that our modeling approach demonstrates significant
potential for predicting remaining lifetimes of fielded, especially in applications with sig-
nificant levels of missing data. This conclusion is of course governed by the characteristics
of the signals. For example, results are especially promising in this example because the
signals have a high signal-to-noise ratio. In the next case study, we evaluate the perfor-
mance of our model using degradation signals with a significantly lower signal-to-noise
ratio.
4.7 Case study of rotating machinery degradation
In this case study, the performance of our model is evaluated using vibration-based degra-
dation signals generated from degradation of a rotating machinery. Specifically, the ex-
perimental test rig is designed to perform accelerated degradation tests on rolling element
thrust bearings. Vibration signatures are used to monitor bearing degradation. A detailed
description of the experimental setup, test conditions, and the degradation signals can be
found in [96]. The degradation signals used in the study represent the average amplitude
of the defective frequency and its first six harmonics over time. A bearing is considered to
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have failed once the amplitude of its degradation signal crosses a pre-specified threshold of
0.025 Vrms (which are mapped from industrial ISO standards). For the purpose of brevity,
the reader is referred to [96] for additional details.
The data set consists of degradation signals for 31 bearings that were tested until failure.
Observations were acquired every 2 minutes with lifetimes ranging between 12 to 36 hours.
For the sparse scenario, a new training is created by randomly choosing 10 observations
from each of the original complete signals. A similar process is also used to construct
the degradation signals for the fragmented case. Three fragments are randomly chosen
from each original signal, each fragment is consisting of 3 observations. Examples of
sparse and fragmented bearing degradation signals are shown in plot “a” of Figures 4.4 and
4.5. A leave-one-out cross validation is performed by choosing one signal and using the
remaining 30 for training and model estimation. Prediction errors are estimated using the
same expression in Equation 2.25.
The above procedure starting with creating the database up to the cross validation and
evaluating the prediction errors is repeated 20 times, resulting in 620 validation tests. This
is performed for the complete, sparse, and fragmented signals. To benchmark the per-
formance of our model, the sparse and fragmented signal scenarios are compared to two
existing models (1) ‘classical FPCA’, and the (2) ‘axis-transformation FPCA’ model. With
respect to the complete signal scenario, our model is benchmarked against the parametric
exponential stochastic model [1] that was developed for this specific data set.
4.7.1 Results and analysis for degradation signals with missing data
We now discuss the benchmark models used for the sparse and fragmented signals. The
first benchmark model, which we define as ‘classical FPCA’, involves using FPCA in the
classical sense. In other words, FPCA is used to fit a nonparametric model to data. The
model is then used to estimate failure times and/or remaining lifetimes by extrapolation,
given a predefined failure threshold. This is similar to the manner in which FPCA was
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used in [87, 88, 89, 49]. The second benchmark is the ‘axis-transformation FPCA’ model
proposed by [64], which was discussed in Section 4.2.
Prediction errors for the three models were evaluated using Equation 2.25 and are sum-
marized in Figures 4.4 and 4.5. Results show that on average the prediction errors when
using our functional regression model are relatively lower than the other two benchmark
models. This is true for both the sparse and fragmented scenarios. As mentioned earlier,
one of the main shortcomings of ‘classical FPCA’ is that it requires all signals to share
the same time domain, a characteristic that is not necessarily satisfied especially that many
equipment are shutdown for repair or maintenance once their degradation signals reach a
pre-specified threshold.























































































(d) Prediction errors using the axis-transformation
FPCA model
Figure 4.4: Plots of prediction errors under the sparse signals scenario.
89






















































































(d) prediction error for the axis-transformation
FPCA model
Figure 4.5: Plots of prediction errors under the fragmented signals scenario.
Prediction errors for the three models are evaluated in a similar manner as discussed
in the previous case study using Equation 2.25. By observing the box plots of Figures
4.4 and 4.5, it can be seen that our approach performs better than ‘classical FPCA’. Al-
though FPCA has been used proven to work well in situations involving sparse data, one
of its main shortcomings, as mentioned earlier, is the fact that it assumes all signals share
the same time domain. From an practical viewpoint, this attribute does not hold in many
engineering applications where components may be shutdown for repair/maintenance at
different times once their degradation signals reach a pre-specified alarm or replacement
threshold. By comparing the mean and variance of the prediction errors at the 10th, 30th,
50th, and 70th life percentiles, we see that both are significantly smaller in our model com-
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pared to the ‘classical FPCA’ model. Even though the variance of the prediction errors
at the 90th percentile in our approach is higher than ‘classic-FPCA’, the mean error re-
mains relatively smaller. The increased variance phenomenon can be attributed to the fact
that fewer components tend to have long lifetimes. This fact coupled with the sparsity of
the data creates a significant level of variability at the 90th life percentile when using our
approach.
By comparing Figures 4.4 and 4.5, we can see that our approach edges a little over
the ‘axis-transformation FPCA’ model proposed by [64]. One observation that is clear is
that the variance of the prediction errors for the benchmark model change from one life
percentile to another. In addition they are consistently greater than those of our model.
This observation is even more pronounced in the case of the fragmented signals (compare
plots (b) and (d) of Figure 4.5). We believe this observation may be attributed to the fact
that benchmark model is restricted to monotonic degradation signals. Consequently, for the
relatively noisy signals used in this case study, the monotonicity condition is often violated
resulting in poor performance of the model. Relative to the sparse signals, the effect of the
noise is more visible in the fragmented case.
4.7.2 Results and analysis for complete signals
For the complete signal scenario, we compared our functional regression model to the
exponential Brownian model (designated as ‘exp-Brown’) presented in [1]. The model
consists of an random coefficients model with an exponential trend function and a Brownian
motion error term. As mentioned earlier, this model was used as a benchmark because there
was enough observations in the complete signals to identify a suitable degradation trend.
In the same spirit, no parametric benchmark models are used for the sparse and fragmented
scenarios since the significant levels of missing data are not enough to identify suitable
trend functions. Box plots of the prediction errors are summarized in Figure 4.6. The plots
show that the functional regression model performed well compared to the ‘exp-Brown’
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model. Variance was significantly smaller at the 10th, 30th, and 90th life percentiles when
using the functional regression model. The benchmark model edges slightly over our model
at the 50th life percentile in terms of the variance of the prediction error, but there seems
to be no significant difference in terms of the mean of the prediction error. Based on the
plots, it seems that our functional regression model still retains its effectiveness in the case
of complete signals.
4.8 Summary
Many industrial applications provide the capability of real-time monitoring of performance
and degradation. However, a common challenge in many industries is how to utilize this
information given that often times there are missing data. In this chapter, we presented a
functional regression model capable of predicting and updating, in real-time, the remain-
ing lifetime of engineering systems. Our approach is best suited for applications in which
degradation signals have different forms of missing data, i.e., sparse or fragmented data.
This is especially beneficial since many parametric models no longer become a viable op-
tion due to the data sparsity.
Our methodology was based on using FPCA to identify a general nonparametric trend
for degradation signals pertaining to a population of similar components. An adaptive
functional regression model was then used to model the relationship between the FPC-
scores and the time-to-failure of the components. Real-time signals observed from valida-
tion components (assumed to be operating in the field) were incorporated into the model
and used to update the predicted time-to-failure of each fielded component based on their
unique degradation characteristics. The model was validated using two sets of degrada-
tion data, crack growth and bearing vibration data. The performance of the model was
benchmarked against other nonparametric and parametric models. The investigation was
performed for complete, sparse, and fragmented signal scenarios. Results indicated that
the performance of our proposed model was more robust compared and provided relatively
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(c) prediction error for exp-Brown
Figure 4.6: Plots of prediction errors under complete signals scenario.
failure predictability in comparison to the other benchmarks used in the study. This was
particularly true to for sparse and fragmented degradation signals. In the case of complete
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signals that had no missing data, our model performance at least as good as the benchmark
parametric model.
The model proposed in this chapter is limited to applications with a single failure mode.
However, we believe it is possible to extend this modeling framework to encompass mul-
tiple failure modes. From the sensing perspective, the model used a single type of sensor
observation. This is also a limitation from a practical standpoint as often time multiple
sensors are being used to monitor a single component. Consequently, future research is
still needed to account for this aspect
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CHAPTER 5
MULTI-SENSOR PROGNOSTIC MODELING FOR APPLICATIONS WITH
HIGHLY INCOMPLETE SIGNALS: A MATRIX COMPLETION APPROACH
5.1 Introduction
Inexpensive sensor technology has allowed many original equipment manufacturers to in-
stall numerous sensors on their products, especially capital-intensive assets. These sensors
are used to detect faults and determine the severity of an asset’s degradation state through
condition monitoring. Prognostics is the process of transforming raw condition monitor-
ing data into high-fidelity degradation signals to predict the residual lifetime of an asset.
However, many of these complex assets operate in harsh environments that often have a
significant impact on the quality of the raw data due to errors in data acquisition, commu-
nication, read/write operations, etc. Consequently, the resulting degradation signals often
contain significant levels of missing and corrupt observations (aka. incomplete signals).
This chapter focuses on multi-sensor prognostics of capital-intensive assets with highly
incomplete degradation signals. One of the key contributions of this chapter is the de-
velopment of a prognostic methodology capable of modeling poor quality multi-stream
degradation signals to predict residual lifetime. A secondary contribution is incorporating
parallelizable algorithms that leverage the low rank structure of our problem settings to
enable the scalability of our methodology to Big Data settings involving large numbers of
complex assets.
There have been several types of multi-stream prognostic models proposed in the liter-
ature, such as neural network models [22], neuro-fuzzy methods [28], parametric models
that utilize data aggregation and fusion methods [32], and functional principal component
analysis [97]. All of these models have been developed on the premise that the degradation
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signals are observed with high fidelity at frequent time steps. In reality, however, degrada-
tion observations often contain outliers as well as missing and corrupt data which we define
as incomplete. Figure 5.1(a) shows examples of multi-stream degradation signals with no
poor quality aspects. In contrast, Figure 5.1(b) shows an example of the incomplete case.
In this chapter, we use the term highly incomplete to define settings where at least 50% of
signal observations are either missing or corrupt.
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Figure 5.1: An illustration of complete and incomplete degradation signals.
Several key papers have investigated degradation modeling in the context of missing
observations [63, 64, 19, 98, 99]. The methodologies developed in almost all these pa-
pers were based on functional principal component analysis (FPCA) and kernel smoothers.
Specifically, FPCA was used to extract signal features (known as FPC-scores), which were
then estimated from incomplete degradation signals via kernel smoothers. For example,
papers [63, 64, 19] focused on developing prognostic models for single sensor applications
with incomplete degradation signals, especially fragmented and sparsely observed signals.
Papers [98, 99] proposed algorithms to recovery missed observations from observed in-
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complete signals.
One common limitation of the research mentioned above is that they assume the degra-
dation signals share the same time domain. This is because all these models used FPCA,
which requires each observed curve shares the same time domain. In reality, however, this
is not true due to signal truncation. That is, a system is usually stopped for repair or re-
placement when its degradation signal crosses a predefined “failure threshold”, and thus no
further observation can be acquired beyond that point. In such scenarios, using FPCA re-
sults in a significantly biased estimate of the mean and covariance functions due to the fact
unobserved data beyond the threshold [64]. To address this challenge, the authors in [64]
proposed a procedure that relied on axis transformation. Specifically, instead of plotting the
degradation level on the y-axis with time on the x-axis, they reversed the axes. However,
this approach was limited to strictly monotonic signals with very low noise levels. Paper
[19] proposed a time-varying regression framework to address the time-domain issue. The
basis of the time-varying regression is that training systems whose lifetime is smaller than
the current observation time of the test signals are removed from the training dataset. And
the chosen training signals are then truncated at the current observation time. However, the
time-varying structure in [19] is computationally expensive since it generates new training
dataset, and thus the model has to be re-estimated each time a new observation is observed
from the fielded system. In addition, it does not make full use of the available dataset.
To address the time-domain challenge, in this chapter, we propose a signal transformation
framework based on time-domain to polar-domain transformation. This transformation en-
ables us to model degradation signals with different lifetime and hence different lengths.
Another common limitation for all the aforementioned models is that they are compu-
tationally expensive. The computational burden mainly results from the kernel smoothers,
which are used to estimate the signal features extracted from FPCA. Specifically, a one-
dimensional kernel smoother is used to estimate the mean function, and a two-dimensional
kernel smoother is utilized to smooth the covariance function. It is well known that ker-
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nel smoothers are compute-intensive [48], especially for large-scale signal/covariance ma-
trices. To reduce the computational burden, the estimation algorithms developed in this
chapter are highly efficient on computation. More details will be discussed later.
The third common limitation for the research mentioned above is that almost all of
them were designed for applications where equipment are monitored using a single sensor.
Two exceptions are [98, 99], in which the authors used functional regression to recovery
missed signal observations of one sensor by using signals from another sensor. However,
the methodology can only simultaneously use signals from at most two sensors. In this
chapter, we propose a prognostics model for multi-sensor applications where the multi-
stream degradation signals are highly incomplete. The model is based on functional LLS
regression in which the predictor is a set of multi-stream degradation signals and the re-
sponse is TTF. The estimation of a functional LLS regression is usually an intractable
problem. As a result, we first use multivariate FPCA to fuse the multi-stream signals. This
enables us to transform the functional regression framework to a classic LLS regression
model, in which the predictor is the fused features (known as “FPC-scores”) from multi-
variate FPCA and the response is TTF.
Multivariate FPCA is capable of capturing the joint variation of multi-stream functional
data (degradation signals in our case). To estimate the FPC-scores, all the existing estima-
tion methods assume that signals are complete, that is, they are observed continuously and
frequently at regular time grids. To be specific, the complete signals from different sensors
are first concatenated to form a signal matrix. Next, SVD is applied to the signal matrix (or
equivalently, Eigen Decomposition, ED, is applied to the covariance matrix of the signal
matrix) to compute singular (eigen) vectors. Finally, FPC-scores are estimated by project-
ing signals to the singular vectors. For incomplete signals, however, none of the existing
estimation method can work. This is because when the signal matrix is incomplete, neither
SVD nor ED can be used to compute the singular vectors. To address this challenge, two al-
gorithms are developed in this chapter. The first algorithm, called subspace detection, first
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extracts a basis of the subspace that the degradation signals lie in, by utilizing the incom-
plete observations. Next, with the help of the basis, a novel feature extraction algorithm
is developed to compute the singular vectors of the signal matrix. Finally, FPC-scores are
calculated using the singular vectors and the incomplete signals. The second algorithm,
referred to as signal recovery, begins with recovering the degradation signals from each
sensor via its incomplete observations. Next, the recovered signals from different sensors
are concatenated. To address the computational challenge when the concatenated signal
matrix is big, we develop an incremental SVD algorithm, which computes the singular
vectors of the concatenated signal matrix by adding one of its columns at a time. Finally,
FPC-scores are computed using the incomplete signals and the singular vectors.
The remainder of the chapter is organized as follows. In Section 5.2 we present the
degradation modeling and prognostics framework. We then discuss the subspace detection
algorithm in Section 5.3 and the signal recovery algorithm in Section 5.4. The performance
of our model is evaluated using simulated data in Section 5.5 and aircraft turbofan engine
degradation data in Section 5.6. Finally, Section 5.7 concludes.
5.2 Degradation modeling and prognostics framework
This chapter focuses on developing a prognostic model for systems that are monitored by
multiple sensors. We assume that data from each sensor is synthesized into one type of
degradation signal. The prognostic model is established using functional LLS regression,
in which the covariate is the multi-stream degradation signals and the response is TTF. In
addition, we assume a historical dataset is available for model estimation. The historical
dataset, also known as training dataset, contains degradation signals from a set of (iden-
tical) systems coupled with their corresponding TTFs. Consider a training dataset of N
units and each unit is monitored by P sensors. For system i, denote its TTF as ỹi and its
degradation signal from the pth sensor as xi,p(t), where i = 1, . . . , N, p = 1, . . . , P and
t ∈ [0, T ]. We use the functional LLS regression to model the relationship between the
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TTF and degradation signals:




where yi = ỹi for location-scale model and yi = ln(ỹi) for log-location-scale model,
γ0 is the intercept, γ(t) = (γ1(t), . . . , γP (t))> is the regression coefficient and xi(t) =
(xi,1(t), . . . , xi,P (t))
> is the concatenated signals from all P sensors, σ is the scale parame-
ter and εi is the random noise term with a standard location-scale density f(ε). For example,
f(ε) = exp(ε − exp(ε)) for SEV distribution and f(ε) = 1/
√
2π exp(−ε2/2) for normal









5.2.1 Polar-domain transformation of degradation signals
Functional LLS regression in Equation (5.1) requires that the degradation signals from
each type of sensor share the same time domain. In reality, however, this is not true due to
signal truncation. That is, a system is usually stopped for repair or replacement when its
degradation signal crosses a predefined “failure threshold”, and thus no further observation
can be acquired beyond that point. As an illustration, Figure 5.2(a) shows degradation
signals from five systems measured by one sensor. In the figure, only the solid portions
can be observed. To address this challenge, we propose a polar coordinate transformation
method. To be specific, we notice that the observable portion of all the degradation signals
share the same polar domain, [0, π/2] (see θ in Figure 5.2(a)). Therefore, we express









t2 + (mp − si,p(t))2,
(5.2)
where mp is the failure threshold for sensor p. Then all the transformed signals from



























(b) Transformed signals in polar coordinate
Figure 5.2: The truncation of degradation signals and polar coordinate transformation.
functional LLS regression model in Equation (5.1) can be expressed as follows:




α(θ)>ri(θ)dθ + σεi (5.3)
where α0 is the intercept, α(θ) = (α1(θ), . . . , αP (θ))> is the regression coefficient and
ri(θ) = (ri,1(θ), . . . , ri,P (θ))
> is the transformed degradation signals for system i.
5.2.2 Multi-stream degradation signal fusion
The estimation of a functional LLS regression model is nontrivial. To address this chal-
lenge, multivariate FPCA is employed to fuse the multi-stream signals. Multivariate FPCA
is an extension of FPCA. It works by concatenating different types of degradation signals
into a single vector, and FPCA is then applied to the concatenated vector in a conventional
manner. One benefit of multivariate FPCA is that it is capable of capturing the auto- and
cross-correlation within/among signal streams and providing low-dimensional fused fea-
tures. More importantly, it can be proven that, by incorporating multivariate FPCA, the
functional LLS regression model can be equivalently transformed to a classic LLS regres-
sion model, where the covariate is the fused features and the response is still TTF (see
Appendix B for more details). The classic LLS regression can then be estimated by utiliz-
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ing maximum likelihood estimation.
Let the mean and covariance function of the degradation signals (i.e., {ri(θ)}Ni=1) be
µ(θ) = (µ1(θ), . . . , µP (θ))
> and C(θ, θ′), respectively. Then C(θ, θ′) is a P × P block
matrix, where the (g, h)th block is the covariance function between sensor g and h, for
g = 1, . . . , P and h = 1, . . . , P , with θ, θ′ ∈ [0, π
2
]. Using Mercer’s theorem, C(θ, θ′)
can be decomposed as C(θ, θ′) =
∑∞
k=1 ηkψk(θ)ψk(θ
′)>, where η1 ≥ η2 ≥ . . . , are
eigenvalues, and ψk(θ) = (ψk,1(θ), . . . , ψk,P (θ))> for k = 1, 2, . . . are the corresponding
eigenfunctions. Thus, we can rewrite ri(θ) as follows:








(ri(θ) − µ(θ))>ψk(θ)dθ are the FPC-scores. It is often sufficient to use
a few eigenfunctions corresponding to the largest eigenvalues to approximate signals with
a reasonable accuracy. Using only K eigenfunctions, equation (5.4) can now be rewritten
as ri(θ) = µ(θ) +
∑K
k=1 ζi,kψk(θ). Since the set of eigenfunctions {ψk(θ)}∞k=1 forms a
complete orthonormal basis, α(θ) can be expanded to α(θ) =
∑∞
k=1 βkψk(θ). Therefore,
the functional LLS model in Equation (5.3) can be expressed as follows (details of the
derivation can be found in [97]):
yi = β0 + β
>ζi + σεi, (5.5)
where β0 is the intercept, β ∈ RK×1 is the coefficient and ζi = (ζi,1, . . . , ζi,K)> ∈ RK×1
is the FPC-scores for system i, which can be estimated from historical degradation sig-
nals. Given ζi, the parameters in Equation (5.5), i.e., (β0,β, σ), can be estimated using
maximum likelihood estimation.
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5.2.3 Model estimation with complete signals
In this subsection, we discuss how to estimate the FPC-scores when the signals are com-
plete. Denote the discrete observation time point for sensor p as {Θp,1,Θp,2, . . . ,Θp,Jp},
where Jp is the number of observations for sensor p. Then, the discrete observations for
sensor p of system i are li,p = (ri,p(Θp,1), ri,p(Θp,2), . . . , ri,p(Θp,Jp))> ∈ RJp×1. Thus,
the concatenated signals from all the P sensors of system i is si = (li,1, li,2, . . . , li,P )> ∈
RM×1, where M =
∑P
p=1 Jp. Then, the observed degradation signal matrix from all the P
sensors and N systems is S = (s1, s2, . . . , sN) ∈ RM×N . Without loss of generality, we
assume N < M . The FPC-scores, ζi, in Equation (5.5) can be estimated as follows:
(i) Estimating signal mean. The signal mean is computed by taking the signal average
over systems, i.e., µ̂ = 1
N
∑N
i=1 si, where si is the ith column of S.

















estimated mean function is µ̂ = (µ̂1, µ̂2, . . . , µ̂P )>
(ii) Centralizing signal matrix. This is done by setting s̃i = si − µ̂, for i = 1, . . . , N ,
and S̃ = (s̃1, s̃2, . . . , s̃N) is the centralized signal matrix.
(iii) Estimating eigenvectors. Eigenvectors are estimated by solving the eigen equation
S̃ψ = ηψ, which can be done by applying SVD on the matrix S̃. The resulting eigenvalues
associated with the eigenvectors are denoted as {η̂k, ψ̂k} for k = 1, . . . , N . Select the first
K eigenvectors by using fraction-of-variance explained (FVE) as follows: K = infk{Fk ≥








j and D ∈ (0, 1] is the FVE threshold.
(iv) Computing the FPC-scores. The kth FPC-score of system i is ζi,k = s̃>i ψ̂k, for
k = 1, . . . , K and ζi = (ζi,1, ζi,2, . . . , ζi,K)>.
It can be seen that none of the above steps can work when data is incomplete. To
address this challenge, we propose two estimation methodologies, i.e., subspace detection
and signal recovery, both of which will be explained in the following sections.
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5.3 Fusing highly incomplete signals using subspace detection
In this section, we propose an algorithm called subspace detection to estimate the FPC-
scores in Equation (5.5) by utilizing highly incomplete degradation signals. Specifically,
we first detect the subspace of the signal matrix using its incomplete observations, and
extract an orthonormal basis that spans the subspace. Next, with the help of the basis, we
develop a method that computes the SVD of the centered signal matrix via its incomplete




(si)j, if j ∈ Ωi
0, otherwise
. (5.6)
Denote the discrete observation time point for sensor p as {Θp,1,Θp,2, . . . ,Θp,Jp}, where
Jp is the number of observations for sensor p. Then, the discrete observations from sensor
p of system i are li,p = (ri,p(Θp,1), ri,p(Θp,2), . . . , ri,p(Θp,Jp))> ∈ RJp×1. And the con-
catenated signals from all the P sensors of system i is si = (li,1, li,2, . . . , li,P )> ∈ RM×1,
where M =
∑P
p=1 Jp. Thus, the observed degradation signal matrix from all the P sensors
andN systems is S = (s1, s2, . . . , sN) ∈ RM×N . Suppose the ith column, si, are observed
at locations Ωi ⊆ {1, 2, . . . ,M}. Let sΩii be the M × 1 vector contains the revealed entries
of si, and is null in other positions. That is, (sΩii )j = (si)j if j ∈ Ωi and null otherwise.
Then Ω = {(j, i) : j ∈ Ωi, i = 1, . . . , N} contains the index of observed entries of S, and
SΩ = (sΩ11 , s
Ω2
2 , . . . , s
ΩN
N ) represents the M ×N matrix that contains the revealed entries
of S and is null in other positions. Suppose the rank of the signal matrix S is K, which
is unknown and will be estimated later. Let B ∈ RM×K be any matrix whose columns
span the range (column space) of S. Matrix S can be decomposed as S = BA, where
A ∈ RK×N is the weight matrix. Given the incomplete observed signal matrix SΩ, B can
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be estimated by optimizing the following problem [100, 101]:
min
B,A
‖SΩ − (BA)Ω‖2F + λ(‖A‖2F + ‖B‖2F ), (5.7)
where ‖ · ‖2F is the Frobenius norm and λ is the tuning parameter. Optimization problem
(5.7) can be solved by many existing algorithms [102]. Solving optimization problem (5.7)
provides a basis matrixB for the range of S. Then we can orthonormalize matrixB to get
an orthonormal basis (denoted asQ hereafter) for the range of S.
Next, with the help of Q, we develop a method that computes the SVD of centered S
(denoted by S̃) by using the incomplete observations of S. To do this, we first express the
signal matrix S using basis Q. In particular, the ith column of S can be expressed as a
linear combination of the columns of Q, i.e., si = Qwi, where wi ∈ RK×1 is the weight
vector, for i = 1, . . . , N andW = (w1,w2, . . . ,wN) ∈ RK×N is the weight matrix. If the
complete matrix S = (s1, s2, . . . , sN) is known, the weight vectorwi can be computed via
wi = Q
>si. However, the complete matrix is not available, and thus we have to relay on
the incomplete matrix SΩ = (sΩ11 , s
Ω2
2 , . . . , s
ΩN
N ). Based on the available observations, the
weight vector can be estimated as follows:
wi = min
wi
‖QΩiwi − sΩii ‖2, (5.8)
where matrixQΩi ∈ R|Ωi|×K consists the |Ωi| rows of matrixQ indexed by the set Ωi. After
estimating the weight vectors, we centralize the weight matrix W . Specifically, let the
column mean be w = 1
N
∑N
i=1wi and the mean matrix W consists K such mean vectors,
i.e., W = (w,w, . . . ,w). As a result, the centered weight matrix is W̃ = W −W .
Finally, SVD is applied on W̃ , i.e., W̃ = UΣV >, where U ∈ RK×K , Σ ∈ RK×N and
V ∈ RN×N . The SVD of the centered signal matrix can be expressed as S̃ = ÛΣ̂V̂ >,
where Û = QU , Σ̂ = Σ, V̂ = V .
We summarize the aforementioned procedure in Algorithm 3. Proposition 1 shows that
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Algorithm 3 indeed computes the SVD of the centered matrix S̃. The proof of Proposition
1 can be found in the appendix.
Algorithm 1: SVD decomposition for incomplete matrix
Input : An orthonormal basis of matrix S and its incomplete observations SΩ
Output: SVD decomposition of the centered matrix S̃, i.e., S̃ = ÛΣ̂V̂
>
1 Computing the weight matrix:
W = (w1,w2, . . . ,wN), where wi = minwi ‖QΩiwi − s
Ωi
i ‖2.
2 Centralizing the weight matrix:




3 Applying SVD on the centered weight matrix:
W̃ = UΣV >
4 Setting Û = QU , Σ̂ = Σ, V̂ = V
Proposition 2 Given an orthonormal basis (denoted byQ) of the uncentered matrix S and
its incomplete observations SΩ, Algorithm 3 computes the SVD of the centered matrix S̃.
Algorithm 3 provides the singular vectors of the signal matrix S. By using the singular
vectors, we can compute the FPC-scores of the signals from each system (i.e., each column
of S). If S is complete, the FPC-scores of system i, i.e., ζi ∈ RK×1, can be estimated via
ζi = Û
>si. For incomplete data, it can be estimated as follows:
ζi = min
ζi
‖ÛΩiζi − sΩii ‖2, (5.9)
where matrix Û
Ωi ∈ R|Ωi|×K consists the |Ωi| rows of matrix Û indexed by the set Ωi.
5.4 Fusing highly incomplete signals using signal recovery
In this section, we propose another algorithm to estimate the FPC-scores in Equation (5.5)
by utilizing the high incomplete multi-stream degradation signals. Specifically, we first
use matrix completion techniques to recover the signals from each sensor. Next, the re-
covered signals from different sensors are concatenated and SVD is applied to it to extract
the singular vectors. To address the computational challenge of traditional SVD when
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the recovered signal matrix is with large size, we develop an incremental SVD algorithm,
which computes the SVD by adding one column of the signal matrix at a time. Finally, the
FPC-scores are calculated using the singular vectors and the observed incomplete signals.
Let Gp ∈ RJp×N be the degradation signal matrix from the pth sensor, where Jp is the
number of observation time point for sensor p and N is the number of system. Out of the
Jp × N entries of Gp, a subset Ω ⊆ {(j, i) : j = 1, . . . , Jp, i = 1, . . . , N} are observed.
Define the projector operator PΩ(·) as follows:
[PΩ(Gp)]j,i =

(Gp)j,i, if (j, i) ∈ Ω
0, otherwise
. (5.10)
To recover the signals of sensor p by using its incomplete observations, we need to
find a matrix with the minimum rank that best matches the observations. This is known
as a matrix completion problem [103]. Consider the fact that the degradation signals are
contaminated with noise, we optimize the following criterion
min ‖X‖∗
subject to ‖PΩ(X)− PΩ(Gp)‖2F ≤ δ
(5.11)
where ‖ · ‖∗ is the nuclear norm, ‖ · ‖2F is the Frobenius norm and δ > 0 is some constant.
Many efficient algorithms can be used to solve (6.3). Such as the Accelerated Proximal
Gradient [102]. Solving (6.3) provides the recovered signal matrix from sensor p, i.e.,
Ĝp = X .
After recovering the signals from each sensor, the signal matrix from all the sensors can




2 , . . . , Ĝ
>
P )
>, which is with dimensionality of M × N ,
where M =
∑P
p=1 Jp. Next, we apply SVD on the centered Ŝ, denoted by S̃, to extract its
singular vectors. However, SVD is computationally expensive if matrix S̃ is with large size.
To address this challenge, we use incremental SVD, which computes the SVD by adding
one column of the signal matrix at a time. The existing incremental SVD algorithms are de-
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signed for matrices with full-rank or low-rank. In our case, however, the degradation signal
matrix is approximately low-rank, which implies that some of its singular values are very
close to but not exactly zeros. These small singular values represent the variation resulting
from signal noise. For matrices with approximately low-rank, none of the existing incre-
mental SVD algorithms can work. To address this challenge, in this chapter, we develop
an incremental SVD algorithm that can work with matrices with approximately low-rank.
The algorithm is shown in Algorithm 2. In the algorithm, to be consistent with the notation
in the former sections, we let s̃i ∈ RM×1 represent the ith column of S̃. Using Algorithm
2, we can compute the SVD of the centered matrix S̃ and the singular vector matrices U ,
which can then be used to compute the FPC-scores via ζi = U
>s̃i.
Algorithm 2: Incremental SVD for matrix with approximately low-rank
Input : Matrix S̃[M×N ], the subscript in [ ] is the dimensionality of the matrix,
ε = 1× e−6
Output: SVD of S̃, i.e., S̃[M×N ] = U [M×M ]Σ[M×N ]V >[N×N ]
1 Initialization: d = 1, U [M×d] := s̃1‖s̃1‖ , Σ[d×d] := ‖s̃1‖, V [d×d] := 1
2 for i = 2 to N do
3 w[d×1] := U
>
[M×d]s̃i[M×1] % weight vector
4 p[M×1] := U [M×d]w[d×1]
















8 Σ[(d+1)×(d+1)] := Σ̂[(d+1)×(d+1)]






10 if ‖e‖ < ε then
11 U [M×d] := U [M×(d+1)](1 : M, 1 : d) %delete the last column
12 Σ[d×d] := Σ[(d+1)×(d+1)](1 : d, 1 : d) %delete both the last row and last
column
13 V [(d+1)×d] := V [(d+1)×(d+1)](1 : d+ 1, 1 : d) %delete the last column
14 else





In this section, we present a simulation study to validate the proposed prognostic model.
We evaluate the performance of our approaches, designated as “Subspace detection” and
“Signal recovery,” in terms of the accuracy of predicting the RULs at different scenarios of
data incompleteness.
We compare the performance of our methodologies to two benchmark models. The
first benchmark, referred to as “Kernel smoother,” is an extension of the prognostic model
proposed by [37]. In [37], Hierarchical FPCA is utilized to fuse multi-stream degradation
signals, and the fused features are then regressed against TTFs via LLS regression in a
similar manner to the method proposed in this chapter. Hierarchical FPCA works by first
applying FPCA to the degradation signals from each sensor (i.e., degradation signals are
grouped by each sensor) individually to extract their FPC-scores. Next, the FPC-scores
from different sensors are concatenated, and regular PCA is applied to the concatenated
FPC-scores to extract fused features. The authors in [37] claimed that Hierarchical FPCA
performed almost the same as multivariate FPCA (used in this chapter) on fusing multi-
stream signals. However, the prognostic model proposed in [37] only works for complete
data. Here, we extend it to incomplete data case by employing the kernel smoother algo-
rithm developed in [48]. Specifically, kernel smoother is applied to the pooled data from
all individuals of a same sensor to estimate its signal mean and covariance matrix. The
covariance matrix is then decomposed using eigen decomposition and eigen vectors are
provided. Using the eigen vectors and the incomplete observations, the FPC-scores can
be computed via an algorithm called principal analysis by conditional expectation (PACE).
More details about the algorithm can be found in [48]. Next, the FPC-scores from all the
sensors are concatenated and regular PCA is applied on the concatenated vector to extract
the fused features (i.e., ζi in Equation (5.5) ).
The second benchmarking model, designated “B Spline,” is similar to the first bench-
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mark except that the degradation signals are recovered using penalized B Spline. To be
specific, penalized B Spline is first used to recovery the degradation signal of each sensor
from each system individually. Next, the Hierarchical FPCA in [37] is applied to the recov-
ered signals to extract features, which are then regressed against TTFs via LLS regression
for RUL prediction. The tuning parameter of penalized B spline is selected by utilizing
generalized cross validation (GCV) [104].
5.5.1 Data generation and validation settings
In this simulation study, we consider 200 identical systems, each of which is monitored
by 10 sensors. We begin by simulating the degradation signals from the pth sensor of
system i in the polar domain using the following functional form: ri,p(θ) = 10+ci,p sin(θ),
where {ci,p}10i=1 ∼ N(0, σ2p), {σ2p} ∼ N(1, 0.1). Next, we apply multivariate FPCA to
the concatenated degradation signals to extract features. The number of FPC-scores is
chosen by setting FVE at 0.95 (see Section 5.2.3 for details). As a result, the first 5 FPC-
scores (i.e., ξ̂i = (ξi,1, ξi,2, . . . , ξi,5)>) are chosen as the fused features of each system. The
TTF, ỹi, is then computed by using Equation (5.5), i.e., log(ỹi) = β0 + β>ξ̂i + εi, where
β0 = 2.2,β = (0.01, 0.01, 0.01, 0.01, 0.01)
> and εi ∼ N(0, 0.01).








where εi(t) ∼ N(0, 0.2), D = 10, t = [0 : 0.1 : TTF (i)].
We test the performance of our methodologies and the benchmarks using both complete
and incomplete data. For incomplete data, we consider two sampling strategies: (1) bal-
ance sampling and (2) imbalance sampling. For balance sampling, all the sensors have the
same level of incompleteness. Specifically, we consider four levels of data incompleteness:
20%, 40%, 60%, and 80%, where 20% means that we randomly select 20% observations
from each signal. For imbalance sampling, different sensors have different level of data
incompleteness. To be specific, we consider four different data incompleteness combina-
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tions: “10%+90%,”“20%+80%,”“30%+70%,” and “40%+60%.” Here, “10%+90%” means
that half of the sensors have 10% of their observations being randomly selected, and the
other half have 90%. The simulation process is repeated 10 times. The prediction errors
are computed using Equation (2.25). We summarize the mean absolute prediction errors at
different life percentiles, where 10th represents the prediction errors evaluated at life per-
centiles in (5%; 15%], 20th represents the prediction errors evaluated at life percentiles in
(15%; 25%], so on so forth.
5.5.2 Results and analysis
In this section, we report and analyze the prediction errors of our proposed methodology
and the benchmarks at different levels of data incompleteness.
Complete signals































Figure 5.3: The mean prediction errors for complete signals.
Figure 5.3 presents the prediction errors when the signals are complete (i.e., containing
no missing data). We observe that the prediction errors of “Subspace detection” and “Signal
recovery” are similar. This observation implies that the two proposed estimation method-
ologies perform similarly when data contains no missing observations. In addition, Figure
5.3 indicates that our proposed methodologies perform better than both “Kernel smoother”
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and “B Spline” consistently at all level of life percentiles. This is reasonable because our
proposed methodologies use more sensor information to recovery signals. Specifically, to
recovery a sensor signal of a specific system, say sensor p of system i, i.e., si,p(t), the data
used by “Subspace detection” includes: (i) the observations from si,p(t) itself, (ii) the ob-
servations from sensor p of other training systems, i.e., s 6=i,p(t), and (iii) the observations
from other sensors of both system i and other training systems, i.e., si, 6=p(t) and s 6=i, 6=p(t),
and the data used by “Signal recovery” consists of (i) and (ii). However, the only data
used by “B Spline” is (i) since it fits each sensor signal individually. Although the other
benchmark “Kernel smoother” also uses data (i) and (ii) as our proposed “Signal recovery,”
it only uses local data observations neighbored to the recovered one [19]. Therefore, both
“B spline” and “Kernel smoother” perform worse than our proposed models.
Incomplete signals: Balance sampling
Figure 5.4 shows the prediction errors with balance sampled data. It can be observed that at
all levels of data incompleteness, our proposed methodologies achieve smaller prediction
errors than the benchmarking models. Figure 5.4 also indicates that “B spline” is sensitive
to the data incompleteness level. For example, “B spline” performs much better than “Ker-
nel smoother” when 80% signal observations are available (see Figure 5.4(a)). However, it
performs similarly to the latter when the data availability is 40% (see Figure 5.4(c)), and
its prediction errors are much larger than the latter when the data availability drops to 20%
(see Figure 5.4(d)). This is reasonable since “B spline” only utilizes data (i) to recovery
the signals, and thus the prediction accuracy is compromised when the available data is too
limited.
Incomplete signals: Imbalance sampling
Figure 5.5 presents the prediction errors with imbalance sampled data. We can again ob-
serve that our proposed methodologies achieve smaller prediction errors than the bench-
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Figure 5.4: The mean prediction errors with balance sampled data.
marking models at all levels of data incompleteness. This confirms the benefit of using all
data from (i), (ii), and (iii). Moreover, Figure 5.5 indicates that the prediction accuracy
of “B spline” decreases significantly with the increase of data imbalance. For example,
its 10th life percentile prediction errors at “40%+60%,” “30%+70%,” “20%+80%,” and
“10%+90%” imbalance combinations are around 0.5, 0.5, 1.5, and 5, respectively. Again,
we believe this is because “B spline” only uses data (i). When data is highly imbalanced,
the observed signal from some sensors are highly spare (such as Figure 5.5(a) where some
sensors have only 10% data available). This results in a bad signal recovery accuracy for
“B spline” and thus compromises the its prediction accuracy. In addition, Figure 5.5 also
indicates that “Subspace detection” achieves better prediction accuracy than “Signal re-
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Figure 5.5: The mean prediction errors with imbalance sampled data.
covery,” especially when data is highly imbalanced. We believe this is because “Subspace
detection” utilizes data (iii) while “Signal recovery” does not.
5.6 Case study
In this section, we use multi-sensor degradation data from aircraft turbofan engines pro-
vided by NASA [11] to evaluate the performance of our model. The dataset is comprised
of the following; (i) degradation signals from 100 training engines that were run to failure,
(ii) degradation signals from an additional 100 test engines whose operation was prema-
turely terminated at random time points prior to their failure time, and (iii) the real TTFs
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of the 100 test engines. Each engine was monitored using 21 sensors. Following the sug-
gestion of [97], we choose 4 sensors (i.e., Total temperature at LPT outlet, Bypass Ratio,
Bleed Enthalpy and HPT coolant bleed) to build a prognostics model under lognormal dis-
tribution.
Both the training and test dataset are first transformed into polar coordinate system
(discussed in Section 5.2). The transformed training dataset is then used for training and
the transformed test dataset is used to validate the TTF prediction accuracy. Similar to the
simulation study in Section 5.5, we use “Kernel smoother” and “B spline” to benchmark our
proposed methodology and compare their performance using both complete and incomplete
data. For incomplete data, we also consider two sampling strategies: (1) balance sampling
and (2) imbalance sampling.
5.6.1 Results and analysis
In this section, we report and analyze the prediction errors of our proposed methodology
and the benchmarks.
Complete signals
Figure 5.6: The mean prediction errors for complete signals.
Figure 5.6 illustrates the boxplots of prediction errors of our proposed methodology
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and the benchmark models with complete signals. It can be seen that “Subspace detection”
and “Signal recovery” perform better than both “Kernel smoother” and “B spline” in terms
of prediction accuracy and precision. For example, the median (interquartile range, IQR)
of the four models are 0.9 (2), 0.3 (1.1), 0.17(0.65) and 0.15 (0.55), respectively. Again,
we believe this is because the proposed methodology uses more data for signal recovery
than the benchmarks. Specifically, “Subspace detection” utilizes data (i), (ii), and (iii), and
“Signal recovery” uses data (i) and (ii). However, “B spline” only consider data (i). Al-
though “Kernel smoother” utilizes data (i) and (ii), it only considers local data observations
neighbored to the recovered one [19].
Incomplete signals: Balance sampling
(a) 20% (b) 40%
(c) 60% (d) 80%
Figure 5.7: The mean prediction errors with balance sampled data.
Figure 5.7 presents the prediction errors with balance sampled data. We observe that our
proposed models consistently perform better than both “Kernel smoother” and “B spline” in
terms of prediction accuracy and precision at all levels of data incompleteness. In addition,
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we observe that “Subspace detection” outperforms “Signal recovery.” For example, Figure
5.7 shows that the median (IQR) of “Subspace detection” is 0.2(0.8), while it is 0.15(0.6)
for “Signal recovery.” This confirms the importance of using data (iii) since “Subspace
detection” utilizes data (i), (ii), and (iii), while “Signal recovery” only uses (i) and (ii).
Incomplete signals: Imbalance sampling
(a) 10%+90% (b) 20%+80%
(c) 30%+70% (d) 40%+60%
Figure 5.8: The mean prediction errors with imbalance sampled data.
Figure 5.8 shows the prediction errors with imbalance sampled data. Similar to the
balance sampling case, we observe that our proposed models consistently perform better
than the benchmarks in terms of prediction accuracy and precision at all levels of data in-
completeness. This again confirms the importance of using more available data for signal
recovery. In addition, we also observe that “Subspace detection” outperforms “Signal re-
covery.” Again, we believe this affirms the importance of taking data (iii) into consideration
(“Subspace detection” utilizes data (iii) while “Signal recovery” does not).
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5.7 Conclusions
This chapter developed a prognostics model that fuses incomplete degradation signals from
multiple sensors to predict a system’s failure time in real-time. To address the incomplete-
ness challenge, we developed two computationally efficient algorithms, both of which can
extract the fused feature from the incomplete multi-stream degradation signals. These fused
features are then used to predict the failure time via LLS regression. The first algorithm,
the “subspace detection” method, first extracts a basis of the subspace in which the degra-
dation signals lie by using the incomplete observations. Next, with the help of the basis,
a novel feature extraction algorithm is developed to compute the singular vectors of the
signal matrix. Finally, the fused features are estimated by using the singular vectors and
incomplete observed signals. The second algorithm, the “signal recovery” method, first
recovers the signals from each sensor via its incomplete observations. Next, the recovered
signals from all the sensors are concatenated and a novel incremental SVD algorithm was
developed to compute singular vectors of the concatenated signals. The incremental SVD
works by adding one column of the signal matrix at a time. Finally, the fused features are
estimated by using the singular vectors and incomplete signal observations.
We validated the performance of the proposed model via a simulated dataset and multi-
sensor degradation data from aircraft turbofan engines. The results indicated that both
of the two algorithms proposed in this chapter outperform the benchmarks in terms of
prediction accuracy and precision for both complete and incomplete data. For incomplete
data, we tested both balance and imbalance sampled signals. The results indicated that
when the data is highly incomplete or highly imbalanced sampled, “Subspace detection”
performs better than “Signal recovery.” We believe this is because that “signal recovery”
recovers signals one sensor at a time and does not borrow any information from the signals
of other sensors who might be highly correlated with the recovered one, yet “subspace
detection” simultaneously uses the information from all the sensors.
118
CHAPTER 6
A SUPERVISED DIMENSION REDUCTION-BASED PROGNOSTICS MODEL
FOR APPLICATIONS WITH INCOMPLETE MULTI-STREAM SIGNALS AND
CENSORED FAILURE TIMES
6.1 Introduction
Inexpensive sensor technology has allowed many original equipment manufacturers to in-
stall numerous sensors on their products, especially capital-intensive assets. These sensors
are used to detect faults and determine the severity of an asset’s degradation state through
condition monitoring. Prognostics is the process of transforming raw condition monitoring
data into high-fidelity degradation signals to predict the remaining useful lifetime (RUL)
of an asset. However, many of these complex assets operate in harsh environments that
often have a significant impact on the quality of the raw data due to errors in data acqui-
sition, communication, read/write operations, etc. Consequently, the resulting degradation
signals often contain significant levels of missing and corrupt observations, i.e., incom-
plete signals (see Figure 1.5). In addition, in reality, historical failure times are usually
censored. This is because equipment usually gets replaced or maintained before a failure
happens, and thus no failure can be observed. Signal incompleteness and historical failure
time censoring pose a significant challenge for parameter estimation of prognostic models.
To address this challenge, this chapter develops a prognostic methodology that works with
highly-incomplete multi-sensor degradation signals and censored historical failure times.
There are various types of prognostic models that focus on modeling multi-stream
degradation signals. Examples include neural network models [22], neuro-fuzzy meth-
ods [28], and parametric models that utilize data aggregation and fusion methods [32].
However, almost all the existing models assume that the historical degradation signals are
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complete, which implies that they are observed with high fidelity at frequent time steps.
In addition, most of them also assume the historical failure times, also known as times-to-
failure (TTFs), are uncensored. However, as pointed out earlier, both completeness and un-
censoring assumptions are often invalid in reality. Furthermore, to fuse multi-stream degra-
dation signals, many of the existing models employ some sort of unsupervised dimension
reduction techniques; i.e., dimension reduction methodologies are applied to degradation
signals without considering TTF information. Consequently, there is no guarantee that the
extracted features are most informative for TTFs prediction.
To address the aforementioned challenges, this chapter proposes a supervised dimen-
sion reduction (SDR)-based prognostic methodology that is capable of modeling highly-
incomplete degradation signals and censored historical TTFs. The model builds an op-
timization problem that combines a feature extraction term and a regression term. The
feature extraction term focuses on extracting low-dimensional features using multi-stream
incomplete degradation signals. It works by decomposing each system’s degradation signal
as a weighted combination of some unknown basis. The weights are known as the features
of that system. The second term regresses the fused features against the censored TTFs via
(log)-location-scale (LLS) regression. LLS regression models have been widely used in
reliability engineering and survival analysis. They include a variety of TTF distributions,
such as (log)normal, (log)logistic, smallest extreme value, and Weibull. The weights and
basis in the first term, and the regression parameters in the second term, are estimated si-
multaneously from the historical dataset by solving the optimization problem mentioned
earlier. Since the feature extraction process is supervised by TTFs, it is guaranteed that
the extracted features are most informative for TTF prediction. To solve the optimization
problem, we develop a Block Prox-Linear Coordinate Descent algorithm, which works by
cyclically optimizing a block of variables at each iteration while keeping other blocks fixed.
In addition, we theoretically prove the global convergence property of the algorithm.
The remainder of the chapter is organized as follows. In Section 6.2 we present the
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proposed prognostics methodology. Section 6.3 introduces the optimization algorithm and
discuss its convergence property. The performance of our methodology is evaluated using
a numerical study in Section 6.4 and an aircraft turbofan engine degradation data in Section
7.7. Finally, Section 7.8 concludes.
6.2 Prognostic methodology
6.2.1 Model developing using incomplete signals and censored TTFs
We consider a training (historical) dataset of degradation signals for n systems. Let si ∈
Rm denote the complete (i.e., no missing observations) degradation signal of system i,
where m is the observation number. The m observations could be from a single sensor or
concatenated from multiple sensors. Let S = (s1, s2, . . . , sn)> ∈ Rn×m denote the matrix
containing complete degradation signals from all the n systems. Out of the n ×m entries
of S, we assume a subset Ω ⊆ {(i, j), i = 1, . . . , n, j = 1, . . . ,m} are observed (i.e., other
entries are missing). We define the projector operator PΩ(·) as follows:
PΩ(S)ij =

Sij, if (i, j) ∈ Ω,
0, otherwise.
(6.1)
Let the subsetO ⊆ {(i), i = 1, . . . , n} denote the systems whose TTFs are known. In other
words, we have the following:

yi = ti, if i ∈ O
yi ≥ ci, if i 6∈ O
(6.2)
where ti and ci are the TTF and right censored time of the ith system respectively, if its
TTF follows a location-scale distribution. If its TTF comes from a log-location-scale distri-
bution, then ti and ci are the logarithmic TTF and logarithmic censored time, respectively.
To fuse the multi-stream degradation signals and extract features by using their incom-
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‖PΩ(S −UV )‖2F + λ1(‖U‖2F + ‖V ‖2F ) (6.3)
whereU ∈ Rn×p is the feature matrix, V ∈ Rp×m is the basis matrix, ‖·‖2F is the Frobenius
norm, p is the feature number, λ1 is the tuning parameter. Problem (6.3) is also known as
matrix completion, which aims to fill in the missing entries of a partially observed matrix
[105]. It works by finding a minimum rank matrix that matches the observed entries. In
(6.3), the first term minU ,V ‖PΩ(S−UV )‖2F tries to find a matrixZ = UV best matching
the observed entries of S, while the second term minU ,V ,Z=UV {‖U‖2F + ‖V ‖2F} is a
convex relaxation of rank(Z).
By optimizing (6.3), the degradation signal from the ith system (i.e., si ∈ Rm) is
represented by its feature ui ∈ Rp, where ui is the ith row of the feature matrixU . Usually,
p  m, and thus the dimensionality of degradation signals are highly reduced. However,
one limitation of criterion (6.3) is that the extracted features (i.e., U ) are unconnected with
TTFs. In other words, there is no guarantee that the extracted features are highly correlated




F(U ,V ,y, β0,β, σ) ≡ ‖PΩ(S −UV )‖2F + λ1(‖U‖2F + ‖V ‖2F )
+ w`(




yi = ti, if i ∈ O
yi ≥ ci, if i 6∈ O
(6.4)
where 1n is an n×1 vector with all entries one, `(·) is the negative log-likelihood function.
For example, let ωi = yi−β0−uiβσ , then `(
y−1nβ0−Uβ
σ





for an SEV/Weibull distribution, `(y−1nβ0−Uβ
σ
) = n log σ −
∑n




exp(ωi)) for a logistics/loglogistics distribution, `(y−1nβ0−uiβσ ) =
n
2






i for a normal/lognormal distribution. w is a weight controlling the balance be-
tween the unsupervised term and supervised term.
One limitation of optimization problem (6.4) is that it is not block multi-convex. An
optimization problem is block multi-convex when its feasible set and objective function
are generally non-convex but convex in each block of variables. The block multi-convex
property can significantly simplify a non-convex optimization problem such as the one in
criterion (6.4) [106]. Therefore, we apply the following re-parameterization to transform
(6.4) to a block multi-convex problem: σ̃ = 1/σ, β̃0 = β0/σ, β̃ = β/σ. As a result,
criterion (6.4) is re-expressed as follows:
min
U ,V ,y,β̃0,β̃,σ̃
F̃(U ,V ,y, β̃0, β̃, σ̃)
≡ ‖PΩ(S −UV )‖2F + λ1(‖U‖2F + ‖V ‖2F ) + w`(σ̃y − 1nβ̃0 −Uβ̃) + λ2‖β̃‖1,
s.t.

yi = ti, if i ∈ O
yi ≥ ci, if i 6∈ O
(6.5)
















i for a normal/lognormal distribution. Notice that in (6.5), a penalty term ‖β̃‖1 is
added to inspire sparsity and avoid overfitting. The algorithm to solve problem (6.5) will
be discussed in Section 6.3.
6.2.2 Real-time RUL prediction
Our goal is to predict and update the RUL of partially degraded systems that are still oper-
ating in the field. To achieve this goal, we first optimize problem (6.5) using the training
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dataset. As a result, the SDR basis V̂ , regression coefficient ˆ̃β0 and
ˆ̃β, and the scale param-
eter ˆ̃σ are estimated. Next, the real-time degradation signals observed from the field system
are used to extract features. Finally, the extracted features are input to the LLS regression
model to predict TTF. RUL is obtained by subtracting the current observation time.
Denote the real-time degradation signal by snewi and only a subset Ω
new ⊆ {(j), j =
1, . . . ,m} are observed. Based on the promise that snewi can be expressed as linear combi-
nation of the SDR basis V̂ , the feature of the real-time observed degradation signals can
be computed by optimizing the following criterion:
unew = min
unew
‖PΩnew(V̂ )>unew − PΩnew(snewi )‖22 (6.6)
where unew ∈ Rp is the extracted feature, PΩnew(V̂ ) ∈ Rp×|Ω
new| consists the |Ωnew| rows of
matrix V̂ indexed by the set Ωnew and PΩnew(snewi ) ∈ R|Ω
new| is the observed subset of the
real-time signals.
Finally, the predicted TTF can be computed by using unew and the estimated LLS re-
gression model. For example, for Weibull and lognormal regression, the predicted TTF are
exp(β̂0 + u
newβ̂)Γ(1 + σ̂) and exp(β̂0 + unewβ̂ + σ̂2/2), respectively, where Γ(·) is the
Gamma function, β̂0 =
ˆ̃β0/ˆ̃σ, β̂ =
ˆ̃β/ˆ̃σ and σ̂ = 1/ˆ̃σ.
6.3 Optimization algorithm
In this section, we propose a Block Prox-Linear Coordinate Descent (BPLCD) algorithm
to solve optimization criterion (6.5) and prove that the proposed BPLCD algorithm has a
global convergence property.
6.3.1 Block prox-linear coordinate descent
The BPLCD algorithm works by cyclically updating a block of variables at each iteration
by minimizing a prox-linear surrogate function. Specifically, at the kth iteration, U is
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updated by solving the following optimization problem while keeping other blocks (i.e.,
V ,y, β̃0, β̃, σ̃) fixed:












‖22 + λ1‖U‖2F (6.7)
where function f(U ,V ,y, β̃0, β̃, σ̃) = ‖PΩ(S−UV )‖2F+w`(σ̃y − 1nβ̃0 −Uβ̃),∇fk(Û
k
)




= U k−1 + ωkU (U
k−1 −U prev) denotes an ex-
trapolated point, ωkU ≥ 0 is the extrapolation weight and U prev is the value of U before
it was updated to U k−1. The extrapolation weight ωkU can be simply set as 0, while an
appropriate ωkU > 0 can significantly accelerate the convergence of our algorithm. L
k is a
constant controls the step size. Usually, LkU can be set as αL̃
k
U with any α > 1, where L̃
k
U
is the Lipschitz constant of ∇fk(U). More details regarding the selecting of ωk and LkU
can be found in [106]. Similarly, the remaining blocks of variable are updated as follows:



























‖22 + λ2‖β̃‖1 (6.9)
β̃k0 = min
β̃0




‖β̃0 − β̂k0‖22 (6.10)
σ̃k = min
σ̃















k = ti, if i ∈ O
yi




= V k−1 + ωkV (V













k = σ̃k−1 + ωkσ̃(σ̃
k−1 − σ̃prev) and ŷk = yk−1 + ωky(yk−1 − yprev). We
summarize the optimization algorithm in Algorithm 3. Usually, the stopping criterion can
be set as F̃(U k,V k,yk, β̃k0 , β̃
k
, σ̃k)−F̃(U k+1,V k+1,yk+1, β̃k+10 , β̃
k+1
, σ̃k+1) < ε, where
ε is a small number, say 1e− 3.
Algorithm 3: Block Prox-Linear Coordinate Descent (BPLCD) algorithm for solv-
ing problem (6.5)
1 Initialization: Choose two initial points
U−1 = U 0,V −1 = V 0,β−1 = β0, σ̃−1 = σ̃0, yi
−1 = yi
0 ≥ ci for i 6∈ O
2 for k = 1, 2, . . .
3 U k ← (6.7)
4 V k ← (6.8)
5 β̃
k ← (6.9)
6 β̃k0 ← (6.10)
7 σ̃k ← (6.11)
8 yk ← (6.12)
9 if stopping criterion is satisfied






In this section, we discuss the convergence property of Algorithm 3. Denote the variables
in optimization problem (6.5) by θ = {U ,V ,y, β̃0, β̃, σ̃} and the sequence generated by
Algorithm 3 by {θk}k≥1. We first prove that {θk}k≥1 has a finite limit point. To do this,
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we give the following lemma.
Lemma 6.3.1 For optimization problem (6.5), if F̃(θk) ≤ F̃(θ0) where θ0 is any feasible
solution, then θk is bounded, i.e., there exist constants MU , MV , Mβ̃0 , Mβ̃, Myi , M
min
σ̃ ,
Mmaxσ̃ such that ‖U k‖2F ≤ MU , ‖V k‖2F ≤ MV , ‖β̃k0‖1 ≤ Mβ̃0 , ‖β̃
k‖1 ≤ Mβ̃, ci < yki <
Myi , ∀i /∈ O and 0 < Mminσ̃ ≤ σ̃k ≤Mmaxσ̃
The proof of Lemma 6.3.1 can be found in the appendix. Lemma 6.3.1 implies that {θk}k≥1
has a bounded subsequence. Therefore, we have the following proposition.
Proposition 3 The sequence {θk}k≥1 generated by Algorithm 3 has a finite limit point θ∗.
Next, we prove that the objective function F̃ in optimization criterion (6.5) satisfies
the Kurdyka-Łojasiewicz (KL) property around θ∗. The KL property has been widely
used recently in proving the convergence of non-convex optimization problems [106]. The
definition of KL property is given below.
Definition 6.3.1 (Kurdyka-Łojasiewicz property [106]) A function ψ(x) satisfies the KL
property at point x∗ ∈ dom(∂ψ) if there exist η > 0, a neighborhood Bρ(x∗) , {x :
‖x−x∗‖ < ρ}, and a concave function φ(a) = b ·a1−γ for some b > 0 and γ ∈ [0, 1) such
that the KL inequality holds:
φ′(|ψ(x)− ψ(x∗)|)dist(0, ∂ψ(x)) ≥ 1, for any x ∈
Bρ(x∗) ∩ dom(∂ψ) and ψ(x∗) < ψ(x) < ψ(x) + η,
where dom(∂ψ) = {x : ∂ψ(x) 6= ∅} and dist(0, ∂ψ(x)) = min{‖z‖ : z ∈ ∂ψ(x)}.
Lemma 6.3.2 The objective function F̃ in optimization criterion (6.5) satisfies the Kurdyka-
Łojasiewicz property around θ∗.
The proof of Lemma 6.3.2 is given in the appendix. Finally, we prove that the block-partial
gradient of the function f(U ,V ,y, β̃0, β̃, σ̃) = ‖PΩ(S−UV )‖2F+w`(σ̃y − 1nβ̃0 −Uβ̃),
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where ` is the negative log-likelihood function from an LLS distribution, are Lipschitz
continuous in a bounded set.
Lemma 6.3.3 For LLS distributions, if θk is bounded, then the block-partial gradient
∇fk(U k), ∇fk(V k), ∇fk(β̃k0 ), ∇fk(β̃
k
), ∇fk(σ̃k), ∇fk(yk) are Lipschitz continuous
in which bounded set.
The proof of Lemma 6.3.3 is also shown in the appendix. From Lemma 6.3.1, we know that




Given Proposition 3, Lemma 6.3.2 and Lemma 6.3.3, we are ready to give the conver-
gence property of Algorithm 3 in the following Theorem.
Theorem 6.3.1 (Global convergence) The sequence {θk}k≥1 generated by Algorithm 3
converges to θ∗ = (U ∗,V ∗,y∗, β̃∗0 , β̃
∗
, σ̃∗), which is a critical point of optimization prob-
lem (6.5).
The proof of Theorem 6.3.1 is shown in the appendix.
6.4 Simulation study
In this section, we conduct a simulation study to validate the proposed prognostic method-
ology. We compare the performance of our methodology, designated “SDR,” with two
baseline methods. The first baseline method is designated “Matrix completion.” It works
by first applying a matrix completion technique [107] to recover the missing observations
of degradation signals. Next, an unsupervised dimension reduction technique–multivariate
functional principal component analysis–is applied to the recovered degradation signals to
extract fused features. Finally, the fused features are regressed against TTFs using LLS
regression. The second benchmarking model, designated “B Spline,” is similar to “Matrix
completion” except that the degradation signals are recovered using penalized B Spline.
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The tuning parameter of penalized B spline is selected by utilizing generalized cross vali-
dation (GCV).
We evaluate the prediction errors of our model and the benchmarking models at two
levels of data incompleteness: 20% and 80%, where 20% means that 20% of the obser-
vations are randomly missing. At each data incompleteness level, we consider two levels
of TTF censoring: 20% and 80%. Taking 20% as an example, the TTFs are censored as
follows: First, 20% of the systems are randomly selected from the training dataset. Next,
the smallest TTF of the selected systems is set as the censored TTFs of all the selected
systems. The prediction errors are calculated from Equation (2.25). We report the predic-
tion errors at the following life percentiles: 10th, 20th, . . ., 90th, where for example the
10th percentile represents the average prediction errors evaluated at life percentiles in the
interval of (5%, 15%], 20th for the interval of (15%, 25%], etc.
6.4.1 Generating degradation signals
In this simulation, we consider 500 identical systems, each of which is assumed to be mon-
itored by 5 sensors. For each system i; i = 1, . . . , 500, we begin by simulating its under-
lying degradation path using the following functional form: sui (t) = ξi,1φ1(t) + ξi,2φ2(t),
where φ1(t) = t/ sin(t) and φ2(t) = t2/ sin(t) are two basis; {ξi,1}500i=1 are randomly gen-
erated from N (0.1, 0.012) and then sorted in ascending order. Similarly, {ξi,2}500i=1 are ran-
domly generated from N (0.2, 0.032) and then also sorted in ascending order. Next, we
generate the TTFs of these simulated systems by using the following equation: log(ti) =
β1ξi,1 + β2ξi,2 + εi, where β1 = 1, β2 = 2 and εi ∼ N (0, 0.00012). It can be seen that
the generated TTFs follows a lognormal distribution. Finally, we generate the degradation
signals of the 5 sensors as follows: si(t) = sui (t) + εi(t), where εi(t) ∼ N (0, 0.022) is IID
noise.
The whole simulation procedure is replicated 100 times. For each replication, 400
systems are randomly selected for training and the remaining 100 systems are used for
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testing.
6.4.2 Results and analysis
The mean of absolute prediction errors when 20% and 80% degradation observations miss-
ing are reported in Figures 6.1 and 6.2, respectively.





























(a) 20% TTF censored





























(b) 80% TTF censored
Figure 6.1: Prediction errors when 20% observations of the degradation signals are missing.




























(a) 20% TTF censored




























(b) 80% TTF censored
Figure 6.2: Prediction errors when 80% observations of the degradation signals are missing.
Figures 6.1 and 6.2 indicated that all three methodologies achieved better prediction ac-
curacy at a lower level of signal incompleteness. For example, Plot (a) in Figure 6.1 shows
that, at the 50th life percentiles, the prediction errors of “SDR,” “Matrix completion,” and
“B Spline” are 0.4, 0.15, 0.1, respectively. However, they are 0.7, 0.25, 0.15 respectively in
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Plot (a) of Figure 6.2. Similarly, all the three models had better prediction accuracy at a
lower level of TTF censoring. This is reasonable since less missing observations or cen-
sored TTFs means more information is available to use, and thus lower prediction errors
are achieved.
Figures 6.1 and 6.2 indicated that at all levels of data incompleteness and TTF cen-
soring, “B Spline” did not perform well as “SDR” and “Matrix completion.” We believe
this is because “B Spline” recovers the missed observations of each degradation signal by
fitting that signal individually, which means no information from other degradation signals
is used. However, “SDR” and “Matrix completion” recover the missed observations of
all the signals simultaneously, and thus more information is used to imputed each missed
observation.
Figures 6.1 and 6.2 also illustrated that our proposed “SDR” outperforms “Matrix com-
pletion,” which confirmed the importance of using TTFs to supervise the dimension reduc-
tion of degradation signals. Plot 2 (a) illustrated that the prediction errors of “SDR” are
much smaller than that of “Matrix completion” when 20% TTFs are censored, while Plot
2 (b) showed the prediction errors between the two models are very close when 80% TTFs
are censored. This is reasonable because Plot 2 (a) used more TTF information to super-
vise the dimension reduction process than Plot 2 (b), so “SDR” achieved better prediction
accuracy than Plot 2 (b). A similar phenomenon can also be observed in Figure 6.2.
6.5 Case study
In this section, we use multi-sensor degradation data from aircraft turbofan engines pro-
vided by NASA [11] to evaluate the performance of our model. The dataset is comprised
of the following; (i) degradation signals from 100 training engines that were run to failure,
(ii) degradation signals from an additional 100 test engines whose operation was prema-
turely terminated at random time points prior to their failure time, and (iii) the real TTFs of
the 100 test engines. Each engine was monitored using 21 sensors.
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We evaluate the performance of our model and the two benchmarks following a similar
manner to the simulation study. The prediction errors are reported in Figures 6.3 and 6.4.





























(a) 20% TTF censored



























(b) 80% TTF censored
Figure 6.3: Prediction errors when 20% observations of the degradation signals are missing.



























(a) 20% TTF censored




























(b) 80% TTF censored
Figure 6.4: Prediction errors when 80% observations of the degradation signals are missing.
Figures 6.3 and 6.4 indicated that “SDR” and “Matrix completion” worked better than
“B Spline” at all levels of data incompleteness and TTF censoring. We again believe this
is because “B Spline” fits each degradation signals in an individual manner and uses no
information from other degradation signals, while “SDR” and “Matrix completion” use
more information to impute each missed observation by recovering it using all available
signal observations in the historical dataset.
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Figures 6.3 and 6.4 also indicated that the prediction errors of our proposed methodol-
ogy are smaller than that of “Matrix completion,” which again confirmed the importance
of using TTFs to supervise the dimension reduction of degradation signals. Moreover, Fig-
ures 6.3 (a) illustrated that the difference of prediction errors between our methodology and
“Matrix completion” is obvious. However, the difference between them in Figures 6.3 (b)
is negligible. A similar phenomenon can also be observed in Figure 6.4. This is reasonable
since the prediction errors in Figures 6.3 (a) were evaluated when 20% TTFs were cen-
sored, while in Figures 6.3 (b) they were evaluated when 80% TTFs were censored. Since
Figures 6.3 (a) used more TTF information to supervise the dimension reduction process
than Figures 6.3 (b), “SDR” achieved obviously better prediction accuracy than “Matrix
completion.” In contrast, since Figures 6.3 (b) used less TTF information, and thus the
prediction accuracy between “SDR” and “Matrix completion” are close.
6.6 Conclusions
This chapter developed a prognostic methodology for multi-sensor applications with highly-
incomplete degradation signals and censored historical failure times. The methodology
builds an optimization problem combining a feature extraction term and a regression term.
The feature extraction term extracts low-dimensional features of multi-stream degradation
signals using their incomplete observations, and the regression term regresses the features
against the censored TTFs. By simultaneously optimizing the two terms, the TTFs are used
to supervise the feature extraction process, and thus the extracted features are guaranteed
to be most informative for TTF prediction. To solve the optimization problem, we devel-
oped a Block Prox-Linear Coordinate Descent algorithm and theoretically proved its global
convergence property.
A simulated dataset and a multi-stream degradation data from aircraft turbofan engines
were used to evaluate the performance of our proposed methodology. The results indicated
that our proposed methodology achieved high prediction accuracy even if the degradation
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signals are highly incomplete and the historical failure times present a significant level of
censoring. In addition, the results also illustrated that our model consistently outperformed
the unsupervised dimension reduction-based benchmarks in terms of prediction errors, at
different levels of data incompleteness and failure time censoring, which confirmed the im-
portance of using failure times to supervise the feature extraction (or dimension reduction)
process in prognostic modeling.
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CHAPTER 7
RESIDUAL USEFUL LIFETIME PREDICTION USING A DEGRADATION
IMAGE STREAM VIA PENALIZED TENSOR REGRESSION
7.1 Introduction
Imaging is one of the fastest growing technologies for condition monitoring and industrial
asset management. Relative to most sensing techniques, industrial imaging devices are eas-
ier to use because they are generally noncontact and do not require permanent installation
or fixturing. Image data also contains rich information about the object being monitored.
Some examples of industrial imaging technologies include infrared images used to mea-
sure temperature distributions of equipment and components [108], charge-coupled device
(CCD) images which capture surface quality information (e.g., cracks) of products [109],
and others. Image data has been extensively used for process monitoring and diagnostics.
For instance, infrared images have been successfully used for civil structures monitoring
[110], machinery inspection [111], fatigue damage evaluation [112] and electronic printed
circuit board (PCB) monitoring [113]. In steel industry, CCD cameras have been utilized
for product surface inspection [109], while video cameras have been used to monitor the
shape and color of furnace flames to control quality of steel tubes [114]. This chapter
expands the utilization of image data by proposing an image-based prognostic modeling
framework that uses degradation-based image streams to predict remaining lifetime.
Numerous prognostic methodologies have been developed in the literature. Examples
of some modeling approaches include random coefficients models [1, 2], models that utilize
the Brownian motion process [4, 5] and gamma process [7, 8], and models based on func-
tional data analysis [19, 93]. These approaches are well-suited for time-series signals, but
it is not clear how they can be extended to model image streams. One of the key challenges
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in modeling image data revolves around the analytical and computational complexities as-
sociated with characterizing high dimensional data. High dimensionality arises from the
fact that a single image stream consists of a large sequence of images (observed across the
life cycle of an equipment) coupled with the large numbers of pixels embedded in each im-
age. Additional challenges are related to the complex spatial-temporal structures inherent
in the data streams. Pixels are spatially correlated within a single image and temporally
correlated across sequential images. In recent work [115], degradation image streams were
modeled as a spatio-temporal process. Although spatio-temporal models have been widely
used to model data with complex spatial and temporal correlation structures [116], they are
not necessarily accurate for long-term predictions necessary to our type of prognostic ap-
plication. Most importantly, a key limitation of spatio-temporal models is that they require
a pre-set failure threshold, which is usually hard to define for degradation image streams.
This chapter proposes a tensor-based regression framework that utilizes degradation
image streams to predict remaining useful life, and provide advance warning of impending
failures of industrial assets. Specifically, we build a LLS tensor regression model in which
the TTF is treated as the response and degradation image streams as covariates. To model
the spatio-temporal structure of degradation image streams, the regression model treats
each image stream as a tensor. A tensor is defined as a multi-dimensional array–a one-order
tensor is a vector, a two-order tensor is a matrix, and objects of order three or higher are
called high-order tensors. More details about tensor theory and applications can be found in
a survey paper by [117]. As illustrated in Figure 7.1, a degradation image stream constitutes
a three-order tensor in which the first two dimensions capture the spatial structure of a
single image whereas the third dimension is used to model the temporal structure of the
image stream. One of the key benefits of modeling a degradation image stream as a tensor
is that tensors maintain the spatio-temporal structure within and between images which
allows for a relatively accurate RUL prediction model. In this chapter, degradation image
stream(s) and degradation tensor(s) are used exchangeably hereafter.
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Figure 7.1: An illustration of a degradation image stream (3-order tensor).
The high dimensionality of degradation image streams poses significant computational
challenges, especially ones related to parameter estimation. For example, a tensor-regression
model for a degradation image stream consisting of 50 images each with 20 × 20 pixels
generates a three-order tensor-coefficient consisting of 20,000 elements that need to be es-
timated. In an effort to improve model computations, we develop two estimation methods
that integrate dimensionality reduction and tensor decomposition. Dimensionality reduc-
tion is used as the first step for both estimation methods as it helps reduce the number
of parameters. Degradation tensors are projected to a low-dimensional tensor subspace
that preserves most of their information. This is achieved using a multilinear dimension
reduction technique, such as multilinear principal component analysis (MPCA) [21]. We
utilize the fact that essential information embedded in high-dimensional tensors can be cap-
tured in a low-dimensional tensor subspace. Next, the tensor-coefficients corresponding to
the projected degradation tensors are decomposed using two popular tensor decomposi-
tion approaches namely, CANDECOMP/PARAFAC (CP) [118] and Tucker [119]. The CP
approach decomposes a high-dimensional coefficient tensor as a product of several low-
rank basis matrices. In contrast, the Tucker approach expresses the tensor-coefficient as a
product of a low-dimensional core tensor and several factor matrices. Therefore, instead
of estimating the tensor-coefficient, we only estimate its corresponding core tensors and
factor/basis matrices, which significantly reduces the computational complexity and the re-
quired sample size. Block relaxation algorithms are also developed for model estimation
with guaranteed global convergence to a stationary point.
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The remainder of the chapter is organized as follows. Section 7.2 provides an overview
of the basic notations and definitions in multilinear algebra. Section 7.3 presents the degra-
dation and prognostic modeling framework. Sections 7.3.1 and 7.3.2 discuss the estimation
algorithm based on CP decomposition and Tucker decomposition, respectively. In Section
7.4, we discuss the RUL prediction and realtime updating. The effectiveness of our model
is validated using simulated data in Sections 7.5 and 7.6 along with real degradation im-
age streams from a rotating machinery in Section 7.7. Finally, Section 7.8 is devoted to
concluding remarks.
7.2 Preliminaries
This section presents some basic notations, definitions and operators in multilinear algebra
and tensor analysis that are used throughout the chapter. Scalars are denoted by lowercase
letters, e.g., b, vectors are denoted by lowercase boldface letters, e.g., b, matrices are de-
noted by uppercase boldface letters, e.g.,B, and tensors are denoted by calligraphic letters,
e.g., B. The order of a tensor is the number of modes, also known as way. For example,
the order of vectors and matrices are 1 and 2, respectively. A D-order tensor is denoted
by B ∈ RI1×···×ID , where Id for d = 1, . . . , D represents the dimension of the d-mode of
B. The (i1, i2, . . . , iD)-th component of B is denoted by bi1,i2,...,iD . A fiber of B is a vector
obtained by fixing all indices of B but one. A vectorization of B, denoted by vec(B), is
obtained by stacking all mode-1 fibers of B. The mode-d matricization of B, denoted by
B(d), is a matrix whose columns are mode-d fibers of B in the lexicographical order. The
mode-d product of a tensor B ∈ RI1×···×ID with a matrix A ∈ RJ×Id , denoted by (B×dA),




inner product of two tensors B ∈ RI1×···×ID ,S ∈ RI1×···×ID is denoted by 〈B,S〉 =∑
i1,...,iD
bi1,...,iDsi1,...,iD . A rank-one tensor B ∈ RI1×···×ID can be represented by outer
products of vectors, i.e., B = b1◦b2◦· · ·◦bD, where bd is an Id-dimension vector and “◦” is
the outer product operator. The Kronecker product of two matricesA ∈ Rm×n,B ∈ Rp×q,
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denoted byA⊗B is an mp× nq block matrix defined by
M =
( a11B ... a1nB





The Khatri-Rao product of two matrices A ∈ Rm×r,B ∈ Rp×r, denoted by A  B,
is a mp × r matrix defined by [a1 ⊗ b1 a2 ⊗ b2 · · · ar ⊗ br], where ai ∈ Rm×1, and
bi ∈ Rp×1 for i = 1, . . . , r.
7.3 Prognostic modeling using degradation tensors
This chapter considers engineering systems with degradation process that can be repre-
sented by tensors, e.g., degradation image streams or profiles. The underlying premise of
our prognostic modeling framework rests on using LLS regression to model TTF as a func-
tion of degradation tensors. One of the main challenges in fitting such regression models
is the high-dimensionality of data which makes coefficients estimation intractable. To ad-
dress this issue, we use the fact that the essential information of high-dimensional data is
often embedded in a low-dimensional subspace. Specifically, we project degradation and
coefficient tensors onto a low-dimensional tensor subspace that preserves their inherent
information.
To further reduce the number of estimated parameters, coefficient tensors are decom-
posed using two widely used tensor decomposition techniques, CP and Tucker. The CP de-
composition expresses a high-dimensional coefficient tensor as a product of several smaller
sized basis matrices [118]. Tucker decomposition, however, expresses a high-dimensional
coefficient tensor as a product of a low-dimensional core tensor and several factor ma-
trices [119]. Thus, instead of estimating the coefficient tensor, we only need to estimate
its corresponding core tensors and factor/basis matrices, which significantly helps reduce
the computational complexity and the required sample for estimation. The parameters of
the reduced LLS regression model are estimated using the maximum likelihood (ML) ap-
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proach. To obtain the ML estimates, we propose optimization algorithms for CP-based
and Tucker-based methods . The optimization algorithms are based on the block relaxation
method [120, 121], which alternately updates one block of the parameters while keeping
other parameters fixed. Finally, the estimated LLS regression is used to predict and update
the RUL of a functioning system. In the following, the details of the proposed methodology
is presented.
Our framework is applicable in settings that have a historical dataset of degradation
image streams (i.e., degradation tensor) for a sample of units with corresponding TTFs.
Let N denote the number of units that make up the historical (training) sample. Let Si ∈
Rq1×q2×q3 , for i = 1, . . . , n, denote the degradation tensor and ỹi represent the TTF. The
following LLS regression model expresses the TTF as a function of a degradation tensor:
yi = α + 〈B,Si〉+ σεi (7.1)
where yi = ỹi for a location-scale model and yi = ln(ỹi) for a log-location-scale model,
the scalar α is the intercept of the regression model, and B ∈ Rq1×q2×q3 is the tensor
of regression coefficients. α + 〈B,Si〉 is known as the location parameter and σ is the
scale parameter. Similar to common LLS regression models [69], we assume that only
the location parameter is a function of the covariates, i.e., the degradation tensor. The
term εi is the random noise term with a standard location-scale density f(ε). For example,
f(ε) = exp(ε − exp(ε)) for SEV distribution, f(ε) = exp(ε)/(1 + exp(ε))2 for logistic
distribution, and f(ε) = 1/
√
2π exp(−ε2/2) for normal distribution. Consequently, yi has








The number of parameters in Model (7.1) is given by 2 +
∏3
d=1 qd. Recall that qd
represents the dimension of the d-mode of B. If we consider a simple example of an image
stream constituting 100 images of size 40×50, i.e., Si is a 3-order tensor in R40×50×100, the
number of parameters to be estimated will be quite large: 200, 002 = 2+40×50×100. To
reduce the number of parameters, as mentioned earlier, we project the degradation tensors
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and the coefficient tensor onto a low-dimensional tensor subspace that captures the relevant
information of the degradation tensors. The following proposition shows that by using
multilinear dimension reduction techniques, we can significantly reduce the dimensions of
the coefficient tensor without significant loss of information.
Proposition 4 Suppose {Si}ni=1 can be expanded by Si = S̃i ×1 U 1 ×2 U 2 ×3 U 3, where
S̃i ∈ Rp1×p2×p3 is a low-dimensional tensor and matrices U d ∈ Rpd×qd , U>dU d = Iqd ,
pd < qd, d = 1, 2, 3. If the coefficient tensor, B, is projected onto the tensor subspace
spanned by {U 1,U 2,U 3}, i.e., B̃ = B ×1 U>1 ×2 U>2 ×3 U>3 , where B̃ is the projected
coefficient tensor, then 〈B,Si〉 = 〈B̃, S̃i〉.
The proof of Proposition 4 is given in Appendix F.1. Proposition 4 implies that the original
high-dimensional tensors, (i.e., B and S) and their corresponding low-rank projections (i.e.,
B̃ and S̃i) result in similar estimates of the location parameter. Using Proposition 4, we can
re-express Equation (7.1) as follows:
yi = α + 〈B̃, S̃i〉+ σεi. (7.2)
The low-dimensional tensor space defined by factor matrices U d ∈ Rpd×qd can be
obtained by applying multilinear dimension reduction techniques, such as multilinear prin-
cipal component analysis (MPCA) [21], on the training degradation tensor, {Si}ni=1. The
objective of MPCA is to find a set of orthogonal factor matrices {U d ∈ Rpd×qd ,U>dU d =
Iqd , pd < qd}3d=1 such that the projected low-dimensional tensor captures most of the vari-
ation in the original tensor. Mathematically, this can be formalized into the following
optimization problem:




∥∥(Si − S̄)×1 U>1 ×2 U>2 ×3 U>3 ∥∥2F (7.3)
where S̄ = 1
n
∑n
i=1 Si is the mean tensor. This optimization problem can be solved itera-
tively using the algorithm given in Appendix F.2. Additional details regarding the algorithm
141
and the methods used to determine the dimensionality of the tensor subspace, {pd}3d=1, can
be found in [21]. It should be pointed out that if the image stream is noiseless and embedded
in a low-dimensional subspace meaning that the corresponding tensor is low rank, then mul-
tilinear dimension reduction techniques will not result in any information loss. However, in
practice, image streams often contain noise, so multilinear dimension reduction techniques
will cause some information loss. However, the lost information is mainly associated with
the noise, which is not important in predicting RUL. Multilinear dimension reduction tech-
niques help to reduce the number of parameters to be estimated from 2 +
∏3
d=1 qd in Equa-
tion (7.1) to 2 +
∏3
d=1 pd in Equation (7.2) where 2 +
∏3
d=1 pd << 2 +
∏3
d=1 qd.
However, often, the number of reduced parameters (i.e., 2 +
∏3
d=1 pd) is still so large
that requires further dimension reduction. For example, for a 40 × 50 × 100 tensor, if
p1 = p2 = p3 = 10, the number of parameters is reduced from 200,002 to 1,002. To
further reduce the number of parameters so that they can be estimated by using a limited
training sample, we utilize two well-known tensor decomposition techniques namely, CP
and Tucker decompositions. We briefly review these decompositions in Sections 7.3.1 and
7.3.2, and discuss how they are incorporated into our prognostic framework.
7.3.1 Dimension reduction via CP decomposition
In CP decomposition, the coefficient tensor B̃ in Equation (7.2) is decomposed into a sum






















∈ Rpd , and “◦” denotes the outer product operator. It can









for d = 1, 2, 3 and 1k ∈ Rk is an k-dimensional vector of ones. Thus, Equation (7.2) can
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be re-expressed as follows:







(B̃3  B̃2  B̃1)1k, vec(S̃i)
〉
+ σεi (7.5)
The number of parameters in Equation (7.5) is 2 +
∑3
d=1 pd × k, which is significantly
smaller than 2 +
∏3
d=1 pd from (7.2). In our 3-order tensor example, if p1 = p2 = p3 = 10
and the rank k = 2, the number of parameters decreases from 1, 002 to 62 = 2 + 10× 2 +
10× 2 + 10× 2.
Parameter Estimation for CP Decomposition




































d,q‖1. The `1-norm penalty
term encourages the sparsity of B̃, which helps avoid over-fitting.
The block relaxation method proposed by [120, 121] is used to maximize expression
(7.6). Specifically, we iteratively update a block of parameters, say (B̃d, σ, α), while keep-







Next, we show in Proposition 5 that the optimization problem for each block B̃d is
equivalent to optimizing the penalized log-likelihood function for yi = α+〈B̃d,Xd,i〉+σεi,
where B̃d is the parameter matrix;Xd,i is the predictor matrix defined as follows:
Xd,i =

S̃i(1)(B̃3  B̃2), if d = 1
S̃i(2)(B̃3  B̃1), if d = 2
S̃i(3)(B̃2  B̃1), if d = 3
, (7.7)
where S̃i(d) is the mode-d matricization of S̃i (defined in the Preliminaries Section).
Proposition 5 Consider the optimization problem in (7.6), given other parameters except














The proof of Proposition 5 is provided in Appendix F.3. As pointed out by [122], the
estimates of α, B̃d, σ in optimizing problem (7.8) are not invariant under scaling of the
response. To be specific, consider the transformation y′i = byi, α
′ = bα, B̃
′
d = bB̃d, σ
′ =
bσ where b > 0. Clearly, this transformation does not affect the regression model yi = α+
〈B̃d,Xd,i〉 + σεi. Therefore, invariant estimates based on the transformed data (y′i,Xd,i),
should satisfy α̂′ = bα̂, ˆ̃B′d = b
ˆ̃Bd, σ̂
′ = bσ̂, where α̂, ˆ̃Bd, σ̂ are estimates based on original
data (yi,Xd,i). However, this does not hold for the estimates obtained by optimizing (7.8).


















We can show that the resulting estimates possess the invariant property (see Appendix
F.4). Note that in the modified problem, the penalty term penalizes the `1-norm of the
coefficients and the scale parameter σ simultaneously, which has some close relations to
the Bayesian Lasso [123, 122]. The log-likelihood function in (7.9) is not concave which
causes computational problems. We use the following re-parameterization to transform the
optimization function to a concave function: α0 = α/σ,Ad = B̃d/σ, ρ = 1/σ. Conse-







ln f (ρyi − α0 − 〈Ad,Xd,i〉)− r(Ad)
}
. (7.10)
The optimization problem in (7.10) is concave if function f(·) is log-concave, which
is the case for most LLS distributions including normal, logistic, SEV, generalized log-
gamma, log-inverse Gaussian [69]. Lognormal, log-logistic and Weibull distributions whose
density function is not log-concave can easily be transformed to normal, logistic and SEV
distributions, respectively, by taking the logarithm of the TTF. Various optimization algo-
rithms such as coordinate descent [124] and gradient descent [125] can be used for solving
(7.10). Algorithm 1 shows the steps of the block relaxation method for optimizing (7.10)
and finding the ML estimates of the parameters.
The convergence criterion is defined by `(θ̃
(j+1)
) − `(θ̃(j)) < ε, in which `(θ̃(j)), is
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Algorithm 1: Block relaxation algorithm for solving problem (7.6).
Input: {S̃i, yi}ni=1 and rank k
Initialization: Matrices B̃(0)2 , B̃
(0)
3 are initialized randomly.
while convergence criterion not met do








































Let j := j + 1
end while








































It can be shown that Algorithm 1 exhibits the global convergence property (see Propo-
sition 1 in [126]). In other words, it will converge to a stationary point for any initial point.
Since a stationary point is only guaranteed to be a local maximum or saddle point, the
algorithm is run several times with different initializations while recording the best results.
Algorithm 1 requires the rank of B̃ to be known in advance for CP decomposition. In
this chapter, the Bayesian information criterion (BIC) is used to determine the appropriate
rank. The BIC is defined as−2`(θ̃)+m ln(n), where ` is the log-likelihood value defined in
Equation (7.11), n is the sample size (number of systems) and m is the number of effective
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parameters. Here, m = k(
∑3
d=1 pd−2), where k(−2) is used for the scaling indeterminacy
in the CP decomposition [23].
7.3.2 Dimension reduction via Tucker decomposition
Tucker decomposition is the second tensor decomposition approach used in this chapter. It
is used to reduce the dimensionality of B̃ as a product of a low-dimensional core tensor and
a set of factor matrices as follows:














where G̃ ∈ Rk1×k2×k3 is the core tensor with the element (G̃)r1,r2,r3 = g̃r1,r2,r3 , B̃d =[
β̃
(1)




∈ Rpd×kd for d = 1, 2, 3 is the factor matrix, “×d” is the mode-d product
operator, and “◦” is the outer product operator. Using this decomposition, Equation (7.2)
can be re-expressed as follows:
yi = α + 〈B̃, S̃i〉+ σεi
= α + 〈G̃ ×1 B̃1 ×2 B̃2 ×3 B̃3, S̃i〉+ σεi
(7.13)
Parameter Estimation for Tucker Decomposition
The following penalized log-likelihood function is used to compute the ML estimates of















































Similar to the CP decomposition model, the block relaxation method is used to solve
expression (7.14). To update the core tensor G̃ given all the factor matrices, the opti-




. Proposition 3 shows that this
optimization problem is equivalent to optimizing the penalized log-likelihood function of
yi = α + 〈vec(G̃),xi〉 + σεi, where vec(G̃) is the parameter vector and xi is the predictor
vector defined by xi = (B̃3 ⊗ B̃2 ⊗ B̃1)>vec(S̃i).
Proposition 6 Consider the optimization problem in (7.14), given {B̃1, B̃2, B̃3}, the op-















The proof of Proposition 3 is given in Appendix F.5. To guarantee the invariance prop-
erty of the estimates and concavity of the optimization function, we apply the following



















ρyi − α0 −
〈







To update the factor matrix B̃d, we fix the core tensor G̃ and the rest of the factor ma-





sition 7 shows that this optimization problem is equivalent to optimizing the log-likelihood
function of yi = α + 〈B̃d,Xd,i〉 + σεi, where B̃d is the parameter matrix; Xd,i is the





(1), if d = 1
S̃i(2)(B̃3 ⊗ B̃1)G̃
>
(2), if d = 2
S̃i(3)(B̃2 ⊗ B̃1)G̃
>
(3), if d = 3
, (7.17)
where S̃i(d) and G̃(d) are the mode-d matricization of S̃i and G̃, respectively.
Proposition 7 Consider the problem in (7.14), given G̃ and {B̃ 6=d}, the optimization prob-














The proof of Proposition 7 is provided in Appendix F.6. Similar to expression (7.9), we
use penalty term r( B̃d
σ
) and let ρ = 1/σ, α0 = α/σ,Ad = B̃d/σ. Consequently, we obtain







ln f (ρyi − α0 − 〈Ad,Xd,i〉)− r(Ad)
}
. (7.19)
The pseudocode for the block relaxation algorithm is summarized in Algorithm 2. The
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Algorithm 2: Block relaxation algorithm for solving problem (7.13).
Input: {S̃i, yi}ni=1 and rank {kd}3d=1
Initialization: Core tensor G(0) and matrices B̃(0)2 , B̃
(0)
3 are initialized randomly.
while convergence criterion not met do





























































Let j := j + 1
end while
Output: α = α0/ρ, σ = 1/ρ,G, {B̃d}3d=1
convergence criterion is defined by `(θ̃
(j+1)
)− `(θ̃(j)) < ε, where `(θ̃(j)), is given by
`(θ̃
(j)


































The set of ranks (i.e., k1, k2, k3) used in the Tucker decomposition is an input to Al-
gorithm 2. BIC is also used here to determine the appropriate rank, where ` is the log-














d is used to adjust for the non-singular transformation indeterminacy in the
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Tucker decomposition [23].
Using BIC for rank selection in the Tucker-based tensor regression model can be com-
putationally prohibitive. For example, for a 3-order tensor, there are totally 27 = 33 rank
candidates when the maximum rank in each dimensionality is 3. Increasing the maximum
rank to 4 and 5, the number of rank candidates is increased to 64 = 43 and 125 = 53,
respectively. To address this challenge, we propose a computationally efficient heuristic
method that automatically selects an appropriate rank. First, an initial coefficient tensor
is estimated by regressing each pixel against the TTF. Next, high-order singular value de-
composition (HOSVD) [127] is applied to the estimated tensor. HOSVD works by applying
regular SVD to matricizations of the initial tensor on each mode. The rank of each mode
can be selected by using FVE [19] and the resulting eigenvector matrix is the factor matrix
for that mode. Given the initial tensor and its estimated factor matrices, we can estimate
the core tensor. The core tensor and factor matrices estimated by HOSVD are used for
initialization in Algorithm 2. As pointed out by various studies in the literature, HOSVD
often performs reasonably well as an initialization method for iterative tensor estimation
algorithms [117, 21].
7.4 RUL prediction and realtime updating
The goal of this chapter is to predict and update the RUL of partially degraded systems
using in-situ degradation image streams. To achieve this, we utilize the LLS regression
modeling framework discussed in Section 3, and update the trained model based on data
streams observed from fielded systems. The LLS regression model requires that the degra-
dation image streams of the training systems and the fielded system being monitored to
have the same dimensionality. In other words, both should have the same number of degra-
dation images or profile length. In reality, this attribute is difficult to maintain for two
reasons; (1) different systems have different failure times, and (2) an equipment is typically
shutdown after failure and no further observations can be made beyond the failure time.
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Assuming the sampling (observation) time intervals are the same for all systems, a system
with a longer failure time has more degradation data than a system with a short failure time.
To address this challenge, we adopt the time-varying regression framework used in [19,
128]. The idea of the time-varying regression is that systems whose TTF are shorter than
the current observation time (of the fielded system) are excluded from the training dataset.
Next, the degradation data of the chosen systems are truncated at the current observation
time. By doing this, we ensure that the truncated degradation tensors of the chosen sys-
tems and the real-time observed degradation tensors of the fielded system possess the same
dimensionality.
We summarize the process of predicting and updating the RUL of a fielded system as
follows:
(i) At each sampling time tn, a new degradation image is observed from a fielded system.
Systems whose TTF are longer than tn are chosen from the training dataset.
(ii) The image streams of the chosen systems are then truncated at time tn by keeping only
the images observed at times {t1, t2, . . . , tn}. The truncated image streams constitutes
a new “training dataset,” hereafter referred to as truncated training dataset.
(iii) A dimensionality reduction technique, such as MPCA, is applied to the truncated
training dataset to obtain a low-dimensional tensor subspace of the truncated training
dataset. Tensors in the truncated training dataset are then projected to the tensor
subspace and their low-dimensional approximations are estimated.
(iv) The low-dimensional approximation tensors are used to fit the regression model in
Equation (7.2), and the parameters (i.e., α̂tn ,
ˆ̃Btn and σ̂tn) are estimated via one of the
methods described in Sections 7.3.1 and 7.3.2.
(v) The image stream from the fielded system is projected onto the tensor subspace es-
timated in step (iii), and its low-dimensional approximation (denoted as S̃tn) is also
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estimated. Next, the approximated tensor is input into the regression model estimated
in step (iv), and the TTF is predicted as follows:
ŷtn = α̂tn + 〈
ˆ̃Btn , S̃tn〉+ σ̂tnεi, (7.21)
which implies the predicted TTF follows an LLS distribution with location parameter
α̂tn +〈
ˆ̃Btn , S̃tn〉 and scale parameter σ̂tn , i.e., ŷtn ∼ LLS(α̂tn +〈
ˆ̃Btn , S̃tn〉, σ̂tn). From
this distribution, we can calculate both the point and interval estimate of the predicted
TTF. The RUL is then obtained by subtracting the current observation time from the
predicted TTF.
Note that steps (i)-(iv) can be done offline. That is, given a training dataset, we can
construct truncated training datasets with images observed at time {t1, t2}, {t1, t2, t3},
{t1, t2, t3, t4}, . . ., respectively. Regression models are then estimated based on all the
possible truncated training datasets. Once a new image is observed at say time tn, the
appropriate regression model with images {t1, . . . , tn} is chosen, and the RUL of the fielded
system is estimated in step (v). This approach enables real-time RUL predictions.
7.5 Numerical study I
In this section, we validate the effectiveness of model and rank selection criteria (BIC
and the heuristic method) using simulated degradation image streams. We assume the
underlying physical degradation follows a heat transfer process based on which simulated
degradation image streams are generated.
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t=2 t=4 t=6 t=8 t=10
(a) Without noise
t=2 t=4 t=6 t=8 t=10
(b) With noise
Figure 7.2: Simulated degradation images based on heat transfer process.
7.5.1 Data generation
Suppose for system i, the degradation image stream, denoted by Si(x, y, t), i = 1, . . . , 1000,










where (x, y); 0 ≤ x, y ≤ 0.05 represents the location of each image pixel, αi is the thermal
diffusivity coefficient for system i and is randomly generated from a uniform distribution
U(0.5× 10−5, 1.5× 10−5) and t is the time frame. The initial and boundary conditions are
set such that S|t=1 = 0 and S|x=0 = S|x=0.05 = S|y=0 = S|y=0.05 = 1. At each time t,
the image is recorded at locations x = j
n+1
, y = k
n+1
, j, k = 1, . . . , n, resulting in an n× n
matrix. Here we set n = 21 and t = 1, . . . , 10, which leads to 10 images of size 21×21 for
each system represented by a 21× 21× 10 tensor. Finally, i.i.d noises ε ∼ N(0, 0.01) are
added to each pixel. Example degradation images observed at time t = 2, 4, 6, 8, 10 from
a simulated system are shown in Figure 7.2, in which (a) and (b) show images without and
with noise, respectively.
To simulate the TTF of each system two sets of coefficient tensors are used. The first set,
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denoted by BC , is simulated in the form of basis matrices with rank 2 used in CP decom-
position. Specifically, three matrices, i.e., BC,1 ∈ R21×2,BC,2 ∈ R21×2,BC,3 ∈ R10×2
are generated. To induce sparsity, we randomly set half of elements of each matrix to
be 0. The values of the remaining 50% elements are randomly generated from a uni-
form distribution unif(−1, 1). The TTF, denoted by yC,i, is generated by using yC,i =
〈vec(BC), vec(Si)〉 + σεi, where vec(BC) = (BC,3 BC,2 BC,1)12, εi follows a stan-
dard smallest extreme value distribution SEV(0, 1) and σ is 5% times the standard deviation
of the location parameter, i.e., 〈vec(BC), vec(Si)〉.
The second set, denoted by BT , is simulated in the form of core and factor matrices
with rank (2, 1, 2) used in Tucker decomposition. Specifically, a core tensor GT ∈ R2×1×2
and three factor matrices BT,1 ∈ R21×2,BT,2 ∈ R21×1,BT,3 ∈ R10×2 are generated. All
the elements of the core tensor GT are set to 1. Furthermore, half of elements of matrices
BT,1,BT,2,BT,3 are randomly set to 0 and the remaining elements are randomly generated
from unif(−1, 1). The TTF, yT,i, is generated via yT,i = 〈vec(BT ), vec(Si)〉+ σεi, where
vec(BT ) = GT ×1 BT,1 ×2 BT,2 ×3 BT,3, εi follows a standard smallest extreme value
distribution SEV(0, 1) and σ is 5% times the standard deviation of the location parameter,
i.e., 〈vec(BT ), vec(Si)〉.
In the following subsection, we study the performance of the BIC criterion and our
heuristic rank selection method in identifying the correct LLS distribution (i.e., SEV) as
well as the right rank. We randomly select 500 of the simulated systems for training and
the remaining 500 systems for test.
7.5.2 Model and rank selection
We first apply CP-based tensor regression in Equation (7.5) to the training dataset, {yC,i,Si}500i=1,
and use Algorithm 1 to estimate the model parameters for different ranks and for four LLS
distributions, namely, normal, SEV, lognormal and Weibull. The BIC value is then com-
puted for each distribution and rank combination as discussed in Section 7.3.1. As pointed
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Table 7.1: BIC values for CP-based tensor regression.
Rank 1 2 3 4 5 6 7
SEV 620.5 -1535.3 -1383.4 -1232.7 -1122.9 -1014.4 -805.9
Normal 550.0 -1422.6 -1273.6 -1153.2 -1064.7 -1013.2 -1114.0
Weibull 618.1 -643.6 -472.6 -301.9 -180.5 -103.5 -54.0
Lognormal 610.5 -336.3 -187.7 -75.5 9.6 67.4 74.3
out earlier, the block relaxation method in Algorithm 1 only guarantees a local optimum
and hence, we shall run the algorithm 10 times using randomized initializations and record





3 with a random number generated from a uniform distribution
U(−1, 1). The BIC values for all combinations are reported in Table 7.1. From Table 7.1,
it can be seen that the smallest BIC value is -1535.3, which belongs to SEV distribution
with rank r = 2. This coincides with the rank and the distribution we used to generate the
data.
Similarly, the Tucker-based tensor regression model in Equation (7.13) is applied to the
training dataset, {yT,i,Si}500i=1 and Algorithm 2 (see Section 7.3.2) is used to estimate the
parameters. Again, the randomized initializations in Algorithm 2 are achieved by setting
each entry of the core tensor G and matrices B̃(0)2 and B̃
(0)
3 with a random number generated
from a uniform distribution U(−1, 1). A total of 27 different rank combinations are tested
under four distributions, normal, SEV, lognormal and Weibull. Again, for each distribution-
rank combination, Algorithm 2 is run with 10 randomized initializations, and the smallest
BIC value is reported in Table 7.2 .
Table 7.2 indicates that the smallest BIC value (-1313.5) is associated with the SEV
distribution with rank (2, 1, 2), which again matches the rank and the distribution that was
used to generate the data. Therefore, we can conclude that the BIC criterion is effective
in selecting an appropriate distribution and the correct rank of the tensors in the LLS re-
gression. In Table 7.3, we also report the results of the heuristic rank selection method for
Tucker. It can be seen from Table 7.3 that the heuristic rank selection method selects rank
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Table 7.2: BIC values for Tucker-based tensor regression.
Rank (1,1,1) (1,1,2) (1,1,3) (1,2,1) (1,2,2) (1,2,3) (1,3,1) (1,3,2) (1,3,3)
SEV -163.3 -113.2 -75.8 -44.8 -59.0 -15.7 61.0 52.6 29.6
Normal -199.0 -149.3 -112.0 -81.0 -82.8 -39.3 24.8 28.9 15.5
Weibull -73.9 -24.4 13.0 44.1 35.9 79.2 149.6 147.4 133.5
Lognormal -83.7 -33.9 3.4 34.4 28.6 71.6 140.0 140.2 141.9
Rank (2,1,1) (2,1,2) (2,1,3) (2,2,1) (2,2,2) (2,2,3) (2,3,1) (2,3,2) (2,3,3)
SEV -44.8 -1313.5 -1269.8 -16.1 -1212.7 -1202.9 95.4 -1115.0 -1106.5
Normal -80.9 -1259.1 -1215.6 -22.9 -1149.7 -1130.8 89.3 -1048.6 -1028.2
Weibull 44.1 -733.8 -690.2 66.1 -633.2 -607.1 178.1 -543.5 -508.1
Lognormal 34.4 -497.8 -454.3 85.2- -402.7 -394.4 197.2 -306.2 -292.6
Rank (3,1,1) (3,1,2) (3,1,3) (3,2,1) (3,2,2) (3,2,3) (3,3,1) (3,3,2) (3,3,3)
SEV 60.7 -1201.8 -1224.9 95.5 -1156.4 -1164.0 113.0 -1071.4 -1074.4
Normal 24.9 -1147.2 -1153.2 88.8 -1093.2 -1082.6 129.4 -1009.0 -999.2
Weibull 149.7 -621.9 -613.1 177.8 -572.3 -539.2 205.6 -488.5 -468.2
Lognormal 139.9 -385.9 -391.0 197.5 -337.9 -331.4 238.5 -252.0 -262.3
(1, 1, 1) under normal and lognormal distributions, while selects rank (2, 2, 2) under SEV
distribution and (1, 2, 2) under Weibull distribution. The smallest BIC values (-1212.3) is
achieved under SEV distribution with rank (2, 2, 2), which is close to the actual rank.
Table 7.3: Distribution and rank selection results by using heuristic rank selection method.





7.6 Numerical study II
In this section, we validate the prediction capability of our methodology with the two types
of decomposition approaches using simulated degradation image streams.
157
7.6.1 Data generation
Similar to Section 7.5, we assume the underlying physical degradation follows a heat trans-
fer process based on which simulated degradation image streams are generated. Specifi-
cally, the degradation image streams are generated using Equation (7.22). Here, the thermal
diffusivity coefficient for system i, i = 1, . . . , 500, is randomly generated from a uniform
distribution U(5 × 10−5, 1 × 10−4). Each system has 100 images with size 51 × 51. As
a result, each system is represented by a 51 × 51 × 100 tensor. Two types of noise are
added to each image. The first type of noise is generated from a spatial Gaussian process,
GP (0, K(·, ·)). Here, the covariance function K(s1, s2) = σ2 exp(−φ‖s1 − s2‖), where
σ2 = 0.01, φ = 0.25, and ‖s1−s2‖ =
√
(x1 − x2)2 + (y1 − y2)2 is the Euclidean distance
between pixels s1 = (x1, y1) and s2 = (x2, y2). The second type of noise, independent and
identically distributed from a normal distribution N (0, 0.022), is added to each pixel.
In prognostic analysis, a TTF is usually defined as the time that the degradation signal
crosses a predefined failure threshold. However, for applications with degradation image
streams, it is difficult to define such a failure threshold. To address this challenge, in this
simulation, the TTF of system i is generated from ỹi = αi, where αi is the thermal dif-
fusivity coefficient. The motivation behind this is that the thermal diffusivity coefficient
αi controls system i’s degradation rate, which determines the TTF of the system in reality.
Therefore, it is reasonable to use the diffusivity coefficient as a proxy of TTF.
In the following two subsections, we first introduce the models used to benchmark
our proposed methodology. Then, we compare the performance of our method with the
benchmarking models in terms of the prediction capability.
7.6.2 Benchmarks and validation settings
Our proposed methods, designated as “CP” and “Tucker,” work by first applying MPCA
to the degradation image streams to extract their low-dimensional projected tensors. Next,
the projected tensors are regressed against TTFs using the CP- and Tucker-based LLS re-
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gression model, respectively. We compare the performance of our methodologies with five
baseline models. The first two benchmarking models are similar to our proposed method-
ologies except that they do not apply MPCA on the degradation image streams. We refer
to them as “CP (No MPCA)” and “Tucker (No MPCA),” respectively.
The third baseline model, which we designated as “FPCA,” uses functional principal
components analysis (FPCA) to model the overall image intensity. To be specific, we first
transform the degradation image stream of each system into a time-series signal by taking
the average intensity of each observed image. Next, FPCA is applied to the time-series sig-
nals to extract features. FPCA is a popular functional data analysis technique that identifies
the important sources of patterns and variations among functional data (time-series signals
in our case)[17]. The time-series signals are projected to a low-dimensional feature space
spanned by the eigen-functions of the signals’ covariance function and provides fused fea-
tures called FPC-scores. Finally, FPC-scores are regressed against the TTFs by using LLS
regression. More details about this FPCA prognostic model can be found in [19].
The fourth benchmark is referred to as “PCA,” which uses principal components analy-
sis (PCA) to model the vectorized image intensity. Specifically, we first transform each im-
age (in R51×51) to a vector (in R1×2601). Next, we construct a signal matrix (in R100n0×2601,
n0 is the number of training systems), each row of which contains a vectorized image.
Third, PCA is applied to the signal matrix to reduce dimensionality and extract features.
The extracted features from all the images of a system are concatenated to be that system’s
covariates, which are then regressed against the TTFs by using LLS regression.
We refer to the last baseline method as “B-spline.” This approach is inspired by [104],
in which the authors use penalized B-spline to fit the smooth mean function of an image
stream. In this simulation, we also use penalized B-spline to fit each degradation image
stream, and use the resulting coefficients as that image stream’s low-dimensional features.
We then regress the features against the TTFs using LLS regression.
We evaluate the performance of our methods and the benchmarks under different train-
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ing sample sizes: (i) large and (ii) small, where the image streams of the first 400 and
100 systems in the simulated dataset are used for model training, respectively. The image
streams of the last 100 systems in the simulated dataset are used for validation. Prediction
errors are calculated using Equation (2.25). In this simulation study, the LLS distributions
for the regression models are selected by using BIC. The rank for CP-based models is se-
lected using BIC, and the rank for Tucker-based models is chosen by the heuristic method
discussed in Section 7.3.2. The number of principal components for “FPCA” and “PCA” is
selected using cross-validation (CV). The order of spline basis, knots number, and regular-
ization tuning parameters are chosen using generalized cross-validation (GCV) following
the suggestion of [104].
The simulation scenarios were performed using MATLAB 2012b in a 64-bit Unix sys-
tem with the Xeon X5560 CPU @2.80 GHz processor and 150.0 GB RAM.
7.6.3 Results and analysis
We first evaluate the computational time of our proposed methodologies and the bench-
marking models. To do this, we take the image streams from the first 400 systems in the
simulated dataset for training and randomly select 1 system from the remaining 100 sys-
tems for test. The computational time is reported in Table 7.4, which illustrates that our
proposed methodologies are computationally less efficient than “FPCA” but more efficient
than “PCA” and “B-spline.” In addition, it also indicates that the computational time for
“CP” and “Tucker” are similar to the computational time of “CP (No MPCA)” and “ Tucker
(No MPCA).”
Table 7.4: Computational time (unit: second).
Method CP Tucker CP Tucker FPCA PCA B-spline
(No MPCA) (No MPCA)
Time 118 126 113 154 23 656 232
Next, we report box plots of the prediction errors of the different approaches at dif-
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ferent training sample sizes in Figures 7.3 and 7.4. In the following subsections, we first
evaluate the performance of our proposed tensor-based models by comparing them with
non-tensor-based benchmarks. Then, we evaluate the effectiveness of the multilinear di-
mension reduction technique incorporated in our tensor-based regression models.




























































Figure 7.3: Prediction errors with large training sample size.


































































Figure 7.4: Prediction errors with small training sample size
Performance comparison between tensor-based and non-tensor-based models
Figures 7.3 and 7.4 indicate that, at both large and small training sample size scenarios,
our proposed tensor-based regression models (i.e., “CP,” “Tucker,” “CP (No MPCA),”
and “Tucker (No MPCA)”) achieved smaller absolute prediction errors (in terms of both
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mean and variance) than the non-tensor-based benchmarks (i.e., “FPCA,” “PCA,” and “B-
spline”). For example, in Figure 7.3 (a), the median absolute prediction errors (and the in-
terquartile range, i.e., IQR) of the tensor-based models are around 0.5%(1.5%), while they
are around 9%(25%), 3.2%(12%), and 1.5%(5%) for “FPCA,” “PCA,” and “B-spline,” re-
spectively. Similar phenomenon can also be observed in Figure 7.4. This implies that our
tensor-based models outperform other benchmarks in terms of both prediction accuracy
and precision. We believe this is because our tensor-based models have the following char-
acteristics: (i) Our methodologies are capable of capturing the spatio-temporal correlation
structure in each image stream; (ii) the multilinear dimensionality reduction technique used
in our methods is able to maximize the stream-to-stream (system-to-system) variation cap-
tured in the low-dimensional projection space; (iii) our methods can be seen as supervised
dimension reduction methodologies, which use TTF information to supervise the dimen-
sion reduction of the coefficient tensor.
Compared with our models, none of the benchmarking models, i.e., “FPCA,” “PCA,”
or “B-spline,” uses TTF information to supervise the dimension reduction process. In addi-
tion, the benchmarking models have some other limitations that compromise their predic-
tion capabilities. For example, “FPCA” transforms the degradation image stream of each
system into a time-series signal by taking the average intensity of each observed image.
This results in a significant loss of spatial information in each image, and thus, compromis-
ing the prediction accuracy.
“PCA” first extracts low-dimensional features (i.e., PC-scores) by applying regular lin-
ear PCA to the set of vectorized images without considering their temporal dependency.
Next, the PC-scores from all the images of each system are concatenated as the system’s
regression covariates. By doing so, “PCA” hierarchically captures the spatial and temporal
correlation among image streams. However, the dimension reduction achieved by“PCA”
is insufficient since “PCA” maximizes the image-to-image variation but not the system-to-
system variation captured in the low-dimensional projection space. Furthermore, for image
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streams containing non-separable spatio-temporal correlation, “PCA” breaks the correla-
tion structure by modeling spatial and temporal correlation separately. In addition, for
applications where each system has numerous images, “PCA” may result in a large num-
ber of covariates for each system, and thus will pose a parameter estimation challenge (the
number of parameters is equal to the number of PC-scores extracted from each image times
the number of images in each system).
The “B-spline” benchmark individually fits each image stream using penalized B-spline,
and the fitting coefficients are treated as low-dimensional features of that system. “B-
spline” is capable of capturing the spatio-temporal correlation in each image stream. How-
ever, it fails to consider the stream-to-stream (system-to-system) variation, and thus it is an
insufficient dimensionality reduction technique for our prognostic application.
All these aforementioned limitations of the benchmarking models compromise their
prediction capabilities, so they did not perform well as our proposed tensor-based regres-
sion methodologies.
Performance evaluation of the multilinear dimension reduction methodology
In this subsection, we evaluate the performance of the multilinear dimension reduction
technique incorporated in our methodologies.
Figure 7.3 (a) illustrates that when the training sample size is large, the prediction errors
of “CP” and “CP (No MPCA)” are close to each other. The median (IQR) of the predic-
tion errors for “CP” and “CP (No MPCA)” are around 0.41%(1.4%) and 0.47%(1.5%),
respectively. A similar phenomenon can also be observed between “Tucker” and “Tucker
(No MPCA),” where the median (IQR) of the prediction errors are around 0.4%(1.3%)
and 0.45%(1.5%), respectively. This implies that, when the training sample size is large
enough, the prediction capabilities of our proposed tensor-based regression models are not
affected by incorporating the multilinear dimension reduction technique. Figure 7.4 (a)
indicates that when the training sample size is small, “CP” and “Tucker” achieve better
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prediction results than “CP (No MPCA)” and “Tucker (No MPCA),” respectively. For in-
stance, the median (IQR) of the prediction errors for “CP” and “Tucker” are 1.2%(3.5%)
and 1%(3.5%), respectively. However, they are 2.5%(8%) and 2.5%(7.5%) for “CP (No
MPCA)” and “Tucker (No MPCA)” respectively. Therefore, we conclude that the multi-
linear dimension reduction technique can help improve the prediction capabilities of our
tensor-based regression model when the training sample size is not large enough. This is
reasonable since multilinear dimensional reduction techniques help reduce the number of
parameters to be estimated in the tensor-based models.
7.7 Case study: Degradation image streams from rotating machinery
In this section, we validate the effectiveness of our methodology using degradation image
streams obtained from a rotating machinery. The experimental test bed, which was de-
scribed in detail in [96], is designed to perform accelerated degradation tests on rolling ele-
ment thrust bearings. The test bearings are run from a brand new state until failure. Vibra-
tion sensors are used to monitor the health of the rotating machinery. Failure is defined once
the amplitude of defective vibration frequencies crosses a pre-specified threshold based on
ISO standards for machine vibration. Meanwhile, infrared images that capture temperature
signatures of the degraded component throughout the degradation test are acquired using
an FLIR T300 infrared camera. Infrared images with 40 × 20 pixels are stored every 10
seconds. Four different experiments were run to failure. The resulting degradation-based
image streams contained 375, 611, 827 and 1, 478 images, respectively.
Due to the high cost of running degradation experiments, additional degradation image
streams were generated by resampling from the original image database obtained from the
four experiments discussed earlier. In total 284 image data streams were generated. As an
illustration, a sequence of images obtained at different (ordered) time periods are shown in
Figure 7.5.
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(a) t=1 (b) t=2 (c) t=3 (d) t=4 (e) t=5
(f) t=6 (g) t=7 (h) t=8 (i) t=9 (j) t=10
Figure 7.5: An illustration of one infrared degradation image stream.
7.7.1 Model selection
In this section, we discuss how to select an appropriate LLS tensor regression model for
our dataset. This is achieved by applying different LLS tensor regression candidate models
to a training set consisting of multiple image data streams. The model with the smallest
BIC is selected as the best candidate model.
To account for the variability in the length of the image streams (as illustrated earlier in
Section 7.4), we generate multiple subsamples based on different TTFs. Specifically, we
sort the TTFs in ascending order such that TTF1 < TTF2 < · · · < TTFn, where n ≤ 284
is the number of unique TTFs (or equivalent the number of subsamples). Next, we define
subsample i as the systems whose TTFs are greater than or equal to TTFi, for i = 1, . . . , n.
For example, subsample 1 includes all the 284 image streams, and subsample 2 includes
all the image streams excluding the ones with the smallest TTF, and so forth. Third, each
subsample is truncated by only keeping images observed on time domain [0, TTFi] epochs.
By doing so, we ensure that all the image streams in a subsample have the same dimension-
ality. This is important when applying the LLS tensor regression model. After truncation,
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the following steps are applied to select the best candidate regression model:
• Step 1: Dimension reduction. MPCA is applied to each subsample i (truncated image
stream). The fraction-of-variance-explained, which is used to select the number of
multilinear principal components (see [21] for details), is set to be 0.95. Using this
criterion, a low-dimensional tensor is extracted from each image stream (or each
system).
• Step 2: Fitting LLS model. The low-dimensional tensors extracted from Step 1 are
regressed against TTFs using an LLS regression model. Similar to the Simulation
study, we evaluate four types of distributions: normal, lognormal, SEV and Weibull.
Tucker-based estimation method with heuristic rank selection is used for parameter
estimation.
• Step 3: Comparing BIC values. BIC values are then computed for each of the four
fitted models. The model with the smallest BIC is selected as the most appropriate
one for the subsample.
• Step 4: Distribution selection. Steps 1, 2, and 3 are applied to all the subsamples. The
distribution with the highest selected frequency is considered as the best candidate
distribution.
After applying the aforementioned selection procedures to all the subsamples, we summa-
rize the percentage of times each distribution was selected. Table 7.5 summarizes these
results and shows that the Weibull distribution was selected on average 74.4% while the
lognormal was selected 25.6% of the time. We expect to have some overlap in the models
that have been selected because for specific parameter values, different distributions may
exhibit reasonable fits for the same data sets. In our case, it is clear that the Weibull dis-
tribution dominates most of the selections and will therefore be considered as the suitable
distribution for this data set.
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Table 7.5: Distribution selection results.
LLS Distribution Normal Lognormal SEV Weibull
Selection (%) 0% 25.6% 0% 74.4%
7.7.2 Performance Evaluation
The Weibull tensor regression model is chosen for evaluating the accuracy of predicting
lifetime. Similar to the simulation study in Section 7.6, we compare the performance of
our methods with the “FPCA,” “PCA,” and “B-spline.” Time-series degradation signals
corresponding to the infrared images of the experimental test bed were obtained in a sim-
ilar manner to what was discussed in Section 7.6. Figure 7.6 shows a sample of these
transformed time-series signals.
Figure 7.6: A sample of transformed time-series signals.
The accuracy and precision of the predictions made by the proposed model as well as
the benchmarking models are evaluated using a leave-one-out cross-validation study. For
each validation, 283 systems are used for training and the remaining one system is used
for testing. The RULs of the test system are predicted at each time epoch. The time-
varying regression framework presented in Section 7.4 is used to enable the integration
of newly observed image data (from the test data). The prediction errors are computed
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using Equation (2.25). We report the mean and variance of the absolute prediction errors
in Figure 7.7 where 10% represents prediction errors evaluated at life percentiles in the
interval of (5%, 15%], 20% for the interval of (15%, 25%], etc.




















































































Figure 7.7: The mean and variance of the absolute prediction errors.
Figure 7.7 indicates that all the five methodologies have smaller prediction errors at
higher observation percentiles. This is because at higher observation percentiles more
degradation-based image data has been observed, which provide more information about
the underlying physical degradation process. This results in better prediction accuracy.
Figure 7.7 also reveals that the proposed CP-based and Tucker-based regression models
outperform “FPCA,” “PCA,” and “B-spline” in terms of mean and variance of the absolute
prediction errors. For example, at the 50th percentile, the mean (variance) of the abso-
lute prediction errors for FPCA, PCA, B-spline, CP-based and Tucker-based models are
0.12(0.02), 0.09(0.009), 0.08(0.009), 0.07(0.006) and 0.05(0.003), respectively. A similar
pattern can also be seen at most of the remaining prediction percentiles. This is consistent
with the results in Section 7.6. Similarly, we believe this is because our tensor-based regres-
sion models are capable of (i) capturing the spatio-temporal correlation structure in each
image stream, (ii) maximizing the captured stream-to-stream (system-to-system) variation
in the low-dimensional projection space, and (iii) using TTF information to supervise the
dimension reduction of the coefficient tensor. Again, comparing with our methods, none of
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the benchmarks uses the TTF information for dimension reduction. In addition, “FPCA”
results the loss of spatial information by averaging the pixel intensities. “PCA” is not
able to maximize the captured system-to-system variation, breaks spatio-temporal correla-
tion, and may lead to a large number of parameters. “B-spline” also fails to maximize the
system-to-system variation. All these limitations compromise the prediction capabilities of
the benchmarks.
Figure 7.7 also shows that Tucker-based regression performs better than CP-based. The
mean and variance for the Tucker-based model are consistently lower than those of the CP-
based regression model. This difference may be attributed to the fact that the Tucker-based
model allows the tensor to have a different rank for each of the three orders (directions).
This enhances the flexibility of the regression model. In contrast, the CP-based model
requires the rank on each direction to be equal, which may have an impact on the model’s
flexibility.
7.8 Conclusions
Degradation tensors such as image streams and profiles often contain rich information
about the physical degradation process and can be utilized for prognostics and predicting
the RUL of functioning systems. However, the analysis of degradation tensors is chal-
lenging due to their high-dimensionality and complex spatial-temporal structure. In this
chapter, we proposed a penalized (log)-location-scale regression model that can utilize high
dimensional tensors to predict the RUL of systems. Our method first reduces the dimen-
sionality of tensor covariates by projecting them onto a low-dimensional tensor subspace
that preserves the useful information of the covariates. Next, the projected low-dimensional
covariate tensors are regressed against TTFs via an LLS regression model. In order to fur-
ther reduce the number of parameters, the coefficient tensor is decomposed by utilizing two
tensor decompositions, CP and Tucker. The CP decomposition decomposes the coefficient
tensor as a product of low-dimensional basis matrices, and Tucker decomposition expresses
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it as a product of a low-dimensional core tensor and factor matrices. Instead of estimating
the coefficient tensor, we only estimate its corresponding core tensors and factor/basis ma-
trices. By doing so, the number of parameters to be estimated is dramatically reduced. Two
numerical block relaxation algorithms with global convergence property were developed
for the model estimation. The block relaxation algorithms iteratively estimate only one
block of parameters (i.e., one factor/basis matrix or core tensor) at each time while keeping
other blocks fixed until convergences.
We evaluated the performance of our proposed methodology through numerical stud-
ies. The results indicated that our methodology outperformed the benchmarks in terms of
both prediction accuracy and precision. In addition, the results showed that the multilinear
dimension reduction technique could help improve the prediction accuracy and precision,
especially when the training sample size is small. We also validated the effectiveness of our
proposed tensor regression model using a case study on degradation modeling of bearings
in a rotating machinery. The results indicated that both CP-based and Tucker-based models
outperformed the benchmarks in terms of prediction accuracy as well as precision at almost
all the life percentiles. The results also indicated that Tucker-based model achieved better
prediction accuracy than the CP-based model. This is reasonable since Tucker-based model
is more flexible as it allows different modes to have different ranks, while the CP-based
model requires all the modes have the same rank. The model developed in this chapter
only works on a single computer. Development of a tensor-based prognostics model that
can run on a distributed computing system is an important topic for future research.
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CHAPTER 8
CONCLUSIONS AND FUTURE RESEARCH
8.1 Conclusions
This thesis has presented new predictive analytics methodologies that extract information
from massive and complex-structured high-dimensional signals with the goal of predicting
(in real-time) the future state-of-health of complex engineering systems. The main research
results and new contributions of this dissertation are summarized as follows.
(1) A new methodology was developed for systematically selecting informative sensors,
fusing multi-stream signals, and predicting residual useful lifetimes. This is achieved by
building a penalized LLS functional regression model, which integrates LLS functional re-
gression and group nonnegative garrote. The LLS functional model regresses degradation
trajectories against TTFs, and the coefficient functions are penalized using group nonnega-
tive garrote. To address the model estimation challenge, FPCA is employed to transform the
penalized LLS functional regression to penalized LLS regression. The transformed model
is then solved using penalized maximum likelihood estimation and informative sensors are
selected. The informative sensors are then fused utilizing multivariate FPCA to predict
remaining operational lifetimes. Using multivariate sensor data from an aircraft turbofan
engine consisting of 21 sensors, we were able to achieve higher prediction accuracy using
4 sensors selected by our approach relative to the original 21 sensors.
(2) A new scalable prognostic model was proposed for large-scale condition monitoring
applications. The proposed methodology focuses on computational scalability of the func-
tional data analysis-based prognostic framework, which utilizes multivariate FPCA to fuse
the multi-stream high-dimensional degradation signals and then uses the resulting features
to predict the TTF. Classic multivariate FPCA typically involves some form of decom-
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position or factorization of a matrix (or covariance matrix) constructed from multi-stream
signals. Such decomposition/factorization is often computationally infeasible since the ma-
trix is usually extremely large given the large size and high dimensionality of the data. This
thesis addresses this challenge by integrating randomized low-rank matrix approximation
with multivariate FPCA computations. Randomized low-rank matrix approximation com-
putes the leading singular values and vectors of the signal matrix via randomized sampling.
This is achieved by first computing an approximation to the range (also known as column
space) of a matrix via randomized sampling. The signal matrix is then projected to the ap-
proximated range and a factorization of the resulting low-rank matrix is computed. Using a
numerical study, we showed that the computational time for predicting remaining lifetime
distribution of 100 units with 1,000 sensors per unit using best-in class models required 24
minutes compared to 10 seconds using the proposed approach (without loss in accuracy).
(3) A novel adaptive functional regression-based prognostics model was developed for
applications in which degradation signals have different forms of missing data, i.e., sparse
or fragmented data. The methodology was based on using FPCA to identify a general non-
parametric trend for degradation signals pertaining to a population of similar components.
An adaptive functional regression model was then used to model the relationship between
the FPC-scores and the time-to-failure of the components. Real-time signals observed from
validation components (assumed to be operating in the field) were incorporated into the
model and used to update the predicted time-to-failure of each fielded component based on
their unique degradation characteristics. The model was validated using two sets of degra-
dation data, crack growth and bearing vibration data. The performance of the model was
benchmarked against other nonparametric and parametric models. The investigation was
performed for complete, sparse, and fragmented signal scenarios. Results indicated that
the performance of our proposed model was more robust compared and provided relatively
failure predictability in comparison to the other benchmarks used in the study. This was
particularly true to for sparse and fragmented degradation signals. In the case of complete
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signals that had no missing data, our model performance at least as good as the benchmark
parametric model.
(4) A new robust prognostic model was proposed for applications with large amount of
incomplete multi-stream signals. We proposed two algorithms that use matrix completion
to address the missing data challenge for multi-sensor applications. The first algorithm, the
subspace detection method, uses matrix completion techniques to compute a set of basis
that spans the column space of the original signal matrix. The basis are then utilized by
a novel-developed algorithm to extract signal features. The second algorithm, the signal
recovery method, involves two steps, conventional matrix completion followed by feature
extraction. Matrix completion techniques are employed to recover the missing degrada-
tion data of each sensor individually. Recovered signals are then utilized to extract signal
features via a newly-developed incremental SVD algorithm, which significantly helps re-
duce the computational complexity and memory requirement. The proposed methodolo-
gies were evaluated through an extensive numerical study and real-world data. The results
demonstrated that the proposed approaches are robust to significant levels of missing data
and can maintain reasonable prediction accuracy even if the signals are highly incomplete.
(5) A novel prognostic model for multi-sensor applications with highly-incomplete degra-
dation signals and censored historical failure times was developed. The methodology
builds an optimization problem combining a feature extraction term and a regression term.
The feature extraction term extracts low-dimensional features of multi-stream degradation
signals using their incomplete observations, and the regression term regresses the features
against the censored TTFs. By simultaneously optimizing the two terms, the TTFs are used
to supervise the feature extraction process, and thus the extracted features are guaranteed to
be most informative for TTF prediction. To solve the optimization problem, we developed
a Block Prox-Linear Coordinate Descent algorithm and theoretically proved its global con-
vergence property. A simulated dataset and a multi-stream degradation data from aircraft
turbofan engines were used to evaluate the performance of our proposed methodology. The
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results indicated that our proposed methodology achieved high prediction accuracy even
if the degradation signals are highly incomplete and the historical failure times present a
significant level of censoring. In addition, the results also illustrated that our model con-
sistently outperformed the unsupervised dimension reduction-based benchmarks in terms
of prediction errors, at all levels of data incompleteness and failure time censoring, which
confirmed the importance of using failure times to supervise the feature extraction (or di-
mension reduction) process in prognostic modeling.
(6) A new prognostic model was proposed for industrial applications involving image
data. The methodology integrates tensor linear algebra with traditional LLS regression
widely used in reliability and prognostics. To address the high dimensionality challenge,
the degradation image streams are first projected to a low-dimensional tensor subspace that
is able to preserve their information. Next, the projected image tensors are regressed against
TTFs via penalized LLS tensor regression. The coefficient tensor is then decomposed using
CP and Tucker decompositions, which enables parameter estimation in a high-dimensional
setting. Two optimization algorithms with a global convergence property were developed
for model estimation. The effectiveness of the proposed models was validated using two
simulated datasets and infrared degradation image streams from a rotating machinery.
8.2 Future research
Predictive analytics using high-dimensional signals is an important yet challenging research
problem. In this dissertation, we have made some initial efforts in this area. In the future,
one important and interesting research opportunity is to extend the current predictive mod-
eling framework to other practical scenarios that include: (1) settings involving multiple
failure modes, which are common among most industrial assets, and (2) applications where
assets function under different operational modes and/or loading profiles. Different failure
modes stem from different physical degradation processes that can be mutually exclusive
(a simple case) or interdependent (a more complex case). The sensors that measure these
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failure modes can be distinct for each mode (a simple case) or overlap with other modes
(a more complex scenario). Similarly, varying operating conditions have varying effects
on degradation rates, e.g., more harsh environments tend to accelerate the degradation pro-
cess. These problems require fundamental research that aims at advancing conventional
statistical and stochastic methodologies to enable modeling of such complex settings that
have exciting research challenges yet remain strongly relevant to real-world applications.
The above problems generate their own unique computational and scalability chal-
lenges. Many analytic models require re-estimating several components of the existing
model from scratch every time new data is observed. This makes the computation even
more challenging in settings involving multi-failure modes and time-varying operating con-
ditions. Rather than performing major re-computations, my plan is to focus on developing
sequential algorithms that maximize the utilization of previous model estimation during
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The location parameter in criterion (2.8) is expressed as follows:






Recall that α̃p(t) = α̂p(t)dp(t), α̂p(t) =
∑∞












































































α̃p(t)µp(t)dt is the intercept.
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k=1 βkψk(t) and si(t) = µ(t) +∑∞
k=1 ζi,kψk(t),



































SUPPLEMENTARY MATERIALS OF CHAPTER 4
Due to the missing signal observations, the model expressed in equation (4.5) is estimated
using the “pooled” historical degradation data. This allows us to borrow information across
different components, which improves the estimation process. First, we denote the degra-
dation signal of component i, as Si(tij), where j = 1, . . . ,mi, and mi is the number of
observation time points of signal i. (Recall, i = 1, . . . , n, and n is the number of sig-
nals). {tij}j=1,...,mi are sparsely observed times points on the time domain [0,M ] for signal
i.Using these notation, we arrive at the following form:






Next, we illustrate how to estimate the mean and covariance functions, and the FPC-
scores.
C.1 Estimating the Mean Function
The mean function µ(t) is estimated using a smoothing technique, specifically local re-
gression [45]. In local regression, a smoothing window with a given bandwidth is defined
around a point in the domain of the mean function. A smooth function is then approxi-
mated in that neighborhood using the available signal observations. We use a local linear
approximation of the mean function, i.e, µ(tij) ≈ c0 + c1(tij − t). The estimates of the
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){Si(tij)− c0 − c1(t− tij)}2, (C.2)
where t is the objective fitting time point, tij are the observed time points within the smooth-
ing window, dµ is the bandwidth of the smoothing window, which is selected by using the
one-curve-leave-out cross-validation method (see [47] for additional details), and W (·) is
a Gaussian kernel function that assigns more weight to those observations close to point t.
µ(t) is estimated as follows; µ̂(t) = ĉ0(t).
C.2 Estimating the Covariance Function
The covariance function C(t, t′) is estimated using the demeaned signal data Si(tij) −
µ̂(tij), where µ̂(t) is the estimated mean function obtained from the previous step. The
raw covariance surface is denoted by Gi(tij, tik) = Cov(Si(tij)− µ̂(tij), Si(tik)− µ̂(tik)).
Recall that Ci(tij, tik) = Cov(Xi(tij), Xi(tik)), thus we have Gi(tij, tik) = Ci(tij, tik) +
σ2δtijtik , where δtijtik = 1, if tij = tjk, and 0 otherwise. In order to estimate Ci(tij, tik),
we only consider the off-diagonal elements of the raw covariance surface Gi(tij, tik) (since
the diagonal elements contain an additional element, the error variance). In other words,
only Gi(tij, tik), tij 6= tik are used to estimate Ci(tij, tik). We also use local regression to














where dG is the smoothing window bandwidth, which is also selected by using one-curve-
leave-out cross-validation, and W (·) is a bivariate Gaussian kernel function.














φ̂k(t)× φ̂m(t)dt = 1, if m = k, and 0 otherwise. Equation (C.4) is solved by
discretizing the estimated covariance surface Ĉ(t, t′) (details can be found in [47]).
C.3 Estimating the Error Term
To estimate the error terms, we let D̂(t) represent a smoothed function estimated using the
diagonal elements of the raw covariance surface i.e. C(t, t′) + σ2. Next, we define C̃(t)
as a smoothed function based on the covariance surface, C(t, t′). In other words, D̂(t)
is calculated based on the “raw” diagonal elements, and hence it contains the variance of
the error term, whereas C̃(t) is estimated based on covariance matrix with the “smoothed”
diagonal elements, and hence so it does not contain the variance of the error term. Using







where |M | denotes the length of [0,M ].
D̂(t) is estimated using local linear smoothers similar to those presented in Equation
(C.2) with Gi(tij, tij) as input. Local quadratic smoothers are used to estimate C̃(t) since
they tend to capture the shape of the surface better. Consequently, local quadratic smoothers
are used to estimate C̃(t) by rotating the coordinates by 45 degrees as proposed in [fpca]
(since the covariance surface C(t, t′) is maximal along the diagonal as noted by [129]). By















where (tij, tik) denote the points in the original axes, and (trij, t
r
ik) represent the corre-
sponding points on the rotated axes.














where dG is the smoothing bandwidth; and W (·) is the bivariate Gaussian kernel function.
If we let Ĉr(t) = ĉ0(t, t′) be the rotated estimate of C(t, t′), then C̃(t) = Ĉr(0, t/
√
2), and
hence, σ2 can be estimated using Equation C.5.
C.4 Estimating the FPC-scores




µ(t))φk(t)dt and can be estimated by numerical integration using ξ̂ik =
∑mi
j=1(Si(tij) −
µ̂(tij))φ̂k(tij)(tij − ti(j−1)), where ti0 = 0. However, when dealing with sparse and frag-
mented signals, numerical integration may not be suitable, especially when the degradation
signals are too sparse. Consequently, we use a method proposed by [fpca] and is known
as Principal Analysis by Conditional Expectation (PACE). Asymptotic results reported by
the authors demonstrate that the PACE method is well-suited for estimating FPC-scores
when repeated measurements are irregularly spaced and the number of observations per
subject is limited. To illustrate this method, we begin by defining the following vectors;
X̃i = (Xi(ti1), ..., Xi(timi))
T , S̃i = (Si(ti1), ..., Si(timi))
T , µ̂i = (µ̂(ti1), ..., µ̂(timi))
T ,
and φ̂ik = (φ̂k(ti1), ..., φ̂k(timi))
T . Based on the assumption that ξik and εi are jointly
Gaussian, the FPC-scores of the ith signal can be estimated using the following conditional
expectation:





(S̃i − µ̂i), (C.7)
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where Σ̂Si = cov(S̃i, S̃i) = cov(X̃i, X̃i) + σ̂
2Imi . Σ̂Si is a mi ×mi matrix and its (j, k)th
element is Σ̂Si(j, k) = Ĉ(tij, tik) + σ̂
2δtijtik , where δtijtik = 1, if tij = tjk and 0 otherwise.
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Since Q is an orthonormal basis of S, we have S = QQ>S and S̃ = QQ>S̃. Since
W = Q>S, then W = Q>S. Thus, we have S = QQ>S = QW = Q(W̃ +W ) =
QW̃ +QW = QW̃ +QQ>S =⇒ QQ>S = QW̃ +QQ>S =⇒ QQ>S−QQ>S =
QW̃ =⇒ QQ>(S − S) = QW̃ =⇒ QQ>S̃ = QW̃ =⇒ S̃ = QW̃ . In addition,
since W̃ = UΣV >, we can conclude S̃ = QUΣV > = ÛΣ̂V̂
>
, where Û = QU , Σ̂ =
Σ, V̂ = V .
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In this section, we show the proofs of the lemmas, propositions and theorems used in this
chapter.
E.1 Preliminaries
Lemma E.1.1 The negative log-likelihood functions of (log)-location-scale (LLS) distri-
butions, denoted by `(σ̃y − 1nβ̃0 −Uβ̃), have the following property:
`(σ̃y − 1nβ̃0 −Uβ̃) ≥ −n log(σ̃) + ‖σ̃y − 1nβ̃0 −Uβ̃‖1 (E.1)
where ‖ · ‖1 is the `1 norm.
Proof 2 For an SEV/Weibull distribution, it is known that `(σ̃y − 1nβ̃0 −Uβ̃) = −n log σ̃−∑n
i=1(σ̃yi − β̃0 − uiβ̃) +
∑n
i=1 exp(σ̃yi − β̃0 − uiβ̃). Let ω̃i = σ̃yi − β̃0 − uiβ̃, we have
the following:
`(σ̃y − 1nβ̃0 −Uβ̃)











































































= −n log σ̃ + ‖σ̃y − 1nβ̃0 −Uβ̃‖1
For a logistics/loglogistics distribution, it is known that `(σ̃y − 1nβ̃0 −Uβ̃) = −n log σ̃−∑n
i=1(σ̃yi − β̃0 − uiβ̃) + 2
∑n
i=1 log(1 + exp(σ̃yi − β̃0 − uiβ̃)).We have the following:
`(σ̃y − 1nβ̃0 −Uβ̃)






























[∵ (1 + exp(ω̃i)) > 1,∴ log(1 + exp(ω̃i)) > 0]






(2 log(1 + exp(ω̃i))− ω̃i)






(2 log(1 + exp(ω̃i))− log exp(ω̃i))






(2 log(1 + exp(ω̃i))− log exp(ω̃i))












































= −n log σ̃ + ‖σ̃y − 1nβ̃0 −Uβ̃‖1
For a normal/lognormal distribution, it is known that `(σ̃y − 1nβ̃0 −Uβ̃) = n2 log 2π−
n log σ̃ + 1
2
∑n
i=1(σ̃yi − β̃0 − uiβ̃)2.We have the following:

























(|ω̃i| − 1)2 + 2|ω̃|i
)




= −n log σ̃ + ‖σ̃y − 1nβ̃0 −Uβ̃‖1
E.2 Proof of Lemma 6.3.1
Without loss of generality, we let U 0 = 0, V 0 = 0, y0i = ci if i 6∈ O and y0i = ti if i ∈ O,
β̃00 = 0, β̃
0
= 0, σ̃0 = 1, then we have F̃(θ0) = C, where θ0 = {U 0,V 0,y0, β̃00 , β̃
0
, σ̃0}
and C is a constant. For any θk, if F̃(θk) ≤ F̃(θ0) holds, then we have the following
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inequality:






We first prove that σ̃k is bounded by using contradiction. From (E.2), we have the follow-
ing:
w`(σ̃kyk − 1nβ̃k0 −U kβ̃
k
) ≤ C
=⇒ w(−n log(σ̃k) + ‖σ̃kyk − 1nβ̃k0 −U kβ̃
k‖1) ≤ C (Lemma E.1.1)
=⇒ −wn log(σ̃k) ≤ C
If σ̃k → 0, then −wn log(σ̃k) → ∞, contradiction! Therefore, we conclude σ̃k 6= 0.
Next, we prove that σ̃k 9∞. From (E.2), we have the following:




=⇒ w(−n log(σ̃k) + ‖σ̃kyk − 1nβ̃k0 −U kβ̃
k‖1) + λ2‖β̃
k‖1 ≤ C (Lemma E.1.1)
Recall in criterion (6.5), we applied the following transformation: σ̃ = 1/σ, β̃0 =
β0/σ, β̃ = β/σ. Here, for the convenience of proof, we use term β, β0,β. As a result, we
have the following:
wn log(σk) + w
n∑
i=1




∣∣∣∣∣ ≤ C (E.3)







βkj = 0, ∀j (E.5)
Proof 3 We first prove equation (E.4). Assume there exists an ĩ such that yk
ĩ
6= βk0 + ukĩβ
k,
then from (E.3), we have
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wn log(σk) + w
∑n
i=1
∣∣∣yki −βk0−uki βkσk ∣∣∣+ λ2∑pj=1 ∣∣∣βkjσk ∣∣∣ ≤ C
=⇒ wn log(σk) + w
∑n
i=1
∣∣∣yki −βk0−uki βkσk ∣∣∣ ≤ C
=⇒ wn log(σk) + w
∣∣∣∣ykĩ −βk0−ukĩ βkσk ∣∣∣∣ ≤ C





−1/x2 = 0. Therefore, limx→0{log(x)+
1/x} → ∞. As a result, we have the following:
wn log(σk) + w
∣∣∣∣ykĩ −βk0−ukĩ βkσk ∣∣∣∣ ≤ C =⇒ ∞ ≤ C
Contradiction! Thus, (E.4) holds. Next, we prove that (E.5) also holds. Assume there
exists an j̃ such that βk
j̃
6= 0, then from (E.3), we have
wn log(σk) + w
∑n
i=1
∣∣∣yki −βk0−uki βkσk ∣∣∣+ λ2∑pj=1 ∣∣∣βkjσk ∣∣∣ ≤ C
=⇒ wn log(σk) + λ2
∑p
j=1
∣∣∣βkjσk ∣∣∣ ≤ C
=⇒ wn log(σk) + λ2
∣∣∣∣βkj̃σk ∣∣∣∣ ≤ C
=⇒ ∞ ≤ C
This is also a contradiction! Thus, (E.5) also holds.
Based on Lemma E.2.1, we know that βkj = 0,∀j, i.e., βk = 0, and yki = βk0 + ukiβk,∀i.




This contradicts the fact that yki = ti for i ∈ O, where ti’s are known and not equal.
Therefore, σk 6= 0, and thus σ̃k = 1/σk 9∞. In other words, there exists constants Mminσ̃
and Mmaxσ̃ such that 0 < M
min
σ̃ ≤ σ̃k ≤Mmaxσ̃ .
E.2.2 U k
From (E.2), we have
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=⇒ λ1‖U k‖2F + w`(σ̃kyk − 1nβ̃k0 −U kβ̃
k
) ≤ C
=⇒ λ1‖U k‖2F + w(−n log σ̃k + ‖σ̃kyk − 1nβ̃k0 −U kβ̃
k‖1) ≤ C
=⇒ λ1‖U k‖2F − wn log σ̃k ≤ C
=⇒ λ1‖U k‖2F ≤ C + wn log σ̃k
=⇒ ‖U k‖2F ≤ (C + wn logMmaxσ̃ )/λ1
As a result, let MU = (C + wn logMmaxσ̃ )/λ1, we have ‖U k‖2F ≤MU .
E.2.3 V k
From (E.2), we have





=⇒ λ1‖V k‖2F + w`(σ̃kyk − 1nβ̃k0 −U kβ̃
k
) ≤ C
=⇒ λ1‖V k‖2F + w(−n log σ̃k + ‖σ̃kyk − 1nβ̃k0 −Uβ̃
k‖1) ≤ C
=⇒ λ1‖V k‖2F − wn log σ̃k ≤ C
=⇒ λ1‖V k‖2F ≤ C + wn log σ̃k
=⇒ ‖V k‖2F ≤ (C + wn logMmaxσ̃ )/λ1
As a result, let MV = (C + wn logMmaxσ̃ )/λ1, we have ‖V k‖2F ≤MV .
E.2.4 β̃
k
From (E.2), we have
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k‖1 + w(−n log σ̃k + ‖σ̃kyk − 1nβ̃k0 −U kβ̃
k‖1) ≤ C
=⇒ λ2‖β̃
k‖1 − wn log σ̃k ≤ C
=⇒ λ2‖β̃
k‖1 ≤ C + wn log σ̃k
=⇒ ‖β̃k‖1 ≤ (C + wn logMmaxσ̃ )/λ2
As a result, let Mβ̃ = (C + wn logM
max
σ̃ )/λ1, we have β̃
k ≤Mβ̃.
E.2.5 β̃k0
From (E.2), we have





=⇒ w`(σ̃kyk − 1nβ̃k0 −U kβ̃
k
) ≤ C
=⇒ w(−n log σ̃k + ‖σ̃kyk − 1nβ̃k0 −U kβ̃
k‖1) ≤ C
=⇒ ‖σ̃kyk − 1nβ̃k0 −U kβ̃
k‖1 ≤ C/w + n log σ̃k
=⇒
∑
i |σ̃kyki − β̃k0 − uki β̃
k| ≤ C/w + n log σ̃k
=⇒ |σ̃kyk
ĩ
− β̃k0 − ukĩ β̃
k| ≤ C/w + n log σ̃k, ∃ĩ, ĩ ∈ O
=⇒ |β̃0 − (σ̃t̃i − uĩβ̃)| ≤ C/w + n log σ̃, ∵ for any ĩ ∈ O,we know that its TTF yĩ = t̃i
=⇒ |β̃k0 | − |σ̃k t̃i − ukĩ β̃
k| ≤ C/w + n log σ̃k
=⇒ |β̃k0 | ≤ C/w + n log σ̃k + |σ̃k t̃i − ukĩ β̃
k|
=⇒ |β̃k0 | ≤ C/w + n log σ̃k + σ̃k t̃i + |ukĩ β̃
k|
=⇒ |β̃k0 | < C/w + n log σ̃k + σ̃k t̃i + ‖ukĩ ‖1‖β̃
k‖1




E.2.6 yki ,∀i /∈ O





=⇒ w`(σ̃kyk − 1nβ̃k0 −U kβ̃
k
) ≤ C
=⇒ w(−n log σ̃k + ‖σ̃kyk − 1nβ̃0 −U kβ̃
k‖1) ≤ C
=⇒ ‖σ̃kyk − 1nβ̃k0 −U kβ̃
k‖1 ≤ C/w + n log σ̃k
=⇒ ‖σ̃kyk‖1 − ‖1nβ̃k0 +U kβ̃
k‖1 ≤ C/w + n log σ̃k
=⇒ ‖σ̃kyk‖1 ≤ C/w + n log σ̃k + ‖1nβ̃k0 +U kβ̃
k‖1
=⇒ ‖y‖1 ≤ (C/w + n log σ̃k + n|β̃k0 |+ ‖U kβ̃
k‖1)/σ̃k
Since yi = ti for i ∈ O, yi > ci for i /∈ O and σ̃, U and β̃ are bounded, we conclude
that there exists constants Myi such that ci < y
k
i < Myi ,∀i ∈ O.
E.3 Proof of Lemma 6.3.2
The objective function F̃ is shown as follows:
F̃(U ,V ,y, β̃0, β̃, σ̃) ≡ ‖PΩ(S −UV )‖2F + λ1(‖U‖2F + ‖V ‖2F )+
w`(σ̃y − 1nβ̃0 −Uβ̃) + λ2‖β̃‖1,




i=1 exp(ω̃i) for an SEV/Weibull
distribution, `(σ̃y − 1nβ̃0 −Uβ̃) = −n log σ̃ −
∑n
i=1 ω̃i + 2
∑n
i=1 log(1 + exp(ω̃i)) for a







for a normal/lognormal distribution, and ω̃i = σ̃yi − β̃0 − uiβ̃.
It is known that the functionsF (U ,V ) = ‖PΩ(S−UV )‖2F+λ1(‖U‖2F+‖V ‖2F ), F (x) =
x, F (x) = exp(x), F (x) = log(x), F (x) = log(1 + exp(x)) are real analytic. In addition,
the function F (x) = ‖x‖1 is semialgebraic. According to [106], the sum of a real analytic
function and a semialgebraic function is subanalytic, and thus satisfies the KL property.
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E.4 Proof of Lemma 6.3.3
We know that f(U ,V ,y, β̃0, β̃, σ̃) = ‖PΩ(S −UV )‖2F + w`(σ̃y − 1nβ̃0 −Uβ̃). From
Lemma 6.3.1, we know that U ,V ,y, β̃0, β̃, σ̃ are bounded. It is easy to check that the
derivative of the block-partial gradient∇fk(U k),∇fk(V k),∇fk(β̃k0 ),∇fk(β̃
k
),∇fk(σ̃k),
∇fk(yk) are bounded, and thus they are Lipschitz continuous in the bounded set. Due to
space reasons, we omit proofs here.
E.5 Proof of Theorem 6.3.1
From Proposition 3, we know that {θk}k≥1 has a finite limit point θ∗. Lemma 6.3.2
indicates that the objective function F̃ satisfies the KL property around θ∗. In addi-
tion, Lemma 6.3.3 shows that the block-partial gradient ∇fk(U k), ∇fk(V k), ∇fk(β̃k0 ),
∇fk(β̃k), ∇fk(σ̃k), ∇fk(yk) are Lipschitz continuous. According to the Theorem 2.7 in
[Xu2017], the we complete the proof.
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F.1 Proof of Proposition 4
The proof follows the proof of Lemma 1 in [23]. Specifically, the mode-d matricization of
tensor Si and B̃ can be expressed as [23]:
Si(1) = U 1S̃i(1) (U 3 ⊗U 2)> , B̃(1) = U>1B(1) (U 3 ⊗U 2) .
Then, we have the following:
〈B,Si〉
= 〈B(1),Si(1)〉
= 〈B(1),U 1S̃i(1) (U 3 ⊗U 2)>〉
= 〈U>1B(1) (U 3 ⊗U 2) , S̃i(1)〉
= 〈B̃(1), S̃i(1)〉
= 〈B̃, S̃i〉
F.2 Optimization Algorithm for Problem (7.3)
The pseudocode of the algorithm is shown in Table F.1 [21]
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of the input tensor samples
with maximum variation captured
Algorithm:
Step 1 (Preprocessing): Center the input samples as
{







i=1 Si is the sample mean





and set U d to consist of the eigenvectors corresponding to the most significant pd
eigenvalues, for d = 1, . . . 3
Step 3 (Local optimization):
(i) Calculate
{
X̃i = Xi ×1 U>1 ×2 U>2 ×3 U>3
}n
i=1
(ii) Calculate Ψ0 =
∑n





is all zero since {Xi}ni=1is
centered.
(iii) For l = 1 : lmax
– For d = 1 : 3
Calculate the eigen-decomposition of Φ(d) and set U d to consist of the
eigenvectors corresponding to the most significant pd eigenvalues, for












U 2 ⊗U 3, if d = 1
U 3 ⊗U 1, if d = 2








– If Ψl −Ψl−1 < η, break and go to Step 4.
Step 4 (Projection): The feature tensor after projection is obtained as{
S̃i = Si ×1 U>1 ×2 U>2 ×3 U>3
}n
i=1
Table F.1: Pseudocode implementation of the MPCA algorithm [21].
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F.3 Proof of Proposition 5
Without loss of generality, we let d = 1. Based on the CP decomposition, tensor B has the
following properties [23]:
vec(B) = (B3 B2 B1)1k,
B(1) = B1(B3 B2)>


















Given B̃ 6=1,the inner product in the optimization is




= 〈B̃1(B̃3  B̃2)>, S̃i(1)〉
= 〈B̃1, S̃i(1)(B̃3  B̃2)〉
= 〈B̃1,X1,i〉




















F.4 Invariant Property of Optimization Problem (7.9)

















Consider the transformation y′i = byi, α
′ = bα, B̃
′
d = bB̃d, σ









































































F.5 Proof of Proposition 6
Based on the Tucker decomposition, tensor B has the following properties [23]:
B(1) = B1G(1)(B3 ⊗B2)>,
vec(B) = (B3 ⊗B2 ⊗B1)vec(G).

























, the inner product in the optimization can be expressed as
〈G̃ ×1 B̃1 ×2 B̃2 ×3 B̃3, S̃i〉
= 〈B̃, S̃i〉
= 〈vec(B̃), vec(S̃i)〉
= 〈(B̃3 ⊗ B̃2 ⊗ B̃1)vec(G̃), vec(S̃i)〉
= 〈vec(G̃), (B̃3 ⊗ B̃2 ⊗ B̃1)>vec(S̃i)〉
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F.6 Proof for Proposition 7





















Given G̃ and B̃ 6=1, the inner product in the optimization can be expressed as
〈G ×1 B1 ×2 B2 ×3 B3, S̃i〉
= 〈B̃, S̃i〉
= 〈B̃(1), S̃i(1)〉
= 〈B1G(1)(B3 ⊗B2)>, S̃i(1)〉
= 〈B1, S̃i(d)(B3 ⊗B2)G>(1)〉
= 〈B1,X1,i〉
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sivity correction in infrared thermography for electronic applications,” Review of
scientific instruments, vol. 82, no. 11, p. 114 901, 2011.
[114] H. Yan, K. Paynabar, and J. Shi, “Image-based process monitoring using low-rank
tensor decomposition,” IEEE Transactions on Automation Science and Engineer-
ing, vol. 12, no. 1, pp. 216–227, 2015.
[115] X. Liu, K. Yeo, and J. Kalagnanam, “Statistical modeling for spatio-temporal degra-
dation data,” ArXiv preprint arXiv:1609.07217, 2016.
[116] N. Cressie and C. K. Wikle, Statistics for spatio-temporal data. John Wiley & Sons,
2015.
208
[117] T. G. Kolda and B. W. Bader, “Tensor decompositions and applications,” SIAM
review, vol. 51, no. 3, pp. 455–500, 2009.
[118] J. D. Carroll and J.-J. Chang, “Analysis of individual differences in multidimen-
sional scaling via an n-way generalization of eckart-youngi decomposition,” Psy-
chometrika, vol. 35, no. 3, pp. 283–319, 1970.
[119] L. R. Tucker, “Some mathematical notes on three-mode factor analysis,” Psychome-
trika, vol. 31, no. 3, pp. 279–311, 1966.
[120] J. De Leeuw, “Block-relaxation algorithms in statistics,” in Information systems
and data analysis, Springer, 1994, pp. 308–324.
[121] K. Lange, Numerical analysis for statisticians. Springer Science & Business Me-
dia, 2010.
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[124] J. Friedman, T. Hastie, H. Höfling, R. Tibshirani, et al., “Pathwise coordinate opti-
mization,” The Annals of Applied Statistics, vol. 1, no. 2, pp. 302–332, 2007.
[125] P. Tseng, “Convergence of a block coordinate descent method for nondifferentiable
minimization,” Journal of optimization theory and applications, vol. 109, no. 3,
pp. 475–494, 2001.
[126] H. Zhou, L. Li, and H. Zhu, “Tensor regression with applications in neuroimaging
data analysis,” Journal of the American Statistical Association, vol. 108, no. 502,
pp. 540–552, 2013.
[127] L. De Lathauwer, B. De Moor, and J. Vandewalle, “A multilinear singular value
decomposition,” SIAM journal on Matrix Analysis and Applications, vol. 21, no. 4,
pp. 1253–1278, 2000.
[128] X. Fang, K. Paynabar, and N. Gebraeel, “Real-time predictive analytics using degra-
dation image data,” in Reliability and Maintainability Symposium (RAMS), 2018
Annual, IEEE, 2018.
[129] F. Yao, H.-G. Müller, A. J. Clifford, S. R. Dueker, J. Follett, Y. Lin, B. A. Buchholz,
and J. S. Vogel, “Shrinkage estimation for functional principal component scores
with application to the population kinetics of plasma folate,” Biometrics, vol. 59,
no. 3, pp. 676–685, 2003.
209
VITA
Xiaolei Fang’s research interests lie in the field of industrial predictive analytics for High-
Dimensional and Big Data applications in the energy, manufacturing, and service sectors.
Specifically, he focuses on addressing analytical, computational, and scalability challenges
associated with the development of statistical and optimization methodologies for analyz-
ing massive amounts of complex data structures for real-time asset management and op-
timization. He received his B.S. degree in Mechanical Engineering from the University
of Science and Technology Beijing, China, in 2008 and an M.S. degree in Statistics from
the Georgia Institute of Technology, Atlanta, in 2016. He joined the H. Milton Stewart
School of Industrial and Systems Engineering (ISyE) at Georgia Institute of Technology as
a doctoral student in Industrial Engineering in 2014. He was the winner of the Alice and
John Jarvis Ph.D. Student Research Award (awarded to one Ph.D. student in ISyE per year
for outstanding research achievements) and the INFORMS SAS Data Mining Best Paper
Award. One of his research papers was featured in Industrial and Systems Engineer (ISE)
Magazine.
210
