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Abstract
Glacier length fluctuations reflect changes in climate, most notably temperature and pre-
cipitation. By this reasoning, moraines, which represent former glacier extent, can be
used to estimate past climate. However, estimating palaeoclimate from moraines is not
a straight-forward process and involves several assumptions. For example, recent stud-
ies have suggested that interannual stochastic variability in temperature in a steady-state
climate can cause a glacier to experience kilometre-scale fluctuations. Such studies cast
doubt on the usefulness of moraines as climate proxy indicators.
Detailed glacial geomorphological maps and moraine chronologies have improved our
understanding of the spatial and temporal extent of past glacial events in New Zealand.
Palaeoclimate estimates associated with these moraines have thus-far come from simple
methods, such as the accumulation area ratio, with unquantifiable uncertainties. I used a
numerical modelling approach to approximate the present-day glacier mass balance pat-
tern, which includes the effects of snow avalanching on glacier mass balance. I then used
the models to reconstruct palaeoclimate for Lateglacial and Holocene glacial events in
New Zealand, and to better understand moraine-glacier-climate relationships. The cli-
mate reconstructions come from simulating past glacier expansions to specific terminal
moraines, but I also simulated glacier fluctuations in response to a previously derived
temperature reconstruction, and to interannual stochastic variability in temperature. The
purpose behind each simulation was to identify the drivers of significant glacier fluctua-
tions.
The modelling results support the hypothesis that New Zealand moraine records reflect
past climate, especially changes in temperature. Lateglacial climate was reconstructed to
be 2-3◦C lower than the present day. This temperature range agrees well with previous
estimates from moraines and other climate proxy records in New Zealand. Modelled tem-
perature estimates for the Holocene moraines are slightly colder than those derived from
simpler methods, due to a non-linear relationship found between snowline lowering and
glacier length. This relationship results from the specific valley shape and glacier geome-
try, and is likely to occur in other, similarly-shaped glacier valleys. The simulations forced
by interannual stochastic variability in temperature do not show significant (>300 m) fluc-
tuations in the glacier terminus. Such fluctuations can not explain the Holocene moraine
sequence that I examined, which extends >2 km beyond the present-day glacier termi-
nus. Stochastic temperature change could, however, in part, cause fluctuations in glacier
extent during an overall glacier recession. Modelling shows that it is also unlikely that
glaciers advanced to Holocene and Lateglacial moraine positions as a result of precip-
itation changes alone. For these reasons, temperature changes are a necessary part of
explaining past glacier extents, especially during the Lateglacial, and the moraines exam-
ined here likely reflect changes in mean climate in New Zealand.
The glacier modelling studies indicate that simpler methods, such as the accumulation
area ratio, can be used to appropriately reconstruct past climate from glacial evidence, as
long as the glacier catchment has a straight forward geometry, shallow bed slope and no
tributary glaciers. Non-linear relationships between climate change and glacier length de-
velop when valley shape is more complex, and glaciers within these systems are probably
better simulated using a modelling approach. Using a numerical modelling approach, it
is also possible to gain a greater understanding of glacier response time, length sensitiv-
ities, and estimates of ice extent in valleys within the model domain where geomorphic
evidence is not available. In this manner, numerical models can be used as a tool for
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understanding past climate and glacier sensitivity, thus improving the confidence in the
palaeoclimate interpretations.
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Chapter 1
Introduction
1.1 Former glaciers and climate change
Glacier length fluctuations reflect changes in climate, most notably temperature and pre-
cipitation (Oerlemans, 2001, 2005). It follows that moraines, which are deposited by a
glacier at its margins, can be used to reconstruct past glacier extent and therefore past
climate. Previous studies have shown that palaeo-glacier extents can be simulated using
numerical models. Models also afford the possibility of testing different hypotheses re-
garding past climate and/or glacier behaviour (e.g. Plummer and Phillips, 2003; Kessler
et al., 2006; Laabs et al., 2006). Here, I use a modelling approach to help understand
what moraines can tell us about palaeoclimate in New Zealand. In the process, I also in-
vestigate glacier mass balance processes, response times, and glacier length-valley shape
relationships.
Southern Hemisphere moraine sequences offer great potential for helping us to under-
stand the regional and global climate system. The climate in the southern middle-latitudes
is ocean-dominated, with only the Andes of South America and Southern Alps of New
Zealand extending deeply into the region of the westerly winds. These mountain chains
support present-day glaciers and show evidence for past glaciation (Gair, 1967; Porter,
1975a; Suggate, 1990; Hubbard et al., 2005; Ackert et al., 2008; Barrell, 2011; Kaplan
et al., 2011; Strelin et al., 2011). The climate of the South Island of New Zealand is
influenced by both sub-tropical and sub-polar, atmospheric and oceanic circulation. If a
circulation type persists, it can lead to a shift in the climate of the South Island, influ-
encing glacier mass balance (Lamont et al., 1999; Clare et al., 2002; Chinn et al., 2012).
Comparing the timing of glacier advances, as determined by moraine ages, between the
northern and southern middle latitudes offers clues as to the possible mechanisms of past
climate change (Denton and Hendy, 1994; Schaefer et al., 2009; Kaplan et al., 2010; Put-
nam et al., 2010a).
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The recently published central South Island glacial geomorphology map (Barrell et al.,
2011) and emerging cosmogenic exposure age chronologies (Kaplan et al., 2010; Put-
nam et al., 2010a; Kaplan et al., submitted; Putnam et al., 2012) provide the focus and
incentive to further examine moraine-glacier-climate relationships. The chronologies in
these publications focus on Lateglacial (15,000 to 11,500 years ago) and Holocene (last
11,500 years) glacier fluctuations in several locations in the Southern Alps. Moraine ages
are thought to represent the end point of a period in which a glacier terminus remained
stationary (Schaefer et al., 2009). The significance of a moraine sequence, in relation
to climate, should be better understood, and this requires a closer look at glaciological
processes and glacier responses to climate within individual basins.
In this study, I investigate Holocene and Lateglacial climates by modelling glacier ex-
tents in three different valleys. These valleys contain published moraine chronologies and
detailed geomorphological maps, which allowed me to target dated moraine positions
to estimate past climates. The majority of previous palaeoclimate estimates from glacial
records in New Zealand are based on an accumulation-area ratio (AAR) approach (Porter,
1975b; Kaplan et al., 2010; Putnam et al., 2012), which assumes a simple and direct re-
lationship between glacier size and equilibrium-line altitude (ELA). The change in ELA
is then used to estimate past temperature, assuming a temperature lapse rate. I compare
the published AAR palaeoclimate estimates to my simulated glaciers to test whether this
simpler approach is appropriate.
I also address several questions regarding glacier-climate relationships that could not have
been answered with an AAR approach. In Chapter 4, the modelled glacier is forced
by a temperature reconstruction from a palaeo-ecological proxy. In this type of study,
the model is accounting for the response time of the glacier and how it reacts to the
magnitude and duration of a temperature change in the climate proxy record. In Chapter 6,
I examined the potential of a glacier to advance to its Holocene moraine positions when
forced by natural year-to-year stochastic variability in climate rather than a systematic
shift in climate. These transient model runs provide insight into glacier length reactions,
which could potentially result in moraine deposition.
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A numerical modelling approach, informed by present-day glaciology, can be used to
test assumptions that are often made whilst interpreting glacier length changes. The
model used here simulates glacier extent by estimating surface energy balance and ice-
flow within a model domain. Energy balance components are solved for explicitly, and
thus topographic influences (e.g. aspect, shading, and elevation) are included. The mod-
elled glacier extent is thus a product of the choice of parameter values as much as the
prescribed climate change. Varying parameter values shows the sensitivity of the palaeo-
climate reconstruction to each parameter and provides an indication of uncertainty for a
reconstruction.
Estimating palaeoclimate from moraines is not a straight-forward process and has several
assumptions. The following principles form the basis of this study; (a) in steady-state
tests, I assume glaciers deposited moraines while being in equilibrium with the climate,
(b) in all model tests, glacier length changes are primarily related to changes in temper-
ature and precipitation, (c) many of the present-day processes and climate variables (e.g.
relative humidity, cloudiness, wind speed, and seasonality) are assumed to be the same
for palaeo-simulations, and (d) lake calving and extensive debris cover has not influenced
the glaciers that I have focused on to any large degree.
In transient simulations, assumption (a) does not apply because we are interested in glacier
length fluctuations, for example, in Chapters 4 (where modelled climate and the resulting
glaciers are driven by a nearby palaeoclimate proxy) and 6 (where interannual temperature
variability within a steady climate is considered). Assumption (b) is examined in the sen-
sitivity tests of Chapters 4 and 6 where changing model parameter values could account
for some of the glacier length change. Assumption (c) was not tested here because reli-
able climate proxy records do not yet exist for past relative humidity, cloudiness, or wind
speed (Knudson et al., 2011). We assume that these climate variables are comparable to
their present-day values. If these variables changed in the past, as might be expected, their
influence on the modelled ice extent is less than temperature and precipitation changes,
meaning that they are unlikely to greatly impact our results. The error bars associated
with the temperature and precipitation change estimates somewhat account for possible
errors introduced by making these assumptions. Lastly, assumption (d) is not examined
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because geomorphic evidence does not suggest there were large lakes or rock avalanches
in the valleys chosen. It is possible that simulating past glacier extents would require less
of a cooling or precipitation increase if debris cover on the ablation area were included. I
do not examine the effects of debris cover on past glacier extents because debris cover is
unknown for the past and its effects are beyond the scope of this study.
I aim to understand glacier-climate interactions using the following approach:
1. In the first experiment, I use a coupled energy-balance model (EBM) and ice-flow
model to reconstruct past climate in the Irishman basin from a small cirque glacier
in the central Southern Alps where a well-dated Lateglacial (15,000-11,500 years
ago) moraine sequence exists (Kaplan et al., 2010). First, a suite of steady-state
model tests provided an envelope of temperature and precipitation change com-
binations that resulted in ice extending to a 13,000 year old moraine. These re-
sults, along with model parameter sensitivity tests, show the relative importance
of temperature and precipitation change during the Lateglacial. Second, time-
dependent simulations forced by a chironomid-derived temperature reconstruction
from a nearby tarn are used to compare the resulting glacier length changes to the
moraine age and position. This multiple-climate-proxy approach provides an in-
teresting test of the coherence of palaeoclimate estimates in the central Southern
Alps.
2. In the second experiment, I use a gravitational snow mass transport and deposition
model (Gruber, 2007) to simulate measured snow depth at Cameron Glacier in the
central Southern Alps. Different parameter value combinations were then used to
optimise a parameter set that provided the best match between measured and mod-
elled snow distribution. This model, which is part of the mass balance model used
here, improves predictions of present-day snow deposition patterns on glaciers that
receive snow avalanche accumulation (Machguth et al., 2006). Avalanche processes
appear to be a significant source for accumulation on the glacier studied in this ex-
periment, as well as many other glaciers in the Southern Alps, and their mass bal-
ance processes should be better understood. Modelled mass balance that includes
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the avalanche model results in relatively low AAR values, which makes for an in-
teresting comparison to more typical AAR values. These accumulation processes
were likely to have occurred in the past as well. Thus, in an attempt to properly
simulate past glacier mass balance, I used the avalanche model in simulations of
past glacier extent (Chapter 6).
3. In the third experiment, I use an ice-flow model, coupled to an EBM, which includes
an avalanche model, to simulate glacier fluctuations driven by steady-state changes
in climate (centennial-scale), as well as stochastic temperature variability (interan-
nual). Steady-state temperature and precipitation change combinations are calcu-
lated for four Holocene moraines and one Lateglacial moraine in the Cameron val-
ley in the central Southern Alps. Several modelling studies have shown kilometre-
scale glacier fluctuations are possible in a steady climate in response to interannual
temperature variability alone. This study is designed to better understand glacier-
climate links and whether glacier fluctuations caused by stochastic temperature
variability in a steady climate could cause the glacier to advance to its Holocene
moraine positions.
4. In the final experiment, I reconstruct past climate for Lateglacial moraines in the
Whale Stream catchment in the Southern Alps. This particular experiment is part
of a larger study including glacial geomorphological maps and cosmogenic nuclide-
derived exposure-ages from moraines, neither of which formed a part of this thesis.
The simulated glacier extent, ice thickness, mass balance, and associated AAR of-
fer insight into the uncertainty associated with using a generic AAR (e.g. 0.65) in a
palaeoclimate reconstruction. The simulations also complement the palaeoclimate
estimates from the other modelled Lateglacial ice extents in this thesis (Chapters 4
and 6). Additional simulations include a finer horizontal grid spacing, an avalanche
model, a higher characteristic sliding velocity, and daily temperature variability to
show how differences in model parameter values affect the palaeoclimate interpre-
tations.
Collectively, by carrying out these four studies I have made the following contributions:
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• New estimates of past climate for the Lateglacial and Holocene in New Zealand.
• Comparisons between the glacial geology and modelled glacier fluctuations forced
by a chironomid-based climate reconstruction.
• Improved accumulation estimates for an avalanche-fed mountain glacier by includ-
ing an avalanche parameterisation.
• Comparisons between glacial geology and modelled glacier fluctuations forced by
interannual stochastic variability in temperature.
• Evaluation of the relationship between snowline lowering and glacier length change
in areas with height-mass balance and hypsometric feedbacks.
In all of these modelling studies, a common finding is that climate change, in particular
temperature change, is the primary driver of glacier terminus fluctuations and subsequent
moraine records.
1.2 Organisation of the Thesis
The main chapters (Chapters 4-6) of this thesis are written as manuscripts that have either
been published, or will be submitted to international journals. The background (Chapter
2), methodology (Chapter 3), and synthesis (Chapter 7) chapters, as well as the reference
section, are formatted in traditional thesis style. As a consequence of this structure, rep-
etition does occur, particularly in the description of the study sites and models. Chapters
4-6 each address one of the primary research objectives outlined in Section 2.7. Appendix
A is unlike the main chapters in that it contains only an excerpt from a manuscript lead by
M. Kaplan and others. The manuscript contains glacial geomorphological maps and cos-
mogenic exposure ages from moraines, neither of which were a result of this thesis and
are therefore omitted here. Appendix B contains ground-penetrating radar (GPR) data
used in Chapters 5 and 6. These separate chapters together represent a coherent attempt
to understand the climatic significance of moraine records in the Southern Alps of New
Zealand.
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1.3 Statement on the contributions made to this thesis by
the author, supervisors, and collaborators
The design of this study, data acquisition, its interpretation and presentation, and write-
up represent the efforts of the author. The ice-flow and energy-balance models were
originally coded in MATLAB by B. Anderson (Victoria University of Wellington) and the
gravitational snow mass transport and distribution model was translated into MATLAB
from IDL by myself with help from R. Dadic and H. Horgan. Ground penetrating radar
surveys were collected with the help of L. Kees (Victoria University of Wellington), T.
Kerr (National Institute of Water and Atmospheric Research (NIWA)), and A. Mackintosh
(Victoria University of Wellington).
A. Mackintosh and B. Anderson, my supervisors, appear as co-authors on all the manuscripts.
While their contributions to this thesis have been significant, their input to the papers that
appear in the thesis was no greater than would be the case for a Ph.D. thesis following
traditional protocol. The contributions of B. Anderson and A. Mackintosh were three-
fold: (i) provision of research funds; (ii) discussion and contribution of scientific ideas
and concepts; and (iii) editorial input. Below is a list of manuscripts as they appear in the
thesis. The list includes the co-authors, the journal for publication, and a brief account of
the contributions of the various co-authors.
Chapter 4:
Doughty, A.M., Anderson, B.M., Mackintosh, A.N., Kaplan, M.R., Vandergoes, M.J.,
Barrell, D.J.A., Denton, G.H., Schaefer, J.M., Chinn, T.J.H., Putnam, A.E. (in press)
Evaluation of Lateglacial temperature in the Southern Alps of New Zealand based on
glacier modelling at Irishman Stream, Ben Ohau Range. Quaternary Science Reviews.
DOI: 10.1016/j.quascirev.2012.09.013.
I carried out the modelling simulations. Kaplan, Barrell, Denton, Schaefer, Chinn, Put-
nam, and I provided published cosmogenic ages and a detailed geomorphology map of
Irishman basin. Vandergoes supplied published temperature reconstructions derived from
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chironomid assemblages from Boundary Stream tarn.
Chapter 5:
Doughty, A.M., Dadic, R., Anderson, B.M., Mackintosh, A.N., Kerr, T., Kees, L., (in
prep) Optimising simulated snow depth patterns on an avalanche-fed glacier in New
Zealand using GPR and a gravitational mass transport model.
Dadic and Anderson provided source code, support, and aided in experiment develop-
ment. Kerr, Kees, and Mackintosh assisted in the fieldwork. Kees and H. Horgan (not
listed) assisted with initial ground penetrating radar post processing.
Chapter 6:
Doughty, A.M., Mackintosh, A.N., Anderson, B.M., Putnam, A.E., Barrell, D.J.A., Den-
ton, G.H., Schaefer, J.M. (in prep) What can the Holocene moraines at Cameron Glacier,
New Zealand tell us about past climate change?
I carried out the model simulations. Putnam, Barrell, Denton, Schaefer, and I provided
cosmogenic ages and a detailed geomorphologic map of Cameron valley.
Appendix A, excerpt from:
Kaplan, M.R., Schaefer, J.M., Denton, G.H., Doughty, A.M., Barrell, D.J.A., Chinn,
T.J.H., Putnam, A.E., Andersen, B.G., Mackintosh, A., Finkel, R.C., Schwartz, R. and
Anderson, B. (submitted to Geology) The anatomy of ‘long-term’ warming since 15 kyr
ago in the Southern Alps of New Zealand based on net glacier snowline rise.
Here I provide an introduction to the setting described in Kaplan et al. (submitted) and
present only the modelling description and results that were included in a publication
lead by Kaplan. The publication focuses on the moraine mapping and dating efforts. I
added a modelling component to provide estimates of palaeoclimate and mass balance,
which allowed me to calculate an AAR and ELA for the targeted glacier extent. The
ELA calculated from the model was then compared to the estimated ELAs, which was
calculated from the accumulation area ratio method.
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Appendix B
GPR profiles used in Chapters 5 and 6 to calculate snow depth and ice thickness. Kerr,
Kees, and Mackintosh assisted in the fieldwork. Kees and Horgan assisted with ground
penetrating radar post processing. The raw data from this survey are available on the
Victoria University of Wellington ‘tuawe’ network drive.
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Chapter 2
Background
Numerical modelling provides a potentially useful, physically-based method to examine
glacier-climate interactions. In recent years, a number of developments have made mod-
elling of past glacier extent in the Southern Alps of New Zealand more feasible. First,
recently published glacial geomorphology maps and surface exposure dating (SED) ages
of moraines in the central Southern Alps provide the foundation for investigating possi-
ble causes of glacier fluctuations in New Zealand. Here, I focus on moraines dating to
the Lateglacial (15,000 to 11,500 years ago or 15 - 11.5 ka) and Holocene (last 11.5 ka).
Second, the volume of present-day glacier mass balance and alpine climatological data in
the Southern Alps is increasing. These data aid in improving numerical modelling simu-
lations through model evaluation. Third, simple numerical models that take into account
the most important mountain glacier processes now exist and improved computing power
also makes it possible to carry out a large number of simulations.
2.1 Moraines and palaeoclimate
In this thesis, I examine the often-held premise that glaciers are sensitive palaeoclimate
indicators and that moraine sequences record past climate events. Moraines are landforms
that have been deposited directly by glaciers, and they normally consist of unstratified
sediment (Embleton and King, 1975). The form and composition of moraines reflect
the local topography, lithology, climate, debris supply, and the efficiency of sediment
transport from the glacier to the proglacial environment (Benn et al., 2003). Moraine size
is related to glacier debris flux and the amount of time the glacier terminus remained at
a single location (Evans, 2003). The term ‘moraine’ covers a wide range of depositional
features, and moraines that formed at the snout of a glacier when it was stationary are
ideal for chronologic dating and interpreting past climate (Embleton and King, 1975).
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Interpretations of palaeoclimate from moraines have developed over the last 200 years.
In 1837, Louis Agassiz was one of the first to propose that there had been a past ice age,
and he observed moraine evidence from the European Alps, Scotland, and North America
that supported his theory (Imbrie and Imbrie, 1986). Subsequent theories related summer
insolation intensity to the pacing of the ice age cycles (Milankovitch, 1941; Hays et al.,
1976), thus relating past climate to past glacier size.
As a means of estimating past climate, glacial geologists have used constraints from
glacial geomorphology, such as moraine location and other evidence where present, such
as trimlines, to define past glacier extent. This allows equilibrium-line altitudes (ELAs)
to be reconstructed using the accumulation-area ratio (AAR) method (e.g. Porter, 1975a;
Broecker and Denton, 1990). In this method, the total area of the past glacier extent is
divided into the accumulation and ablation areas (using a ratio of 2:3, accumulation:total
area). The reconstructed ice surface elevation at the dividing line between the two areas is
an estimate of the past ELA. The difference between past and present-day ELA (∆zELA)
can then be converted into an estimate of temperature change (∆T ) from present-day,
using a temperature lapse rate (dT
dz
, typically -6.5◦C km−1):
∆T = ∆zELA
dT
dz
(2.1)
This approach is advantageous because of its simplicity, resource and time efficiency, and
ability to provide reasonable ELA and temperature change (∆T ) estimates. Assumptions
implicit in the AAR method, however, translate into considerable uncertainty in the ELA
and ∆T results.
In recent years, as moraine chronologies have improved in precision and coverage, and as
present-day glacier-climate interactions are observed, some researchers have questioned
the robustness of climate interpretations that can be made from moraines (Balco, 2009;
Kirkbride and Winkler, 2012). For example, several modelling studies have shown that
significant (>1 km) changes in glacier length can occur in response to interannual stochas-
tic variability in temperature in an otherwise steady climate (Roe, 2011). This finding has
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caused researchers to question whether or not moraines located close to the glacier termi-
nus require a systematic change in climate in order to be deposited.
To evaluate the robustness of palaeoclimate-moraine interpretations, these alternative ways
of explaining changes in glacier length should be explored. The New Zealand landscape
contains a variety of glacial deposits, including large, well-preserved moraines. Detailed
geomorphic maps and moraine chronologies help to clarify the landscape history and al-
low for a comparison between moraine records and other palaeoclimate records.
2.2 New Zealand Lateglacial and Holocene palaeoclimate
In general, data from terrestrial climate proxy records are more sparse in the Southern
Hemisphere than in the Northern Hemisphere due, in part, to there being a smaller land
area. New Zealand is one of the few locations in the southern middle latitudes with ac-
tive mountain glaciers, which can provide a basis for understanding past glaciations. The
palaeoclimate of New Zealand since the last glacial maximum (LGM) has been recon-
structed from deposits left by glaciers, stable isotopes, flora, and fauna (e.g. McGlone,
1995; Fitzsimons, 1997; Singer et al., 1998; Newnham and Lowe, 2000; Turney et al.,
2003; Williams et al., 2005; Anderson and Mackintosh, 2006; Hajdas et al., 2006; Al-
loway et al., 2007; Vandergoes et al., 2008; Williams et al., 2010). Some moraine se-
quences show a Lateglacial cooling associated with the Antarctic Cold Reversal (ACR),
as well as several Holocene glacial advances. These events differ in timing and magnitude
to those which occurred in Europe since the LGM (Gellatly et al., 1988; Ivy-Ochs et al.,
1999; Schaefer et al., 2009; Putnam et al., 2012).
The Lateglacial chron includes two abrupt (∼2 ka) cooling events. The Younger Dryas
(YD) (12.7 - 11 ka) is unambiguously registered in the North Atlantic region in ice cores,
pollen records, and moraines (EPICA Community Members, 2006; Broecker et al., 2010;
Carlson, 2010). Another event, known as the ACR (15 - 13 ka), is primarily found in
Antarctic ice cores, Southern Ocean marine sediment cores, and South American and
New Zealand moraines and pollen records (Blunier et al., 1997; Newnham and Lowe,
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2000; Fogwill and Kubik, 2005; Hajdas et al., 2006; Barrows et al., 2007a; Carter et al.,
2008; Vandergoes et al., 2008; Kaplan et al., 2010; Putnam et al., 2010a). Learning more
about the YD and ACR climate signals could help to clarify interhemispheric heat transfer,
abrupt climate drivers, and responses of the ocean, atmosphere, and terrestrial systems to
climate change.
The timing of a Lateglacial ice advance in the central Southern Alps was originally
thought to be synchronous with the YD found in North Atlantic / European records (Den-
ton and Hendy, 1994; Ivy-Ochs et al., 1999) but has now been shown to be asynchronous
with this event (Turney et al., 2007; Kaplan et al., 2010; Putnam et al., 2010a). Studies of
glaciers and their moraine records, pollen, and chironomids in the Southern Alps suggest
that a cooling occurred during the ACR (Newnham and Lowe, 2000, 2003; Vandergoes
et al., 2005, 2008). After this cool period, glaciers in New Zealand retreated during the
YD, while glaciers in Europe readvanced (Golledge et al., 2009; Kaplan et al., 2010).
A previous attempt to model New Zealand glacier extent during the Lateglacial was car-
ried out for Franz Josef Glacier (Anderson and Mackintosh, 2006). The Waiho Loop
moraine, which has been associated with the Lateglacial (Denton and Hendy, 1994; Tur-
ney et al., 2003), represents a 10 km advance of the Franz Josef Glacier from its modern
position (Figure 2.1). Anderson and Mackintosh (2006) discovered that a 4.1 - 4.7◦C
drop in mean-annual temperature, 400% increase in mean annual precipitation, or some
combination of the two would be necessary to explain this advance (Anderson and Mack-
intosh, 2006). However, the origin (Tovar et al., 2008) and age (Barrows et al., 2007b) of
this moraine have been questioned, causing some doubt about the palaeoclimate interpre-
tations that can be drawn at this location (Evans, 2008).
Unlike those in the European Alps, glaciers in New Zealand appear to have retreated
steadily during the Holocene, making the Little Ice Age a relatively minor Holocene
glacial event (Gellatly, 1984; Gellatly et al., 1988; Ivy-Ochs et al., 1999; Schaefer et al.,
2009; Putnam et al., 2012). As a result, New Zealand glaciers did not override and de-
stroy earlier Holocene moraines. This asynchronous behaviour between hemispheres has
been attributed to climate processes associated with the bipolar seesaw, insolation, and
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regional climate feedbacks (Broecker, 1998; Schaefer et al., 2009; Kaplan et al., 2010;
Putnam et al., 2010a, 2012).
Several modelling studies have shown that stochastic, interannual temperature variabil-
ity can cause kilometre-scale glacier terminus fluctuations (Oerlemans, 2000; Roe and
O’Neal, 2009; Roe, 2011), complicating the traditional view that moraines are deposited
as a direct consequence of a change in climate. These simulations shed doubt on the need
to explain Holocene glacier fluctuations by invoking a significant shift in climate (∼30-
year mean). In other words, these authors contend that glacier fluctuations of Holocene
scale might reflect nothing more than interannual stochastic variability in climate. Con-
sequently, the palaeoclimate significance of recently published New Zealand Holocene
moraine chronologies (Schaefer et al., 2009) have been questioned (Balco, 2009).
In summary, the New Zealand landscape contains many moraine sequences that can be
mapped, dated, and potentially used to interpret past climate, along with other climate
proxy records. There are, however, uncertainties and assumptions made in extracting
palaeoclimate data from moraine records, especially when applying simple glacier length-
temperature change relationships such as the AAR method. The relationships between
glacier length and climate change should be further examined using models of glaciers to
test these assumptions and to better understand what moraine sequences can tell us about
past climate.
2.3 Lateglacial and Holocene glacial geology of New Zealand
The extensive nature of many New Zealand moraines is in part due to the high sediment
flux delivered to the glacier surface. The central Southern Alps of New Zealand provide
an ideal environment for generating and supplying ample debris to glaciers (Shulmeister
et al., 2010b). This is due to the combination of steep valley walls, substantial exhuma-
tion rates related to the vertical velocity of surface uplift, a highly-fractured and low-grade
metamorphic lithology (‘greywacke’), large amounts of orographic precipitation, and as-
sociated high denudation rates (Little et al., 2005; Houlié and Stern, 2012). The high
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debris supply, along with other conditions mentioned above (Section 2.1), typically result
in voluminous moraines (Benn et al., 2003).
Lateglacial and Holocene moraines are located between the LGM and present-day ice
extents (LGM marked by a pink line and light blue shows present-day ice extent in Fig-
ure 2.1). The best-preserved moraines in New Zealand have been the focus of decades
of mapping and dating research, and have been used to evaluate global-scale climate
events (Suggate, 1965; Soons and Gullentops, 1973; Burrows, 1975; Mercer, 1984; Gel-
latly et al., 1988; Fitzsimons, 1997; Ivy-Ochs et al., 1999; Schaefer et al., 2009; Kaplan
et al., 2010; Shulmeister et al., 2010a; Putnam et al., 2012).
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Figure 2.1 Map of shaded topography of central South Island, New Zealand with the last
glacial maximum ice extent (pink outline B rr ll et al. (2011)) and the Main Divide of
the Southern Alps (dashed red line). Numbers mark locations of 1) Franz Josef Glacier,
2) Hokitika, 3) Arthurs Pass, 4) Christchurch, 5) Irishman Stream, 6) Whale Stream, and
7) Cameron valley.
2.3.1 Mapping Lateglacial and Holocene moraines
Until recently, glacial deposits in different regions of the South Island (Mackenzie basin,
West Coast, Rakaia, etc.) were mapped and described by different geologists and then
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correlated (Gage and Suggate, 1958; Suggate, 1961, 1965; Gair, 1967; Soons and Gullen-
tops, 1973; Porter, 1975a; Shulmeister et al., 2001; Suggate and Almond, 2005; Barrell
et al., 2011). Moraines from different areas were matched using the degree of preserva-
tion, geographic position, and relative weathering of boulders (e.g. quartz vein heights,
weathering rinds, and lichenometry). More recently, the central part of the South Island’s
glacial geomorphology has been systematically mapped and presented in a monograph
by GNS Science (Barrell et al., 2011). Glacial deposits in these maps are categorised
by relative age, with colour used to separate Holocene, Lateglacial, LGM, and pre-LGM
deposits. The maps are digitised and provide larger-scale context to guide and focus the
SED investigations, which in turn, provide absolute age control.
Higher resolution segments of the central South Island glacial geomorphology map have
accompanied recent publications, detailing the cosmogenic moraine chronologies by the
Denton group (Schaefer et al., 2009; Kaplan et al., 2010; Putnam et al., 2010a, 2012,
2013). The maps provide the context of each moraine within a sequence, showing moraine
ridge continuity, size, and complexity. These moraine maps are ideal for modelling stud-
ies, where glacier simulations are compared to mapped moraine positions.
2.3.2 Dating of moraines
Moraine dating, when applied at a global scale, allows for comparisons of climate events,
which may reveal large-scale climate teleconnections (Clark et al., 2009). Determining
the age of a moraine is the first step toward the goal of assessing its regional or perhaps,
global significance. Initial dating surveys used weathering rind thicknesses (Gellatly,
1984), lichenometry, and Schmidt hammer tests (Winkler, 2005) to compare deposits
from valley to valley. However, these techniques provide calibrated ages, rather than
absolute dates and their associated uncertainties in age do not allow for broader-scale
comparisons.
The first radiometric ages of moraines in New Zealand, and elsewhere, started with ra-
diocarbon dating of buried organic material (Burrows, 1988; Lowell et al., 1995). This
method works well in areas with high amounts of organic material (i.e. forested areas).
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For example, radiocarbon ages from tree bark buried under till on a bedrock knoll on the
West Coast were interpreted to represent the timing of an advance of Franz Josef Glacier
to the Waiho Loop moraine (Denton and Hendy, 1994). More recently, cosmogenic SED
has provided the means to accrue a large number of moraine ages in the drier, organic-
scarce regions east of the Main Divide of the Southern Alps (henceforth referred to as the
main divide, red dashed line in Figure 2.1).
Improvements in SED techniques (i.e. refined boulder sampling, low-background carrier,
and high accelerator mass spectrometer currents) have allowed for more precise moraine
chronologies (Schaefer et al., 2009), extending over a timescale from millions of years
right up to the last century. In addition, a local 10Be calibration site in the Macaulay val-
ley (Putnam et al., 2010b) has improved dating accuracy in New Zealand. Sampling cam-
paigns in the central South Island targeted areas with multiple moraine ridges and little
post-depositional disturbance. Such areas are readily identified using aerial photographs
and detailed glacial geomorphology maps (Barrell et al., 2011). Emerging chronologies
of the Lateglacial and Holocene moraines in the Southern Alps help to fill gaps in knowl-
edge of Southern Hemisphere glacier fluctuations (Schaefer et al., 2009; Kaplan et al.,
2010; Putnam et al., 2010a; Kaplan et al., submitted; Putnam et al., 2012), dramatically
improving our understanding of past glacier behaviour in New Zealand.
Thus far, the published chronologies from the Denton group have highlighted moraine
ages, which are interpreted as representing the time when the glacier pulled away from its
steady-state position at the moraine, dating from the penultimate glaciation (Putnam et al.,
2013) to the late Holocene (Schaefer et al., 2009; Putnam et al., 2012). Moraines dated
to the Lateglacial suggest that glaciers advanced coincident with the ACR (∼13 kya)
and subsequently retreated during the YD (Kaplan et al., 2010; Putnam et al., 2010a).
Holocene moraine sequences show multiple glacial advances (e.g. ∼8,200, ∼6,000, and
500 years ago) with an overall retreat to the present-day ice extent (Schaefer et al., 2009;
Putnam et al., 2012).
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2.4 Climate of the Southern Alps
New Zealand is positioned in the southwest Pacific, just north of the present-day location
of the Sub-Tropical Front (Carter et al., 2004). The mountains of the South Island trend
northeast along the Australia-Pacific plate boundary zone, with many peaks reaching be-
tween 2000 and 3000 m asl in the central Southern Alps (highest peak, Aoraki / Mt. Cook
3754 m asl). These mountains intersect the southern middle latitude westerly winds, cre-
ating a strong orographic effect and precipitation gradient from west to east (Figure 2.2).
The pattern of mean annual precipitation is imprecisely known, but is thought to peak
at ∼10 m (Griffiths and McSaveney, 1983; Henderson and Thompson, 1999) between
the Alpine Fault and main divide and decrease almost exponentially with distance east
over to the Canterbury plains (Chinn and Whitehouse, 1980; Henderson and Thompson,
1999; Salinger and Mullan, 1999). The maritime climate is characterised by a low sea-
sonal range in temperatures, which means glaciers with high elevation catchments and
low elevation tongues can receive accumulation as well as ablate ice year-round.
2.4.1 Southern Alps climate variability
Synoptic-scale atmospheric and oceanic circulation in the South Pacific region ultimately
determine the present-day climate variability in New Zealand (Kidson, 1994; Chinn,
1995; Mullan, 1995; Salinger and Mullan, 1999; Clare et al., 2002). The synoptic cir-
culation is responding to larger-scale climate patterns and modes, such as the El Niño-
Southern Oscillation (ENSO), Southern Annular Mode (SAM), and Interdecadal Pacific
Oscillation (IPO). These modes or oscillations all affect the precipitation and temperature
variability observed in New Zealand to some degree (Jiang et al., 2012). Climate data
from Hokitika (West Coast), Arthurs Pass (main divide), and Christchurch (east coast)
provide an idea of present-day interannual precipitation and temperature variability (Ta-
ble 2.1).
Proxy records from New Zealand indicate that synoptic circulation was also important
during the Holocene (Ackerley et al., 2011; Lorrey et al., 2012; Fowler et al., 2012), but
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there is still much left to learn. The frequency or intensity of the different climate modes
were most likely different from today. For example, the onset of ENSO is thought to
have occurred during the mid-Holocene, likely due to a change in orbital configuration.
However, the frequency of El Niño / La Niña events was not the same as today (Clement
et al., 2000; Liu et al., 2000; Moy et al., 2002).
Table 2.1 Climate information from Hokitika, Arthurs Pass, and Christchurch stations.
Statistics from daily mean precipitation and temperature data from 1980 to 2011 (NIWA,
Retrieved 2009-2011). Hokitika (west coast) and Christchurch (east coast) data are
presented for near sea-level west to east comparisons.
Hokitika Arthurs Pass Christchurch
Elevation 39 m asl 738 m asl 37 m asl
Precipitation
Mean (mm) 2886 4661 596
Annual std dev. (mm) 329 726 113
Annual std dev. (%) 11 16 19
Temperature
Mean (◦C) 12 7.7 11.6
Annual std dev. (◦C) 0.5 0.51 0.42
Annual std dev. (%) 4.1 6.6 3.6
Daily std dev. (◦C) 1.84 2.30 2.75
2.4.2 Alpine meteorology
While decades of weather station data have helped to describe the spatial and seasonal
patterns of temperature and precipitation near sea level in New Zealand, alpine meteo-
rology has received less attention. The relatively few high-altitude automatic weather
stations (AWSs) that do exist are monitored by organisations such as universities, Crown
Research Institutes (e.g. GNS, NIWA), recreational providers (e.g. ski field), or hydro-
electric companies (e.g. Meridian). The stations (at least 11 stations monitored by the
National Institute of Water and Atmospheric Research (NIWA) alone) measure air tem-
perature, relative humidity, wind speed and direction, air pressure, solar radiation, re-
flected radiation, and sometimes precipitation (Gillett and Cullen, 2011). Maintaining an
alpine AWS on a glacier surface can be difficult and no permanent glacier AWSs exist:
‘Automatic recorders are expensive however, and need to be robust, kea proof (at least in
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New Zealand) and capable of being retrieved from under perhaps 20 m of snow’ (Bishop
and Forsyth, 1988).
Temperature lapse rates, which describe the change in temperature with increasing eleva-
tion, are affected by processes in the atmospheric boundary layer (Barry, 1990, 1992) and
vary in time and with location (Blandford et al., 2008). However, due to the scarcity of
high altitude climate station data and uncertainty in lapse rate variability, a single value is
often used, typically an ‘environmental’ adiabatic lapse rate (-6.5◦C km−1), which repre-
sents conditions roughly mid-way between the wet and dry adiabatic lapse rates (Sturman
and Tapper, 1996). Lapse rates in New Zealand can be estimated using an empirical rela-
tionship between the lapse rate and the site latitude, elevation, and distance to the nearest
coast (Norton, 1985). However, using a lapse rate from site-specific AWS measurements
is more desirable if such data exist.
2.5 Glacier monitoring
Glaciological studies, together with studies of alpine meteorology, help to establish links
between characteristic weather patterns and glacier mass balance (Oerlemans, 1992; Oer-
lemans and Knap, 1998; Klok and Oerlemans, 2002; Hock, 2005). Glaciers fluctuate in
size to equilibrate with their climate where ice extent is dependent on a combination of
factors, including; ice flow rates, topography, total annual accumulation of snow, and to-
tal annual melt (Paterson, 1994). Although annual net mass balance (accumulation minus
melt) varies from year to year, ice extent adjusts over longer timescales (years to cen-
turies), thus glacier length changes typically mimic a smoothed climate signal.
To interpret past climate from dated moraine positions requires an understanding of how
glaciers in New Zealand respond to modern climate. Specifically, observations of glaciers
in the Southern Alps provide a basis for tuning and evaluating glacier models. Glacier
mass-balance studies in New Zealand have focused on several glaciers chosen for their
accessibility, size, and importance. Long-term investigations have focused primarily on
the Ivory, Tasman, Franz Josef, Brewster, and Fox glaciers (Anderton and Chinn, 1978;
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Anderson et al., 2008, 2010; Gillett and Cullen, 2011; Purdie et al., 2011b). Brewster
Glacier is currently a major part of the mass balance programme, with data reported
annually to the World Glacier Monitoring Service (WGMS, 2011). One- and two-year
mass-balance studies have been carried out on other South Island glaciers, including the
Park Pass, Glenmary (Stumm, 2011), and Dart Glacier (Bishop and Forsyth, 1988). The
Rolleston Glacier mass-balance programme started in November 2010 and regular moni-
toring is planned to continue into the future (personal communication T. Kerr, 2010).
The end of summer snowline (EOSS) survey is the longest record of glacier observations
in New Zealand (Chinn, 1995; Chinn et al., 2006, 2012). This survey includes 50 in-
dex glaciers from Fiordland to the Kaikoura Ranges and has been on-going since 1977
(Chinn, 1995; Willsman et al., 2010). The record is comprised of oblique aerial pho-
tographs, taken from roughly the same elevation and vantage point each year, that show
the distribution of snow at the end of the mass balance year. The EOSS in the photograph
is then visually compared to a topographic map to estimate the annual ELA. The EOSS
at any one time varies geographically due to accumulation and ablation of snow (Chinn,
1995) ranging in elevation from∼1600 m asl in the west to 2200 m asl in the east. Annual
EOSS elevations of individual glaciers are highly correlated to the annual mean EOSS el-
evation of the Southern Alps, demonstrating that they largely respond to the same climate
signal (Chinn et al., 2006, 2012).
Several of the large, low-angle glaciers east of the main divide now show significant debris
cover (Reznichenko et al., 2010; Anderson and Mackintosh, 2012), and many are calving
into proglacial lakes that have formed as a consequence of recent thinning (Dykes and
Brook, 2010; Chinn et al., 2012). Thick debris cover can insulate the ice below, decreasing
the melt rates, but does not stop melt from occurring (Anderson and Mackintosh, 2012;
Gardelle et al., 2012), whereas iceberg calving into lakes can increase the rate of glacier
retreat. Both of these processes are imperfectly understood in the present-day and the
impact of these processes is largely unknown for the past. Modelling sites were chosen to
avoid glaciers with these features and associated, more complicated, responses to climate.
Overall, New Zealand glaciers can be characterised as temperate mountain glaciers in a
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wet, maritime environment that are highly sensitive to changes in climate due to their high
accumulation and high ablations rates (high mass balance gradients). High surface angle
glaciers, often but not exclusively found on the West Coast, have faster reaction times to
climate changes than the large, low-angle glaciers typically found east of the main divide
(Oerlemans, 2000; Chinn et al., 2012).
2.6 Glacier modelling
Models are used to represent a complex natural system in a simplified manner. The most
important components of a system are included in equations or parameterisations that
attempt to describe the physical relationships. Glacier models vary widely in complexity
to suit the requirements of the problem being investigated. Glacial geologists typically
use the AAR method as a simple model, which can be applied to any catchment with a
well-defined terminal moraine using a topographic map. Estimates of past ELA change
can be made by outlining past glacier area, as determined by the moraine, and using an
assumed AAR (typically of 0.6 to 0.66), where the ELA is solved for as the dividing line
between the accumulation and ablation zones.
Porter (1975a) used the AAR method to work out the ELA lowering during the Lateglacial
period in New Zealand. An ELA lowering of 500±50 m was calculated for the Birch Hill
moraine in the Tasman-Pukaki basin. The difference in past and present-day ELAs can
then be converted into temperature change by using a temperature lapse rate (typically
-6 to -6.5◦C km−1). This method is fast and gives an estimate of temperature change
for a steady state ‘snapshot’, but cannot account for mass balance influences such as
topographic shading, hypsometry, accumulation concentration, nor distortions resulting
from differences in glacier flow. Due to the many assumptions made, the results from this
type of model include errors that are difficult to quantify (Plummer and Phillips, 2003;
Oerlemans, 2005).
Numerical models may offer more comprehensive palaeoclimate reconstructions than an
AAR approach (Hubbard, 1997; Plummer and Phillips, 2003). Past glacier extents have
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been successfully reproduced in a variety of locations, using models of intermediate com-
plexity (Oerlemans, 1988; Mackintosh et al., 2002; Kessler et al., 2006; Golledge et al.,
2009). These models typically consist of a mass balance component and an ice-flow com-
ponent, each containing a suite of tunable parameters. In Chapter 3, I describe several
different model types and the benefit and assumptions associated with each.
To date, published palaeoclimate estimates from numerical simulations of past glaciers in
New Zealand have come from a range of model types. These types include a degree-day
model with a 1-D flowline of Franz Josef Glacier (Anderson and Mackintosh, 2006), a
3-D shallow-ice approximation (SIA)/shallow shelf approximation model for the entire
Southern Alps (Golledge et al., 2012), a 2-D SIA simulation of the Rakaia catchment
(Rowan et al., in press), and flowline models used to study LGM ice extent in the Pukaki
and Ohau catchments (McKinnon et al., 2012; Putnam et al., 2013). Herman and Braun
(2008) also produced a simulation of glaciation of the Southern Alps, however, their aim
was to simulate landscape evolution.
2.7 Research questions
Moraine records have been used as proxy indicators of past climate for more than a cen-
tury. Models provide a potentially useful means to add value to the mapping and dating of
glacial landforms. The following research questions and objectives stem from the desire
to understand what moraines and their chronologies represent in terms of palaeoclimate
and glacier response. The first two questions are related to past climate, the next three
explore some finer details of glacier mass balance variability, and the last three concern
the methodology employed.
1. What magnitude of past temperature and precipitation change do Lateglacial- and
Holocene-aged moraines in New Zealand represent?
2. Are these estimates of past temperature and precipitation coherent with other cli-
mate proxy records in New Zealand?
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3. To what extent does the re-mobilisation of snow by avalanches affect the present-
day mass balance of New Zealand glaciers?
4. Does including a model of snow redistribution in a glacier model change the palaeo-
climate reconstructions made?
5. Could natural, stochastic variability in climate have caused the Holocene glacier
fluctuations?
6. What parameters are the modelled glaciers most sensitive to, and how does param-
eter choice affect the climate reconstructions?
7. How do the palaeoclimate estimates derived from modelling glaciers differ from
previous estimates using simpler methods?
8. What can we learn from dynamic glacier models that we could not gain from using
simpler methods?
The overall aim of my work is to improve palaeoclimate estimates from Holocene and
Lateglacial moraines in New Zealand. Additionally, I hope to provide an idea of how
quickly and by what magnitude these glaciers can respond to changes in climate. Un-
derstanding the sensitivity of these glaciers allows for more insightful interpretations of
moraine sequences and ultimately, climate.
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Chapter 3
Methodology
“Essentially, all models are wrong, but some are useful” Box and Draper (1987).
The study of glaciers and their response to climate change has progressed greatly in the
past few decades. Models have been an essential part of developing the understanding
of glacier-climate relationships for the present-day, where glaciological and meteorolog-
ical data are available. Numerical models provide the opportunity to better understand
glacier-climate relationships and test different theories about what caused past glacier
fluctuations. Models range in complexity, but they all attempt to represent the most im-
portant processes within a system, with a series of equations. Simplifying any natural
system into a model results in an incomplete representation of the system, and the associ-
ated model assumptions and uncertainties must be discussed and explored (Oreskes et al.,
1994; van der Veen, 1999).
Numerical models that describe the physics of ice-flow and glacier mass balance can
be used to simulate past glacier extents, as delimited by moraines. Such simulations
improve our understanding of past climate, glacier-climate feedbacks, glacier response
times, and ice thickness estimates, even in areas that lack geomorphic evidence. Simpler
models, such as the accumulation-area ratio (AAR), cannot offer these insights, which
is why I used numerical models to infer climate-glacier-moraine relationships. Here, I
describe a range of available glacier models and explain why I chose the ones used in this
study. I also discuss the limitations and advantages of a numerical modelling approach and
explore the parameter values used in each model and in different chapters (Tables 3.2, 3.1,
and 3.3).
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3.1 Modelling approaches
There are several reasons why I chose a numerical modelling approach to evaluate past cli-
mate from glacier records. First, input climate data and parameters are adjustable, which
allows for testing of different palaeoclimate scenarios, such as precipitation change from
present-day, snow avalanche accumulation, or natural stochastic variability in climate.
Second, the adjustable parameters allow for sensitivity tests, such as assessing the glacier
length fluctuations that result from step changes in temperature, that enhance the under-
standing of glacier-climate relationships. Third, the models that I used consider location-
specific features, such as aspect, bedrock slope, surface elevation, and topographic shad-
ing. Finally, the model can produce transient simulations, thereby allowing the evolving
glacier response to a changing climate to be assessed.
The three model components used in this thesis describe (1) surface energy balance, (2)
gravitational snow mass transport and deposition (MTD), and (3) ice-flow. The distributed
energy-balance model (EBM) accounts for shading, changes in albedo, and aspect, among
other factors that affect melt. The gravitational snow MTD model uses the grid cell slope
values and total snowfall to simulate small, frequent snow avalanches. The grid of redis-
tributed snow is used to improve mass balance estimates. The ice-flow model calculates
the 2-dimensional flow of ice across a landscape, which allows the size of the glacier to
evolve as the mass balance changes. These models can be efficiently applied to small
areas (<20 km2) with high-resolution digital elevation models (DEMs) (25 to 100 m).
The mass balance distribution is ultimately what drives the glacier to advance or retreat.
The close coupling between the models allows the responses and feedbacks between mass
balance and evolving ice geometry to be explicitly considered. This coupling allows for
the EBM to update accumulation and ablation rates for a particular surface topography
(bedrock + ice thickness) because mass balance values in a cell are affected by changes in
aspect, surface elevation, slope, or total ice cover. The ice thickness is also updated with
the calculated horizontal ice flux from cell to cell at each timestep.
Details about model setup, why I chose to use certain parameter values, and how these
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models were applied to answer the research questions (Section 2.7), are explained in the
following sections. All models use SI units, however some of the values in the following
tables show non-standard units for easier comprehension.
3.2 Energy-balance model
A variety of climate-glacier models exist, each with its own level of complexity and pa-
rameterisations. Positive degree-day (PDD) models are based on an empirical relation-
ship between ice ablation and air-temperatures (Ohmura, 2001). A PDD model simplifies
complex processes that are described in an EBM, and calculates melt by multiplying the
sum of PDD with a PDD factor. This attempts to account for the surface energy balance
processes that affect melt, including the incoming shortwave and longwave radiation and
the turbulent heat fluxes (Braithwaite, 1995; Blard et al., 2011). The EBM explicitly con-
siders the influences of topography on the surface energy balance within the atmospheric
boundary layer (Equation 3.1). A surface EBM was chosen over a PDD model for several
reasons. First, the EBM allows me to test the sensitivity of glacier extent to climatic in-
puts other than temperature. One aim of this thesis is to examine the relationship between
glaciers and temperature change and test whether past glacier extents in New Zealand
can be explained by other climate variables. To do this, I require a model that is not
solely dependent on temperature. Second, although the EBM requires more input data
(i.e. wind velocity, relative humidity, cloud cover, debris cover), which are poorly known
in the past, I assume these data to be the same between past and present. Differences
in these values (absolute or spatial gradients) would be interesting to investigate, but is
beyond the scope of this study. Third, the EBM used here could be adapted to include
the MTD model, which improves the snow distribution and mass balance gradient of an
avalanche-fed glacier.
The EBM uses a surface elevation grid (digital elevation model plus an ice thickness grid)
and daily climate data. The climate data came from the National Institute of Water and
Atmospheric Research (NIWA) CliFlo Database, NCEP reanalysis, and an annual mean
precipitation surface (Stuart, 2011), empirically derived from the most comprehensive
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network of precipitation stations available. Precipitation amount depends on the daily
or monthly mean interpolated precipitation grids within my model and the annual mean
precipitation surface (Stuart, 2011). Snowfall occurs in a grid cell in the model when
the atmospheric temperature (Ta) at that grid cell is at or below a snow/rain temperature
threshold (Tsnow). Tsnow was set to 1◦C (274.15 K) for all simulations (Anderson et al.,
2006) (Table 3.1) and varied in the sensitivity tests by ±1◦C. If simulations include the
MTD model, modelled snow is transported from steep slopes to lower, gentler slopes (see
Section 3.3).
Temperature lapse rates in New Zealand vary spatially and temporally, however, there are
limited temperature measurements from alpine sites. An automatic weather station was
installed in Irishman basin for a separate study (K. Sattler and others, Victoria University
of Wellington) and I calculated monthly mean temperature lapse rates from March 2010
to January 2011 temperature data. There is a noticeable seasonal cycle in the lapse rate
values (Figure 3.1a), with lower values in winter (July -3.5◦C km−1) and higher values in
summer (January -6◦C km−1). After publication of this article, we had access to the 2011-
2012 temperature measurements which showed a similar pattern in temperature lapse rate
variability (Figure 3.1b). The monthly lapse rates calculated for 2010 to 2011 seem to
work well for the 2011 to 2012 year (Figure 3.1b, red line) however, we offer an improved
fit for the final three months using values of -6.5, -6.5, and -7.5◦C km−1 for October,
November and December, respectively.
A DEM (GeographiX (NZ) Ltd) derived from elevational contours by Land Information
New Zealand (NZMS260), provided surface elevation for all model simulations. The
gridded horizontal resolution of the DEM applied differs between chapters, depending on
the research question and domain size (Table 3.4). In Chapter 6, the DEM was altered by
removing the present-day ice thickness, which was estimated using the ice surface slope
and modelled mass balance. The estimation of Cameron Glacier ice thickness was also
guided by ground-penetrating radar (GPR) data which showed the bed topography along
the glacier’s central flowline (Appendix B). The gridded topography was then smoothed
using an average block size of five grid cells (250 m) (Chapter 6). The ice-removal and
topographic smoothing is important for minimising the ice flux correction in the ice-flow
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Figure 3.1 Modelled versus measured temperatures at the location of a climate station in
Irishman basin. Modelled temperature values (daily interpolated temperature, T ,
smoothed with a thirty-day running mean) were interpolated from climate stations at
<800 m asl over the 2010-2011 (a) and 2011-2012 (b) intervals. Measured temperature
data (black line) are compared to modelled temperatures that were calculated using the
2010-2011 monthly varying lapse rate (red line), using a new variable lapse rate (purple
line, panel b only) and a constant lapse rate (blue dashed). Using a constant lapse rate
achieves a poor match, especially during winter months (Jun-Sep).
model (Section 3.4.1).
Debris cover was mapped from aerial imagery taken on 30 January, 2006, provided by
Terralink International. Modelled melt in cells with prescribed debris cover was reduced
by ∼90%, based on previous estimates on New Zealand glaciers (Anderson and Mackin-
tosh, 2012). A debris cover grid was only included in the present-day model run because
the debris coverage is unknown for the past. It is likely that present-day debris cover is
greater than in the recent past, due to glacier thinning (Stokes et al., 2007).
The timestep of the EBM is adjusted depending on the question being addressed. For
palaeo-glacier simulations, model runs were carried out for over >200 model years to
ensure that the glacier reached equilibrium. The climatic input data for these simulations
are monthly means based on present-day climate (1981-2010). The EBM uses a monthly
timestep for these model runs, which allows the seasonal cycle to be captured. The EBM
in Chapter 5 (snow transport simulations) uses daily climatic input data from various me-
teorologic stations over the 2009-2010 mass balance year that were interpolated across the
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model domain. One goal of the daily simulations in Chapter 5 was to replicate measured
snow depths with the model. This investigation required a daily timestep in the EBM to
resolve snow deposition and melt during the 2009-2010 mass balance year.
To simulate mass balance gradients seen today on the Cameron Glacier using a monthly
timestep, the temperature input data were further adjusted in Chapter 6. The 30-year
monthly mean (1981-2010) temperature input data were converted into ‘daily’ tempera-
tures by adding them to a randomly generated number (normal distribution with a standard
deviation of 2.56◦C). The standard deviation of daily temperature variations in a month
was extracted from the CliFlo daily temperature statistics (Mt. Potts Station, May 2009-
September 2012). Inclusion of this ‘daily’ temperature variability was important for cap-
turing the turbulent heat fluxes with monthly-mean temperatures.
The model calculates the energy available for ablation (QM ) using the following equation:
QM = I(1− α) + L ↓ +L ↑ +QH +QE +QR +QG (3.1)
where I is the incoming shortwave radiation, α is the surface albedo, L ↓ is the incoming
longwave radiation, L ↑ is the outgoing longwave radiation, QH and QE are the sensible
and latent heat fluxes, QR is the heat supplied by rain, and QG is the ground heat flux.
All heat exchanges are in units of W m−2. Positive values of radiative and turbulent
fluxes indicate energy available for melting snow and ice, and negative values indicate
a loss of energy. QR was calculated assuming that precipitation temperature is equal to
air temperature (Oerlemans, 1992) and QG was set at 1 W m−2 (Neale and Fitzharris,
1997). I will now discuss each of the main components of the energy balance equation
(Equation 3.1).
3.2.1 Shortwave radiation
Most of the heat available at the Earth’s surface is dependent on the Sun’s energy. So-
lar radiation lies almost entirely between 0.15 and 4 µm, whereas terrestrial radiation is
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infrared and lies between 4 and 120 µm, hence separating them into shortwave and long-
wave radiation. The amount of shortwave radiation that influences a location is primarily
dependent on the time of day, time of year, changes in Milankovitch cycles, latitude,
topographic shading, and cloudiness.
Incoming shortwave radiation (I) contains direct and diffuse components (Oerlemans,
1992) from calculated radiation at the top of the atmosphere (Eisenman and Huybers,
2006).
I = tatc(Idif + Idir) (3.2)
where ta and tc are transmissivity for air and clouds respectively, and Idif and Idir are
the diffuse and direct components of insolation respectively (Oerlemans, 1992; Anderson
et al., 2010). The transmissivity for air was calculated using:
ta = (0.79 + 0.000024z)
[
1− 0.08
pi
2
− ϕsun
pi
2
]
(3.3)
where z is the surface elevation (m asl), and ϕsun is the solar azimuth angle (radians). The
transmissivity for clouds was calculated using:
tc = 1− (0.41− 0.000065z)n− 0.37n2 (3.4)
where n is cloudiness. The cloudiness parameterisation follows that used in Anderson
et al. (2010) where a fitted cubic relationship describes the relationship between cloudi-
ness and the fraction of clear-sky to measured radiation (Hock, 2005). For clear-sky con-
ditions Idif is typically ∼15% of the total incoming shortwave radiation and for overcast
conditions ∼85%. Diffuse radiation was calculated using:
Idif = [0.8− 0.65(1− n)]S sin
(pi
2
− Z
)
(3.5)
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where S is the solar constant and Z is the solar zenith angle. S is described as:
S = Ψa
[
1 + 0.034 cos
(
2piN
365
)]
(3.6)
where Ψa is the atmospheric clear-sky transmissivity and N is the day number (Oerlemans,
1992). For unshaded areas, direct radiation and the cosine of the angle of incidence
between the slope normal and the solar beam (θ) can be calculated using:
Idir = (0.2 + 0.65) ∗ (1− n)S cosθ (3.7)
cosθ = cos(β)cosZ + sin(β)sinZ cos(ϕsun − ϕslope) (3.8)
where β is slope and ϕslope is the slope azimuth angle (aspect). The amount of out-
going shortwave radiation depends on the surface albedo. The parameterisations used to
estimate albedo are described below.
3.2.2 Albedo
Two different albedo parameterisations were used in this thesis because two different
timesteps are used. Simulations with a daily timestep (i.e. Chapter 5) used a mode where
albedo decays with time (days) since the last snowfall (Oerlemans and Knap, 1998) (Ta-
ble 3.4). This time-dependent parameterisation has been evaluated using measurements
of incoming and reflected radiation data from Brewster Glacier, New Zealand (Anderson
et al., 2010). All other simulations used a mode where albedo is dependent on snow thick-
ness and the elevational difference from the modelled equilibrium-line altitude (ELA)
(Oerlemans, 1992). This second mode is applied to models with monthly timesteps, where
a time-dependent albedo would not be appropriate.
The time-dependent albedo parameterisation depends on the snow cover and different
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albedo values for fresh snow (αfrsnow), firn (αfirn), and ice (αice) (Oerlemans and Knap,
1998) (Table 3.1).
αsnow = αfirn + (αfrsnow − αfirn)e− st∗ (3.9)
where s is the time since the last snowfall occurred (days) and t∗ is a timescale (days) de-
termining how fast the snow albedo approaches the firn albedo after snowfall (Oerlemans
and Knap, 1998). αsnow is then used to calculate α:
α = αsnow + (αice − αsnow)e−Dsnowd∗ (3.10)
where Dsnow is snow depth (metres in snow-water equivalent or m s.w.e.) and d∗ is
a characteristic scale for snow depth (m s.w.e.). A difference in albedo of redistributed
snow in the avalanche model was not included. These schemes are all empirically derived,
and the key parameters (e.g. αsnow) are somewhat uncertain and therefore were evaluated
in sensitivity tests.
Alternatively, when using the ELA-dependent albedo parameterisation (Oerlemans, 1992),
the ‘background’ albedo, αb, was first determined:
αb = 0.43 +
0.18
pi
arctan
(
z − zELA + 300
200
)
(3.11)
where z is surface elevation and zELA is the equilibrium line altitude (m asl). The albedo,
α, is then calculated, where the albedo of snow, αsnow, is equal to 0.72 (Table 3.1).
α = αsnow − (αsnow − αb)e−5Dsnow (3.12)
For Chapters 4 and 6 and Appendix A areas of the glacier with no snow cover have an
albedo set to the ice albedo value (αice, set to 0.34).
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3.2.3 Longwave radiation
Incoming longwave radiation comes from the surrounding terrain (e.g. heated rocky
slopes) as well as the atmosphere (e.g. cloudiness and relative humidity). Unlike short-
wave radiation, longwave radiation also depends on the air temperature (Equation 3.13).
The viewfield for each cell specifies the amount of surrounding terrain and atmosphere at a
particular location. The relative amounts are adjusted in response to ice thickness growth
or decay. Incoming longwave radiation L ↓ is calculated using the Stefan-Boltzmann
constant σ (J K−4m−1s−1), effective atmospheric emissivity a, atmospheric temperature
(approximated by Ta), and the terrain viewfield Vf in the atmospheric (first) component,
and, in addition, terrain emissivity t and terrain temperature Tt in the terrain (second)
component (Corripio, 2003; Plummer and Phillips, 2003; Anderson et al., 2010).
L ↓= (σaTa4)(Vf ) + (σtTt4)(1− Vf ) (3.13)
Terrain temperature Tt is taken as atmospheric temperature for cells that are not snow- or
ice-covered and as 273.15 K for cells with snow or ice. Terrain emissivity t is set to 0.4
(Plummer and Phillips, 2003).
Outgoing longwave radiation L ↑ is calculated using:
L ↑= −snowσTsurf 4 (3.14)
where snow is snow emissivity (set to 0.99) and Tsurf is the surface temperature (set to
273.15 K). I assume that the glacier surface is at the melting point, which is appropriate
for temperature glaciers (Paterson, 1994; Ohmura, 2001), and this assumption makes the
resulting L ↑ a constant equal to 317 W m−2 (Plummer and Phillips, 2003).
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3.2.4 Turbulent heat fluxes
Turbulent heat fluxes (QH and QE), which can make up half or more of the energy avail-
able for melt in maritime environments (Anderson et al., 2010), were calculated using the
bulk method (Oerlemans, 1992; Klok and Oerlemans, 2002; Oerlemans and Grisogono,
2002).
QH = ρacpkHUw(Ta − Tsurf ) (3.15)
where ρa is the density of ambient air, cp is the specific heat capacity of ambient air (J
kg−1K−1), kH is the bulk transfer coefficient for heat and Uw is wind speed (m s−1).
QE = 0.622ρakEUwλv
(q − qs)
p
(3.16)
where kE is the bulk transfer coefficient for vapour, λv is the latent heat of vaporisation for
water (J kg−1), q is the vapour density of ambient air (kg m−3), qs is the vapour pressure
on a melting surface (610.8 Pa), and p is the air pressure (Pa).
kH =
k0
2
log
(
z
z0
)
log
(
z
z0H
)(1− 5.2Rb)2 (3.17)
where k0 is the von Kármán’s constant (set to 0.4), z0 is the roughness length for wind
(defined by Zsnow and Zice, m), z0H is the roughness length for sensible heat (m), and
Rb is the Richardson stability criterion (Oerlemans, 1992; Anderson et al., 2010). The
bulk transfer coefficient for heat (and similarly for vapour) depends on the roughness
length for wind. Roughness lengths are difficult to measure and parameterise and have
typically been used as a tuning parameter. Here we use previously published values for
the roughness length of snow Zsnow and ice Zice (Table 3.1). The bulk transfer coefficients
use the Richardson number stability criterion to keep the bulk Richardson number from
being unrealistically high (Oke, 1987; Anderson et al., 2010).
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In summary, the EBM used in this thesis was tailored to the specific research question in
each chapter. The timestep was prescribed as daily or monthly for present-day or palaeo-
simulations, respectively. The albedo parameterisation and input climate data that were
used in the model depended on the timestep. The ability of the EBM to accommodate
different model resolutions, timesteps, and subroutines (such as the MTD model) allowed
me to apply the EBM to all of the studies presented in this thesis.
Table 3.1 Energy balance model parameters, values, and references.
Parameter Symbol Values Source
Snow/rain temperature threshold Tsnow 1◦C (Anderson et al., 2006)
Temperature lapse rate dTdz variable
◦C km−1 refer to individual chapters
Albedo ELA αELA 2100 m asl (Oerlemans, 1992)
Roughness parameter for ice Zice 0.004 m (Anderson and Mackintosh, 2012)
Roughness paramter for snow Zsnow 0.001 m (Brock et al., 2006)
Albedo of snow αsnow 0.72 (Oerlemans, 1992)
0.75 Chapter 6
Albedo of fresh snow αfrsnow 0.9 (Oerlemans and Knap, 1998)
Albedo of firn αfirn 0.53 (Oerlemans and Knap, 1998)
Albedo of ice αice 0.34 (Oerlemans and Knap, 1998)
Albedo characteristic depth d∗ 11 mm s.w.e. (Oerlemans and Knap, 1998)
Albedo characteristic time scale t∗ 21.9 days (Oerlemans and Knap, 1998)
Maximum snow depth Dmax 0.2 or 0.4 m s.w.e. refer to individual chapters
Model time step dt variable see Table 3.4
3.3 Gravitational snow mass transport and deposition model
Snow avalanches contribute snow mass directly to glaciers located below areas of steep
terrain (Lossev, 1967; Kotlyakov, 1973; Paterson, 1994; Purdie et al., 2011a). Small, fre-
quent avalanches result in relatively thick snow deposits, typically near the base of steep
valley walls, and can allow glaciers to persist even when their glacier surface is below
the local ELA (Hewitt, 2005, 2011). Without avalanche processes, these low-elevation
glaciers would not be sustainable and would retreat. Glaciers that receive avalanche accu-
mulation are typically avoided for studying because of mass balance complexity as well
as field hazards and difficult accessibility. However, avalanche-fed glaciers are common
in the central Southern Alps where uplift, faulting, landsliding, and glacial and fluvial
processes have exposed steep slopes that are prone to small, frequent snow avalanches.
Because of this, the influence of avalanche accumulation on glaciers in New Zealand
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needs to be better understood, especially in terms of how these glaciers response to cli-
mate change. Simple avalanche models have been used to simulate the effect of avalanche
deposits on modelled glacier mass balance in Europe (Machguth et al., 2006; Dadic et al.,
2008), and with proper tuning and evaluation, can be applied to studies in the Southern
Alps.
To parameterise small snow avalanches, I employ the gravitational MTD model following
Gruber (2007). This parameterisation requires minimal input data, little computational
time, and has been shown to produce appropriate snow distribution patterns on glaciers
such as Vadret da Misaun (Gruber, 2007) and Claridenfirn (Machguth et al., 2006). The
gravitational MTD used here was chosen over another snow avalanching model known
as SnowSlide (Bernhardt and Schulz, 2010). This is because the Gruber (2007) model
provides a larger number of adjustable and testable parameters, allowing for an improved
fit between modelled and measured snow deposition.
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Figure 3.2 One-dimensional example of snow redeposition from the MTD
parameterisation modified from Gruber (2007). Panels show avalanche profiles resulting
from changing parameter values, a) increasing deposition limit (Dlim) leads to thicker,
less-extensive deposits, b) increasing total incoming snow will increase the extent of the
avalanche deposit, c) increasing slope limit (βlim) causes snow to stay close to the valley
wall, and d) increasing gamma (γ) also results in less-extensive, thicker deposits. For
these tests, the total incoming snow is a 100 m s.w.e. column deposited at the circle
labelled ‘input’, which is an unrealistic process but helps to highlight the shape of the
deposit.
The MTD model is used in Chapters 5 and 6 and Appendix A. Chapter 5 explored param-
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eter value choice to improve the fit between modelled and measured snow depths from a
GPR survey. Chapter 6 and Appendix A use parameter values that were appropriate for
the topography and model timestep. It is likely that many other glaciers in the Southern
Alps of New Zealand are receiving accumulation through gravitational snow redistribu-
tion processes and this model could be used to improve the understanding of glacier mass
balance and catchment-scale snow distribution patterns in other areas. I will now describe
the MTD model components.
The model begins with a subroutine designed to ‘fill’ any holes in the DEM to ensure that
the topography is ‘drainable’. This process is also referred to as ‘iterative sink-filling’.
There are two main, slope-dependent components in the gravitational MTD model; re-
moval and deposition. The percentage of removed snow (or mobile mass Mm (m s.w.e.))
in the model is zero for cells with a slope of less than 40◦ and increases linearly to 100%
for cells steeper than 70◦. The Mm is the excess snow mass available for redeposition,
and all remaining snow stays in place.
The deposition mechanism computes the snow depth (Dsnow) including the original snow
cover and Mm using the specified Dmax curve:
Dsnow =
 Mm if Mm < DmaxDmax if Mm ≥ Dmax (3.18)
where Dmax is the maximum amount of snow deposition allowed in a cell (m s.w.e.),
which is ultimately slope-dependent (Equation 3.19). The simple function below de-
scribes the relationship between Dmax and the local slope angle β (◦):
Table 3.2 Mass transport and deposition model parameter setup.
Parameter Symbol Values
Maximum snow depth limit (m s.w.e.) Dlim 0.4, 0.6, 0.8
Maximum slope for snow deposition (◦) βlim 35, 40, 45
Slope influence γ 0.075, 0.1, 0.125
40
Dmax =
 (1−
(
β
βlim
)γ
)Dlim if β < βlim
0 if β ≥ βlim
(3.19)
where Dlim is the maximum deposition limit (where β= 0◦), γ alters the shape of the
deposition-slope curve and βlim is the maximum slope at which snow begins to deposit.
The parameters explored in this model alter the deposition-slope curve (Table 3.2) shown
in Figure 3.3, where Dlim sets the y-axis intercept and βlim sets the x-axis intercept.
The change in parameter values alters the shape and extent of snow avalanche deposits
(Figure 3.2), which influences the goodness of fit between measured and modelled snow
depth and distribution (see Chapter 5).
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Figure 3.3 Plots of slope angle versus maximum deposition to show parameter
influences on the slope-deposition curve. Parameters evaluated are a) Dlim (yellow
circles) set to 0.4 (dotted line), 0.6 (dashed line), and 0.8 (solid line) m s.w.e., b) γ =
0.075 (dotted line), 0.1 (dashed line), and 0.125 (solid line), and c) βlim (green circles)
set to 35 (dotted line), 40 (dashed line), and 45◦ (solid line).
Without the MTD model, the snow accumulation in the EBM increases linearly with
elevation as a function of the temperature lapse rate. Daily modelled snowfall depends
also on precipitation amount, snow temperature threshold, and air temperature at that
timestep. My GPR data show that simulated snow distribution on a glacier névé adjacent
to steep slopes (>45◦) is greatly underestimated without the MTD model. The modelled
end of summer mass balance for the Cameron Glacier, in the absence of the MTD model,
shows ablation over the majority of the glacier surface (Figure 3.4c-d), which is consistent
with inferences that this glacier lies largely below the local estimated ELA (2100 m asl)
(Chinn, 1995; Willsman et al., 2010). In other words, without the avalanche-derived snow
input, this glacier would not be able to sustain its current size. Modelling the snow depth
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distribution appropriately is therefore critical for simulating the present-day glacier, as
well as its past behaviour.
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Figure 3.4 Cameron Glacier model domain showing a) slope (◦) at 25 m grid resolution,
b) slope at 50 m grid resolution, c) modelled mass balance (m a−1) using the MTD
model, and d) modelled mass balance without the MTD model for the 2009-2010
simulation. The black line represents part of the end of summer snowline measured on
19 March, 2010 using a hand-held GPS.
I adjusted the Dlim and βlim parameter values from those used in Chapter 5 to values
that enhance snow dispersion in Chapter 6. This adjustment helped to achieve a similar
mass balance distribution between the EBM run at a monthly timestep, with a 50 m grid
resolution, and the EBM run at a daily timestep, with a 25 m resolution, for the Cameron
Glacier. When ice-flow dynamics are included in the monthly EBM, the ice-surface slope
decreased through time (Chapter 6). Parameter adjustments also account for slightly lower
slope values in the 50 m than in the 25 m grid (Figure 3.4a-b). Together these effects
meant that the glacier was ‘flatter’ in a more subdued topography, and consequently, I
changed the parameter values from βlim = 35◦ and Dlim = 0.4 m (Chapter 5) to βlim = 45◦
and Dlim = 0.2 m (Chapter 6) so that extensive avalanche deposits were still simulated.
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3.4 Models that describe glacier flow
Ice-flow models describe the mechanical movement of ice, based on the Navier-Stokes
equation:
ρice
∂U
∂t
+ ρice(U · ∇)U = −∇p+ η∇2U + F (3.20)
where ρice ∂U∂t is the rate of change of momentum, ρice(U · ∇)U is the convective force,
−∇p is the pressure force, η∇2U is the viscous force, and F is the external force. By
neglecting the inertial terms (because of its slow movement) and assuming incompress-
ability and a constant dynamic viscosity (µ), the Navier-Stokes equations for fluid flow
reduces to the Stokes equations for creeping flow. The left-hand side of Equation 3.20
describes the inertial component and is neglected in the Stokes equations.
0 = −∇p+ η∇2U + F (3.21)
The viscous force can be written in terms of the deviatoric stress tensor (τ ′ij). Assuming
incompressability (∇ ·U = 0) and that the external force, F , primarily represents gravity
(ρiceg), the Stokes equation can be written as:
0 = −∇p+∇ · τ ′ij + ρiceg (3.22)
To reduce computational time associated with the full-Stokes solution, many ice-flow
models use a series of simplified equations, known as the shallow-ice approximation
(SIA). The SIA was originally developed for describing large-scale flow dynamics in
ice sheets, where the ice thickness is small compared to the horizontal extent (e.g. aspect
ratio of glacier thickness to width is<0.2) (Leysinger Vieli and Gudmundsson, 2004) and
the ice surface slopes and bed slopes are gentle (bed slope <11◦) (Le Meur et al., 2004;
Egholm et al., 2011). The small aspect ratio is the dimensionless parameter upon which
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the scale analysis is based. The applicability of this scaling depends on the similarity
between the ratio of ice thickness to aerial extent and the ratio of vertical to horizontal
velocities (Baral et al., 2001; Le Meur et al., 2004). This approximation is therefore less
appropriate for ice divides or areas with steep bed slopes.
In the most commonly used zeroth-order SIA, the influences of lateral drag and longitu-
dinal stretching/compression on ice flow are ignored. The longitudinal deviatoric stresses
are caused by extensional and compressional flow, which are likely to be important when
describing the ice flow of valley glaciers (Egholm et al., 2011). This limitation is accept-
able when modelling certain parts of ice sheets (althought it does not work well for ice
streams or ice shelves), but can be more problematic for modelling mountain glaciers.
The rugged terrain of mountain ranges presents some challenges for application of the SIA
to alpine glaciers (Le Meur et al., 2004; Egholm et al., 2011). For example, this approxi-
mation neglects stress terms that are likely to be important for flow of mountain glaciers
and ice sheets near their margins. Longitudinal stresses can be significant for glaciers in
narrow or steep valleys. In an attempt to make the SIA more appropriate for modelling
mountain glaciers, several studies have tried to account for longitudinal stresses. These
adjustments either include parameterising the longitudinal deviatoric stresses (Hubbard,
2000) or solving for them directly in second-order SIA models (Baral et al., 2001; Egholm
et al., 2011).
Despite the fact that some of the assumptions that underlie the zeroth-order SIA are likely
to be incorrect on alpine glaciers, comparisons between the SIA and full-Stokes models
have shown similar results (Le Meur et al., 2004). For example, modelled ice extent
and thickness are similar between the two approaches when modelling valley glaciers on
gentle slopes (Leysinger Vieli and Gudmundsson, 2004). The major differences are in the
small-scale velocity estimates generated by the two approaches. It has also been shown
that the primary control on glacier evolution is usually the mass balance (Leysinger Vieli
and Gudmundsson, 2004). For these reasons, a vertically-integrated 2-D ice-flow model
based on the zeroth-order SIA can be used to model past extents of mountain glaciers
(Plummer and Phillips, 2003; Kessler et al., 2006; Laabs et al., 2006).
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Ice-flow models can be applied in 1, 2 or 3 dimensions. Flowline models (1-D) capture
the basic ice dynamics along a centre flowline of a glacier. Flowline models require pre-
definition of a central flowline as well as parameterisation of valley geometry, where a
valley cross profile is typically described using a trapezium or parabola. This also means
that all tributary glaciers must be identified and parameterised as well. These parame-
terisations can lead to uncertainties in the results because, for example, the glacier width
might evolve as ice thickens in a way that is not easy to parameterise. 1-D flowline models
would also not be able to account for complex snow distribution caused by avalanching
or snow drift, and are intrinsically less useful for comparing against geomorphological
evidence, which is best presented in map-plan (2-D) form.
I chose to use the 2-D, zeroth-order, vertically-integrated SIA model for several reasons;
First, the valleys chosen in this thesis have relatively low angle slopes (5-15◦), for which
the longitudinal stresses should be relatively low (Le Meur et al., 2004). Second, the re-
sulting simulated glacier extents are in two dimensions (plan view) and are directly com-
parable with mapped moraines. Third, the vertically-integrated SIA is computationally
fast, allowing for long integrations at relatively high resolutions.
3.4.1 Ice-flow model
The modelled ice velocity is comprised of two components; sliding and deformation.
Both sliding and deformation velocity in this work follow the equations suggested by
Kessler et al. (2006). In this 2-D model, the vertical velocity profile is integrated, which
decreases computational time. The ice velocity caused by internal deformation (~Ud) is
calculated using:
~Ud =
2
5
AH~τnb (3.23)
where A is the coefficient of Glen’s flow law, set to 3.17e−25 Pa−3 s−1, H is ice thick-
ness (m), ~τb is the gravitational driving stress (~τb=ρicegH∇z), and n is Glen’s flow law
exponent, set to 3. The sliding velocity follows the empirical formulation of Kessler et al.
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(2006):
~Us = Uce
1− τc
~τb (3.24)
where Uc is a typical sliding velocity (m a−1, Table 3.3) and ~τc is the characteristic grav-
itational driving stress (105 Pa, Kessler et al. (2006)). In Chapter 6 where the Cameron
Glacier is modelled to its Holocene positions, Uc is made to vary with elevation to im-
prove the fit in ice thickness to the height of late-Holocene lateral moraines. The Uc is
set to 10 m a−1 for elevations greater than 1700 m asl in the model, and then increases
linearly to 60 m a−1 for elevations lower than 1500 m asl. This imposed variability seems
sensible because, at elevations below 1500 m asl, the valley floor flattens out and contains
a layer of debris, which likely results in an increase in basal motion. In Chapter 4 where
the Irishman glacier 13 ka position is simulated, the characteristic sliding velocity Uc is
set to 20 m a−1, following Kessler et al. (2006).
Table 3.3 Ice-flow model parameter options and the range of published values for Glen’s
flow law coefficient.
Parameter Symbol Value Source
Typical sliding velocity Uc 20 m a−1 (Kessler et al., 2006)
10 - 60 m a−1 Chapter 6
Characteristic gravitational driving stress ~τc 105 Pa (Kessler et al., 2006)
Ice density ρice 917 kg m−3 (Paterson, 1994)
Glen’s flow law coefficient A 1e−17 Pa−3a−1 This thesis (displayed in text)
3.17e−25 Pa−3s−1 This thesis (different units)
Other published values for Glen’s A 2e−24 Pa−3s−1 (Le Meur and Vincent, 2003)
1.3e−24 Pa−3s−1 (Le Meur et al., 2004)
6.8e−24 Pa−3s−1 (Kessler et al., 2006)
4e−24 Pa−3s−1 (Cuffey and Paterson, 2010)
The continuity equation (Equation 4.4) was used to evolve the glacier geometry through
time. Using a staggered grid, the ice velocities (~Ud + ~Us) were calculated at points offset
from where the ice thickness change was calculated. The flux gradients were then used to
update the ice thickness using a forward explicit time-step. The evolving time-step was
calculated using the stability criterion following Hindmarsh and Le Meur (2001).
To minimise the error related to ice thickness at the boundaries, I applied an ice-flux
correction. The correction was applied at every timestep to find areas where the ice flux
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exceeded the ice thickness at a cell (Plummer and Phillips, 2003). This can occur at
modelled glacier margins where the ice-free ground elevation of a cell is greater than the
ice-surface elevation in an adjacent cell. In the correction, the ‘phantom ice’ mass was
identified, removed from the glacier, and moved back to its original cell (Plummer and
Phillips, 2003).
3.5 Model applications
One overarching goal of this thesis is to understand the behaviour and sensitivity of four
glaciers that deposited well studied moraine sequences in New Zealand. The combina-
tion of models that I used to simulate palaeo-glacier extents was designed for addressing
the research questions (outlined in Section 2.7). The present-day topography, glaciology,
and climatology are useful benchmarks for evaluating changes in past climate from today,
which is why I used present-day topography and climatology in these simulations. In the
steady-state model runs, a glacier length is specified by targetting a terminal moraine
position and the model output provides an envelope of temperature and precipitation
change combinations. The envelope can be further restricted by limiting the precipita-
tion change to within a particular range (e.g. ±20 or 50%). Due to differences in glacier
response time, the duration of each steady-state run was varied between 240 (Irishman
glacier) to 300 years (Cameron Glacier). The steady-state simulations allow me to esti-
mate the magnitude of past temperature and precipitation changes that are consistent with
the Lateglacial and Holocene ice advances, thus addressing the first research question (i.e.
quantifying past climate Section 2.7).
Two of the studies in this thesis include transient simulations, where climate is varied and
glacier extent continually adjusts during the model run. In Chapter 4 where the Irishman
glacier was simulated, I forced the model with a previously published chironomid-based
temperature reconstruction from Boundary Stream Tarn (Vandergoes et al., 2008), with no
change in precipitation, to assess the fit between the modelled ice extent and the glacial
geomorphic record. The Antarctic Cold Reversal (ACR) cold peak in the chironomid
record caused an advance in the modelled glacier terminus to within 100 m of the well-
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dated ACR moraine in Irishman Stream. In Chapter 6, I forced the glacier model with
present-day interannual natural climate variability using ‘white noise’ (Oerlemans, 2000;
Roe, 2011). This approach allowed me to examine the question of whether the Holocene
glacier fluctuations in the Cameron valley were caused by climate shifts, or alternatively,
from interannual stochastic variability in an steady climate.
Table 3.4 Model information summary for comparison between the different studies.
Ch. 4 Ch. 5 Ch. 6 App. A
Location Irishman Cameron Cameron Whale
Time period Lateglacial 2009-2010 Holocene Lateglacial
Timestep monthly daily monthly monthly
DEM resolution 25 m 25 m 50 m 100 m
DEM size 241x201 161x169 180x184 71x101
MTD - Yes Yes -
EBM Yes Yes Yes Yes
Albedo mode ELA time ELA ELA
Debris cover - included - -
Ice-flow Yes - Yes Yes
Each model includes various assumptions and uncertainties. Parameter values were varied
in order to (1) provide minimal tuning to improve the fit between modelled ice extent and
the glacial geomorphic record, (2) explore model sensitivity, and (3) estimate uncertainty
in the palaeoclimate reconstructions. Parameter testing was also used in the snow mass
transport and deposition model to achieve an optimal fit between measured and modelled
snow distribution (Chapter 5) for the present-day. Sensitivity and parameter tests pro-
vide means of quantifying uncertainties in model results for palaeo-glacier simulations.
In turn, these results allow a first-order assessment of uncertainty to be placed on the
palaeoclimate estimates.
3.6 Summary
Various models have been employed to study past glacier extents and the associated cli-
mate. I used three models in this thesis to simulate past glaciers: a distributed energy-
balance model, a snow transport and deposition model, and a 2-D ice-flow model. Each
model contains a degree of approximation, and sensitivity tests allow the affect of these
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uncertainties to be quantified in terms of the resulting palaeoclimate estimates. The in-
termediate level of complexity and fast computational execution of the models used here
have allowed for hundreds of individual runs, which represent (albeit in a simplified way)
relatively complex physical processes and a suite of different conditions. These models
were chosen with the aims and research questions of this thesis in mind (Section 2.7).
Together, the work within this thesis attempts to address some important questions about
glaciers, moraines, and past climate.
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Chapter 4
Evaluation of Lateglacial temperatures in the Southern
Alps of New Zealand based on glacier modelling at
Irishman Stream, Ben Ohau Range
Abstract
Climate proxy records from the middle to high latitude Southern Hemisphere indicate
that a Lateglacial (15,000 - 11,500 years ago) climate reversal, approximately coeval with
the Antarctic Cold Reversal (ACR), interrupted a warming trend during deglaciation. In
New Zealand, some palaeoclimate proxy records indicate a cool episode during the ACR
(ca 14,500 to 12,500 years ago), while others do not express a significant change in cli-
mate. Recently published moraine maps and ages present an opportunity to improve the
palaeoclimate interpretation through numerical modelling of glaciers. We use a coupled
energy-balance and ice-flow model to quantify palaeoclimate from past glacier extent
constrained by mapped and dated moraines in the headwaters of Irishman Stream, a high-
elevation catchment in the Southern Alps. First, a suite of steady-state model runs is used
to identify the temperature and precipitation forcing required to fit the modelled glacier to
well-dated Lateglacial moraine crests. Second, time-dependent glacier simulations forced
by a nearby proxy temperature record derived from chironomids are used to assess the fit
with the glacial geomorphic record. Steady-state experiments using an optimal parameter
set demonstrate that the conditions under which the 13000 year old moraine formed were
2.3 - 3.2◦C colder than present with the range in temperature corresponding to a ±20%
variance in precipitation relative to the present-day. This reconstructed climate change
relative to the present-day corresponds to an equilibrium-line altitude of ca 2000±40 m
above sea level (asl), which is ca 400 m lower than present. Time-dependent simulations
of glacier length produce ice advance to within 100 m of the 13000 year old terminal
moraine, indicating that the chironomid-based temperature forcing and moraine record
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provide consistent information about past climate. Our results, together with other cli-
mate proxy reconstructions from pollen records and marine sediment cores, support the
notion that temperatures during the ACR in New Zealand were ∼2 - 3◦C cooler than
today.
4.1 Introduction
During the Lateglacial interval (∼15,000 - 11,500 years ago or 15 - 11.5 ka) in the mid-
dle to high latitudes of the southern hemisphere, a warming trend was interrupted by the
Antarctic Cold Reversal (ACR, ∼14.5 - 12.5 ka (EPICA Community Members, 2006)).
New Zealand is one of the few locations in the southern middle latitudes where Lateglacial
moraines exist. Many examples of Lateglacial moraines in the Southern Alps of New
Zealand have been identified (Porter, 1975b; Suggate, 1990; Fitzsimons, 1997), mapped
(Birkeland, 1982; Barrell et al., 2011), and some have been dated (e.g., Turney et al., 2007;
Kaplan et al., 2010; Putnam et al., 2010a). Transformation of glacier fluctuation records
to climate changes is not a trivial process due to several non-climatic influences and is
not readily achievable for some types of glacier (e.g., debris-covered or calving, (Winkler
et al., 2010; Anderson and Mackintosh, 2012; Chinn et al., 2012)). Porter (1975a) esti-
mated that the Lateglacial equilibrium-line altitude (ELA) in the Tasman River catchment
was 500±50 m lower than modern, based on an accumulation-area ratio (AAR) anal-
ysis of reconstructed glaciers inside the Birch Hill moraine limit. Other proxy records
rarely afford quantitative climate estimates. Besides glacial deposits, records that show a
prominent cooling during the Lateglacial include sea surface temperature reconstructions
from around New Zealand (Pahnke et al., 2003; Barrows et al., 2007a; McGlone et al.,
2010), pollen records from upland locations in New Zealand (Burrows and Russell, 1990;
McGlone, 1995; Newnham and Lowe, 2000; Turney et al., 2003; McGlone et al., 2004;
Vandergoes et al., 2008), and chironomid-derived temperature reconstructions (Vander-
goes et al., 2008). Less pronounced climate reversals within or overlapping with the ACR
period have also been inferred based on other pollen (Newnham et al., 2007, 2012) and
speleothem (Williams et al., 2005) records (see also Alloway et al. (2007)). In this paper,
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we aim to improve our understanding of the Lateglacial climate event in New Zealand
using glacier modelling techniques.
4.1.1 Glaciers as a climate proxy
Glacier extent depends on the balance between accumulation and ablation (Oerlemans,
2001, 2005). Moraine positions in mountainous regions provide evidence of former
glacier extents and may be used to infer past climates. Glacial geomorphic mapping of
the central South Island of New Zealand (Barrell et al., 2011) has yielded a high-quality
constraint on past ice extents, and several surface exposure dating studies provide ages for
the culmination of Lateglacial ice advances (Ivy-Ochs et al., 1999; Kaplan et al., 2010;
Putnam et al., 2010a).
We present an application of a 2-D ice-flow and energy-balance model (EBM) to re-
construct temperature and precipitation values for the ACR. We apply these models to
a glacier whose extent is delineated by moraines mapped by Kaplan et al. (2010) in the
headwaters of Irishman Stream in the central Southern Alps of New Zealand and compare
our findings to their AAR reconstructions and other climate proxy records. In experiment
1, we explore the different combinations of temperature and precipitation required to
produce a steady-state glacier that most closely matches the moraine record, taking ac-
count of uncertainties associated with model parameter choices. In experiment 2, we use
a chironomid-derived temperature reconstruction (Vandergoes et al., 2008) to drive our
glacier model and test if this climate forcing produces ice extents compatible with the
moraine record (Kaplan et al., 2010).
4.1.2 Study area
The South Island of New Zealand is dominated by the high axial range of the Southern
Alps, which impedes the prevailing westerly winds, resulting in a steep west to east pre-
cipitation gradient (Griffiths and McSaveney, 1983; Henderson and Thompson, 1999).
Glaciers with fast response times to climate perturbations are abundant in the central
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Southern Alps due to high snowfall rates and steep mountain slopes (Chinn, 1996; Fitzhar-
ris et al., 1999). We focus on moraines deposited in the headwaters of Irishman Stream
(43◦59’30”S, 170◦03’00”E), located in the Ben Ohau Range (Figure 4.1) (McGregor,
1967; Birkeland, 1982; Kaplan et al., 2010). The dated glacial deposits lie at the edge
of a cirque, referred to here as Irishman basin, that comprises the upper 2 km of Irish-
man Stream valley. The basin floor, for the most part, slopes gently (∼15◦) towards the
southwest.
Aside from the mapped and dated moraine sequence, there are several reasons why Irish-
man basin is well-suited for this study. First, Irishman basin is located <30 km to the
southeast of the most glacierised section of the Southern Alps and is affected by the same
regional atmospheric circulation, including the prevailing westerly winds (Kaplan et al.,
2010; Chinn et al., 2012). Second, Irishman basin lacks complex terrain and has a shal-
low gradient, making our use of the shallow ice approximation equations an appropriate
model choice (Leysinger Vieli and Gudmundsson, 2004). Third, the basin supported
a single glacier with no tributaries, making it a very simple glacier system for ice re-
constructions. Fourth, the present-day digital elevation model provides an appropriate
topographic boundary condition for the numerical model because the basin is presently
ice-free, and the visible bedrock knobs and outcrops on the valley floor indicate little
sediment accumulation and hence minor topographic change since deglaciation. More-
over, the 15◦ down-valley slope of the basin floor precludes the former existence of large
proglacial lakes and calving ice termini. Therefore, we assume glacier fluctuations in this
valley directly relate to changes in atmospheric conditions and hence climate over this
part of the South Island.
There are several reasons why we believe that the Irishman basin glacier at 13 ka did
not contain a significant surface debris cover. Although there are rock glaciers at the
headwalls of Irishman basin and the basin has a veneer of rock debris, through which
bedrock hills are visible, the Lateglacial moraine is not particularly large, especially the
left lateral segment (Kaplan et al., 2010). These features suggest that debris cover of past
glaciers in this valley was not sufficient to dramatically affect the albedo/energy balance.
Also, present-day Glenmary Glacier, 12 km west of Irishman basin, is an example of
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a small cirque glacier in a similar setting to that of the 13 ka Irishman glacier that is
relatively free of debris-cover.
There are no long-term climate data from Irishman basin. We characterised the present
climate by interpolating between data from multiple low-elevation stations and measure-
ments from a temporary climate station that we installed in Irishman basin (43◦59’30”S,
170◦2’57”E, 2010 m asl). The station operated over an 11 month period, March 2010
- January 2011, so February values are inferred to be the same as January temperature
values to calculate an annual mean temperature of 1.2◦C. Hourly temperatures from the
temporary station were averaged into monthly mean temperatures (Table 4.1), with the
warmest month at 6.2◦C (January, 2011) and the coolest month at −6.1◦C (June, 2010).
Interpolated precipitation data suggest an annual mean of 1240 mm (Stuart, 2011) for
this location. Although the annual total precipitation surface and monthly mean inter-
polated precipitation data are based on data from many long-term rain gauges located in
the central Southern Alps, we use two nearby stations to provide an indication of precip-
itation variation at Irishman basin. Mean precipitation data from Twizel, 30 km to the
south (Station numbers 4995, 4996, 4997), from 1973 to 1997 is ∼610 mm a−1 with a
standard deviation of±110 mm a−1 (18%) (National Institute for Water and Atmospheric
Research (NIWA), Retrieved 2009-2011). Likewise, mean precipitation data from Aorak-
i/Mt. Cook village, 30 km to the north (Station numbers 18125, 4591, 4593), from 1930
to 2011 is ∼4100 mm a−1 with a standard deviation of ±900 mm a−1 (22%) (NIWA,
Retrieved 2009-2011) (Twizel and Aoraki/Mt. Cook village locations are shown in Fig-
ure 4.1). We consider the characteristic present-day precipitation variability to be ∼20%,
based on the standard deviation from these stations.
55
Figure 4.1 Location of the study area in central South Island, New Zealand. The Ben
Ohau Range is outlined in green and Irishman basin is in the white box. Boundary
Stream tarn (BST) is represented by the white dot southeast of Irishman basin and the
white triangles are the locations of Aoraki/Mt. Cook village (north of the Ben Ohau
Range) and Twizel (southeast of Ben Ohau Range).
4.2 Modelling glacier extent
We used a simple iterative modelling approach to estimate palaeoclimate conditions based
on modelled glacier extent. This strategy is similar to those employed in previous studies
(Plummer and Phillips, 2003; Hubbard et al., 2005; Kessler et al., 2006; Laabs et al.,
2006) except that our 2-D ice-flow model is coupled with a spatially-distributed EBM.
Our EBM/2-D ice-flow combination is simple enough to simulate mapped ice extents
quickly (steady-state runs take less than an hour on a desktop computer), yet is complex
enough to account for shading, aspect, valley slope, and local climate.
A digital elevation model was used to provide surface elevation throughout the model
domain. This model was produced from 20 m interval topographic contours and spot
heights on published 1:50,000-scale (NZMS260 series) topographic maps published by
Land Information New Zealand. We simulated the 13 ka Irishman glacier at 25 x 25 m
gridded horizontal resolution, with all simulations starting from an ice-free basin. The
model domain covers a 5 x 6 km area centred over Irishman basin.
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4.2.1 Input data
Thirty years (1981 to 2010) of daily climate data were converted into monthly means
for each grid cell in the model domain. We calculated climate data grids from several
different sources depending on availability and reliability. First, daily climate data of
relative humidity, solar radiation, temperature, and precipitation came from the NIWA
CliFlo Database (NIWA, Retrieved 2009-2011). Relative humidity and solar radiation
grids came from the virtual climate station network climate grid interpolations, available
directly from the NIWA CliFlo website. The NIWA climate grids were not used for
temperature because the data contain some biases in mountainous terrain (Anderson and
Mackintosh, 2012). Instead, we created interpolated temperature surfaces using data from
multiple, surrounding, low-elevation stations (NIWA, Retrieved 2009-2011). To make the
interpolation surface, we took daily temperature data from each station (Tst in ◦C), the
monthly lapse rate (dT
dz
in ◦C km−1), and station elevation (zst in m) to create a ‘reference’
temperature (Tr in ◦C) at sea level using:
Tr = Tst − dT
dz
zst
1000
(4.1)
Daily reference temperature surfaces were interpolated at sea level in the horizontal plane
across the model domain (Tait and Zheng, 2007). Modelled temperature (T in ◦C) in any
grid cell was calculated using Equation (4.2), with the grid cell reference temperature, the
month’s lapse rate, and the elevation value of the grid cell (z in m). Each modelled past
temperature change (∆T ) is an additive change to the temperature (T ) in each grid cell
and is uniformly applied across the domain:
T = Tr +
dT
dz
z
1000
+ ∆T (4.2)
We calculated and used variable monthly temperature lapse rates (Figure 4.2 and Ta-
ble 4.1), which were determined by minimising the mismatch between Irishman tempo-
rary climate station temperature data and an interpolated temperature grid. This tempo-
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rally varying lapse rate attempts to account for pervasive valley-scale temperature inver-
sions which occur in winter in this region (Figure 4.2). Observed and calculated ‘clear-
sky’ solar radiation were used to calculate cloudiness, following Hock (2005) and Ander-
son et al. (2010).
Second, reanalysis data from the National Centers for Environmental Prediction (NCEP)
for present-day wind at the 850 hPa level (1981 - 2010) (Kalnay et al., 1996) were scaled
to match observed wind speed and were applied uniformly across the model domain.
Wind speeds are not modified for the complex topography and we assume wind speed
distribution is uniform over the domain. These data were converted into monthly mean
gridded wind speed. Further discussion of these datasets and the rationale for using them
is provided in Anderson and Mackintosh (2012).
The third source of input climate data came from an annual mean precipitation surface
(Stuart, 2011) based on rain gauge data, from 1971 to 2000, spatially distributed around
the Southern Alps to capture the steep precipitation gradient. The interpolated precipi-
tation (Anderson et al., 2010) amount at each grid cell was calculated at monthly mean
values from daily measured rainfall at lowland stations (NIWA). The interpolated data
were guided by an annual mean precipitation surface (Stuart, 2011).
Modelled past precipitation change (∆P ) is calculated as a percentage from present day,
where present-day precipitation is ∆P=0% change, doubling present-day precipitation
is ∆P=+100% change, and halving present-day precipitation is ∆P=−50% change. ∆P
represents the change in precipitation reaching the site, which could be a result of regional
changes in annual precipitation and/or changes in the amount of snow settling within
Irishman basin as a result of increasing or decreasing snow transport.
4.2.2 The energy-balance model
We developed a spatially-distributed EBM that uses the specified topography, monthly in-
terpolated meteorological input, ice thickness at each monthly time-step, and prescribed
climate perturbations to calculate annual mass balance at each grid cell. The resulting
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Table 4.1 Measured monthly mean temperatures (Tmeas) and calculated temperature
lapse rates (dT
dz
) for each month based on Irishman basin climate station data (2010-2011,
43◦59’30”S, 170◦02’57”E, 2010 m asl). Annual mean measured temperature is ±1.2◦C
(assuming a value of 6.2◦C for February) and the annual mean lapse rate is
−5.4◦C km−1.
Month Jan Feb Mar Apr May Jun
Tmeas [◦C] 6.2 – 4.9 3.1 -1.1 -6.1
dT
dz [
◦C km−1] -6 -6∗ -5.5 -5.5 -5 -4
Month Jul Aug Sep Oct Nov Dec
Tmeas [◦C] -6 -3.6 -1.5 0.8 4.9 6
dT
dz [
◦C km−1] -3.5 -5.5 -6.5 -5.5 -5.5 -6
∗ The February dT
dz
was set equal to the January value because of a data gap.
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Figure 4.2 Modelled versus measured temperatures at the location of a climate station in
Irishman basin. Modelled temperature values (daily interpolated temperature, T ,
smoothed with a thirty-day running mean) were interpolated from climate stations at
<800 m asl over the 2010-2011 interval. Measurements (black line) are compared to
modelled temperatures that were calculated using a monthly varying lapse rate (red line)
and a constant lapse rate (blue dashed). Using a constant lapse rate achieves a poor
match, especially during winter months (Jun-Sep).
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mass balance grid was then used as a boundary condition in our ice-flow model (Sec-
tion 4.2.3). Several other workers have employed 1- and 2-D models based on similar
sets of equations (e.g., Oerlemans, 1992; Plummer and Phillips, 2003; Hock, 2005). We
followed an EBM scheme described in Anderson et al. (2010) and Anderson and Mack-
intosh (2012), except ours used a monthly timestep and updates mass balance once every
5 or 20 model years (transient and steady-state respectively). The model calculated the
energy available for melt (QM ) using the following equation:
QM = I(1− α) + L ↓ +L ↑ +QH +QE +QG +QR (4.3)
where I is the incoming shortwave radiation, α is the surface albedo, L ↓ is the incoming
longwave radiation, L ↑ is the outgoing longwave radiation, QH and QE are the sensible
and latent heat fluxes, QG is the ground heat flux, and QR is the heat supplied by rain. All
heat exchanges are in units of W m−2. Positive values of radiative and turbulent fluxes
indicate a gain of energy for melting of the snowpack, and negative values indicate a loss
of energy. QG was set at 1 W m−2 (Neale and Fitzharris, 1997) and QR was calculated
assuming that precipitation is the same temperature as the air (Oerlemans, 1992).
Incoming shortwave radiation (I) was comprised of direct and diffuse components follow-
ing Oerlemans (1992). Cloudiness (see above) was included in the insolation calculations
following Hock (2005) and Anderson et al. (2010). Insolation values for the steady-state
simulations were calculated for 13 ka (Berger and Loutre, 1991; Eisenman and Huybers,
2006). The albedo parameterisation (α) was based on a background albedo profile, which
shows albedo increasing with altitude and snow thickness, both dependent on the mod-
elled ELA, following Oerlemans (1992). Longwave and shortwave radiation distribution
were calculated to include the view field of the surrounding topography from the cell and
cloudiness following Plummer and Phillips (2003) and Anderson et al. (2010). Turbulent
heat fluxes (QH and QE), which can make up half or more of the energy available for
melt in maritime environments (Anderson and Mackintosh, 2012), were calculated using
the bulk method (Klok and Oerlemans, 2002; Oerlemans and Grisogono, 2002) follow-
ing Oerlemans (1992). The turbulent heat calculations used different roughness lengths
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for snow and ice surfaces and the Richardson stability criterion was applied for stable
stratification conditions (Oerlemans, 1992; Hock, 2005; Anderson et al., 2010).
Snow accumulation occurred in the model when the temperature at each grid cell was at
or below a snow/rain temperature threshold. The snow temperature threshold (Tsnow) was
set to 1◦C (Anderson et al., 2006). We did not take possible surface debris cover effects
into account in these palaeo-simulations, although this cover was likely insignificant when
Irishman glacier filled much of the basin at the ACR extent as suggested by the present
geomorphology and previous glacier reconstructions (Kaplan et al., 2010).
Mass balance of the simulated glacier was calculated by subtracting the mass of possible
melt from the mass of snow accumulation at each grid cell. The mass balance was recal-
culated every 20 model years in steady-state runs (every 5 model years in transient runs)
while the ice-flow model ran. Coupling the models allowed the parameters sensitive to
topography or the presence of ice (i.e., albedo, turbulent heat fluxes, shading, longwave
radiation) to readjust as the ice thickness and extent evolved.
4.2.3 The ice-flow model
The ice-flow model employed in this study is a 2-D shallow ice approximation model,
with an explicit time-step, similar to Plummer and Phillips (2003) and Kessler et al.
(2006). The model used the basic mass continuity equation:
dH
dt
= M −∇ · ~q (4.4)
whereH is the ice thickness, t is time, ~q is ice flux, andM is the mass balance, which was
calculated using the EBM described in Section 5.2.2. The flux divergence was calculated
using a 2-D finite-difference scheme. The vertically-averaged ice velocity from internal
deformation was calculated using the shallow ice approximation (Paterson, 1994):
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~Ud =
2
5
AH~τ nb (4.5)
where A is the coefficient of Glen’s flow law, set to 1e−17Pa−3a−1, ~τb is the gravitational
driving stress (~τb=ρgH∇z), and n is Glen’s flow law exponent, set to 3. The sliding
velocity follows the empirical formulation of Kessler et al. (2006):
~Us = Uce
1− τc
~τb (4.6)
where Uc is a typical sliding velocity (20 m a−1) and τc is the gravitational driving stress
(105 Pa) that results in ~Us.
The continuity equation (Equation 4.4) was used to evolve the glacier geometry through
time by calculating the ice velocity (~Ud + ~Us) on a square grid that is offset from the
points at which ice thickness is known. The flux gradients were then used to calculate
the updated ice thickness using a forward explicit time-step. The evolving time-step was
calculated from the stability condition from Hindmarsh and Le Meur (2001).
One way to quantify the error associated with the ice-flow model is to find the proportion
of integrated mass balance for a modelled glacier in equilibrium relative to the total ac-
cumulation rate. The integrated mass balance over the glacier surface, for the Irishman
glacier while it is in equilibrium (where ∆T = -2.5◦C and ∆P = 11%), is -17.4 mm a−1.
The integrated total annual accumulation for the glacier is 815 mm a−1. The mass balance
divided by the accumulation total gives an estimate of the proportion of mass generated
by the flow model (2.1%). The proportion is low, indicating that the ice-flow model is not
a significant source of error for the palaeoclimate estimates.
The assumptions that underlie the shallow ice approximation are less valid in parts of the
model domain where bed slope and glacier aspect ratio are high (Le Meur et al., 2004),
however, Irishman glacier overall has a low aspect ratio and a low ice surface gradient. We
consider the primary control on glacier evolution in Irishman basin to be the mass balance
(Leysinger Vieli and Gudmundsson, 2004), and thus the shallow ice approximation is
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appropriate for our investigation. A summary of the parameter values used in the climate
data interpolation, energy balance, and ice-flow models is given in Table 4.2. Most values
were taken from published literature and value ranges in the sensitivity tests are used to
calculate their effect on results.
Table 4.2 Model parameter values. These values define our optimal parameter set,
meaning they come from previously published studies optimal for modelling and/or are
specific to the site location. Our sensitivity tests use these values, changing one value at
a time to understand each parameter’s influence on our climate reconstruction.
Parameter Name Symbol Value Source
Snow albedo - ELA related αsnow 0.72 Oerlemans (1992)
Snow/rain temperature threshold Tsnow 1◦C Anderson et al. (2006)
Temperature lapse rates dTdz see Table 4.1 This study
Roughness parameter for ice Zice 0.004 m Anderson and Mackintosh (2012)
Roughness parameter for snow Zsnow 0.001 m Brock et al. (2006)
Typical sliding velocity Uc 20 m a−1 Kessler et al. (2006)
Glen’s flow law coefficient A 1e−17Pa−3a−1 Paterson (1994)
Wind Reanalysis Kalnay et al. (1996)
Maximum snow thickness 5 m w.e.
4.2.4 Steady-state simulations
In experiment 1, incremental changes in temperature relative to modern day (∆T ) from
−1.5 to −3.5◦C, and in precipitation relative to modern day (∆P ) from −50% to +200%
were applied uniformly across the year and domain to force the EBM/2-D ice-flow model
from initial ice-free conditions. We assumed that the glacier was in or near equilibrium
with the climate when it deposited the continuous moraine, and thus steady-state simula-
tions represent a possible climate for a particular glacier size. The resulting steady-state
ice extent was then compared to the moraine position, where a good match shows the
distance between them being less than two grid cells (<50 m). These iterations were
used to derive a ∆P -∆T curve, where combinations of ∆P -∆T on that curve produced
a glacier extent that fitted the moraine position. Each steady-state simulation ran for 240
model years, which is greater than the maximum time for any ∆P -∆T combination for
the 13 ka glacier to adjust to equilibrium starting from ice-free conditions. The EBM ran
once every 20 model years to recalculate the glacier mass balance. These simulations
used values from our optimal parameter set (Table 4.2).
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In order to assess the impact of parameter choices on our results, the following parameters
were systematically explored: Tsnow, αsnow, Zice, Zsnow, Uc, and A. In each case the
model ran using the optimal parameter set with the exception of the parameter we were
testing. These tests were done with a similar model setup to experiment 1, each running
for 240 model years, changing ∆P -∆T combinations until the glacier reached within
50 m of the moraine. In the sensitivity tests, we created a new ∆P -∆T curve for each
tested parameter (Figure 4.4).
4.2.5 Transient runs
In experiment 2, transient model runs were forced using chironomid-derived mean sum-
mer temperature reconstructions from sediments at Boundary Stream tarn (BST, 44◦02’S,
170◦07’E, 830 m asl) located 7 km southeast of Irishman basin, that span the Lateglacial
time (Vandergoes et al., 2008) (Figure 4.1). The age model at the Boundary Stream tarn
(BST) site is derived from Bayesian modelling of 17 radiocarbon dates, calibrated using
IntCal04 (Vandergoes et al., 2008). The chironomid record shows a period of temperature
instability between 14.2 and 13.2 ka, including a maximum cool spike between 2 and 3◦C
below present values (Vandergoes et al., 2008). Particular strengths of the BST record
are that chironomids are sensitive to mean summer temperatures (Dieffenbacher-Krall
et al., 2007), the site lies close to Irishman basin, and the chironomid record is compatible
with pollen-based palaeoclimate proxies from the same core. Although the chironomid
temperature reconstruction describes mean summer temperature values, we apply it to our
model as mean annual temperature changes. The sample specific error on the chironomid-
derived temperatures is ±1.4◦C. Vandergoes et al. (2008) reconstructed summer temper-
atures from chironomids using two different modern-day chironomid-temperature cali-
bration models and published both the raw and smoothed data from these models. They
drew their conclusions (as much as∼2 - 3◦C cooling during the ACR) from the smoothed
data of the partial least squares (partial least squares (PLS)-smooth) model. We used all
four temperature reconstructions (PLS-raw, PLS-smooth, weighted average partial least
squares (weighted average partial least squares (WAPLS))-raw, and WAPLS-smooth) to
drive our EBM/2-D ice-flow model ∆T values. Each simulation was compared to the
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moraine sequence dated by Kaplan et al. (2010) to determine the best fit out of the four
temperature reconstructions.
Temperatures were interpolated between the data points in each reconstruction from Van-
dergoes et al. (2008) using nearest neighbour interpolation. Precipitation was set to 0%
change (present-day) for all transient runs. Each simulation ran for 4000 model years (15
- 11 ka) and the EBM ran once every 5 model years to recalculate the energy balance
on the evolving ice surface including differences in insolation (I) due to changing orbital
parameters during the period 15 - 11 ka.
4.3 Results
4.3.1 Experiment 1: Steady-state simulations of the ACR Irishman
glacier extent
The first experiment of our investigation involved carrying out a suite of equilibrium runs
at set ∆P -∆T combinations to identify those that produced a good match with the Irish-
man basin 13 ka moraine position (Figure 4.3a+b). Figure 4.3b shows the fit between
modelled ice thickness and the moraine record during a single simulation where ∆T is
−2.5◦C and ∆P is +11%. The modelled Irishman glacier at the 13 ka extent has an area
of ∼1.8 km2, volume of ∼0.15 km3 and a maximum thickness of 100 m. The modelled
glacier response time to a 1◦C decrease in ∆T is 102 model years, suggesting that the
glacier would respond to centennial scale shifts in climate, rather than decadal. The rel-
atively long response time is consistent with the low slope angle of Irishman basin and a
relatively low mass turnover.
Figure 4.3c shows the mass balance of Irishman glacier when ∆T is −2.5◦C and ∆P
is +11%. Mass balance ranges from 1 m w.e. accumulation at highest elevations to
−2 m w.e. ice melt at the terminus. The modelled ELA (mean elevation where mass bal-
ance equals zero) in this simulation is 2000±40 m asl. The present-day ELA is above the
elevation of Irishman basin and has been extrapolated to >2300 m asl from present-day
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glacier snowlines (Porter, 1975b; Chinn, 1995; Lamont et al., 1999; Mathieu et al., 2009).
To assess this estimate and to compare our palaeo-ELA with that of today, we applied
the same climate data interpolation scheme and energy balance model to an idealised,
cone-shaped and ice-covered mountain rising to 2500 m asl at the same location as Irish-
man basin. The modelled present-day ELA for Irishman basin derived using this method
is ∼2400±40 m asl, only ∼100 m above the highest parts of the headwall of Irishman
basin. Therefore, the ELA lowering that corresponds to the ACR event is ∼400±40 m.
Figure 4.4 displays the ∆P -∆T curves using the optimal parameter set (Table 4.2) and
variations in parameters. A similar glacier geometry to that shown in Figure 4.3b will
form with any ∆P -∆T combination on the black curve in Figure 4.4, although the glaciers
resulting from a larger precipitation increase are slightly thicker. With no change in tem-
perature, a precipitation increase of 241% is necessary to simulate the moraine position
(not shown in Figure 4.4).
Varying the Tsnow and αsnow individually has the largest impact of all parameters on our
climate results. Changes of ±1◦C in the Tsnow alone influences the temperature recon-
struction by ±0.3◦C. Likewise, changing the αsnow alone by ±0.05 modifies ∆T by
±0.6◦C. Despite the effects of parameter choice on our climate reconstructions, the over-
all conclusions do not change. Variations in other parameters have smaller influences on
the ∆P -∆T curve. For example, varying the local summer insolation (I) between low
(18 ka) and high (10 ka) values makes no direct difference in the modelled glacier extent
or climate reconstruction.
Table 4.3 lists the parameters, the values used in the sensitivity tests, and the ∆T needed
to model Irishman glacier without a change in precipitation. The model-derived ∆T
ranges from −3.3 to −2.1 with the optimal parameter set (Table 4.2) curve crossing at
−2.7◦C when ∆P is set to zero. We consider the temperature uncertainty (0.6◦C) as
half the range of temperature values (−3.3 to −2.1◦C) shown in Figure 4.4. A smaller
temperature change requires an increase in precipitation. For example, a smaller ∆T of
−1.5◦C requires a coincident increase in ∆P of 80% to achieve the 13 ka glacier extent.
In summary, the model simulations in experiment 1 suggest a temperature reduction of
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2.7±0.6◦C sustained for a century is needed to produce the mapped extent without a
change in precipitation. The optimal parameter set curve shows a ∆T of −3.2◦C when
∆P is −20% and −2.3◦C when ∆P is +20%. Our palaeoclimate estimates are most af-
fected by changes in the Tsnow and αsnow parameters. The modelled glacier geometry and
ELA are very similar to previous reconstructions (Figure 4.3d) based on geomorphology
and AAR methods (Kaplan et al., 2010).
Table 4.3 Parameter name, symbol, value, and the ∆T needed to grow the glacier to the
13 ka moraine without a change in precipitation (x-intercept), with the optimal
parameter set yielding a ∆T of −2.7◦C.
Parameter Symbol Value ∆T (◦C)
Snow albedo αsnow 0.67 -3.3
0.77 -2.1
Snow/rain temperature threshold (◦C) Tsnow 0 -3.0
2 -2.5
Temperature lapse rate (◦C km−1) dTdz -6 -3.0
Roughness parameter for ice (m) Zice 0.002 -2.7
0.008 -2.8
Roughness parameter for snow (m) Zsnow 0.0005 -2.7
0.002 -2.8
Incoming shortwave radiation (ka) I 10 -2.7
18 -2.7
Typical sliding velocity (m a−1) Uc 10 -2.7
30 -2.7
Glen’s flow law coefficient (Pa−3a−1) A 1e−16 -2.7
1e−18 -2.7
4.3.2 Experiment 2: Transient run driven by chironomid-derived
temperature reconstructions
The second experiment of our study was to run four time-dependent simulations of glacier
extent forced by the different BST chironomid-derived temperature reconstructions (Van-
dergoes et al., 2008). The resulting glacier length changes were then compared with the
mapped and dated moraine sequence in Figure 4.3a. Figure 4.5 shows the PLS-smooth
BST ∆T (present-day temperature is ∆T = 0◦C) from 15 to 11 ka, and the lower plot
shows the corresponding change in glacier length. The 13 ka moraine position (in terms
of glacier length) is represented on Figure 4.5 by the orange diamond with the error bars
corresponding to the age of the moraine derived independently using surface exposure
dating by Kaplan et al. (2010).
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From 15 to 14 ka, temperature in the PLS-smooth chironomid model varies between +0.5
and −2.5◦C relative to the present. In response to this temperature forcing, the modelled
glacier fluctuates between a length of 1640 m (about 100 m short of the moraine) and
ice-free conditions. Ice persists at the headwall with a ∆T = −1◦C, which supports our
modern ELA estimate and the regional interpretation that the modern ELA lies just above
the highest parts of the Irishman basin headwall (Porter, 1975b; Brazier et al., 1998; La-
mont et al., 1999). The modelled glacier almost reaches the position of the 13 ka moraine
in response to the short-term 2.8◦C cooling at 13.8 ka and retreats to within 250 m of the
headwall by 13.3 ka after a change in ∆T from −2 to −1◦C. Subsequent ice advances
from 13.5 to 11 ka are minor (<250 m) in the model run. The PLS-smooth forcing does
not produce ice extents coinciding with the 12 ka and 11.5 ka moraines of Kaplan et al.
(2010) (Figure 4.5, represented by the yellow diamond and error bars).
All other BST temperature reconstructions produced modelled glacier extents (not shown)
far beyond the moraine position during the coldest part of the curve, leading to a mis-
match with the moraine data. PLS-raw data included a maximum ∆T of −4◦C, re-
sulting in a modelled glacier length of 3000 m, almost twice the geomorphically de-
limited length. WAPLS-raw and WAPLS-smooth included a maximum ∆T of −5.6 and
−4.4◦C respectively and both produced valley glaciers that were too extensive (∼5500 m
long). Model simulations with a greater magnitude of cooling, such as WAPLS-raw and
WAPLS-smooth, also produced ice on the valley wall sides, which is not supported by the
geomorphic evidence.
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Figure 4.3 Modelled extent of Irishman glacier at 13 ka where ∆T -2.5◦C and ∆P
+11%. We show the (a) mapped geomorphology in the Irishman basin, for details see
Kaplan et al. (2010), (b) modelled ice thickness overlaying the moraine map, (c)
modelled mass balance with modelled ELA (green dashed line), and (d) previous
estimates of Irishman glacier extent (K1 blue, K2 red) and ELA (K1ELA blue dashed,
K2ELA red dashed) (Kaplan et al., 2010) based on geometric and AAR reconstructions,
compared to this study (green).
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Figure 4.4 Experiment 1 results - Inferred ∆P -∆T reconstructions showing the
sensitivity of the climate reconstruction to chosen parameter values. Curves identical to
the ‘Optimal’ curve are not shown (I , Uc, A, and Zice=0.002 m). The x-intercepts of the
different curves are reported in Table 4.3.
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Figure 4.5 Experiment 2 results - BST PLS-smooth temperature reconstructions from
Vandergoes et al. (2008) (black) from 15 to 11 ka with modelled glacier length (blue).
Orange and yellow diamonds represent the moraine positions dated to 13.0±0.5 and
12.1±0.5 ka respectively. Glacier length was calculated by identifying the ice with a
thickness >10 m farthest from the headwall. Plots in the right panel show a) PLS-raw, b)
WAPLS-raw where tick marks show the sampling resolution, and c) WAPLS-smooth
inferred summer mean ∆T from 15 to 11 ka. Glacier lengths resulting from these three
reconstructions extended beyond the 13 ka moraine and are not shown here.
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4.4 Discussion
We sought to improve Lateglacial palaeoclimate estimates derived from glacier recon-
structions for central South Island by using a numerical modelling approach. Although
this reconstruction is for a single site, ice in the Irishman basin would have responded to
the same regional climatic changes as other glaciers in the central Southern Alps (Clare
et al., 2002; Kaplan et al., 2010; Chinn et al., 2012). There is no present-day glacier in
Irishman basin, and as a result we do not have site specific mass balance measurements
with which to compare our results against directly, thereby tuning the model to this site.
We do use temperature data from an automatic weather station setup in Irishman basin
to determine appropriate seasonal lapse rates. The modelled ‘equilibrium-line altitude’ is
above the ridge elevation, which is similar to previously interpolated ELAs (Chinn, 1995).
Moreover, the model has been tuned and tested for other New Zealand glaciers (Anderson
et al., 2010; Anderson and Mackintosh, 2012).
At present, Irishman basin has an annual mean temperature of ∼1.2◦C, and a cooling of
only 1◦C results in small glaciers developing at the headwall, which suggest that this site is
ideal for recording even minor past shifts in climate. Our model successfully reproduced
ice extent matching the moraine record with an estimated ∆T of −2.7±0.6◦C, which
supports previous evidence of a cold event in New Zealand during the ACR (e.g., Porter,
1975a; Hajdas et al., 2006; Carter et al., 2008; Putnam et al., 2010a). There are a number
of model parameter values that are uncertain for palaeoclimate simulations (Table 4.2)
and we presented their effect on the modelling results (Figure 4.4).
Ice extent and ELA reconstructions using the AAR method from Kaplan et al. (2010) are
compared to our modelled ice extent and ELA in Figure 4.3d. Our modelled area extent
(1.8 km2) matches more closely with the smaller ice reconstruction (K1), whereas our
model-based ELA estimate of 2000±40 m asl is closer to the larger reconstruction (K2),
which gave an ELA of 1980±40 m asl. This is because the AAR (automatically) calcu-
lated by the mass balance model was 0.58, compared to the 0.67 assumed by Kaplan et al.
(2010). However, within uncertainties, all three reconstructions yield identical or similar
extents, ELAs, and ice thicknesses. The agreement between the methods supports the use
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of the AAR method on glaciers in a simple topographic context with a well expressed ge-
omorphic moraine record. Our estimated ELA lowering from the present day is ∼400 m
for Irishman basin, which is similar to the ELA lowering derived for the Birch Hill event
(500 m) in the Tasman valley (Porter, 1975a), which is also dated to 13.1 ka (Putnam
et al., 2010a).
The transient simulations, using BST temperatures and moraine age and position as con-
straints, show an advance/retreat pattern in Irishman glacier from 15 to 11 ka. The mod-
elled glacier advances to within 100 m of the moraine during the BST cold period (∆T=-2
to−3◦C between 13.9 and 13.4 ka) and retreats to within 240 m of the headwall when the
BST ∆T increases to −1◦C (∼13.3 ka). The 2 - 3◦C cooling persisting for ∼500 years
from the chironomid record is sufficient to grow Irishman glacier out to the 13 ka moraine.
The timing of the simulated glacier retreat overlaps within error with the moraine age
(13±0.5 ka) (Figure 4.5). A poorer match, however, is achieved for the 12 and 11.5 ka
moraines, where the simulated glacier extent is ∼500 m from the 12 ka moraine. This
mismatch occurs because the BST temperature decrease is not of sufficient magnitude to
produce the inferred glacier extent. The 12 ka temperature decrease might not be appro-
priately captured in the BST record due to lower sampling resolution during that time.
Overall, we see a good match between the chironomid-derived temperature reconstruc-
tion and the ACR moraine position via our modelling results. The brief cool spike from
the PLS-smooth (Figure 4.5) results in a glacier extent near the moraine, but predates
the moraine age. Small mismatches in the chironomid and moraine records may reflect
model, moraine dating, or BST age-model uncertainties, but could also reflect differences
in response of each proxy to climate. We point out that chironomid- and glacier-derived
palaeoclimate records are inherently different, because they respond on different time
scales and, perhaps, emphasise different characteristics of temperature change (e.g., tarn
temperature versus glacier micro-climate). Yet, despite potential differences, these prox-
ies both appear to be predominantly reflecting changes in temperature of approximately
the same magnitude during the ACR.
The modelling results presented in this paper supports the idea that the temperature dur-
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ing the ACR was 2 - 3◦C cooler than today in New Zealand. This temperature change
estimate overlaps, within error, with a temperature change estimate of 3 - 4◦C cooler than
today, reported by Anderson and Mackintosh (2006) for the Franz Josef Glacier advance
to the Waiho Loop during the Lateglacial. Our results are also consistent with published
pollen studies (Newnham and Lowe, 2000; Turney et al., 2003; Vandergoes and Fitzsi-
mons, 2003; Hajdas et al., 2006), and regional sea-surface temperature records (Carter
and Cortese, 2009; Sikes et al., 2009) that suggest a temporary reversal of the deglacia-
tion warming trend occurred in New Zealand during the Lateglacial.
4.5 Conclusions
We simulated a small glacier in the central Southern Alps to infer the local climate change
that occurred during the ACR using a coupled energy-balance and ice-flow model. We
show that:
1. Our simulated equilibrium-line altitude is 2000±40 m asl, which agrees within
error with the traditional AAR method of reconstruction (1980±40 m asl (Kaplan
et al., 2010)). Our estimated Lateglacial ELA is 400 m lower than the modelled
modern ELA of 2400±40 m.
2. A ∆T (temperature change from today) of −2.7±0.6◦C was required to simu-
late the ACR extent of Irishman glacier assuming no change in precipitation from
present day.
3. The optimal parameter set curve shows a ∆T of −2.3◦C when ∆P (precipitation
change from today) is +20% and −3.2◦C when ∆P is −20%.
4. The transient simulation of Irishman glacier length from 15 to 11 ka, driven by a
chironomid-derived temperature reconstruction (Vandergoes et al., 2008), showed
advance to and retreat from the 13 ka moraine.
5. Our model-based temperature reconstructions are compatible with other proxy records
from New Zealand that show temperatures during the ACR were cooler than today.
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Chapter 5
Optimising simulated snow depth patterns on an
avalanche-fed glacier in New Zealand using GPR and a
gravitational mass transport model
Abstract
Gravitational mass movement of snow occurs in steep terrain and directly contributes ac-
cumulation to glaciers. Measurements of snow distribution on dominantly avalanche-fed
glaciers are scarce owing to safety considerations and are frequently inaccurate owing to
the high spatial variability of the deposits. For these reasons, it is desirable to simulate the
redistribution of snow using a modelling approach. In this study, we investigate locations
on a glacier where a simple gravitational mass transport and deposition (MTD) model
can estimate snow depths at the end of winter. Modelled snow depth data were compared
to ground penetrating radar (GPR) measurements taken in early December, 2009 at the
Cameron Glacier in the South Island of New Zealand. To compare the modelled and
measured data, we examined snow depth characteristics, including mean values, ranges
(maximum-minimum), and gradients of snow depths along measured cross- and long pro-
files. We optimised three tunable parameters in the MTD model to fit the GPR data. The
model best reproduces the measured snow depth pattern in areas that receive snow from
steep slopes (>60◦). Areas positioned below moderate slopes (40 - 60◦) are not simulated
very well by the model because snow pack evolution and avalanche dynamics are not
adequately captured. The simulated snow distribution calculated from this simple model
is appropriate for glaciers located adjacent to steep slopes where the MTD parameterisa-
tion improves modelled accumulation patterns. Including the MTD model improves the
modelled glacier mass balance.
75
5.1 Introduction
The mass balance of mountain glaciers is influenced by snow redistribution processes,
such as wind transport of snow and avalanching. Both of these processes depend on
topography (e.g. exposure and slope) to some degree. In addition to influencing the
snow thickness distribution, these processes can affect glacier melt by either increasing
the glacier albedo in regions of snow deposition, or decreasing the albedo in regions of
snow stripping, thus reducing the reflected shortwave radiation from surrounding steep
slopes of bare bedrock.
Avalanche-fed glaciers are usually avoided for field mass balance studies. The steep,
avalanche-prone terrain is hazardous to work in, and does not provide many safe, stable
areas suitable for automatic weather stations (AWSs), campsites, or mass balance equip-
ment. As a result, the sensitivity of snow avalanche-fed glaciers to climate change is
poorly understood (Hewitt, 2005, 2011). Correctly simulating small, frequent avalanches
is the best option for safely estimating accumulation in these types of glacierised catch-
ments.
Snow accumulation in energy balance models is usually calculated as a function of pre-
cipitation and temperature, which is linked to elevation via a temperature lapse rate. A
straight forward relationship between accumulation and elevation is less likely in areas
where avalanches occur or where snow is strongly redistributed by wind. Both processes
(gravitational and wind) are rarely accounted for in glacier mass balance models. The
Gruber (2007) gravitational mass transport and deposition (MTD) model is simple, com-
putationally fast, and can be used for a number of materials (snow, debris-flow, lava).
The model removes excess snow from cells in steep terrain, transports the excess snow
through downslope cells along the highest terrain gradient, and then deposits the excess
snow where the gradient (or slope) drops below a certain threshold. The deposition com-
ponent of the model contains several parameters that describe the snow depth as a function
of slope.
The influence of gravity on snow movement is slope dependent and can therefore be ap-
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proximated using a digital elevation model (DEM). Parameterisation of gravitational snow
transport allows for a representation of avalanches without knowledge of more complex
physical processes in the snowpack (Gruber, 2007), which are usually poorly constrained.
Gravitational redistribution models can be used to improve predictions of snowpack water
storage in hydrological models (Gruber, 2007; Dadic et al., 2008; Bernhardt and Schulz,
2010) or to understand how avalanche-fed glacier mass balance may respond to climate
change (Machguth et al., 2006).
We targeted a relatively small (∼1.7 km2) glacier (Cameron Glacier) in the Arrowsmith
Range of the New Zealand Southern Alps, that displays signs of gravitational snow re-
distribution. Avalanches occur frequently enough in the Arrowsmith Range during the
winter season that avalanche danger forecasting is made available by the Mountain Safety
Council of New Zealand (www.avalanche.net.nz). Signs of snow avalanching in this area
include snow ‘fans’ on glacier surfaces, snow deposits beyond the glacier termini, and
large areas of bare, steep valley walls above the climatic snowline (Figure 5.1a). These
signs suggest that much of the snow distribution pattern on the Cameron Glacier might be
explained by gravitational redistribution of snow by small, frequent avalanching, which
can be captured by the snow MTD parameterisation (Gruber, 2007). We do not simulate
snow redistribution due to wind, but some of the modelled gravitational snow movement
(from steep to gentle slopes) could be indirectly accounting for wind-driven processes.
Including a gravitational mass balance transport model within our mass balance model
allows us to estimate the present-day snow distribution, and to account for this process in
palaeo-simulations.
The simulated snow depths were compared against measured snow depths taken Decem-
ber, 2009. We conducted a ground-penetrating radar (GPR) survey on a large flat portion
of the Cameron Glacier, that includes both cross- and long GPR profiles to measure the
end of winter snow depth distribution. We varied model parameter values in each model
run (28 runs total) to identify which parameter combinations resulted in an acceptable
fit in snow distribution. This paper aims to determine where on the glacier the MTD
model (Gruber, 2007) approximates snow depth well. We discuss the influence of differ-
ent model parameter values, DEM resolution, timestep, and input climate on the resulting
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snow distribution.
5.1.1 Geographic Setting
The Cameron Glacier is a small glacier located east of the main divide of the South-
ern Alps in the Arrowsmith Range, New Zealand (43◦21’S, 171◦00’E). Cameron Glacier
ranges in elevation from ∼1400 to 2270 m asl, and receives snow from adjacent steep
valley walls, which rise to elevations of 2705 m asl (Jagged Peak, Figure 5.1c). There are
no meteorological data from Cameron Glacier, but the nearby Mt. Potts weather station
(2128 m asl, white dot in Figure 5.1d) shows an annual mean air temperature of 3.5◦C,
and a total annual precipitation of 1300 mm (data from June 2009 - July 2012) (NIWA,
Retrieved 2009-2011), although this precipitation measurement is probably affected by
undercatch.
The equilibrium-line altitude (ELA) (1977-1993) from nearby Douglas Glacier (Figure 5.1c),
has been estimated at ∼2120 m asl (Chinn, 1995), but annual ELA values from 2008 to
2011 range from 2283 to 2380 m asl (Willsman et al., 2012). The majority (>80%)
of the Cameron Glacier surface elevation lies below 2120 m asl. However, the thick
avalanche-derived snow deposits, that reach these lower elevations, contribute metres of
accumulation at elevations where the glacier would otherwise lose mass.
Glacier snowlines observed at the end of the melt season mark the boundary between
accumulation and ablation areas for that year. For most glaciers, the snowline roughly
follows a single elevational contour. In contrast, the end of summer snowline on the
Cameron Glacier traces along the centre of the glacier, perpendicular to elevational con-
tours. This pattern is evident because the snowline marks the lateral extent of avalanche
deposits that build out from the true right (northern) valley wall (Figure 5.1a+b). Snow
depth measurements provide an opportunity to test the model performance by attempting
to find the best-fit set of parameters required to simulate these observations.
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Figure 5.1 Topographic map of the Cameron Glacier catchment. a) An oblique aerial
photograph of the Cameron Glacier showing the steep valley walls, partially
debris-covered terminus, and end of summer snowline (red dotted line). The black line
delineates the ridgeline of the upper Cameron catchment. Photograph taken 5 March,
2010 by A. Willsman. b) Slope values for a section of the model domain (25 m grid
resolution) with labelled GPR profiles on Cameron Glacier. Note the large area on the
northern slopes that are >60◦ (black cells). Each profile is ∼200 m long. Profile colours
are for differentiating lines only. c) Topographic map with elevation contours, ridgelines
(dotted-dashed red line), glacierised area, and mountain peaks (Mt. Arrowsmith
(2781 m asl) toward the southwest, and Jagged Peak (2705 m asl) to the northeast). The
black star marks the location of the snow pit and the green star marks a location that does
not receive avalanche accumulation. d) Shaded relief map of the central Southern Alps
showing the location of study area (yellow square) and the location of the Mt. Potts
weather station (white dot). Prominent glaciers, lakes, and rivers are also shown.
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5.2 Methods
5.2.1 Snow depth measurements
We conducted a GPR survey on the Cameron Glacier in December 2009 near the end of
the winter accumulation season. We used a RAMAC system (MALÅ Geoscience, Malå,
Sweden) with shielded 500 MHz and 25 MHz antennae. The measurements were time-
triggered. The 25 MHz survey took place on 4 December, 2009 and the 500 MHz GPR
survey on 5 December, 2009 (Figure 5.1b). High frequency data were best for detecting
shallow snow horizons (<3 m depth) and low frequency data revealed deeper horizons
(3 to 30 m deep). The antennae were dragged over the snow surface by two skiers along
cross and long profiles spaced roughly 100 to 200 m apart. High frequency (500 MHz)
data were recorded at a density of 440 16-bit samples per trace using a time window of
232 ns and low frequency data (25 MHz) at a density of 2024 4-bit samples per trace
using a time window of 2168 ns. The trace interval was time-triggered, with readings
every other second for both frequencies.
Coordinates along each GPR profile were collected with a GPS at sub-metre accuracies
(often <0.5 m). A Trimble GeoXH GPS, which was carried by the skier, recorded coor-
dinates along the GPR tracks. The GPS data were corrected using the Mt. John Obser-
vatory base station (MTJO; 43◦59’08.5”S, 170◦27’53.8”E, 1043.66 m ellipsoidal height,
∼80 km southwest of the field site).
Measured snow pack densities at a single location and three point measurements of snow
depth were used to estimate a radio (or electromagnetic) wave velocity, which allows
two-way-travel-time to be converted to snow depth. Snow pack densities logged from a
pit (2025 m asl, black star in Figure 5.1c) averaged 550 kg m−3 in the top 2.3 m s.w.e.
(snow water equivalent) depth. The horizons in the snow pit were dipping southeast,
away from the steep northern wall (Figure 5.1b). Probing through the pit floor indicated
that the previous summer surface was located 1.5 m s.w.e. below the bottom of the pit
(3.8 m s.w.e. total depth). Two holes, made for ablation stakes, penetrated to 2.4 and
2.6 m s.w.e. and then encountered a debris layer at the ice surface. These two additional
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measured snow depths help to constrain interpreted snow depths from the GPR profiles.
Processing of radar plots using the software Globe Claritas (Ravens, 1995) allowed for
noise-removal in the profiles. The remaining multiple internal reflection horizons were
then ‘picked’ (digitised). This processing included migration to remove diffractions, a
debias (akin to a high-pass filter), a Butterworth bandpass filter, and static removal (4300
sec for 25 MHz data and 690 sec for 500 MHz data).
Snow depths (in m s.w.e.) were calculated using a radar velocity in snow (vsnow) of
0.2 m ns−1 (Arcone, 2002; Heilig et al., 2009), density of 550 kg m−3 and the picked
two-way-travel times. The following equation describes the relationship between the two-
way-travel-time (tTWTT ) and snow depth (Dsnow) in metres:
Dsnow =
vsnowtTWTT
2
(5.1)
where 2 accounts for the round trip in the radar signal.
The three points of probed snow depth yielded a velocity of 0.254 m ns−1, however this
value is higher than the typically reported range (0.15 - 0.2 m ns−1). Because there
are only three points of snow depth, we decided to use the published velocity value of
0.2 m ns−1 (Arcone, 2002; Heilig et al., 2009). A higher velocity value would increase
the calculated snow depths systematically, and would not change the overall snow distri-
bution pattern. The resulting snow depths were then converted from units of m to m s.w.e.
by dividing by the snow density.
All of the GPR picked lines (2009 summer surface) were plotted in 3-D to view the offset
between different profiles where they cross. We noted offsets up to 0.5 m s.w.e. between
overlapping profiles, which likely reflects manual picking error. Based on this offset,
we consider our snow depth error to be ±0.25 m s.w.e. The profiles were segmented in
lengths of ∼200 m (Figure 5.1b). Snow depth characteristics were calculated for each
200 m section: gradient, mean, and range (maximum - minimum) of snow depth along
profile segments.
81
To compare modelled and measured snow depth patterns at the same resolution (25 x 25 m
grid cells), measured snow depth data were assigned to grid cells corresponding to their
geographic location and the maximum snow depth for each cell was used to represent
the grid cell. The mean difference between maximum and minimum snow depth within
a cell is <0.5 m, and the overall snow depth patterns remain the same whether we use
maximum or minimum snow depths. The measured snow depth data therefore represent
the greatest snow depth recorded in the location defined by a 25x25 m grid cell. Using
minimum values (not shown) does not change the results of this study.
5.2.2 Modelling snow distribution
The mass balance model used here (Anderson et al., 2010) was modified to include a
gravitational snow MTD model (Gruber, 2007) to improve simulated snow depth on the
Cameron Glacier. A distributed energy-balance model (EBM) is also part of the mass
balance model and calculates the energy available for melt across the glacier. The mass
balance model ran at a daily timestep and used daily, interpolated climate input data from
1 April, 2009 to 5 December, 2009 to model snow depth at the date of the GPR survey.
Gravitational mass transport and deposition model
The purpose of the mass transport and deposition model is to remove snow from steep
slopes and move this snow downhill to gentler slopes. This is a simple slope-dependent
model and does not capture kinetics nor snowpack evolution, which would be important
for modelling larger, less frequent avalanches that occur on 30 - 45◦ slopes. The two
components of the MTD model are removal and deposition of snow. The percentage of
removed snow (or mobile mass) in the model is set to zero for cells with a slope of less
than 40◦, increases linearly to 100% to a slope of 70◦, and remains at 100% for all cells
above 70◦. These values are similar to those used by Gruber (2007). The mobile mass is
moved downslope and distributed according to the equations that govern deposition.
The thickness and extent of modelled snow deposition is determined by the slope, mobile
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Figure 5.2 Slope angle (β) versus maximum snow deposition (Dmax) showing the
influence of parameter values on the shape of the Dmax-β curve. Parameters evaluated
are a) Dlim = 0.4, 0.6, and 0.8 m, b) γ = 0.075, 0.1, and 0.125, and c) βlim = 35, 40, and
45◦. Yellow circles mark Dlim values, green circles mark βlim values and the solid,
dashed, and dotted curves relate to the different values used for each parameter in each
plot.
mass input, and four different parameters. One parameter that was not varied was the
dispersion value, set to 0.1, which accomodates divergent flow in multiple flow directions
(Gruber and Peckham, 2009). The three other model parameters (Dlim, γ, and βlim),
which define snow deposition thickness and extent, were varied for this work to achieve
an acceptable fit between the measured and modelled distribution of snow depth. The
maximum snow deposition, Dmax, is calculated as:
Dmax =
 (1−
(
β
βlim
)γ
)Dlim if β < βlim
0 if β ≥ βlim
(5.2)
where Dlim is the maximum deposition limit (in flat areas Dmax = Dlim), βlim is the max-
imum slope at which mass begins to deposit, and γ is used to control the shape of the
curve relating maximum deposition, Dmax, to slope angle, β (Figure 5.2). Snow depo-
sition depth in a cell at each timestep cannot exceed Dmax as defined by Equation (5.2).
Figure 5.2 shows the effect of parameter value choice on Dmax for a specific slope angle,
β.
The shape and position of the Dmax-β curves appear to be most sensitive to changes in
Dlim (Figure 5.2, yellow circles). Lower Dlim values result in thinner and more extensive
snow deposits, meaning the maximum reach of a fan is farther from the valley wall than
tests with higher values. This parameter is dependent on the snow input and will therefore
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differ depending how much snow is moved in one timestep (Gruber, 2007). Grid resolu-
tion has also shown an influence on results and parameter choices (Gruber, 2007). The
parameters discussed in this work are used with a daily model timestep on a 25 m grid
resolution.
The parameter γ alters the shape of the Dmax-β curve and thus the relative influence of
steep and gentle slopes on the dispersion of snow depth. Lower γ values decrease Dmax
along the Dmax-β curve resulting in thinner, more extensive, and dispersed snow deposits
(Gruber and Peckham, 2009).
βlim sets the maximum slope angle below which deposition can occur. Estimated parame-
ter ranges are 36◦ to 41◦ with a mean of 39◦ slope angle (Gruber, 2007). High βlim values
shift the band of snow deposition closer to the valley walls because the snow is permitted
to deposit in cells with higher slope angles (Figure 5.2, green circles), consequently, less
snow is available to be deposited in the low-slope-angle cells. In other words, spatial ex-
tent of the snow deposit does not distribute far toward the centre of the glacier with high
βlim values. The opposite is true for low βlim values, when the band of snow deposition
is shifted away from the valley walls toward cells with lower slopes. The influence of this
parameter on snow thickness and dispersion, in contrast to the previous two parameters,
is likely to differ between catchments. In the Cameron Glacier catchment, the influence
of βlim on the horizontal extent of snow deposits is the greatest of all three parameters.
Energy-balance model
To calculate daily ablation over the model domain, we first calculate the energy available
for melt (QM ) following Anderson et al. (2010):
QM = I(1− α) + L ↓ +L ↑ +QH +QE +QG +QR (5.3)
where I is the incoming shortwave radiation, α is the surface albedo, L ↓ is the incoming
longwave radiation, L ↑ is the outgoing longwave radiation, QH and QE are the sensible
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and latent heat fluxes,QG is the ground heat flux (set to 1 W m−2), andQR is heat supplied
by rain (assuming that precipitation temperature is equal to air temperature (Oerlemans,
1992)). All energy fluxes are in units of W m−2.
Incoming shortwave radiation (I) consists of direct and diffuse components following
Oerlemans (1992). The time-dependent albedo scheme is calculated using a firn albedo of
0.53, a fresh snow albedo of 0.9, and an ice albedo of 0.34 (Oerlemans and Knap, 1998;
Anderson et al., 2010). Longwave and shortwave radiation were calculated to include
the effects of the surrounding topography (Plummer and Phillips, 2003). Turbulent heat
fluxes (QH and QE), which can make up half or more of the energy available for melt in
maritime environments (Gillett and Cullen, 2011), were calculated using the bulk method
and including the Richardson stability criterion (Klok and Oerlemans, 2002; Oerlemans
and Grisogono, 2002).
There are no meteorological data from Cameron Glacier, and so we interpolated daily
climatic input from several sources. First, we used daily interpolated climate surfaces and
raw climate station data available from the National Institute of Water and Atmospheric
Research (NIWA) CliFlo Database (NIWA, Retrieved 2009-2011). We used the virtual
climate station network (VCSN) interpolated surfaces for relative humidity and solar ra-
diation values (Tait and Zheng, 2007). Second, raw temperature data from nearby weather
stations were interpolated based on the grid cell elevation and proximity to climate sta-
tions. Temperature data from a range of available stations were lapsed to sea level (using
a lapse rate of -5◦C km−1), interpolated to create a ‘reference’ temperature Tr surface
across the model domain, and then lapsed to the elevation of each grid point. The lapse
rate was determined by minimising the mismatch between interpolated and measured 30-
day running mean temperatures from May, 2009 to August, 2010 at the nearby Mt. Potts
automatic weather station (Station #37002, 2128 m asl, NIWA (Retrieved 2009-2011)).
Third, a mean-annual (1971 to 2000) precipitation surface (Stuart, 2011) was used to
adjust the interpolated daily precipitation amount for each grid cell (Anderson and Mack-
intosh, 2012). The annual precipitation total is estimated to be ∼2570 mm on the Arrow-
smith Range. A precipitation factor of 1.2 (increase in daily precipitation by 20%) was
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introduced to account for precipitation undercatch by conventional rain gauges (Trenberth
et al., 2007). This increase was also an attempt to account for snow drift caused by pref-
erential concentration and deposition of snowfall in relatively flat areas with lower wind
speeds because wind redistribution was not explicitly taken into account in this model
(Lehning et al., 2008; Dadic et al., 2010a,b; Mott and Lehning, 2010). The precipitation
factor increases precipitation over the entire grid, however, and not only in the areas likely
to receive snow drifts (e.g. lee slopes or areas with lower wind speeds).
The fourth source of input climate data came from the National Centers for Environmental
Prediction (Kalnay et al., 1996) reanalysis data at the 850 hPa level (from 1977 to 2011)
for wind speed, which were scaled to match observed wind speed in the central Southern
Alps (Anderson and Mackintosh, 2012) and were applied uniformly to the model domain.
This scaling was done because the VCSN windspeed data contain artefacts and are con-
sidered to be less reliable. Further discussion on using these datasets for glacier mass
balance modelling is given in Anderson and Mackintosh (2012).
A DEM (GeographiX (NZ) Ltd) was derived from the New Zealand map series published
by Land Information New Zealand in 1999 (NZMS260). The model domain is a rectan-
gular section, 4 km by 4.2 km in size, of Cameron Glacier and the adjacent topography.
Although the model uses a time-dependent scheme to estimate snow albedo (simulating
snow ageing processes) not all factors influencing albedo are taken into account. For
example, the model simulations did not account for the effects of decreased albedo from
dust/ash nor a difference in albedo of fallen versus avalanched snow. We included a debris
cover grid to account for reduction in ice ablation (reduced melt by 90%) (Anderson and
Mackintosh, 2012) mapped from orthogonally corrected vertical aerial photographs taken
30 January, 2006 (www.terralink.co.nz).
Modelled snowfall is a function of air temperature, which decreases with elevation ac-
cording to the input precipitation and temperature lapse rate prescribed (-5◦C km−1).
When the temperature at a grid cell was at or below the snow/rain temperature thresh-
old (Tsnow set to 1◦C (Anderson et al., 2006)), the precipitation was prescribed as snow.
In simulations using the MTD model, avalanching occurs at every timestep (daily) when
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there is solid precipitation in the domain. Mass balance of the glacier was calculated by
subtracting the amount of melt from the amount of direct and redistributed snow at each
grid cell. For further details about the EBM see Anderson et al. (2010) and Anderson and
Mackintosh (2012).
Model experiments
We explored the effect of Dlim, βlim, and γ parameters (Table 5.1) on modelled snow
depths to find parameter values that best estimate measured snow distribution. We deter-
mined the best parameter value combination by comparing modelled and measured snow
thickness along profiles of GPR data. Testing the combinations of three parameters, with
three different values each, required 27 different model runs (MR1-MR27). Each run
started on 1 April, 2009, when snow depth was close to a minimum, and ended 5 Decem-
ber, 2009. The modelled snow thickness distribution was compared to our measured data
from 5 December, 2009. A simulation of the glacier snow distribution without the MTD
model (MR28) was made for comparison.
For each profile we determined three characteristics that describe the snow depth. First
is the gradient of the snow depth along the profile, for example, if the snow depth is
relatively uniform along the profile, then the gradient is near zero, whereas gradients of
snow depth in profiles intersecting avalanche deposits are noticeably greater. Second is
the mean value of the snow depth along each profile and third is the range in snow depths
(maximum snow depth - minimum snow depth) along each profile.
To compare these three characteristics between the GPR results and the simulations, rel-
ative comparisons (modelled value divided by measured value) were determined for each
section for each model run presented for the three characteristics.
F =
mod
meas
(5.4)
where F is the relative comparison, mod is the modelled and meas is the measured snow
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depth characteristic. A value of one means the modelled and measured values were the
same, whereas less than one means the model was under-predicting and more than one
means the model was over-predicting. The number of profile relative comparisons close to
unity (> 2
3
and < 3
2
) were tallied for each model run. We define the ‘acceptable fit’ range
by using a reciprocal, rather than an equally distributed range, because we are examining
relative comparisons rather than absolute values.
5.3 Results and Discussion
5.3.1 GPR snow depth estimations
The GPR profiles show several prominent internal snow horizons (Figure 5.3), and we
interpreted the most prominent horizon (marked by a red dashed line, Figure 5.3) as the
reflector from the previous end of summer (April, 2009) glacier surface. Deeper horizons
(unmarked) are likely to be previous summer surfaces or other significant melt events.
The snow depths along profiles, represented by the red line, intersect with our three point
measurements within error, with the electromagnetic wave velocity used.
The measured snow distribution from the GPR survey yields an average depth of 3.5 m
s.w.e., with a maximum of 6.2 m s.w.e. in profile G (Figure 5.4d) located near the steep
northern slope (Figure 5.1a+b). Snow depths are greatest near the northern edge of the
glacier where high relief and steep slopes supply snow from higher elevations. Because
of the steep slopes and avalanching, this area also shows the highest gradients and ranges
(maximum-minimum) in snow depth. Two longitudinal profiles (S and T, Figure 5.4d) in
the lower part of the glacier show deep snow areas, which are likely where the profiles
intersect especially thick avalanche deposits. Profiles A, B, C, E, I, and J (Figures 5.1b
and 5.4d) are located in the upper part of the glacier, outside of the influence of prominent
avalanche slopes. Snow depths along these profiles range from 1 - 3 m s.w.e. consistent
with this observation. In these profiles, the variability in snow depth is likely due to
preferential deposition and redistribution by wind (not included in our model).
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Figure 5.3 Interpreted snow depth from the December, 2009 Cameron Glacier
low-frequency GPR profiles. Profiles F-G, and Q-Q’ show cross sections of the glacier
while profile E-L follows the central flowline (see key and Figure 5.1b). Note the strong
reflector, interpreted as the end of summer glacier surface for 2009 (red dashed line) and
deeper reflectors representing previous summer surfaces (not marked). Reflections in the
E-L profile show old accumulated snow deposits below the 2009 summer surface.
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Figure 5.4 Snow depth over the model domain (a-c) and along GPR profiles (d-f). Snow
depth (m s.w.e.) from the a) optimal parameter set, b) less appropriate parameter set, c)
model run without the MTD model, d) GPR data, e) optimal parameter set, and f) less
appropriate parameter set. The snow distribution in the optimal model run reflects the
observed accumulation pattern at Cameron Glacier better than the other runs. Panel c)
also shows GPR lines for reference, a black star (white outline) to mark the location of
the snow pit and a green star to mark a point of interest in the discussion.
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Figure 5.5 Matrices showing relative comparisons (by colour) between modelled data
and measured snow depth (a) gradient, (b) mean, and (c) range for each profile for each
run. Red-coloured cells show where the model over estimated values, blue represents
under-estimated values, and white is within the accepted range where modelled and
measured are similar. Black arrows point to the ‘best-fit’ simulation and the final column
(test 28) is the simulation without the MTD model. Profile key to the left is for reference.
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5.3.2 Ability of the model to replicate snow distribution
To assess the ability of the MTD model to replicate measured snow depths, we compared
the snow depth distribution from GPR measurements to estimates from 27 model runs that
used unique combinations of three different values for each of the three parameters (βlim,
Dlim, and γ, Figure 5.2 and Table 5.1). In general, choosing a lower value of γ, lower
limiting slope βlim, or lower limiting deposition Dlim results in a simulated snow cover
that extends farther than that produced with higher parameter values (Figure 5.4a). High
values of βlim and Dlim result in a less extensive deposit and thicker snow closer to the
valley walls (Figure 5.4b). In the simulation without the MTD model (MR28), the snow
cover is determined by modelled snowfall alone, which increases slightly with elevation
as described above (Figure 5.4c). As expected, this simulation severely underestimates
snow thickness at the glaciated areas below steep slopes.
The goodness of fit between modelled and measured snow depth varied with each model
run (unique combination of the model parameters) and profile location. To visualise the
goodness of fit for each model run along each profile, we display the results in three
coloured matrices where blue colours represent an underestimation, red is an overestima-
tion, and white represents an appropriate fit between the modelled and measured snow
depths (Figure 5.5). Light blue and yellow coloured boxes represent slight underesti-
mates and slight overestimates, respectively. Snow depth characteristics (gradient, mean,
and range modelled:measured relative comparisons) are represented in three separate ma-
trices (Figure 5.5a, b, and c respectively). The rows represent different profiles and the
columns represent different model runs. We will now explain and interpret each of the
characteristic matrices.
‘Gradients’ describe the uniformity of snow depth, where uniform snow depth along a
profile would have a negligible gradient. The gradient relative comparison is difficult to
interpret for profiles with small gradients (less than 0.001). This difficulty occurs because
(1) we are dealing with small numbers divided by small numbers and (2) the model could
be producing appropriately small gradients but sloping in the opposite direction, thus
making the gradient (and the resulting relative comparison) negative in sign (Figure 5.5a).
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Table 5.1 Model run number with parameter combination and the number of profiles
with an acceptable fit (where the relative comparison is between 2
3
and 3
2
). The number
of ‘acceptable fits’ per test for the gradient, mean, and range relative comparisons are
listed as well as the total sum of ‘acceptable fits’ for each model run. MR28 is without
the avalanche model. Note that model runs with βlim=35◦ perform relatively well (bold
font).
Model Number of ‘acceptable fits’ (white boxes)
Run βlim (◦) γ Dlim (m) Grad Mean Range Total
1 35 0.075 0.4 3 12 9 24
2 40 0.075 0.4 4 9 7 20
3 45 0.075 0.4 3 7 5 15
4 35 0.1 0.4 3 10 13 26
5 40 0.1 0.4 3 7 7 17
6 45 0.1 0.4 2 6 5 13
7 35 0.125 0.4 5 8 11 24
8 40 0.125 0.4 3 5 8 16
9 45 0.125 0.4 2 4 5 11
10 35 0.075 0.6 4 8 11 23
11 40 0.075 0.6 3 7 7 17
12 45 0.075 0.6 1 4 7 12
13 35 0.1 0.6 5 5 10 20
14 40 0.1 0.6 2 4 5 11
15 45 0.1 0.6 2 2 3 7
16 35 0.125 0.6 2 5 6 13
17 40 0.125 0.6 0 2 3 5
18 45 0.125 0.6 0 1 2 3
19 35 0.075 0.8 5 5 10 20
20 40 0.075 0.8 1 4 4 9
21 45 0.075 0.8 2 2 3 7
22 35 0.1 0.8 2 3 4 9
23 40 0.1 0.8 0 2 2 4
24 45 0.1 0.8 0 1 1 2
25 35 0.125 0.8 0 3 3 6
26 40 0.125 0.8 0 1 0 1
27 45 0.125 0.8 1 0 1 2
28 na na na 0 0 0 0
93
A minor difference between the modelled and measured gradients could produce relative
comparisons showing significant underestimations or overestimations. Profiles with small
gradients (i.e. along profiles located in the centre of the glacier surface) are thus less likely
to show good fits. We therefore do not consider the gradient differences to be a particularly
good characteristic for judging the goodness of fit between modelled and measured snow
depth.
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Figure 5.6 Graph showing the number of ‘acceptable fits’ (white cells in Figure 5.5 and
Table 5.1) for the gradient (◦), mean (+), and range (∗) relative comparisons for each
model run, with the total sum of the white boxes in bold. Note the overall decrease in the
total (bold line) sum of white cells from MR1 - MR28.
For our purposes, it is better to judge the goodness of fit between modelled and measured
avalanche snow deposit data based on the relative pattern, rather than the absolute values,
of snow depth. The mean snow depth along each profile gives absolute values and the
mean snow depth relative comparisons show that the mass balance model consistently
underestimates accumulation (Figure 5.5b). This underestimation is an issue for the en-
tire model domain, and is examined by comparing measured and modelled snow depths in
areas where snow avalanche deposits do not affect the accumulation (location represented
by the green star in Figures 5.1c and 5.4c). At this location, the GPR-measured snow
depth is 2.8 m s.w.e., compared to modelled estimates of 2.0 m s.w.e. in MR1 and 1.2 m
s.w.e. in MR28. The difference in modelled snow depth estimates is because MR1 simu-
lates unrealistic, thin, extensive avalanche deposits, causing an increase in modelled snow
depth for most of the glacier surface, even in areas that should not be receiving avalanched
snow. Although the mean snow depth relative comparisons from MR1 are closer to unity
(Figures 5.5 and 5.6), the simulation is based on an inappropriate model parameter value
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combination resulting in unrealistic avalanche deposits. The snow depth estimate from
MR28 is significantly lower than the measured value (by 1.6 m s.w.e.), meaning that the
modelled background ‘snowfall’ is greatly underestimated. The underestimation of back-
ground snowfall in the model could be explained by the following reasons:
1. The reflective horizon in this GPR profile does not represent the previous summer
(Figure 5.3).
2. The mass balance model underestimates total accumulation.
3. The additional snow at this location is caused by preferential deposition or redistri-
bution of snow in lower, more sheltered areas due to wind.
Of these reasons, we consider the latter to be the most likely cause of the offset. The
addition of a model that describes wind-driven redistribution would likely improve the
simulated snow depth estimates (Liston and Sturm, 1998; Lehning et al., 2008; Dadic
et al., 2010a,b). Alternatively without a wind redistribution model, precipitation would
need to be more than doubled, which is unrealistic, to achieve similar snow depths in
non-avalanche locations. While the mean snow depth provides a good indication of over-
all model performance (largely underestimating, shown in Figure 5.5b), it does not dis-
tinguish the spatial patterns well. For these reasons, we do not use the mean relative
comparison to represent the success of the model to produce appropriate snow depth pat-
terns.
We think that the snow depth range (maximum - minimum snow depth within a profile)
provides a good representation of the snow depth patterns without needing the absolute
values of snow depth to be the same between modelled and measured values. Profiles that
intersect deposits caused by avalanches will likely have a greater range value than profiles
that are located beyond the reach of the avalanche deposits. This difference is because of
the accumulation concentration in the avalanche deposits and generally uniform snow
depth elsewhere. Using the range relative comparisons allows us to focus on the ability of
the model to simulate similar snow depth patterns. The range relative comparison shows
patterns even when the overall magnitude is underestimated. For these reasons, we focus
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the following discussion on the range relative comparison matrix (Figure 5.5c). We will
now discuss the profiles in groups, based on their geographic setting and proximity to
avalanche deposits.
Cross profiles G, M, and Q (Figure 5.5c) are located close to the steep northern slopes
of the catchment and they trend parallel to the axis of avalanches (Figure 5.4). Model
runs that simulate extensive, thin snow deposits (e.g. MR1) underestimate the snow depth
range in these profiles (by 2.9, 0.6, and 2.0 m s.w.e. in MR1 respectively). In contrast,
model runs with snow depositions that are too deep or too close to the valley walls (e.g.
MR27) overestimate the measured snow depth range in profiles M and Q (by 1 and 0.8 m
s.w.e. in MR27 respectively). In the same model run (MR27), the snow depth range in
profile G is underestimated (by 4.4 m s.w.e.) rather than overestimated. This difference
between profiles G and M, in terms of response to model parameters, is because the
snow deposits in MR27 did not reach the location of profile G (Figure 5.4f). Modelled
snow depth in profile G is consistently underestimated for model runs with a βlim >35◦
(Figure 5.5c), because modelled snow deposits in those tests do not reach the position of
profile G (Figure 5.4f).
Longitudinal profiles S and T are located towards the lower part of the glacier and snow
deposits of up to 6.1 and 5.7 m s.w.e. in depth were measured (Figure 5.4d). We could
not replicate these deep, extensive deposits with our model. Modelled snow deposits
along these profiles were either not as deep in MR7 (Figure 5.4a and e) or were not
extensive enough to reach these profile locations (e.g. MR27, Figure 5.4b and f). The
underestimation of snow depth along these profiles could be due to the lack of preferential
deposition or redeposition by wind in our model.
Some profiles (A, D, E, H, I, and K) showed little to no variability in range relative com-
parison with changing parameter values (Figure 5.5c) because they are consistently un-
derestimated. Profiles A, D, and I are located below moderate slopes of valley walls with
low to moderate relief where minor avalanching does not appear to affect snow depth
across the profile. Profiles E, H, and K are distant from steep slopes and are more likely
influenced by direct snowfall and wind distribution effects rather than avalanching. Snow
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depth ranges in profiles D and E are underestimated in all model runs, because there is a
deep depression visible in both GPR profiles (D and E) where these profiles intersect. We
have not investigated the cause of this depression and the model did not resolve the range
in snow depths caused by this feature.
Cross profiles located in or near the middle of the glacier (J, N, and P) show an overes-
timation of snow depth range for some of the model runs with more extensive deposits,
meaning that the snow depth ranges are lower than what was modelled. This could be
interpreted to mean that the profile locations are beyond the reach of avalanches produced
in the earlier model runs (MR1-11). Profiles J and N show modelled snow depth means
that were lower than what was measured (Figure 5.5b). Profiles C and O show an ac-
ceptable fit with most of the model tests, suggesting that these locations are not directly
affected by avalanche accumulation. Profiles B, F, G, L, and T show a good fit (or slight
underestimation) in model runs 4, 5, 7, 10, 11, 13, and 19 (Figure 5.5c).
The southern slopes above the glacier are predominantly between 40 and 60 degrees and
reach elevations of ∼2400 m asl, whereas the northern slopes above the glacier exceed
60 degrees and reach elevations of 2700 m asl (Figure 5.1c). Profiles below steep slopes
(>60◦) have measured and modelled snow depth ranges that are similar. Steep slopes
are far more likely to lose their snow cover due to small and frequent avalanches, as can
be approximated by this model, than more moderate slopes (40 to 60◦). The parameters
in the MTD model could be adjusted to account for this difference if tuned with more
thorough snow distribution data or if parameter values were varied for different regions
in the model domain.
Snow depth estimates in the simulation without the MTD model (MR28) are consistently
underestimated. All of the snow depth characteristic values (mean snow depth, gradients
along the profiles, and ranges in snow depth) are also underestimated (Figure 5.5c) in this
model run. As described above, the EBM prescribes snowfall as a function of temperature
at each cell and thus modelled snow thickness increases with elevation, according to the
temperature lapse rate. This leads to an unrealistic snow cover in steep, high-elevation
sites, which do not accumulate snow in reality. At the 5 December 2009 timestep in this
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model run, the area mapped as ‘glacier’ contains very little snow, with a maximum snow
depth of less than 2 m s.w.e. on the main trunk of the Cameron Glacier (Figure 5.4c).
Figure 5.6 shows the number of profiles with a good fit (white boxes in Figure 5.5c)
between modelled and measured snow depth characteristics for each model run number.
The lines represent each of the different snow depth characteristics (gradient, mean, and
range) and the bold line shows the total number of good fits for each model run. In general,
the total number of profiles with a good fit decreases with increased model run number
(Figure 5.6). This trend is a result of higher parameter values and thus the development
of thicker, less extensive snow deposits in the model. Best agreement between modelled
and measured values is when βlim equals 35◦ (MR4, 7, 10, 13, and 19, in Table 5.1 and
peaks in Figure 5.6). This βlim value works well for this catchment but is low compared
to previous studies (typically 36 to 41◦) (Gruber, 2007). The other two parameters (Dlim
and γ) appear to compensate for one another. For example, the snow distribution with
Dlim set to 0.6 m and γ set to 0.075 (MR10) looks very similar to a snow distribution
with Dlim set to 0.4 m and γ set to 0.125 (MR7). However, γ=0.125 is at the lower end
of values that have been tested by Gruber and Peckham (2009) (0.125 to 2).
The number of acceptable fits (where relative comparison is > 2
3
and < 3
2
, represented
by white boxes) in each matrix was summed for each model run in Figure 5.6. MR7
(Dlim=0.4, γ=0.125, βlim=35) best represents the measured snow depth ranges. Our lower
γ and βlim values promote greater deposition on the glacier surface, improving the fit
between measured and modelled snow depth. Although these lower parameter values
work well for this basin, they could be artificially accounting for effects due to wind-
driven snow distribution within the catchment (Machguth et al., 2006; Dadic et al., 2010a;
Lehning et al., 2011; Dadic et al., in press). Winds could also be bringing additional
snow from mountain slopes upwind of the catchment to Cameron Glacier (e.g. slopes of
Lawrence Peak or western slopes of Jagged Peak).
Avalanche-derived snow deposits increase the total accumulation over a glacier and delay
the seasonal exposure of the ice surface in places. Whether snow or ice is exposed affects
the rate of ablation in our mass balance model, because the ice and snow surfaces have
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different albedo values and surface roughness lengths. Simulating the end of summer
mass balance, in the absence of the MTD model, would underestimate the accumulation
and thus the resulting mass balance would be too negative. Deep snow deposits will take
longer to melt than an evenly distributed snow cover (Dadic et al., 2008). The success of
the MTD model in simulating snow depth patterns indicates that this parameterisation is
a useful addition to mass-balance models.
The βlim and γ optimal values in this experiment are likely to be applicable to simulations
at different timesteps (e.g. monthly). However, the Dlim value depends on the mobile
mass of snow and thus is influenced by the model timestep, DEM grid resolution, and cli-
matic input (Gruber, 2007). We tried running the avalanche model once per model year,
month, and day. Running the avalanche model once per year meant that the snow mass
input was on the scale of metres. This difference in model setup required the Dlim value
to be on the metre-scale as well,∼40 m. Running the avalanche model once per month re-
quired a Dlim value of ∼4 m to achieve a similar modelled snow distribution. Essentially,
Dlim is linearly correlated to the mobile mass of snow input, and Dlim should be adjusted
linearly with the snow input. Running the avalanche model once per day showed that a
Dlim set to ∼0.4 m simulates the most appropriate snow distribution. Although running
the avalanche model at a daily timestep required more computational time, avalanches
should be resolved daily to account for the effects of snow presence or absence in a cell
in the energy balance model.
5.4 Conclusions
Accumulation concentration by avalanching is an important process to capture in mass
balance modelling of glaciers in steep terrain (Machguth et al., 2006). The goal of this
study was to test the effect of parameter values on modelled snow deposition in a gravita-
tional snow mass transport and deposition (MTD) algorithm (Gruber, 2007), to evaluate
optimal parameter values, and to determine where in the Cameron Glacier catchment this
simple MTD model is appropriate. We draw the following conclusions:
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1. Dlim should increase linearly with snow mass input and should be adjusted for a
different DEM, climatic setting, and/or timestep. A Dlim value of 0.4 m s.w.e.
worked well for this study at a daily timestep.
2. βlim = 35◦ and γ = 0.125 allowed snow deposits to a similar extent as what was
observed on the glacier with ground penetrating radar measurements.
3. The algorithm works well in areas with steep slopes (>60◦) where small, frequent
gravitational snow redistribution events are common. Profiles M and Q are located
below moderately steep slopes and their snow depth ranges (maximum - minimum
value in s.w.e.) were modelled well.
4. Modelled snow accumulation would be underestimated by up to 6 m s.w.e. at this
site without the use of the MTD model.
The addition of the MTD algorithm to the EBM model greatly improves the compari-
son between modelled and measured snow distribution on the avalanche-fed Cameron
Glacier. The optimal parameter values offered here are likely to be suitable for exper-
iments with a similar DEM grid resolution, timestep, and climatic setting. Simulating
avalanche deposit accumulation in a mass balance model should improve estimations of
mass balance modelling of avalanche-fed glaciers, snow melt runoff rates in complex
terrain, and palaeoclimate estimates derived from avalanche-fed glaciers.
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Chapter 6
What do Holocene moraines at Cameron Glacier, New
Zealand tell us about past climate change?
Abstract
Even in a steady climate, interannual variability of temperature and precipitation can
cause considerable advance or retreat of glaciers. This sensitivity raises questions about
whether Holocene glacial moraines, which typically lie close to present-day glaciers, are
useful for palaeoclimatic reconstructions. To better understand the relationship between
glacier extent and climate at Cameron Glacier, New Zealand, during the Holocene, we
use a glacier model that takes climate data as input and returns glacier extent. The model
consists of a 2-D ice-flow model coupled to a mass balance model with a gravitational
snow transport and deposition component. In a first experiment, a suite of steady-state
simulations is used to identify the temperature and precipitation change required to fit
the modelled glacier to five dated moraines. The second experiment involves forcing the
model with stochastic interannual temperature variability, here described as a 2000 year
long sequence of white noise values. We find that temperature changes of -1.3, -2.1,
-2.4, -2.7, and -3.3±0.4◦C are required for the glacier to reach the moraines dated to
180±48, 523±61, 8,190±230, 10,690±410 and ∼13,000 years before AD 1950 (years
BP), respectively, assuming no change in precipitation occurred. Stochastic variability in
annual mean temperature caused the glacier to fluctuate from its baseline moraine posi-
tion by up to 200 m, which is not enough to produce the Holocene glacier length changes
recorded in this catchment. This suggests that the glacier was responding to more persis-
tent (decadal or centennial-scale long) climate changes during the Holocene, and that the
moraine record is a reliable indicator of past climate events.
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6.1 Introduction
Glacier modelling studies have shown that interannual stochastic variability in mass bal-
ance (prescribed as white noise) can result in significant fluctuations (∼1 km) in glacier
length (Oerlemans, 2000; Reichert et al., 2002; Huybers and Roe, 2009; Roe and O’Neal,
2009; Roe, 2011). Glaciers act as a filter of annual mass balance changes and fluctua-
tions in glacier length depend on the mass balance changes integrated through time and
the specific geometry of the glacier. It is possible for a glacier to filter a random interan-
nual temperature forcing (white noise - no persistence) signal into a decadal-to-century
time scale (red noise - some persistence) signal (Oerlemans, 2000). These studies suggest
that relatively small events such as the Little Ice Age (LIA), which is often associated
with moraines located within the range of ‘random’ glacier fluctuations (∼1 km), are not
necessarily the result of a systematic change in climate (defined as 30 year normal in
meteorological data).
Several well-preserved Holocene moraine sequences located in the central Southern Alps
of New Zealand have been mapped (Burrows, 1975; Porter, 1975a; Birkeland, 1982; Bar-
rell et al., 2011) and dated (Chinn, 1981; Gellatly, 1984; Schaefer et al., 2009; Putnam
et al., 2012). Recent cosmogenic surface exposure dating (SED) results show moraine
ages that range from early to late Holocene (Schaefer et al., 2009; Putnam et al., 2012).
The late-Holocene moraines, some of which are similar in age to the LIA event regis-
tered in the European Alps, are generally close to the present-day glaciers. The LIA was
the greatest Holocene glacier advance in many European and North American locations,
whereas several moraine records from New Zealand show an overall retreat sequence
through the Holocene (Burrows, 1975; Gellatly et al., 1988; Schaefer et al., 2009; Putnam
et al., 2012). Schaefer et al. (2009) compared Holocene moraine ages from New Zealand
with moraine ages and tree-kill dates from the Northern Hemisphere. This detailed com-
parison led Balco (2009) to ask “Can the timing and magnitude of observed past glacier
changes in a particular region be explained by stochastic variability inherent in a steady
climate, or is a change in the mean climate required?”
To test whether Holocene moraines could represent interannual temperature variability
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Figure 6.1 a) Oblique aerial photograph of the Cameron valley Holocene moraine
sequence. This photograph shows the Cameron Glacier snout, the long, sharp-crested
lateral moraines, and three of the targeted Holocene terminal moraines (M1 - M3). The
most extensive moraine visible in this image (M3), located 3 km from the terminus, is
dated to 8,190±230 years before 1950. Scree slopes are abundant in this catchment, as
seen on the valley flanks, and the Cameron River has eroded through parts of the
terminal moraines. View is towards the northwest, photo by T. Chinn. b) Oblique aerial
photograph of Cameron Glacier with a dotted red line marking the end of summer
snowline and black line marking the upper Cameron catchment ridgeline. This
photograph also shows the upper Cameron catchment with its steep valley walls, which
are prone to snow and rock avalanching. Photograph taken 3 March, 2010 by A.
Willsman, view is towards the northeast.
within a steady climate, or alternatively, a systematic shift in climate, we chose a glacier
with arguably the best Holocene moraine record in New Zealand (Putnam et al., 2012)
(Figures 6.2 and 6.1a). The Cameron Glacier occupies a low-angle valley and receives
accumulation, at least in part, from snow avalanching from the steep valley walls (Fig-
ure 6.1b). Low-angle valleys are thought to promote potentially large changes in glacier
length in response to relatively small changes in the equilibrium-line altitude (ELA) (Fur-
bish and Andrews, 1984; Oerlemans, 1989). The small change in climate would theo-
retically cause large changes in mass balance, resulting in a significant change in glacier
length.
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We use a modelling approach to investigate the palaeoclimatic significance of a well-
dated Holocene moraine sequence. First, we calculate the difference in climate from
the present-day required for the modelled glacier to reach equilibrium at the five most
prominent moraines (M1 - M5, Figure 6.2). We do this by applying a single temperature
and precipitation change combination in a ‘steady-state’ modelling approach, whereby the
glacier is allowed to evolve until it reaches equilibrium with the imposed climate. Second,
we evaluate the modelled glacier terminus fluctuations caused by white-noise temperature
forcing in order to assess whether stochastic interannual variability in temperature can
result in glacier length changes comparable to the Holocene moraine extents.
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Figure 6.2 Glacial geomorphological map of the southeast slopes of the Arrowsmith
Range, showing the moraine sequences of the Cameron (northeast) and Ashburton
(southwest) valleys (Barrell et al., 2011). The black line represents the central flowline
from which glacier lengths were measured, and M1 - M5 mark each of the targeted
moraine positions. Note the similarities in moraine sequences between the two valleys,
although the Cameron sequence contains a larger number of ridges. Location diagram
(top left) shows shaded topography (based on a DEM) of the central Southern Alps
including the main drainage divide (red dashed line), prominent lakes, rivers, and
glacierised area. The Arrowsmith Range is marked by a white box.
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6.1.1 Site description
The Holocene moraine sequences of the Arrowsmith Range (43◦21’S, 171◦00’E) in the
South Island of New Zealand have been the focus of studies since the 1970s, and have
recently been mapped and dated in detail (Barrell et al., 2011; Putnam et al., 2012) (Ta-
ble 6.1). The Arrowsmith Range, with Mt. Arrowsmith as its highest peak (2775 m asl),
is located 130 km west of Christchurch and 8 km east of the Main Divide of the Southern
Alps (Figure 6.2). The Cameron Glacier and Ashburton Glacier valleys are both low-angle
with average bed slopes of ∼6◦. The valleys are sediment laden and sparsely-vegetated
containing active and relict scree slopes (Figure 6.2).
Present-day Cameron Glacier is 2.2 km long and extends from ∼1400 to 2270 m asl
(mean elevation ∼1970 m asl). The majority (80%) of the Cameron Glacier surface is
below the regional ELA surface (Douglas Glacier, 2120 m asl (Chinn, 1995)), but ice
persists because of an enhanced accumulation rate due to snow avalanching (Chapter 5).
Valley walls adjacent to the glacier reach elevations of 2705 m asl with slopes often too
steep (>60◦) and too exposed to winds to accumulate snow. Wind and gravitational pro-
cesses transport snow from the valley walls down to the glacier surface (Chapter 5). The
high mass input and relatively low elevation of the glacier surface lead to a steep mass
balance gradient, likely enhancing the glacier’s mass balance sensitivity (Anderson and
Mackintosh, 2012). This means that a relatively small change in climate will lead to a
large change in mass balance.
Meteorological data do not exist for Cameron Glacier valley, but the nearby Mt. Potts
weather station (43◦30’S, 170◦55’E, 2128 m asl, location marked by the yellow dot in
Table 6.1 Cameron Glacier Holocene moraine information modified from Putnam et al.
(2012). Information includes cosmogenic exposure ages (M1 - M4), associated age for
M5 (Putnam et al., 2010a), ∆ ELA is relative to the AD1995 ELA for Douglas Glacier
(2120 m asl).
Name age (yr before 1950) ELA (m asl) ∆ ELA (m)
M1 CG X 180±48 2010 -110
M2 CG IX 523±61 1980 -140
M3 CG V 8,190±230 na -173
M4 CG I 10,690±410 1880 -240
M5 CG W Lateglacial 1760 -360
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Figure 6.2 inset) provides an estimate of alpine temperature. Temperature data show an
annual mean air temperature of 3.5◦C, and a total annual precipitation of 1300 mm (data
from June 2009 - July 2012) (NIWA, Retrieved 2009-2011). Our regional precipitation
surface (Stuart, 2011) suggests a higher total annual precipitation of 2573 mm (aver-
age rain gauge data from 1970 - 2000) for the model domain, which is logical because
Cameron Glacier is closer to the main divide of the Southern Alps than Mt. Potts station,
and the Mt. Potts station probably experiences undercatch. A temperature lapse rate of
-5◦C km−1 was calculated from the Mt. Potts temperature data by minimising the mis-
match between model interpolated daily temperature and measured daily temperature at
Mt. Potts station.
The moraines that were targeted in our study range in age from∼13,000 to 180±48 years
BP (Table 6.1, Putnam et al. (2012)). A large pair of lateral moraines, located down valley
of the Holocene moraine sequence (marked by M5 in Figure 6.2), have been correlated
to the Birch Hill moraines in the Pukaki valley (located 100 km southwest of Cameron
valley), based on their geographic position in the valley (Burrows, 1975). The Birch Hill
moraines are Lateglacial in age (Putnam et al., 2010a) and thus we also consider M5 to be
most likely Lateglacial (∼13,000 years BP) in age (Burrows, 1975; Putnam et al., 2012).
Previous estimates of palaeoclimate from the Cameron valley moraines used simpler
methods (Putnam et al., 2012). Past temperature and ELA reconstructions for the Cameron
Glacier moraine sequence were derived from glacier outlines, an accumulation-area ratio
(AAR) of 0.67 and a temperature lapse rate of -6.5◦C km−1 (Table 6.1) (Putnam et al.,
2012).
6.2 Methods
We used a 2-D ice-flow model (Plummer and Phillips, 2003) coupled with a mass balance
model containing a spatially distributed energy-balance model (EBM) (Anderson et al.,
2010) and a snow avalanching algorithm (Gruber, 2007). The model was used to simulate
past ice extents as delimited by the mapped and dated Holocene moraines (Putnam et al.,
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2012). Five past moraine extents were simulated under steady-state conditions to estimate
past temperature for a range of past precipitation scenarios (following the methodology
employed in Doughty et al. (in press), Chapter 4). Our second experiment included the
same models but rather than steady-state climate, we used stochastic interannual temper-
ature variability to represent natural, year-to-year variations within a steady climate.
6.2.1 Bedrock and ice-surface topography
A digital elevation model (DEM) (GeographiX (NZ) Ltd) was derived from elevation
contours by Land Information New Zealand (NZMS260) and was used as the surface
elevation for a lower boundary condition. Present-day ice thicknesses for Ashburton,
Douglas, South Cameron and Cameron glaciers were approximated using surface slope
and modelled mass balance using a simplification of the Farinotti et al. (2009) scheme,
calibrated with ground-penetrating radar (GPR) data which revealed the bed topography
along the central flowline. The bedrock topography (at 50 x 50 m resolution) was then
created by subtracting the ice thickness from the DEM. The gridded topography was
smoothed using a window of 5 x 5 grid cells (250 x 250 m) to reduce the high bed slopes
that occur in a small fraction of the ice-covered cells and to improve model stability.
6.2.2 Climatic input data
The mass balance model required monthly-mean climate data to describe present-day
temperature, precipitation, wind speed, relative humidity, and insolation at the domain lo-
cation. Input climate data were calculated from three decades (AD 1981 - 2010) of daily
meteorological data available from New Zealand’s national climate database (CliFlo)
(NIWA, Retrieved 2009-2011) as well as wind speed reanalysis from the National Centers
for Environmental Prediction (NCEP). Relative humidity and solar radiation came from
the CliFlo Database virtual climate station network climate grid interpolations (NIWA,
Retrieved 2009-2011). Wind speed reanalysis data from NCEP at the 850 hPa level were
scaled to match observed wind speed data (in the CliFlo Database VCSN Aoraki grid).
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Monthly averages of relative humidity, solar radiation, and wind speed were calculated
and applied uniformly across the model domain.
Monthly mean precipitation data were interpolated from daily rain gauge measurements
(AD 1981 - 2010, NIWA (Retrieved 2009-2011)), but were scaled to an annual mean
precipitation surface (Stuart, 2011) based on rain gauge data from 1971 - 2000 (Doughty
et al., in press) (Chapter 4). The thirty-year monthly mean precipitation amount was
subsequently divided by the number of days in the month to achieve an average ‘daily’
precipitation. The daily precipitation is assigned as snow in cells with a daily temperature
at or below the snow temperature threshold, Tsnow, set to 1◦C (Anderson et al., 2006).
To estimate the monthly mean temperature surface, we used weather station data, the
gridded DEM, and a temperature lapse rate. First, the daily temperature data from sur-
rounding, low-elevation weather stations (Tst in ◦C), the monthly lapse rate (dTdz , -5
◦C
km−1), and station elevation (zst in m) were used to create a ‘reference’ temperature at
sea level (Tr in ◦C).
Tr = Tst − dT
dz
zst
1000
(6.1)
Second, the daily reference temperatures were interpolated in the horizontal plane to cre-
ate a temperature grid at sea level for the model domain (Tait and Zheng, 2007). Reference
grids were averaged into monthly mean temperature grids. Third, the monthly mean tem-
perature surface (T in ◦C) was calculated using the gridded reference temperature (Tr),
the temperature lapse rate, the DEM elevation (z in m), and a prescribed temperature
change (∆T ) (Doughty et al., in press) (Chapter 4). In the experiments presented here,
∆T represents either a steady-state temperature change or the annual stochastic tempera-
ture changes.
T = Tr +
dT
dz
z
1000
+ ∆T (6.2)
Modelled temperature was treated slightly differently from that in Doughty et al. (in press)
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(Chapter 4) to ensure that the temperature-dependent energy-balance components were
simulated correctly at a monthly timestep. Instead of forcing the model with monthly
mean temperatures directly, we reintroduced some ‘daily’ temperature variability using
the present-day standard deviation of daily temperature within a month. ‘Daily’ tem-
peratures were thus the monthly mean temperature (T for the specific timestep) added
to a randomly generated number (normal distribution, standard deviation =2.6◦C). This
‘daily’ temperature was then used in the temperature-dependent subroutines, in particular,
in calculating turbulent heat fluxes, the melt energy available from rain, and snow accu-
mulation. Refer to Doughty et al. (in press) (Chapter 4) and Chapter 5 for more detail
about the input climatology.
6.2.3 Mass balance model
We used a gravitational snow mass transport and deposition model (Gruber, 2007) with a
spatially distributed EBM (Anderson et al., 2010), to describe accumulation and ablation
distribution in the domain. To simulate mass balance for different climates, the input data
are changed by an absolute amount (for temperature change, ∆T ) or a relative amount
(for precipitation change, ∆P ).
Calculating energy available for melt
To calculate daily ablation over the model domain, we first calculate the energy available
for melt (QM ) following Anderson et al. (2010):
QM = I(1− α) + L ↓ +L ↑ +QH +QE +QG +QR (6.3)
where I is the incoming shortwave radiation, α is the surface albedo, L ↓ is the incoming
longwave radiation, L ↑ is the outgoing longwave radiation, QH and QE are the sensible
and latent heat fluxes,QG is the ground heat flux (set to 1 W m−2), andQR is heat supplied
by rain (assuming that precipitation temperature is equal to air temperature (Oerlemans,
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1992)). All energy fluxes are in units of W m−2.
The equations to solve for the energy balance components come from a range of sources
described in Anderson et al. (2010) and Doughty et al. (in press) (Chapter 4). Insolation
(I) values for the steady-state simulations were calculated for the orbital configurations
corresponding to the moraine ages (Table 6.3). For the transient simulations, insolation
was calculated for present-day (Berger and Loutre, 1991; Eisenman and Huybers, 2006).
The albedo parameterisation follows Oerlemans (1992), where the glacier surface albedo
(α) is dependent on the modelled ELA (referred to in the equation as zELA). When using
this albedo parameterisation, we first determined the ‘background’ albedo (αb):
αb = 0.43 +
0.18
pi
arctan
(
z − zELA + 300
200
)
(6.4)
where z is surface elevation and zELA is the equilibrium line altitude. The albedo, α, is
then calculated, where the albedo of snow, αsnow, is equal to 0.75 and snow depth, Dsnow,
varies daily. We change the input parameter value of snow albedo, αsnow, in the sensitivity
tests described below.
α = αsnow − (αsnow − αb)e−5Dsnow (6.5)
The longwave radiation components (L ↓ and L ↑) were calculated using each cell’s view
field of the surrounding topography, cloudiness, ice coverage, and temperature (Plummer
and Phillips, 2003). Turbulent heat fluxes (QH and QE) were calculated using the bulk
method (Oerlemans, 1992; Hock, 2005; Anderson et al., 2010).
We did not include debris cover in the simulations because it is unknown for the past.
The present-day debris cover on Cameron Glacier is ∼17%, which is probably a higher
coverage than what occurred during the Holocene, because the glacier has been in a state
of retreat for much of the last century, and retreating glaciers tend to concentrate debris
on their surfaces (Stokes et al., 2007). Further details regarding the monthly EBM and
input climate can be found in Chapters 3 and 4 (Doughty et al., in press).
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Calculating snow distribution
The snow mass transport and deposition (MTD) model (Gruber, 2007) ran at a daily
timestep whenever snowfall occurred in the EBM. Removal of snow from steep slopes
(100% snow removal from slopes >70◦ decreased linearly to 0% at 40◦) and deposition
of snow on lower, more gentle slopes (<45◦) improves the comparison between modelled
and measured mass balance patterns on Cameron Glacier (Chapter 5).
Snow deposition depth in a cell at each timestep cannot exceed Dmax as defined by Equa-
tion (6.6). Three MTD parameters largely control the modelled snow deposition pattern
(Dmax). First, the maximum depositing slope, βlim, is the highest slope angle at which
modelled snow is allowed to be deposited. Second, the maximum deposition limit of
snow, Dlim, sets the maximum possible snow depth in the avalanche deposit for a single
iteration of this model (in flat areas Dmax = Dlim). Third, γ is used to control the shape
of the curve relating maximum deposition, Dmax, to slope angle, β. The βlim and Dlim
values (45◦ and 0.2 m) are adjusted from those used in Chapter 5 (35◦ and 0.4 m, respec-
tively) to produce a similar snow avalanche deposit extent despite changes in grid size
and ice surface topography caused by the ice-flow model (details in Chapter 3).
Dmax =
 (1−
(
β
βlim
)γ
)Dlim if β < βlim
0 if β ≥ βlim
(6.6)
6.2.4 2D ice-flow model
A vertically-integrated 2-D ice-flow model based on the shallow-ice approximation (SIA)
(Plummer and Phillips, 2003; Kessler et al., 2006) was chosen because of its efficiency and
ability to produce generally appropriate ice volume results for alpine glaciers (Le Meur
and Vincent, 2003). One main drawback of the SIA is that it neglects longitudinal de-
viatoric stresses, and thus caution is needed when applying the model to glaciers with
complex bed roughness (Le Meur and Vincent, 2003). We smoothed the DEM to improve
the applicability of the scaling parameter, and the main trunk valleys have low bed slopes.
111
Thus, we suspect the influence of longitudinal deviatoric stresses would be small for the
large trunk glaciers. In addition, previous studies have shown that the dominant driver of
ice volume in this type of model is climate on timescales greater than the response time
of the glacier (Greuell, 1992; Leysinger Vieli and Gudmundsson, 2004).
The vertically-integrated ice velocity from the internal deformation velocity, ~Ud was cal-
culated following Paterson (1994):
~Ud =
2
5
AH~τnb (6.7)
whereA is the coefficient of Glen’s flow law, set to 3.17e−25Pa−3s−1, ~τb is the gravitational
driving stress (~τb=ρgH∇h), and n is Glen’s flow law exponent, set to 3. The sliding
velocity follows the empirical formulation of Kessler et al. (2006):
~Us = Uce
1− τc
~τb (6.8)
where Uc is the characteristic sliding velocity and ~τc is the gravitational driving stress
(105 Pa) that results in ~Us.
We varied Uc with elevation, which helped to achieve an ice thickness profile similar
to the lateral moraine heights. The Uc parameter ranged from 10 m a−1 for elevations
above 1700 m asl, to 60 m a−1 below 1500 m asl. By adjusting this flow parameter, we
could be compensating for the tendency of the SIA to produce thinner, longer glaciers
on steep slopes and thicker, shorter glacier snouts on lower bed slopes (Le Meur et al.,
2004; Egholm et al., 2011). Alternatively, changing this parameter could be compensating
for deformation of sediments (moraines, till, outwash) on the valley floor, which could
increase the basal velocity of these glaciers.
Although the adjustment of these flow parameters can alter glacier shape, the dominant
drivers of glacier extent changes are temperature change (∆T ), and precipitation change
(∆P ) (Leysinger Vieli and Gudmundsson, 2004). We conduct sensitivity tests for each
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moraine with different A and Uc to show the influence of these parameter values on our
climate estimates.
The modelled mass balance and ice thickness are co-dependent, hence the EBM is called
either every year (transient, white-noise temperature forcing runs) or every 10 years
(steady-state run), depending on the experiment, to update the mass balance distribution.
When the mass balance is calculated, it uses the ice thickness at that timestep to calcu-
late a surface topography. The modelled ice thickness then continues to evolve using the
updated mass balance.
6.2.5 Experimental set-up
Initial conditions
We used the Cameron Glacier ca. 1864 moraine (Burrows, 1975, 2005; Putnam et al.,
2012) and its corresponding simulated ice mass to represent the ‘pre-industrial’ climatic
baseline. In New Zealand, several historic glacier positions from the mid- to late 1800s
have been documented (primarily by J. Haast) and these paintings have been used to link
past glacier extents to well-preserved moraines (Burrows, 1975, 2005; Schaefer et al.,
2009). One such example is the ca. 1864 moraine, positioned ∼1.5 km southeast and
down valley of the modern (2012) Cameron Glacier terminus. A -1.3◦C ∆T relative to
today (1981-2010) is required for the modelled glacier to reach this moraine. A cooling of
this magnitude is slightly greater than a temperature change estimated from station data
of 0.91◦C/century between 1909 and 2009 in New Zealand (Mullan et al., 2010). The ca.
1864 moraine position (M1) corresponds to a Cameron Glacier length of 4200 m and we
discuss moraine distances and glacier lengths relative to this baseline (Figure 6.2).
Steady-state experiments
All steady-state simulations started from the M1 position, and a single ∆T , ∆P combi-
nation was used to run the modelled glacier to equilibrium (between 250 and 300 model
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Table 6.2 Optimal and tested model parameter values. The values with references come
from previously published studies, whereas those with ‘S#’ are values tested in the
sensitivity simulations. Names in bold text are the parameters we varied to define our
palaeoclimate uncertainty. Our sensitivity tests involve changing one value at a time to
quantify the influence each parameter has on our palaeoclimate reconstruction.
Parameter name Symbol Value Source or test number
Energy balance model
Snow albedo αsnow 0.75 Oerlemans (1992)
0.72 S1
0.77 S2
Snow/rain temperature threshold Tsnow 1◦C Anderson et al. (2006)
0◦C S3
2◦C S4
Temperature lapse rates dTdz -5
◦C km−1
Roughness parameter for ice Zice 0.004 m Anderson and Mackintosh (2012)
Roughness parameter for snow Zsnow 0.001 m Brock et al. (2006)
2D ice-flow model
Typical sliding velocity Uc variable m a−1 This study
20 m a−1 S5, Kessler et al. (2006)
100 m a−1 S6
Glen’s flow law coefficient A 3.17e−25Pa−3s−1 Paterson (1994)
3.17e−24Pa−3s−1 S7
3.17e−26Pa−3s−1 S8
Mass transport and deposition model
Maximum slope for deposition βlim 45◦
35◦ S9
55◦ S10
Maximum deposition limit Dlim 0.2 m w.e.
0.1 m w.e. S11
0.3 m w.e. S12
Gamma γ 0.125 (Gruber, 2007)
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years). This was done for four additional moraine positions beyond M1. The ∆T was
recorded for ∆P set to +20, 0, and -20% in runs where the modelled equilibrium glacier
extent was within ±100 m of the targeted moraine. We do not currently understand
how precipitation varied during the Holocene, thus we varied precipitation change by
this range to account for reasonable changes in precipitation over the domain. Each time
the mass balance function was called (once every 10 model years) the annual mass bal-
ance grids from five independent iterations were averaged and applied to the flow model
as a surface boundary condition. The average mass balance of five iterations was used to
ensure that the daily random temperature values were not affecting the results. The ran-
domly generated daily temperatures do not cause variation in the resulting palaeoclimate
interpretation in repeat model runs.
Stochastic forcing
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Figure 6.3 White noise temperature forcing series with a standard deviation (σT ) of 1◦C
(blue diamonds) and the 30-year running mean temperature (red line). Note the
relatively high peak in running mean around model year 1150, showing that the random
temperatures can generate a small persistence in climate.
We varied two important parameters from each model component (ice-flow, EBM, MTD)
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to evaluate the sensitivity of our palaeoclimate estimates to the choice in parameter values
(Table 6.2). The following parameters were systematically explored: αsnow, Tsnow, Uc, A,
βlim and Dlim. We chose these parameters because they have been shown to change the
palaeo-temperature estimates by up to 0.6◦C in previous modelling studies (e.g. αsnow
and Tsnow in Doughty et al. (in press), Chapter 4) or because the parameter values used
here are different from those previously reported. We also simulated mass balance for
M1 and M4 without the avalanche model to discuss the differences in resulting modelled
palaeoclimate, ELA, and AAR estimates. In each case, all parameters were kept at their
‘optimal’ values, with the exception of the parameter we were varying. These tests were
done with a similar model setup to experiment 1, each running for 250 model years for
∆P= -20, 0, and +20%, iteratively, altering ∆T until the equilibrium glacier terminus
was within 100 m of each moraine.
We also tested the glacier length sensitivity relative to an initial modelled ice mass starting
at each of the five moraines. We did this to see if the change in glacier length to a change
in temperature by 1◦C depended on glacier size, because it is likely that the sensitivity
of a glacier to climate change depends on its specific geometry (Oerlemans, 1989). For
these tests, we started each model run with ice thickness results obtained from the steady-
state simulation at each of the five moraine positions. We then altered ∆T by ±1◦C and
recorded the length changes over 250 model years.
Stochastic temperature forcing
Previous studies of glacier length change driven by stochastic variability in climate of-
fer several different modelling approaches. Oerlemans (2000) used a flowline model
and an estimate of mass balance sensitivity, known as a ‘seasonal sensitivity character-
istic’, to describe three glaciers. The model was forced with randomly generated annual
mass balance values (standard deviations of 0.75 and 1.05 m w.e.) based on changes in
mass balance caused by a +1◦C temperature or 10% precipitation perturbation. Roe and
O’Neal (2009) used a linear glacier length-climate model after obtaining similar results
for both a flowline and linear glacier model. The linear model allowed glacier length to
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respond immediately to changes in precipitation and temperature. Snow accumulation in
this model was based on annual mean precipitation, with snow prescribed to occur at high
elevations. Roe and O’Neal (2009) used standard deviations of temperature (0.78◦C) and
precipitation (0.36 m a−1) variability from a 75-year meteorologic record, whereas Oerle-
mans (2000) imposed the white noise variability directly via the modelled mass balance.
Both studies (Oerlemans, 2000; Roe and O’Neal, 2009) used white noise with a Gaussian
distribution with a prescribed standard deviation.
We generated 2000 normally distributed random numbers using a standard deviation of
annual mean temperature, σT (Figure 6.3). We applied different values of σT (0.25, 0.5, 1,
and 2◦C) to simulate the sensitivity of Cameron Glacier to changes in the magnitude of in-
terannual temperature variability (model tests WNF-A, -B, -C, and -D respectively). The
present-day (1854-1996) standard deviation in interannual temperature, from the ‘seven
station series’ in New Zealand (long term meteorological data), ranges from 0.2 to 0.4◦C
(Dean and Stott, 2009). We investigated the effect of this range of variability in our study
by using values of σT set to 0.25 and 0.5◦C. We also ran simulations with σT set to 1
and 2◦C to represent significantly greater σT values from today. These higher σT values
are two- and four-fold the present-day maximum interannual temperature variability and
should be treated as a extremes.
To make all four runs (WNF-A to WNF-D) comparable, we used the same random num-
bers in the same sequential order for each transient model run. The normalised white
noise sequence was multiplied by the respective σT value for each model run and then
added to ∆T -1.2◦C, which was the ∆T required to achieve the steady-state glacier close
to M1 (100 m short of the moraine, which is within error of the grid resolution). Adding
this temperature change sets the equilibrium baseline climate and glacier configuration to
the ‘pre-industrial’ condition.
Simulations WNF-A through WNF-D begin with ice extent near M1, which is located
∼2 km down valley of the 2012 Cameron Glacier terminus and ∼0.5 km up valley of
the innermost late Holocene moraine (Figure 6.2). An additional simulation was run
to explore the differences between glacier geometry and length sensitivity to stochastic
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temperature forcing (WNF-E). In this simulation, the ice extent began between the M3
and M4 positions (5700 m length, equilibrium temperature change of -2.6◦C) and we
used a σT=1◦C. This position was chosen to capture the glacier length changes caused by
the connection/disconnection of the tributary glaciers. Precipitation is not changed during
these transient simulations and present-day insolation values are used. The mass balance
model is called from the flow model every year to ensure we are capturing the interannual
temperature change and likewise, the model results are saved every year to record any
changes in glacier length, volume, and mass balance.
6.3 Results
6.3.1 Steady-state experiments
Glacier extents, ice thicknesses, and mass balance distributions from the steady-state sim-
ulations are shown for the five different moraine positions in Figure 6.4. Temperature
estimates for precipitation changes of +20, 0, and -20% are displayed in Table 6.3, along
with details about the modelled Cameron Glacier (length, maximum ablation, maximum
accumulation, ELA, area, and AAR, Figure 6.5). ELA values were calculated by aver-
aging the modelled ice surface elevation where mass balance equal to 0±0.2 m a−1 on
the central part of the South Cameron Glacier, where simulated avalanche deposits do not
occur. In the absence of precipitation change, the modelled glacier reaches each of the
five moraines by applying temperature changes of -1.3, -2.1, -2.4, -2.7, and -3.3◦C for M1
- M5, respectively.
The overall match between the mapped glacial geomorphology and the modelled ice ex-
tents is good in both the Cameron and Ashburton valleys, as well as unnamed tributary
valleys (Figure 6.4). This is an encouraging result because the only fitting we prescribed
was the length of the Cameron Glacier (Figure 6.2). The model simulated glaciers in trib-
utary valleys that merged with the main trunk glacier (Cameron or Ashburton, depending
on the valley) in each of the model runs. The modelled South Cameron Glacier fed ice
mass into the Cameron Glacier in all model runs, even though these glaciers are presently
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Figure 6.4 Glacier ice thickness and mass balance for the five different ice extents with
no precipitation change. Note the simulated connection of tributary glaciers to the main
trunk glacier at different extents of Cameron Glacier. Yellow arrows point to areas where
the modelled ice extent and moraine map differ (see text).
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Figure 6.5 Glacier outline and ELA for each moraine extent. Panel a) glacier area
extents overlapped for direct comparisons, and b) glacier outline and corresponding ELA
(Table 6.3).
independent in the current climate. Ice contributions from the Marquee valley (located
northeast of Cameron Holocene moraines) occur in M2 - M5, whereas the modelled Dou-
glas Glacier (located west of the Cameron Holocene moraines) flows into the Cameron
Glacier only in M4 - M5, when temperature change is -2.7◦C or lower and modelled
glaciers are at or beyond their greatest Holocene extent.
The modelled glacier extent in some of the tributary valleys differs slightly from the
mapped moraines. We found three locations within the model domain that show a mis-
match between the modelled Lateglacial ice extent and mapped Lateglacial moraines
Table 6.3 Palaeoclimate estimates for the five targeted moraine positions. Temperature
change range reflects ∆P values. Cameron Glacier length, maximum ablation,
maximum accumulation, ELA, area, and AAR are offered for each moraine simulation.
AAR values for the Ashburton are also offered, based on the modelled mass balance.
∆T values (◦C) for ∆P length max abl. max acc. ELA Cameron Ashburton
+20% 0% -20% (m) (m a−1) (m a−1) (m asl) area (km2) AAR AAR
M1 -0.8 -1.3 -1.8 4300 -7.9 9.0 2010 4.4 0.42 0.31
M2 -1.5 -2.1 -2.6 4950 -7.1 9.8 1840 9.0 0.42 0.27
M3 -1.8 -2.4 -2.9 5150 -6.7 10.9 1780 10.8 0.43 0.26
M4 -2.3 -2.7 -3.4 6050 -6.3 11.2 1750 12.5 0.48 0.34
M5 -2.8 -3.3 -4.0 7500 -5.7 12.6 1620 15.9 0.50 0.48
Simulations without the avalanche model
M1 -0.8 -1.3 -1.8 4300 -7.9 2.0 1920 5.5 0.76 0.76
M4 -2.1 -2.6 -3.2 6200 -6.3 2.0 1660 15.8 0.75 0.77
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(marked by the yellow arrows in Figure 6.4 M4 - M5). The first mismatch (marked
in Figure 6.4 M4) is located in the valley south of Douglas Glacier, where the glacial
geomorphological map (Barrell et al., 2011) shows there are moraines correlating to
the ‘Lateglacial’ or the M5 moraine in the Cameron valley. In this panel (Figure 6.4
M4), the modelled ice in a small tributary valley advanced to moraines correlated to
the ‘Lateglacial’ (M5) advance. The second mismatch (marked by a yellow arrow in
Figure 6.4 M5) is where glacier extent in an Ashburton tributary valley does not reach
the mapped ‘Lateglacial’ lateral moraines at this location. And third, ice extent in the
Lochaber tributary valley (north of Cameron ‘Lateglacial’ moraines, marked by a yellow
arrow) is also smaller than expected in the M5 simulation. These differences, however,
are relatively minor and within the uncertainty of model parameter choice.
There are several possible reasons why mismatches might occur between the mapped and
modelled ice extent in the tributary valleys. The first possibility is that the estimated
moraine age (e.g. Holocene, Lateglacial, Last Glacial Maximum) is incorrect, as no abso-
lute age control exists for these sequences. This suggestion, however, is unlikely given the
attention paid to moraine position, size, and relative weathering of surface boulders in the
mapping. A second possibility is that the modelled glacier extents are incorrect because
of a modelling uncertainty, such as the detailed mass balance forcing, model choice, or
parameters used, especially Uc and A.
Model sensitivity analysis
Parameter tests were carried out for each of the five glacier extents. We tested the change
in palaeoclimate reconstruction with a change in parameter value for Tsnow, αsnow, Uc,
A, Dlim, and βlim (Table 6.2 and Figure 6.6). As expected, the palaeoclimate estimates
overlap for moraines that are close to one another, when accounting for the uncertainty
(±0.4◦C) caused by uncertainties in the parameters. We consider this range of possible
temperature change for each moraine to represent the uncertainty in our palaeoclimate
estimates (±0.4◦C). Possible past precipitation change can also influence the palaeo-
temperature estimates by up to ±0.7◦C (Table 6.3). Given that past changes in precip-
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itation are difficult to quantify, we chose to focus on the temperature change estimates
associated with no change in past precipitation. Our palaeo-temperature reconstruction
uncertainty is thus reported as ±0.4◦C.
The simulations of M1 and M4 without the avalanche model were somewhat surpris-
ing. Interestingly, the palaeoclimate estimates for M1 and M4 in these runs were iden-
tical, within error (±0.4◦C), to those from the steady-state models runs made using the
avalanche model (Table 6.3). There were, however, significant differences in the AAR
and ELA values estimated from the modelled mass balances. The model runs without the
MTD model produced greater ice distribution in the upper catchments (e.g. on steep val-
ley walls >60◦) where ice is not present today and where the avalanche model would not
allow snow to accumulate. This greater distribution of ice in the upper parts of both the
Cameron and Ashburton glaciers lead to larger AAR values calculated from the modelled
mass balance (0.78 for M1 and 0.75 for M4 for Cameron Glacier). The estimated ELA
values, from the modelled mass balance without the MTD model, were ∼100 m lower in
elevation than those in simulations with the avalanche model.
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Figure 6.6 Temperature and precipitation change combinations needed to reach each of
the moraines under 12 different parameter combinations (Table 6.2). Note that the
palaeoclimate estimates overlap, at least slightly, with those produced for the
neighbouring moraine.
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Figure 6.7 Glacier length profile (m) response to a ±1◦C temperature change from the
steady-state temperature for M1 - M4. Note the greater length change caused by a -1◦C
temperature change, especially for M3 and M4. This asymmetric behaviour results from
glacier geometry and valley shape.
Sensitivity of the glacier terminus position to temperature change
We tested the change in terminus position for a ±1◦C temperature change, ∆T , from
the steady-state temperature and corresponding glacier terminus position (Figure 6.7).
Cameron Glacier flows into a low angle (∼6◦) valley, which may cause a large change in
terminus position for a small change in steady-state temperature (Furbish and Andrews,
1984). Non-linear topographic feedbacks in models of past glaciers in New Zealand have
been discussed previously (Golledge et al., 2012) for the Last Glacial Maximum, and we
see similar, but smaller-scale effects during the early Holocene and Lateglacial.
Changes in glacier length resulting from a change in mass balance are largely dependent
on valley shape, especially topographic confinement, valley slope, and catchment hyp-
sometry (Figures 6.4, 6.7, and 6.8). These effects are evident in our simulations. For
example, at every glacier extent, the imposed 1◦C cooling to the equilibrium ∆T caused
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Figure 6.8 Glacier length from M1 (equivalent to 4.3 km glacier length) plotted against
ELA lowering from modern 2120 m asl from all tested steady-state model runs. Results
from Putnam et al. (2012) based on AAR reconstructions are shown for comparison.
Notice that the relationship between glacier length change and ELA change is linear for
the late Holocene glacier extents, but differs for early Holocene extents, suggesting a
strong topographic influence in this valley.
a greater length change than a warming of the same magnitude. Also, the simulations ini-
tialised from greater ice extent (M3 and M4) resulted in advances of 2 - 3 km, whereas the
simulations initialised from lesser ice extent (M1 and M2) resulted in advances of ∼1 km
(Figure 6.7 and Table 6.2).
The increased length sensitivity evident with increased glacier size is likely facilitated by
valley topography. For example, the simulated tributary glaciers (Marquee and Douglas,
Figure 6.2) contributed mass to the Cameron Glacier while the glacier terminus was at or
beyond the M3 position. As a result, the modelled Cameron Glacier accumulation area
changed from 3.8 km2 in M2 to 6 km2 in M4 and 7.9 km2 in M5 (Figure 6.5) and the total
glacier size increased (Table 6.3). The M3 glacier extent represents a threshold, whereby
the relationship between the change in glacier length and change in temperature (or ELA)
changes (Figure 6.8). This response is because the modelled trunk glacier remains in a
confined, low-angle valley, and these additional sources of ice mass cause a greater length
change than what would have occurred without them.
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6.3.2 Stochastic temperature forcing
Random changes in annual mean temperature, simulated in model runs WNF-A - WNF-E,
caused corresponding variability in the total mass balance, total volume, and length of the
modelled glaciers (Figure 6.9). Glacier length fluctuations, with a baseline length equiva-
lent to M1, did not exceed 550 m, even with a σT value set to 2◦C, which is quadruple the
present-day standard deviation in interannual temperature variability (σT=0.2 - 0.4◦C).
These simulations show that although the Cameron Glacier length could fluctuate in re-
sponse to stochastic variability in temperature, the fluctuations in glacier length are minor
and not capable of reaching most of the Holocene moraines.
Larger values of σT , comparing WNF-A (σT=0.25◦C) and WNF-D (σT=2◦C), resulted
in a greater range of variability in Cameron Glacier length from its baseline length (Fig-
ure 6.9, Table 6.4). Interestingly, the ice volume and Cameron Glacier length changes
produced in WNF-D were predominantly (76% of the time) less than the baseline values
(Figure 6.9 and Table 6.4). WNF-A (σT=0.25◦C) - WNF-C (σT=1◦C) produced fewer
departures from the baseline than WNF-D (σT=2◦C). The model run with the smallest
σT (WNF-A, σT=0.25◦C) resulted in glacier length changes of 100 m (two grid cells),
which is within error. In other words, interannual stochastic temperature variability with
a standard deviation similar to that of present-day (σT=0.25◦C), does not result in any
significant fluctuations in the modelled length of Cameron Glacier.
The departures from the baseline values are skewed toward lower values (i.e. smaller
volume, shorter ice extent). For example, the simulated Cameron Glacier retreated up to
550 m and advanced up to 250 m relative to its baseline in WNF-D (σT=2◦C, Figure 6.9).
This skewness could occur because a single year with anomalously warm temperatures
can obliterate multiple years of mass gain (Bradley and England, 1978). The greatest
retreat event occurs around model year 1150 and coincides with a noticeable increase
in the 30-year running mean in annual temperature (red line, Figure 6.3) towards more
positive temperatures, that persist for a few decades.
Model run WNF-E (σT=1◦C) was initialised near the early Holocene moraines (total
glacier length is 5700 m, between M3 and M4), using a baseline temperature change
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of -2.6◦C. The simulated glacier advanced in WNF-E (σT=1◦C) up to 250 m beyond this
moraine, and retreated up to 700 m relative to its baseline. This simulation resulted in a
skewed length, meaning that for the majority of the simulation (>70%) the glacier length
was shorter than the baseline length (skewness=-0.09). When compared to the simula-
tion initialised at a shorter glacier length with the same σT applied (WNF-C), the WNF-E
showed a greater magnitude of glacier length fluctuations (Table 6.4). The higher length
sensitivity of the glacier is a result of tributary glaciers adding ice flux to the main flow,
as explained in the previous section.
Table 6.4 Sensitivity of modelled glacier to interannual temperature variability. Starting
from the M1 glacier extent (WNF-A to WNF-D) where baseline/equilibrium glacier
length is 4200 m and from the early Holocene moraine (WNF-E) where baseline glacier
length is 5700 m. Below are values of modelled glacier length, including the percentage
of time the glacier length spent behind or beyond its equilibrium length and the
calculated standard deviation and skewness of the modelled glacier length variations.
Model σT (◦C) baseline Glacier length (m) Comparison to baseline length
test length (m) max min mean % less % beyond std. dev. skewness
WNF-A 0.25 4200 4300 4200 4250 0 48 50 0.10
WNF-B 0.5 4200 4350 4100 4250 3 52 54 -0.10
WNF-C 1 4200 4400 3950 4210 32 33 84 -0.01
WNF-D 2 4200 4450 3650 4080 76 13 146 -0.38
WNF-E 1 5700 5950 5000 5510 96 2 186 -0.09
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6.4 Discussion
We used a numerical modelling approach to address questions about the palaeoclimate
significance of Holocene moraine sequences. In addition to estimating past tempera-
ture and precipitation changes from today, we examined the glacier length sensitivity and
found topographic feedbacks. A second suite of model runs showed the response of the
Cameron Glacier to interannual stochastic variability in temperature. These results have
allowed us to examine several questions relating glacier length to temperature variability.
6.4.1 Can stochastic variability in temperature cause the length of
Cameron Glacier to fluctuate to its Holocene extents?
In our transient simulations, we found that the modelled glacier does not fluctuate signifi-
cantly (>200 m) when forced by interannual stochastic variability in temperature similar
to today. Increasing temperature variability to quadruple the present-day standard devi-
ation (i.e. σT set to 2◦C) caused larger-scale terminus fluctuations (up to 550 m), with
a tendency for the glacier length to be less than the typical baseline length (76% of the
model years). Higher σT values result in reduced ice volume and glacier length (Table 6.4
and Figure 6.9) compared to a lower σT . These glacier responses to interannual stochastic
temperature variability in a steady climate suggests that:
1. It is not possible to cause the Cameron Glacier to advance significantly (>200 m)
from its M1 extent with present-day stochastic variability in temperature.
2. Increased standard deviation of interannual temperature variability, within a steady
climate, causes a reduced glacier length and ice volume in this valley.
3. The shortest glacier length (3650 m for σT=2◦C) from the transient tests occurs dur-
ing a time when the 30-year mean in stochastic values show a∼50-year persistence
of warmer annual mean temperatures (mean temperature change 0.5◦C), showing
that multi-decadal persistence in forcing is required for large length changes.
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In simulations starting from the M1 extent, stochastic variability alone cannot cause the
magnitude of glacier advances similar to those related to the Holocene. Simulations start-
ing from the early Holocene position, however, indicate that stochastic variability cannot
fully explain, but could contribute, to retreat of the Cameron Glacier documented by Put-
nam et al. (2012). These simulations support the interpretation that Holocene moraine
records contain important information about long-term climate changes (Schaefer et al.,
2009; Putnam et al., 2012).
6.4.2 How do these results differ from previous studies of interannual
variability influencing glacier length and why?
Previous modelling studies on the effect of stochastic variability in mass balance or cli-
mate on glaciers, showed that kilometre-scale fluctuations in glacier length could occur
(Oerlemans, 2000; Reichert et al., 2002; Roe and O’Neal, 2009). The greater fluctuations
in these modelling studies could be a product of either glacier response time or glacier
sensitivity. Glaciers such as the Franz Josef, with very short response times and high
mass turnover, are more likely to exhibit many, small terminus fluctuations in response
to stochastic variability in climate. Oerlemans (2000) showed that glaciers with slower
response times (Nigardsbreen, ∼68 years) can produce fluctuations of greater magnitude
than glaciers with a fast response time (Franz Josef Glacier, ∼24 years). The Cameron
Glacier, however, does not show such large departures from the baseline length and vol-
ume in response to stochastic variability in temperature, despite having a similarly long
response time (70 years) to Nigardsbreen.
It seems surprising that the Cameron Glacier is not capable of experiencing significant
random walks in response to stochastic temperature forcing, given that it has been shown
in this study to be sensitive to temperature change, and has a relatively long response
time. There have been few studies of this kind, and it is possible that the glacier behaviour
shown here is actually more characteristic of glaciers than that of Oerlemans (2000) and
Roe (2011), who used simpler models and mass balance forcings than those applied here.
Further work is required in order to test this hypothesis.
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6.4.3 How do the modelled palaeoclimate estimates and ELA changes
compare to previous estimates?
Putnam et al. (2012) used a temperature lapse rate of -6.5◦C km−1 and an AAR of 0.67,
to reconstruct past climate from moraine evidence at Cameron Glacier. In their study, the
glacier outline included the headwall right up to the ridge line in the accumulation area.
Although much of the valley walls leading up to the ridgeline are presently ice-free, these
slopes are contributing snowfall to the glacier accumulation area. By including this area
in the AAR calculation, Putnam et al. (2012) were indirectly accounting for avalanche
accumulation.
Our study used a temperature lapse rate of -5◦C km−1 and our modelled mass balance
suggests lower AAR values (0.42-0.5) than those used in Putnam et al. (2012). The low
AAR values in our study result from including the modelled avalanche accumulation.
With avalanching, the mass gain of the glacier is concentrated into a smaller area than if it
is left distributed more evenly on steep slopes. Without the avalanche model, our modelled
mass balance suggests a higher AAR of ∼0.75 and a slightly lower (by ∼100 m) ELA
(Table 6.3). The difference in ELA estimates between that in Putnam et al. (2012) and
those in our study is predominantly caused by the piecewise relationship between ∆T
and glacier length (Figure 6.8 and Table 6.5). We follow Putnam et al. (2012) and use the
following equation to relate distance from the ca. 1864 (M1) moraine (x variable) to a
palaeo-snowline change (y) (values in Table 6.5). However, we use two linear equations
and the values differ depending on the glacier length (Figure 6.8).
y = ax+ b (6.9)
Table 6.5 Values describing the linear relationship between a change in ELA and its
corresponding change in glacier length (y = ax+ b). ‘Tributary glaciers’ refer to the
Douglas and Marquee tributary glaciers specifically.
a b Notes
-72.73 -108.68 Putnam et al. (2012)
-275 -140 without tributary glaciers
-35 -370 with tributary glaciers
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Our model results suggest that the relationship between snowline change and glacier
length change would be best described by a piecewise function with two different lin-
ear equations (Table 6.5). The threshold that separates the two equations occurs near
the M3 glacier length (Figure 6.8), and can be explained by the Marquee and Douglas
tributary glaciers starting to contribute a significant amount of mass to the trunk glacier
(Figure 6.4). An AAR reconstruction would be capable of accounting for this change if
the tributary catchments were included at the appropriate glacier lengths, which is difficult
to distinguish without geomorphic evidence.
The Cameron Glacier length response can be explained by the valley topography and
height-mass balance feedbacks. Essentially, when the snowline becomes lower in ele-
vation, more surface area resides above the snowline and can begin to form tributary
glaciers. In response, the tributary glaciers may coalesce and contribute mass to a trunk
glacier, thereby increasing the total accumulation area (Porter, 1975b). This expansion in
total accumulation area leads to a large change in glacier length, because this extra mass
is funnelled down a long, narrow valley. The height-mass balance feedback occurs as
glaciers thicken and more of the glacier surface is above the snowline, which could also
increase the total accumulation received by the glacier (Furbish and Andrews, 1984; Oer-
lemans, 1989). The large changes in modelled glacier length within the Cameron valley
help explain the relatively detailed, well-preserved Holocene moraine sequence.
Our modelled mass balance distribution produced lower AAR values and higher ELA
values (Table 6.3) than those used in Putnam et al. (2012) (Table 6.1). This is particularly
evident for an AAR when Cameron Glacier is relatively small, and the terminus is at or
behind M1, because the accumulation area is confined to the base of the steep valley walls
(Figure 6.5). In these locations, thick avalanche deposits are able, at least in part, to persist
through the ablation season and contribute snow mass to the glacier. As the ELA lowers,
the accumulation area increases in size and the avalanche accumulation pattern becomes
relatively less important.
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6.4.4 What do the Cameron Glacier Holocene moraines tell us about
climate changes?
The stochastic temperature forcing experiments resulted in very minor changes in the
modelled length of Cameron Glacier. Real climate variability, however, contains non-
persistent (white-noise) and persistent components, which are observed as lower-frequency
oscillations (Solomon et al., 2007; Trenberth et al., 2007; Dean and Stott, 2009). Present-
day temperature and precipitation variability in New Zealand is influenced by atmo-
spheric and oceanic circulation and leads to changes in New Zealand glacier mass balance
(Fitzharris et al., 2007; Salinger et al., 2001; Purdie et al., 2011b; Chinn et al., 2012).
If we had forced the glacier model with random temperature changes that persisted for
five years instead of one, the results would have been different. For example, the El
Niño-Southern Oscillation (ENSO) (periodicity of 3-7 years) and the Interdecadal Pacific
Oscillation (IPO) (decadal-scale climate oscillation related to ENSO) have affected New
Zealand climate, and in turn, glacier mass balance and ice volume during the twentieth
century (Woo and Fitzharris, 1992; Hooker and Fitzharris, 1999; Gillett and Cullen, 2011;
Purdie et al., 2011b,c). The influence of these kinds of climate phenomena on glaciers in
New Zealand during the Holocene is likely significant, but still poorly known. It is likely
that such fluctuations in climate might be responsible for some of the relatively minor os-
cillations in the terminus of glaciers observed in the moraine record at Cameron Glacier.
Another important observation that requires explaining is the overall recessional nature of
the Holocene moraine sequence in Cameron valley. This length reduction could be due
to (1) the direct effect of orbital insolation changes on glacier mass balance, (2) the com-
bined effect of stochastic variability in temperature, as shown in our experiments, with
a gradual warming, (3) the effect of the southward shift of the intertropical convergence
zone (ITCZ), as described by Putnam et al. (2012), or (4) another, as yet undocumented
reason. Glacier modelling results have shown little to no influence in glacier mass balance
by direct insolation changes in New Zealand, and over this time period (Doughty et al.
(in press), Chapter 4). The stochastic variability experiments present here show changes
in glacier length, but they are minor and cannot explain the recessional nature of the
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Cameron valley moraine sequence alone. This leaves the most likely cause of Holocene
glacier fluctuations to be systematic shifts in climate, where minor fluctuations in glacier
length might reflect stochastic variability in temperature (and/or precipitation).
6.4.5 How do model results fit into the real world?
Kirkbride and Winkler (2012) suggest that when interpreting palaeoclimate from glacier
chronologies, one should consider the complex processes involved with climate variabil-
ity, glacier response, and moraine formation. They maintain that a lack of basic concep-
tual understanding is the weakest link in interpretations of climate-moraine relationships,
now that absolute dating and palaeoclimate modelling techniques have improved. We
have followed this suggestion by investigating how a series of climatic triggers could re-
sult in a moraine sequence. We have shown that interannual stochastic variability cannot
explain the moraine sequence alone. It is possible, however, that even significant glacier
fluctuations (∼1 km) might not explain moraine occurrence because of the time needed
to form a large moraine. In other words, the brief glacier terminus fluctuations simulated
in our model might not be stable at a single location for a long enough time to make a
moraine sequence.
Several of the Holocene moraines in Cameron valley are relatively large (>30 m in relief,
>1 km in length (Putnam et al., 2012)). Moraine size is thought to depend on the rate
of sediment supply and the amount of time the glacier spends at a single extent (Evans,
2003). The steep upper headwalls of the Cameron valley likely produce a steady supply of
rock debris to the glacier surface. Despite this debris supply, it is unlikely that the simu-
lated, short-lived (<5-year) stabilisations in the glacier terminus would result in formation
of large moraines, such as those observed in the Cameron valley (Putnam et al., 2012).
It is more likely that these moraines are a product of the Cameron Glacier stabilising for
several decades or longer. In other words, both the scale of glacier terminus variability
observed in our stochastic temperature forcing experiments, as well as the nature of the
moraines, point to these landforms as representations of past glacier stabilisations caused
by systematic changes in climate.
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Our modelling experiments also reveal that the moraines in Cameron valley are ideal for
reconstructing palaeoclimate because of the characteristics of the glacier, and the valley
that it once occupied. First, the low surface elevation of the glacier and avalanche ac-
cumulation result in a high annual mass balance sensitivity to annual climate conditions.
Second, the glacier geometry and valley topography are such that the main trunk glacier
has a high length sensitivity. Together, this sensitivity means that relatively larger changes
in glacier length occur in response to small changes in climate. This glacier-climate re-
sponse must, in part, explain why Cameron valley contains such a fine moraine sequence.
6.5 Conclusions
A glacier modelling approach has helped us to better understand the climatic significance
of Lateglacial and Holocene moraines in the Cameron valley, New Zealand. Our glacier
modelling simulations have lead us to the following conclusions:
1. The outermost moraine, correlated to other Lateglacial moraines, yielded a temper-
ature change of -3.3±0.7◦C below present, which is similar to previous glacier mod-
elling estimates of Lateglacial climate (Anderson and Mackintosh, 2006; Doughty
et al., in press; Kaplan et al., submitted) (Chapter 4 and Appendix A). This provides
further support for a regional-scale cooling in New Zealand during the Lateglacial.
2. Model-derived past temperature estimates are lower than those estimated by Put-
nam et al. (2012) for the Cameron valley Holocene moraine sequence. Interestingly,
a linear relationship between snowline and glacier length, as suggested by Putnam
et al. (2012), is supported by our modelling experiments for the Holocene moraines.
However, we recommend using a piecewise linear equation to describe different
glacier length sensitivities when considering both the early and late Holocene moraines.
The two linear equations we present are meant to account for the changes in glacier
length response due to topographic feedbacks. In addition, the Cameron Glacier
is more sensitive to cooling than warming. This asymmetry in glacier length re-
sponse results from the valley topography and height-mass balance feedback. This
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effect is likely to exist in many glacier catchments and should be considered when
reconstructing snowline changes from moraine positions.
3. Stochastic variability in temperature causes small length and volume fluctuations in
the modelled glacier. These fluctuations are insufficient to explain large advances
seen during the Holocene. They could, however, in part explain the recessional
nature of the moraine record, although a warming trend is still necessary to explain
the 2-km long sequence of recessional Holocene moraines in the Cameron valley.
This supports published views that the Cameron Glacier Holocene moraines were
deposited at times when the glacier was larger than today because of a change in
mean climate (Burrows, 1975, 2005; Putnam et al., 2012).
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Chapter 7
Synthesis
7.1 Introduction
The primary aim of this thesis was to explore possible climatic implications of well-
preserved Lateglacial and Holocene moraine sequences in New Zealand by using a nu-
merical modelling approach. The model results and interpretation contribute to the sci-
entific understanding of moraine-glacier-climate relationships. Two specific goals were
to (1) estimate palaeoclimate by modelling past glacier extents as delimited by terminal
moraines and (2) examine the influence of interannual stochastic variability in climate on
glacier fluctuations.
7.2 Contributions made in this thesis toward understand-
ing palaeoclimate and glacier sensitivity
Palaeoclimate modelling studies on individual past glaciers have not been carried out pre-
viously on any New Zealand glaciers besides Franz Josef Glacier (Anderson and Mack-
intosh, 2006). In this thesis, new palaeoclimate estimates have been generated for several
Lateglacial and Holocene moraines in the Southern Alps using this modelling approach.
The results are internally consistent from three different catchments for the Lateglacial
(Chapters 4 and 6 and Appendix A). I compared the modelled mass balance results to
previous estimates of equilibrium-line altitude (ELA) values in these valleys (Kaplan
et al., 2010; Putnam et al., 2012). I found that the simple accumulation-area ratio (AAR)
method works well in catchments with simple geometry (Chapter 4) and is less appropri-
ate for complex valleys where the contribution of ice from tributary valleys is not well
constrained by geomorphic evidence (Chapter 6).
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Transient simulations offered insight into glacier response to an evolving climate. In
Chapter 4, the glacier model was forced by a faunal-based temperature reconstruction
and produced a glacier extent similar to the mapped and dated Lateglacial moraine. This
result suggests that the moraine record and nearby climate proxy record provide consistent
information about past climate, primarily that both proxy records reflect similar changes
in temperature (Chapter 4). Although Plummer and Porinchu (2003) attempted a similar
experiment for a Sierra Nevada glacier, this was the first attempt at forcing a glacier model
with a chironomid-derived temperature reconstruction in New Zealand. In Chapter 6,
glacier terminus fluctuations caused by interannual stochastic variability in climate were
found to be insufficient to explain the significant advances (>500 m) that occurred during
the Holocene, but could explain minor characteristics of the Holocene moraine record.
This finding supports the interpretation that these moraines represent systematic changes
in past climate.
Avalanche deposits result in rapidly-varying snow thicknesses, and the most efficient way
of measuring this snow distribution is with ground-penetrating radar (GPR). The combi-
nation of continuous profiles of snow thickness from GPR and a mass transport and depo-
sition (MTD) model is a powerful tool for analysing the impact of avalanche processes on
glacier mass balance. However only one other study has used GPR-derived snow depths
and an avalanche model as part of a mass balance modelling study on an avalanche-fed
glacier (Machguth et al., 2006). The improvement in modelled mass balance assists in the
understanding of glacier behaviour and response to climate forcing.
In summary, my findings support the hypothesis that moraine sequences can offer insight
into past glacier behaviour. Glaciers respond mainly to temperature and/or precipita-
tion perturbations and moraines provide a record of past glacier extents and therefore,
past climate (Leclercq and Oerlemans, 2011). Care should be taken when choosing a
moraine sequence for palaeoclimate reconstructions because glacier sensitivity to climate
can be dependent on site-specific characteristics, such as topography, lake-calving, and
avalanche accumulation. Models can help to identify and/or take into account some of
these processes.
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7.3 Research questions
In Section 2.7, I posed several scientific questions. Below I summarise the results from
the experiments in this thesis as they pertain to each research question.
7.3.1 What magnitude of past temperature and precipitation change
do Lateglacial- and Holocene-aged moraines in New Zealand
represent?
Table 7.1 Palaeoclimate estimates from different aged moraines for the three targeted
locations. Ages are in 1000 years before present (ka) and the range of temperatures
represents a precipitation change of -20%, 0%, and +20% relative to the present-day
value.
Location age ∆T (◦C) when ∆P equals: EBM MTD daily T ice-flow resolution
(ka) (-20%) (0%) (+20%) (◦C) (m)
Irishman 13 -3.2 -2.7 -2.3 X X 25
Whale 15 -2.6 -2.1 -1.8 X X 100
-2.9 -2.4 -2.0 X X X X 25
Cameron 13 -4.0 -3.3 -2.8 X X X X 50
10.7 -3.4 -2.7 -2.3 X X X X 50
10.7 -3.2 -2.6 -2.1 X X X 50
8.2 -2.9 -2.4 -1.8 X X X X 50
0.5 -2.6 -2.1 -1.5 X X X X 50
0.2 -1.8 -1.3 -0.8 X X X X 50
0.2 -1.8 -1.3 -0.8 X X X 50
Table 7.1 shows palaeoclimate estimates from various past glacier extent simulations, and
comparing these results allows me to draw several conclusions. First, the palaeoclimate
estimates for the Lateglacial moraines from Irishman, Whale (Appendix A), and Cameron
valleys show that, within error, temperatures were ∼2 - 3◦C colder than today during this
time (Table 7.1). The similarities in these three palaeoclimate estimates suggest that the
glaciers were responding to a similar, and likely regional, cooling during the Lateglacial.
Second, the Cameron Glacier simulations with and without the avalanche model yield
similar palaeoclimate estimates, suggesting that the avalanche model does not necessar-
ily need to be included when reconstructing past climate. The avalanche model does,
however, offer useful insights into changes in ELA and mass balance patterns. Third,
comparisons between the palaeoclimate estimates on the Whale glacier show that using
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the avalanche model, increasing the horizontal grid resolution, and including daily tem-
perature variability do not significantly change the results for this past glacier. Although
avalanche processes and daily temperature variability will influence the modelled glacier
mass balance, they do not appear to greatly affect the resulting palaeoclimate estimates.
I modelled the Whale glacier extent, dated to 15 ka, using two different model setups.
The ‘newer’ model for Whale glacier included randomly generated ‘daily’ temperatures,
the MTD model, and a higher grid resolution. This ‘daily’ temperature variability helped
to improve modelled mass balance in the Cameron valley between simulations at a daily
and monthly timestep (Chapter 3). I thought that palaeoclimate results from other areas
would be improved if I included the ‘daily’ temperatures with models run at a monthly
timestep. The difference in past temperature estimates between the old and new model
versions is likely a consequence of the simulated ‘daily’ temperature variability, rather
than the resolution or MTD model. Simulations on the Irishman glacier in Chapter 4 used
the ‘older’ monthly timestep model, where ‘daily’ temperatures were not generated. It is
likely that the palaeoclimate estimates from this study would be slightly lower (by∼0.2◦C,
i.e. 2.5 - 3.4◦C cooler than today) if I had used the ‘newer’ model.
7.3.2 Are these estimates of past temperature and precipitation co-
herent with other climate proxy records in New Zealand?
Palaeoclimate estimates from my steady-state Lateglacial simulations are similar to those
from previous palaeoclimate studies from mapped moraines in New Zealand (Anderson
and Mackintosh, 2006; Kaplan et al., 2010; Putnam et al., 2012). One reason that palaeo-
climate estimates from Anderson and Mackintosh (2006) for the Franz Josef Glacier dur-
ing the Lateglacial might be slightly colder (3 - 4◦C) is that their model did not include
possible ice flow from the Callery valley, which may have formed a tributary glacier dur-
ing the Lateglacial. Modelling of palaeo-glaciers in the Cameron valley shows that trib-
utary glaciers can play a critical role in the overall extent, and hence, the climate forcing
required for a glacier to advance.
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The influence of debris cover on glacier ablation can affect the sensitivity of a glacier to
climate change (Stokes et al., 2007; Reznichenko et al., 2010; Anderson and Mackintosh,
2012; Kirkbride and Winkler, 2012). I did not attempt to account for debris cover in the
palaeoclimate simulations because it is unknown for the past and it was not likely to be
a significant influence on these glaciers, given the lack of present-day debris cover on
glaciers such as these (e.g. Glenmary in the Lake Ohau catchment) and the nature of the
moraines and till deposits in the valleys. In addition, I do not consider the possibility
that the moraines, described in this thesis, formed as a result of a rock avalanche-induced
glacier advance (e.g., Tovar et al., 2008). Including debris cover (e.g. an increase of
20%) could reduce the magnitude of cooling necessary to match a glacier extent to a past
moraine, but is likely within the range of palaeoclimate uncertainty. The coherence of tim-
ing and climate forcing required to form these moraines in different valleys demonstrated
in this thesis makes a ‘one-off rock avalanche cause’ unlikely.
Other climate proxy records from New Zealand also suggest a similar-scale cooling during
the Lateglacial, or more specifically, the Antarctic Cold Reversal (ACR) (15 - 13 ka).
The chironomid-derived temperature reconstruction from Boundary Stream tarn (BST)
(Vandergoes et al., 2008) in the Ben Ohau Range shows a cold spike at ∼13 ka. The
glacier simulated by this reconstruction advanced to within 100 m of the moraine dated
to the ACR (Kaplan et al., submitted). Sea surface temperatures also show a cooling
during the ACR (Carter and Cortese, 2009), as do several pollen records from around
New Zealand (Newnham and Lowe, 2000; Hajdas et al., 2006).
7.3.3 To what extent does the re-mobilisation of snow by avalanches
affect the present-day mass balance of New Zealand glaciers?
The Southern Alps are an actively uplifting mountain range, and many glaciers are sur-
rounded by steep topography, which is potentially a source of accumulation to the glacier
via gravitational and/or wind transport of snow. The accumulation pattern of Cameron
Glacier in the Southern Alps was observed during one winter using GPR (Chapter 5).
These data suggest that snow avalanching from the steep headwall bounding this glacier
141
results in thick accumulations of snow on the glacier surface, directly adjacent to the
steep rock walls. Including this process in my simulations via a snow avalanche model
significantly improves the match between modelled and observed snow accumulation pat-
terns. If the gravitational snow mass transport and deposition model (Gruber, 2007) is not
used, the glacier surface shows a thin, even distribution of winter snow, which melts away
completely over the summer (Figure 3.4). Without this preferential snow accumulation,
Cameron Glacier would lie beneath the regional snowline (Chinn et al., 2005), and would
not exist in today’s climate. It is highly likely that similar processes affect many glaciers
in the Southern Alps and elsewhere. These gravitational snow redistribution processes
clearly need to be taken into account in simulations of present-day glacier mass balance.
7.3.4 Does including a model of snow redistribution in a glacier model
change the palaeoclimate reconstructions made?
Given the apparent importance of snow redistribution processes on present-day glaciers
in the Southern Alps, I assumed that including this process in the Cameron Glacier simu-
lations would result in an improvement in palaeoclimate estimates. Inclusion of the snow
redistribution model was found to influence the spatial pattern of reconstructed ELAs and
AARs. In simulations that include the avalanche model, the total glacier area decreases
because the snow is removed from the adjacent steep valley walls and is deposited onto
the glacier surface. This transfer of mass also causes a decrease in the AAR because the
accumulation is concentrated on the flanks of the glacier at the base of the steep valley
walls. These results reinforce the notion that including the avalanche model is important
for simulations of the present-day glacier mass balance. However, palaeoclimate esti-
mates made using the glacier model at Cameron Glacier with and without the avalanche
routine, were found to be indistinguishable within error. This surprising result occurs
because in the absence of an avalanche model, snow accumulates on the high-elevation,
steep slopes above the glacier, and then the ice-flow model moves the ice downslope to
contribute this mass to the main trunk glacier. Thus, the change in accumulated snow
mass between the Holocene ice extents and the present day is almost the same with or
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without the avalanche model. This means that including an avalanche model might not be
essential when inferring past climates.
7.3.5 Could natural, stochastic variability in climate have caused Holocene
glacier fluctuations?
Simulations in Chapter 6 suggest that stochastic variability in temperature cannot cause
significant changes in glacier length (>500 m), at least at Cameron Glacier. The size of
the interannual temperature variability prescribed affects the results, in that a greater stan-
dard deviation causes greater glacier fluctuations. However, using a standard deviation
in interannual temperature similar to that of today (∼0.2 to 0.4, Dean and Stott (2009)),
the simulated glacier does not change more than 150 m from an initial glacier length at
the ca 1864 moraine. This suggests that the Cameron valley Holocene moraines could
not have been deposited by glacier length changes due to stochastic variability alone, and
therefore, the moraine record more likely reflects systematic changes in past climate.
Stochastic variability in interannual temperature could, in part, explain some of the over-
all retreat of the Cameron Glacier during the Holocene. The simulations in Chapter 6
show decreased ice volume with increased interannual temperature variability, suggesting
that the Cameron Glacier could retreat a few hundred metres without a change or trend in
multi-decadal climate. Changes in this variability during the Holocene are largely uncer-
tain. It is probable that glaciers experience both the ‘random’ fluctuations due to stochas-
tic temperature variability and greater fluctuations due to longer-term climate trends.
7.3.6 What parameters are the modelled glaciers most sensitive to,
and how does parameter choice affect the climate reconstruc-
tions?
Aside from the primary variables, temperature and precipitation, the modelled glacier
showed smaller, but noticeable responses to changes in albedo, temperature lapse rate, and
143
the snow temperature threshold. Albedo has long been known to influence glacier mass
balance. There are very few albedo measurements from New Zealand glacier surfaces
(Anderson et al., 2010; Gillett and Cullen, 2011) and most of the model parameterisations
for albedo come from European glaciers (Oerlemans, 1992; Oerlemans and Knap, 1998).
The lack of albedo data leads to a considerable uncertainty in the parameter values used.
Sensitivity tests in the previous chapters use a range of ±0.05 in albedo to account for
this uncertainty, and in some locations, this changes the palaeoclimate estimate by up to
±0.6◦C (Chapters 4 and 6).
The present-day temperature lapse rate is another potential source of error. The temper-
ature lapse rate used in the model can change the palaeoclimate interpretations by ∼1◦C
and is therefore a weakness in estimating past temperatures by modelling glaciers. Be-
cause temperature lapse rates can vary temporally and spatially by several degrees per
kilometre, it is important to better understand how to parameterise these values for glacier
modelling studies. The monthly temperature lapse rate values in Chapter 4 were calcu-
lated using data from a temporary automatic weather station (AWS) in the upper basin of
Irishman Stream. Local meteorological data are not yet available for Cameron Glacier,
thus I used temperature data from a nearby alpine weather station to estimate a present-
day temperature lapse rate. A greater focus on studying alpine climate and atmospheric
boundary layer processes in New Zealand would help in assessing the ability of models
to capture these important, secondary climate characteristics.
Modelled snow accumulation in high precipitation areas is sensitive to the prescribed
temperature at which precipitation is designated as snow (snow temperature threshold).
The value used for the snow temperature threshold (typically 1◦C) is somewhat uncertain,
and can lead to a significant change in the amount of modelled precipitation partitioned
as snow. I varied the snow temperature threshold between 0 and 2◦C, which resulted in
changes in the palaeoclimate estimate of up to±0.3◦C (Chapters 4 and 6). This is a minor
change in the palaeoclimate estimate relative to the changes caused by varying the albedo.
Other parameters tested did not affect the palaeoclimate estimates as much as these three
parameters. The albdeo parameterisations used here have been adjusted to account for
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observations of snow albedo made on a New Zealand glacier (Anderson et al., 2010),
however, it would be useful to know if snow in other locations New Zealand show sim-
ilar values. The nature of albedo, and the temperature lapse rate, is such that there will
always be a range of uncertainty associated with the parameterisation, thus the sensitiv-
ity analyses presented in this thesis are an appropriate way to estimate the error in the
palaeoclimate reconstructions.
The MTD model showed great improvements in simulated present-day snow distribution
(Chapter 5) and modelled mass balance (Chapter 3). These simulations suggested the im-
portance of including an avalanche model in past and present-day glacier simulations. The
interpreted ELA and AAR values from the modelled mass balance of Cameron Glacier
(Chapter 6) were significantly different (ELA differed by 100 m and AAR differed by
0.36) with and without the MTD model (Section 6.3.1). However, simulations of the
Holocene glacier extents in the Cameron valley showed no difference in palaeoclimate
estimates with or without the MTD model (Table 6.3). Similarly, the slight differences in
palaeoclimate estimates for Whale Stream from the two model versions (Table 7.1) are
probably attributable to the reintroduction of daily temperature variability, instead of the
MTD model (Appendix A). The MTD makes little impact on the temperature results be-
cause without simulating avalanches, the modelled ice, unrealistically, clings to the steep
valley walls and eventually contributes mass to the glacier. The inclusion of the avalanche
model is important for mass balance estimates, but its inclusion seems less necessary to
estimate palaeoclimate when an ice-flow model is used.
7.3.7 How do the palaeoclimate estimates derived from modelling
glaciers differ from previous estimates using simpler methods?
The comparisons between palaeoclimate reconstructions made using the AAR method
and those made using numerical models show that the AAR approach works well in most
cases, especially where the past glacier outline is easily determined and where glacier ge-
ometry is simple (Kaplan et al., 2010; Doughty et al., in press) (Chapter 4). The palaeo-
climate reconstructions made with the two approaches often agree within uncertainty.
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However, caution is needed when applying the AAR method in valleys with tributary
glaciers (Chapter 6).
Past temperature estimates from the Holocene moraine simulations (Chapter 6) are al-
most twice as cold as those suggested by Putnam et al. (2012). Noticeable differences
in palaeoclimate estimates between the AAR method and the modelling approach could
be attributed to estimating past glacier geometry. The modelled Holocene glacier extents
included ice flowing from tributary valleys, shown in Chapter 6. Putnam et al. (2012),
on the other hand, did not account for these tributaries. It is difficult to predict which
tributaries contributed ice into the main trunk glacier without geomorphic evidence in the
tributary valleys, or a 2-D numerical model to determine ice extent. Prescribing a past
glacier geometry where evidence is not available can lead to uncertainty in the palaeocli-
mate estimates, especially in valleys with potential tributary glaciers. This is potentially
an issue in the application of both the AAR and 1-D flowline methods.
Unfortunately, there is no appropriate way to quantify the uncertainty in the palaeocli-
mate estimates made using the AAR method. The numerical modelling approach used
in this thesis has allowed me to explore some of these uncertainties, and the results are
reassuring, supporting the idea that the AAR method provides a reliable, first-order re-
construction of past climate in most cases.
7.3.8 What can we learn from dynamic glacier models that we could
not gain from using simpler methods?
There are many things we can learn using dynamic models, here I focus on three:
1. The response time of a glacier describes how quickly a change in mass balance is
translated into a terminus change. In the Chapter 4 transient simulations, Irishman
glacier fluctuated greatly over century-timescales, suggesting that significant termi-
nus changes are possible between episodes of moraine deposition. In the Chapter 6
stochastic temperature variability simulations, Cameron Glacier had a relatively
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long response time, but did not exhibit a ‘long-walk’ response as suggested by Oer-
lemans (2000). These results suggest that response time, as well as glacier geom-
etry and valley topography, will determine the response of the glacier to stochastic
variability in climate.
2. Ice extent is difficult to estimate in areas where geomorphic evidence is not avail-
able. The ice extents predicted in Putnam et al. (2012) were sometimes smaller
than those in Chapter 6 because of neglected tributary glaciers. Our 2-D numerical
models do not require the location of contributing ice masses to be prescribed, as
the AAR method does. Properly accounting for input from tributary glaciers is im-
portant because they can cause non-linearities in the relationship between the trunk
glacier terminus length and snowline change.
3. Glacier length sensitivities to climate perturbations, topography, and parameter
choice can be examined with a numerical modelling approach. The correlation be-
tween long term temperature change and glacier length change has been observed
and discussed since the mid-1800s. In this thesis I examined alternatives to the
traditional interpretation of temperature-driven glacier length changes, such as the
influence of precipitation change and stochastic variability in climate. The link be-
tween glacier extent and past temperature is strongly evident in the work presented
in this thesis, and these alternatives can only explain relatively minor changes in
glacier length.
7.4 Proposed future work
Throughout the course of conducting the research presented in this thesis, I have de-
veloped new interests and questions about climate-glacier-moraine relationships. Here I
suggest some potential research topics for future work.
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7.4.1 Present-day climate and glaciology
Climate parameterisations
Model parameterisations could be improved by tuning the model with more AWS climate
data. Glacio-meterological experiments could involve multiple AWSs on a single glacier
over a year, and/or multiple AWSs located on different glaciers in the Southern Alps (e.g.
Oerlemans and Knap, 1998; Oerlemans and Grisogono, 2002). Measurements of wind
speed, shortwave radiation, longwave radiation, and air temperature should be used to
test the parameterisations and decrease uncertainty in the present-day modelled climate
in both ice-free and glacierised settings. Attention to air temperature and wind speed
could help to improve the turbulent heat flux calculations.
Reanalysis datasets (e.g. wind speed) should be scrutinised. In the simulations presented
in this thesis, wind speed is applied uniformly across the model domain, although wind
speed affects the turbulent heat fluxes and varies greatly in complex topography. The ef-
fects of wind on snow deposition and redistribution have been studied in several mountain
ranges and similar studies in New Zealand could improve modelled mass balance in areas
of steep, complex terrain (Lehning et al., 2008, 2011; Dadic et al., 2010a) (Chaper 5).
Shortwave radiation data from high elevations could help to refine the albedo and cloudi-
ness parameterisations. Albedo measurements from Brewster Glacier were higher than
the Oerlemans and Knap (1998) parameterisation allowed. Thus, the parameterised snow
albedo was adjusted to improve the fit between measured and modelled albedo (Ander-
son et al., 2010) and it would be useful to measure albedo, and its spatial and temporal
evolution, on other New Zealand glaciers, especially in ablation zones where few mea-
surements have been made.
Measured temperature data from alpine AWS should also be used to better parameterise
the modelled temperature lapse rate. The monthly mean present-day temperature lapse
rates could then be compared to estimates suggested by an empirical relationship derived
from lowland stations (Norton, 1985). However, the nature of temperature lapse rate
variability could be such that any parameterisation will still include uncertainties. Ideally,
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the temperature lapse rate would be derived from AWS temperature data measured at the
site of interest (Chapter 4).
Flow of New Zealand glaciers
Investigating New Zealand glacier mechanics could reduce uncertainty in model param-
eter choice. More information on surface ice-flow velocities, internal ice deformation,
glacier basal sliding (Kehrl, 2011), and ice thickness would be useful for assessing the
parameter values used in the ice-flow model. These measurements are difficult to quan-
tify, especially on New Zealand temperate mountain glaciers that could experience signif-
icant basal sliding either due to water or deformable sediment at the bed. There are many
unknowns in this particular field of research, thus parameter choices can span a range of
values (e.g. characteristic sliding velocity in Chapter 6).
7.4.2 Model experiments
There are many possibilities when it comes to potential modelling experiments, so here I
stress a few relatively important topics.
Couple energy balance model with a general circulation model
Palaeoclimate simulations could be more informative if the glacier model was coupled to a
general circulation model. This would enable atmospheric and oceanic circulation, which
is influenced by insolation on a hemispheric scale, to affect the modelled New Zealand
climate and its glaciers. For example, it would be interesting to attempt simulations of
New Zealand glaciers forced by the results of the Paleoclimate Modelling Intercompar-
ison Project (PMIP2/3, Rojas and Moreno (2010); Bosmans et al. (2011)). However,
such simulations would require appropriate methods for downscaling climate fields from
a general circulation model to mountain scale.
149
Southern Alps simulations
Modelling simulations applied to the whole Southern Alps, such as those carried out by
Golledge et al. (2012), could be run for the Lateglacial moraines. Comparing such model
results to the mapped moraine deposits could highlight areas that require an alternative
climate. Alternatives may include changes in the east to west precipitation gradient on the
South Island or north to south temperature gradients (Newnham et al., 2012; McKinnon
et al., 2012). A simulation of the Southern Alps ice cover during the Lateglacial might
also provide a useful test of the rock avalanche hypothesis at Franz Josef Glacier. If all
of these moraine limits could be simulated with a single climate change, there would be
no need to invoke rockfall as a driver. Comparing high-resolution studies, such as those
presented in this thesis, with simulations of ice extent for the whole Southern Alps during
the Lateglacial could also improve the understanding of glacier response to local climate
conditions.
Model intercomparison
Differences in palaeoclimate estimates can result from model type and the assumptions
that accompany a particular model. In this thesis, I focused on differences between the
model used here and the AAR approach. I would be interested to know if model results,
such as those from forcing the mass balance model with interannual stochastic variability
in temperature (Chapter 6), are more dependent on model choice rather than site-specific
differences (Oerlemans, 2000; Roe, 2011). For example, Roe (2011) compared results
from a flowline model and a linear model to justify using the simpler linear model for
describing changes in glacier length due to melt-season temperature and annual accumu-
lation. The linear model showed a faster (almost immediate) and larger-scale (by 10%)
glacier response to climate perturbations than the flowline model did. Perhaps this lin-
ear model should be applied to the Cameron Glacier to better understand how much the
model results depend on model type. It might be that the linear model used by Roe (2011)
is too sensitive, and shows unrealistic fluctuations. It would be useful to repeat some of
my experiments using a more complex ice flow model (e.g. full Stokes), to check that my
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shallow ice approximation model performs well in all catchments studied.
Present-day glacier sensitivity to climate change
Future studies should investigate the affects of snow avalanche accumulation on glacier
sensitivity. It is likely that avalanche-fed glaciers are common in New Zealand because
of the steep alpine slopes and high annual precipitation. Retreat of these glacier could
influence the ski industry, irrigation management, and hydroelectric planning. It would
be useful to know if these types of glaciers are more resistant or more vulnerable to a
warming climate.
Although most glaciers respond on decadal to centennial time-scales, the influence of
sub-decadal climate variability, such as the El Niño-Southern Oscillation (ENSO), should
be tested on Holocene glacier fluctuations. The synoptic patterns that are typical of an El
Niño, for example, could help us understand how temperature and precipitation anoma-
lies could influence glacier mass balance over several years, possibly resulting in termi-
nus fluctuations. Temperature and/or precipitation changes from high-resolution (annual)
proxies, such as tree-rings, could resolve ENSO events and could be used as input data for
the glacier model. The influence of interannual-decadal scale climate variability is likely
to cause more significant fluctuations in glaciers than interannual variability and should
be compared against Holocene moraines.
Future model experiments could account for the effects of lake calving and changing de-
bris cover on glaciers. I chose locations where lake calving and debris cover were unlikely
to significantly affect the glacier terminus. However, many of the New Zealand Holocene
moraines (e.g. Mueller, Hooker, Tasman, Classen, Grey, and Godley) border pro-glacial
lakes (Warren and Kirkbride, 2003), and modelling lake calving could contribute toward
estimating glacier change in the future. Debris transport models may also help us quan-
tify the debris flux or time necessary for a glacier terminus to remain at a location for a
moraine to deposit. Vacco et al. (2010) have modelled the deposition that results from
a glacier advance caused by a rock avalanche, and suggests that the resulting landform
would be hummocky, rather than the single moraine ridges that are typically targeted for
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dating. Modelling of this type may help to better understand the potential influence of
rock avalanches on glaciers, and also to provide criteria for the identification of features
resulting from this process in the field.
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Appendix A
Excerpt from: The anatomy of ‘long-term’ warming since
15 kyr ago in the Southern Alps of New Zealand based on
net glacier snowline rise
The modelling simulations explained in this chapter were part of a larger study, which
included detailed mapping and dating of the moraine sequence in Whale Stream valley in
the Ben Ohau Range. Because the glacier modelling was only one component of the study,
and because the mapping and dating of moraine deposits were done separately from this
thesis, only the modelling contributions are presented in this chapter. The methodological
approach used to model Lateglacial ice extent in Whale Stream is nearly identical to that
of Chapter 4, with differences explained in Chapter 3 and in the excerpt below.
This appendix contains a brief site description followed by an excerpt from the Whale
Stream manuscript that includes the palaeoclimate estimates from simulated ice extents.
The manuscript uses language that is preferred by the scientific journal Geology, thus
words such as ‘Late Glacial’, ‘paleoclimate’, and ‘modeling’ differ from the rest of this
thesis.
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Figure A.1 Shaded topography of the Ben Ohau Range (outlined in green) showing the
locations of Irishman Stream and Whale Stream (white boxes).
A.1 Site description
Whale Stream occupies a southeastward-draining valley in the Ben Ohau Range, South
Island, New Zealand (Figure A.1). The Lateglacial moraines are large, composite fea-
tures located at a separation of the valley into the north and south branches (43◦56’S,
170◦03’E). Relatively small ice patches and rock glaciers persist below the headwalls in
both branches today, and scree slopes are prevalent along the valley walls. Because this
valley is relatively close to the upper part of Irishman Stream valley, we use many of the
same model parameters, such as the variable monthly lapse rate.
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A.2 Excerpt from Kaplan et al., submitted
A.2.1 Methods
We quantified possible temperature (∆T ) and precipitation change (∆P ) combinations
during Late Glacial time by using a coupled 2-D ice-flow approximation model with an
explicit time step, and an energy-balance model (Figs. A.2; DR6). The latter is driven
by present-day climate input data in the form of 30-year monthly means (1981-2010;
Doughty et al., in press). Our model methods are described in detail and are similar to
those in Doughty et al. (in press), except that in this study, the model is applied at 100 m
horizontal grid resolution and the simulations are run for 300 model years. This is long
enough for the Whale Stream glaciers to reach equilibrium. Additional model sensitivity
tests with slightly different parameter values, and determination of uncertainties specific
to this study, are shown in Figure DR7.
A 2.1±0.4◦C change is required to simulate a glacier to the 15-14 kyr limits, assuming
no change in present-day precipitation (Fig. A.2). A 20% increase and decrease in pre-
cipitation corresponds to a temperature change -1.8 and -2.6◦C respectively (Fig. A.2).
We consider the temperature uncertainty to be ±0.4◦C, which is half the range of temper-
ature values (-2.6 to -1.8◦C) for a single precipitation value in the sensitivity tests. The
model-derived glacier areas and snowlines are similar to those obtained in the minimum
glacier geometric reconstruction (Fig. A.2B), especially considering uncertainties in both
approaches. In particular, the model does not predict ice cover on the steep slopes at the
head of the catchments.
A.2.2 Modeling and ELA Results
A -2.1±0.4◦C temperature change is required to simulate a glacier at the 15-14 ka glacier
limits, assuming no change in present-day precipitation. A 20% increase or decrease in
precipitation from present-day corresponds to a temperature change of -1.8 and -2.6◦C,
respectively (Figures A.2D and A.3). Sensitivity tests showed that changing the snow
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albedo (set to 0.72) by ±0.05 has a small but notable effect on our climate reconstruc-
tion. This difference in snow albedo causes the temperature change estimates to shift
±0.4◦C (Figure A.3). We consider the temperature uncertainty to be ±0.4◦C, which is
half the range of temperature values (-1.8 to -2.6◦C) for a single precipitation value for
the sensitivity tests.
Late Glacial simulations show ranges in annual mass balance from 1 to -3 m w.e. (Fig-
ure A.2). The equilibrium-line altitude (ELA) calculated from the modeled mass balance
shows slightly different values for glaciers in the north and south branches. The south
branch glacier, with an area of 3.1 km2, has an ELA of ∼1540 m asl, whereas the north
branch glacier, with an area of 3.6 km2, has an ELA of ∼1660 m asl. These differences
likely result from the unique topography and climate of each catchment, which are ex-
plicitly considered in the model.
Table A.1 Parameter names, values, and the temperature change needed to grow the
glacier without a change in precipitation (x-intercept), with the ‘best fit’ model
parameters yielding -2.1◦C.
LEGEND
Parameter name symbol optimal value source sensitivity value temp change (◦C)
Snow Temperature Threshold Tsnow 1◦C Anderson et al. (2006) 0◦C -2.4
2◦C -1.9
Characteristic sliding velocity Uc 20m/a Kessler et al. (2006) 10m/a -2.3
30m/a -2.0
Ice roughness Zice 0.004 m Anderson and Mackintosh (2012) 0.002 m -2.0
0.008 m -2.3
Snow roughness Zsnow 0.001 m Brock et al. (2006) 0.002 m -2.3
0.0005 m -2.0
Snow Albedo αsnow 0.72 Oerlemans (1992) 0.67 -2.5
0.77 -1.8
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Figure A.2 Modeled ice extent for Whale Stream Glacier. (A) Various glacier outlines
and ELAs using the AAR method, (B) modeled glacier extent showing ice surface
elevation (20 m contours), accumulation (blue) and ablation (red) areas and ELA
overlying the AAR method glacier extent, (C) modeled mass balance gradient ranging
from -2 to +1 m a−1, and (D) temperature-precipitation change curves with uncertainty
for the Whale Stream Late Glacial ice extent.
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Figure A.3 Parameter testing curves from the temperature-precipitation change
combination needed for a Late Glacial Whale Stream ice extent.
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A.3 Subsequent simulations
Reviewers asked if our palaeoclimate estimates would change if we started from an ice-
filled valley floor rather than an ice-free valley. The results are identical within error: ∆T
values of -2.6, -2.1, -1.8◦C (ice-free) versus -2.7, -2, -1.8◦C (ice-filled) for ∆P set to -20,
0, and +20% respectively. These results are not included in the manuscript due to space
limitations.
The simulations presented in the excerpt above were carried out in 2010 and since then
the model has been adapted to improve the mountain glacier simulations. I thought that
the palaeoclimate estimates would change if the model used:
1. A finer grid resolution (25 m) to better refine the gullies and valley slopes.
2. The mass transport and deposition (MTD) model to account for snow avalanche
accumulation.
3. A higher characteristic sliding velocity to account for the potential of valley floor
sediment to enhance basal sliding.
4. The randomly-generated daily temperature estimates based on monthly means.
The model took significantly longer to run these simulations (days rather than minutes),
because of the resolution and subroutines. Only the optimal parameter set (Table A.1) was
used to calculate the temperature change, with a precipitation change of -20, 0, and 20%,
needed to simulate ice extent at the Lateglacial moraine. The above adjustments in the
model resulted in a temperature change estimate of -2.4◦C instead of -2.1◦C (Table A.2).
These values are both in the range of previously estimated temperature changes for the
Lateglacial in central Southern Alps of New Zealand.
Table A.2 Palaeoclimate estimates using two different modelling approaches.
∆P (%) -20 0 +20 Note
Old model ∆T (◦C) -2.6 -2.1 -1.8 initially ice-free
Old model ∆T (◦C) -2.7 -2.0 -1.8 initially ice-filled
New model ∆T (◦C) -2.9 -2.4 -2 initially ice-free
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Figure A.4 Whale glacier simulated at 25 m resolution. The panels show a) ice thickness
(m), b) mass balance (m a−1), c) slope at 25 m resolution (◦).
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Appendix B
Ground penetrating radar profiles from the Cameron
Glacier neve
B.1 GPR survey
I conducted a ground-penetrating radar (GPR) survey on Cameron Glacier on 4-5 Decem-
ber, 2009 with T. Kerr, L. Kees, and A. Mackintosh. A RAMAC system (MALÅ Geo-
science, Malå, Sweden) was used in the GPR survey (Figure B.1). The antennae were
dragged over the snow surface by two skiers along cross and long profiles spaced roughly
100 to 200 m apart (Figure B.2). Profile numbers are linked to their corresponding alias
from Chapter 5 in Table B.1. The trace interval was 0.1 m for both frequencies. These data
are stored on the Victoria University of Wellington tuawe network (part of the Antarctic
Research Centre modelling network).
B.1.1 Low-frequency data
Low frequency (25 MHz) data reveal deeper horizons (3 to 100 m depth) and the goal
of this survey was to map the bedrock interface, and thus ice thickness. These data were
particularly difficult to interpret because of all the noise in the profiles. Noise can be
generated by too many internal reflectors caused by englacial debris, crevasses, and water
within the ice. Low frequency data were recorded at a density of 2024 4-bit samples per
trace using a time window of 2168 ns. The low frequency profiles are labelled 240-249
and are shown in Figures B.3 to B.5.
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B.1.2 High-frequency data
High frequency (500 MHz) data were best for detecting shallow snow horizons (<10 m
depth) and I used these data to map snow depth distribution on the Cameron Glacier.
High frequency data were recorded at a density of 440 16-bit samples per trace using a
time window of 232 ns. The high frequency profiles are labelled 250-262 and are shown
in Figures B.6 to B.17. The figures are shown without interpretation. For examples of
profiles with interpretation, see Chapter 5.
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Figure B.1 Map of the Cameron Glacier. a) Topographic map with elevation contours,
ridgelines (dotted-dashed red line), glacierised area, and mountain peaks (Mt.
Arrowsmith (2781 m asl) toward the southwest, and Jagged Peak (2705 m asl) to the
northeast). b) Shaded topography based on the DEM showing the location of study area
(yellow square) in South Island, New Zealand. Prominent glaciers, lakes, and rivers are
also shown. c) Slope values for a section of the model domain (25 m grid resolution)
with labelled GPR profiles on Cameron Glacier. Profile colours are for differentiating
lines only.
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Table B.1 Profile information. Direction codes are in reference to the true right or true
left sides of the glacier or elevation, left to right (L2R), right to left (R2L), up to down
glacier (U2D), down to up glacier (D2U). Profiles used to test the avalanche model are
correlated with their alias.
Prof. Freq. Direction Alias
(#) (MHz)
241 25 L2R
243 25 L2R F,G
244 25 R2L
245 25 U2D L,P,O,S,T
246 25 L2R
247 25 R2L
248 25 L2R Q
249 25 R2L
250 500 L2R N,M
251 500 R2L J
252 500 D2U I
253 500 L2R H
254 500 D2U D
255 500 R2L D
256 500 D2U C,B
257 500 L2R
258 500 U2D A,E,K
259 500 U2D R
260 500 U2D
261 500 R2L
262 500 D2U
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Figure B.2 Plot of the GPS data for each profile. Each profile is labelled with its
associated number, an arrow indicating the direction of travel from start to finish, and a
colour to differentiate it from the other profiles.
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Figure B.3 Profiles 241, 243, and 244.
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Figure B.5 Profiles 246, 247, 248, and 249.
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Figure B.6 Profile 250.
168
Figure B.7 Profile 251.
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Figure B.8 Profile 252.
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Figure B.9 Profile 253.
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Figure B.10 Profile 254.
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Figure B.11 Profile 255.
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Figure B.12 Profile 256.
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Figure B.13 Profile 257.
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Figure B.14 Profile 258.
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Figure B.15 Profile 259.
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Figure B.16 Profile 260.
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Figure B.17 Profile 261.
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Figure B.18 Profile 262.
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Abstract
Glacier length fluctuations reflect changes in climate, most notably temperature and pre-
cipitation. By this reasoning, moraines, which represent former glacier extent, can be
used to estimate past climate. However, estimating palaeoclimate from moraines is not
a straight-forward process and involves several assumptions. For example, recent stud-
ies have suggested that interannual stochastic variability in temperature in a steady-state
climate can cause a glacier to experience kilometre-scale fluctuations. Such studies cast
doubt on the usefulness of moraines as climate proxy indicators.
Detailed glacial geomorphological maps and moraine chronologies have improved our
understanding of the spatial and temporal extent of past glacial events in New Zealand.
Palaeoclimate estimates associated with these moraines have thus-far come from simple
methods, such as the accumulation area ratio, with unquantifiable uncertainties. I used a
numerical modelling approach to approximate the present-day glacier mass balance pat-
tern, which includes the effects of snow avalanching on glacier mass balance. I then used
the models to reconstruct palaeoclimate for Lateglacial and Holocene glacial events in
New Zealand, and to better understand moraine-glacier-climate relationships. The cli-
mate reconstructions come from simulating past glacier expansions to specific terminal
moraines, but I also simulated glacier fluctuations in response to a previously derived
temperature reconstruction, and to interannual stochastic variability in temperature. The
purpose behind each simulation was to identify the drivers of significant glacier fluctua-
tions.
The modelling results support the hypothesis that New Zealand moraine records reflect
past climate, especially changes in temperature. Lateglacial climate was reconstructed to
be 2-3◦C lower than the present day. This temperature range agrees well with previous
estimates from moraines and other climate proxy records in New Zealand. Modelled tem-
perature estimates for the Holocene moraines are slightly colder than those derived from
simpler methods, due to a non-linear relationship found between snowline lowering and
glacier length. This relationship results from the specific valley shape and glacier geome-
try, and is likely to occur in other, similarly-shaped glacier valleys. The simulations forced
iii
by interannual stochastic variability in temperature do not show significant (>300 m) fluc-
tuations in the glacier terminus. Such fluctuations can not explain the Holocene moraine
sequence that I examined, which extends >2 km beyond the present-day glacier termi-
nus. Stochastic temperature change could, however, in part, cause fluctuations in glacier
extent during an overall glacier recession. Modelling shows that it is also unlikely that
glaciers advanced to Holocene and Lateglacial moraine positions as a result of precip-
itation changes alone. For these reasons, temperature changes are a necessary part of
explaining past glacier extents, especially during the Lateglacial, and the moraines exam-
ined here likely reflect changes in mean climate in New Zealand.
The glacier modelling studies indicate that simpler methods, such as the accumulation
area ratio, can be used to appropriately reconstruct past climate from glacial evidence, as
long as the glacier catchment has a straight forward geometry, shallow bed slope and no
tributary glaciers. Non-linear relationships between climate change and glacier length de-
velop when valley shape is more complex, and glaciers within these systems are probably
better simulated using a modelling approach. Using a numerical modelling approach, it
is also possible to gain a greater understanding of glacier response time, length sensitiv-
ities, and estimates of ice extent in valleys within the model domain where geomorphic
evidence is not available. In this manner, numerical models can be used as a tool for
understanding past climate and glacier sensitivity, thus improving the confidence in the
palaeoclimate interpretations.
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