Abstract-Traffic classification is of fundamental importance to track the evolution of network applications and model their behaviours. Further, classified traffic is required to understand how the Internet is being used, and to effectively control the services that traffic receives. In this paper we present a machinelearning approach that accurately classifies live traffic using C4.5 decision tree. By collecting 12 features at the start of the flows, without inspecting the packet payload, our method can identify live traffic of different types of applications with 99.8% total accuracy. Moreover, accuracy is not our only concern; we also consider the latency and throughput as of high importance.
I. INTRODUCTION
The success of the Internet has led to the emergence of a seemingly-uncountable variety of applications. The application-level knowledge of the Internet is extremely useful to model Internet traffic, to predict the long-term changes and requirements, and to effectively control the traffic. Such knowledge is highly desirable but the current Internet infrastructure can not provide that on its own. An efficient application classification scheme become an ideal solution to this problem.
The Internet traffic, in principle, is the product of a complex multifactor system involving a range of networks, hosts, applications and different people closely interacting with each other. The complexity is continuously increasing as people keep producing a vast variety of network applications and application layer protocols that, in many ways, break the traditional assumptions: 1) [1] reported that only 50-70% of the Internet traffic was classifiable using the official International Assigned Number Authority (IANA) list. Emerging applications and proxies often avoid the use of standard host ports. 2) Port-based schemes are also overly simplistic confusing applications. For example, VoIP telephony system, chatmessenger systems such as MSN Instant Messenger, and regular web-page browsing would use the same port.
3) The proportion of encapsulated or encrypted traffic is increasing. Examples include proxies, VPN, tunneling, and applications using a different protocol to exchange data (e.g. GetByMail [2] ). Encapsulation would change the pattern of the original application level protocol, while encryption of packet payload also renders the identification mechanisms based on payload inspection inefficient.
The nature of each Internet application allows it to be classified into one of several discrete categories. Examples include: webbrowsing, multimedia data such as VOIP, email activities, peer-2-peer and FTP file transfers and malicious traffic. This taxonomy, originating with the "Class of Service" (CoS) [3] , was further extended in [1] . It was noted that different kinds of applications can have diverse objectives and characteristics, which may also cause diverse behaviour in the traffic flows, i.e. "traffic patterns".
Based upon these observed traffic patterns, we developed a classification scheme providing online classification of up to 99.8% of traffic, using behavioural features and C4.5 decision tree algorithm [4] . This approach is fundamentally different from traditional traffic classification approaches in that:
1) It does not rely on port numbers. Further, we presume no prior knowledge about port-application mapping in our approach. 2) Our approach does not require the inspection of traffic payload.
3) The behavioural features, e.g. distribution of the size of packets, TCP window size, TCP flag bits and packet directions, are derived from the packet-headers, the same source of information that is expected to be used by the routers of the Internet.
In this paper we document the machine learning approach as well as a traffic classification system operating in near realtime. In addition to the demonstration of accuracy, the trade-off between accuracy and complexity which is a significant practical issue is also fully discussed. The remainder of the paper is organised as follows: the next section is a review of related work. Section III illustrates our classification approach and system complexity for online traffic classification. Section IV presents detailed results and evaluation. Section V concludes the paper and outlines our future work.
II. RELATED WORK
In recent literature, many different methods have been introduced to solve the traffic classification problem. The majority of current classification approaches still relies on the information of host port numbers, IPs and signatures for classification and intrusion detection, such as light-weighted intrusion detection systems including Bro [5] and Snort [6] .
Moore and Zuev in [7] presented a statistical approach to classify the traffic into different types of services. A naive Bayes classifier, combined with kernel estimation and a correlation-based filtering algorithm was used to solve the classification problem on offline TCP traces. The resulting accuracy, up to 96% (which degrades to 93% after 8 months), demonstrated the discriminative power of a combination of 10 flow-behaviour features, with an unsophisticated machinelearning mechanism.
Williams et al. in [8] carried out an empirical study of comparing five widely-utilised machine learning algorithms to classify Internet traffic. Among these algorithms, AdaBoost+C4.5 achieved the highest accuracy in their results. This serves as a guidebook for algorithms, but their feature set is relatively unsophisticated, containing only packet lengths, total bytes, total packets, inter-arrival times, flow duration and protocol. Based on the mechanism in this work, [9] further moved on to classify game traffic with an observation window of no more than 25 packets, which is also looking forward to real-time classification.
Bernaille et al. presented an approach to identify applications using start-of-flow information in [10] . The authors utilised the packet size and direction of the first 4 data packets in each flow as the features with which they trained Gaussian and Hidden Markov Models respectively. These models received 98.7% overall accuracy when assisted by an expanded portnumber list, and 93.7% overall accuracy using simple prediction heuristics. It is worth noting that this work only retrieved a very small amount of information from the flows. The authors further specialised their work to the identification of encrypted traffic in [11] .
Another statistical fingerprinting mechanism was proposed in [12] . The information they use include size of the IP packets, inter-arrival time and the order of packets seen on the link. A number of other works attempted the same problem with different machine learning mechanisms such as clustering [13] [14], LDA and k-NN [3] .
Karagiannis et al. [15] studied multi-level behaviour of the traffic such as analysing interaction between hosts, protocol usage and per-flow average packet size. Their results show an ability of classifying 80%-90% of the traffic with 95% accuracy. In their recent work [16] they presented an interesting investigation to profile the user activity and behaviours, and to analyse the dynamic characteristics of the host behaviours.
From the results in terms of accuracy we may assert that the combination of a small number of flow-behaviour features already has strong discriminative power to differentiate services or network applications. For non-anomalous traffic and within a small scale of time (e.g. in the magnitude of within a day), these classification mechanisms can be considerably promising (with an accuracy up to 98% and real-time potential shown). However, the results in the past remained incomplete. Some major concerns and open problems included:
1) The accuracy is still insufficient. Finally, the practical criteria for real-time online traffic classification systems can be different and remains applicationcentric. A trade-off potentially exists between the four metrics of system accuracy, completeness, latency and throughput. Also, algorithm would play a key role in optimising such a system where [17] has provided a lot of experience.
III. SEMI-AUTOMATED MACHINE LEARNING APPROACH
We use a semi-automated machine learning approach to build the classifier which classifies the Internet traffic into application classes. A series of mechanisms are applied to select the feature set, the classification algorithm and the size of observation window before the final classifier is built.
Firstly the total traffic-mix is divided into classifiable objects. In this paper, the basic object of our classification system is a TCP flow, defined as a bi-directional session between two hosts with the same 5-tuple host-IP, client-IP, host-Port, clientPort and timestamp of the first packet. The server and the client of a flow are decided based on observation of SYN packet.
Two real traces are used to derive and evaluate our approach. A rich set of 248 flow features are collected from the beginning of individual network flows with different observation window sizes. Using this data, we are able to apply feature-selection algorithms to find a best subset of the features, to justify the classification algorithm. Finally, we train a model upon this feature subset, and apply this model to classify unknown flows. Fig. 1 shows how different types of services exhibit different behaviour in two group each of two features: 1) variance of total bytes in packets (client to server) by the total number of bytes sent in initial window (client to server) and 2) count of packets with Push bit set in TCP header (server to client) by minimum segment size (client to server). One can observe the difference in those behaviours between the traffic flows of each class. Hence it is sensible to the classify the traffic flows using a combination of these features.
A. Data
Our experimental data consists of two consecutive week-days of Internet traffic with an 8 month interval. The traces were collected using a high speed monitoring box [18] installed between a research campus and the Internet. The campus is a research-facility with about 1,000 employees and is connected to the Internet via a full-duplex Gigabit Ethernet link. We focus on TCP traffic as it is the major part of the Internet traffic, and filtered out traffic of the other protocols. The datasets, Day1 and Day2, consisting of TCP traffic only, are chosen from a collection detailed in [19] . Every flow in the two datasets was hand-classified using a content-based mechanism into one of the 10 applications classes listed in Table 1 .
We left a number of TCP traffic in the datasets unconsidered: those we have not seen their start of the flow (typically those are with very long duration) and junk flows. The resulting traces contain 31 GBytes and 42 million packets in 377 thousand TCP flows in Day1, and 28 GBytes and 35 million packets in 175 thousand TCP flows in Day2. Hence, a moderately complex mix of applications exists in the traffic, as shown in Table I . Note that for some traffic classes such as P2P, Multimedia, Services, Games and Attacks, a greater amount of traffic may used other transport layer protocols such as UDP.
B. Online Classification Approach
Our online traffic classification methodology was originated in previous offline methodology where the features were collected from complete TCP flows [7] [20].
However, if we performed our analysis of flows offline, the practicability of such a system would be very much limited to merely analytical and auditing purposes. For a much wider application prospect, we moved on to investigate the problems and challenges of online real-time traffic classification. Our concerns are no longer solely focused upon the accuracy but also upon the latency and throughput of the system. Since many applications would benefit from early identification of the traffic, our approach considers features taken from an observation window of only a few packets, rather than those based upon the entire flows.
In theory, in order to more accurately classify an object, it would require collecting more information (entropy) for classification. However, collecting more information, for example more packets or a larger number of features, may introduce higher latency and higher cost in both computation and memory usage. For the traffic classification system to be operated at real-time with a sustained throughput, we should capture an appropriate, small number of features, and from a small number of packets and a limited duration, rather than from a complete flow. It means, in order to gain the real-time quality, an amount of information has to be sacrificed from the complete-flow objects which in theory would result in some level of degradation in accuracy.
In this way, the trade-off between accuracy, latency and throughput becomes the key of our choice of subset of features and size of the observation window and the classification algorithm.
C. Feature Selection
Our complete feature set contains 248 different features as detailed in [19] , each of which has varied distribution in the datasets and has associated with it different collection / computation costs. Now what we want is to find a subset of this set of features within an upper bound of cost but containing sufficient information that leads to the desired accuracy.
In general, we limit the cost by reducing the number of features in the feature set, utilising a correlation-based filtering method. The output of such method is an approximately-best subset of features.
Our feature selection procedure is as follows: firstly, Day1 dataset is divided into 10 different entries each representing a volume of traffic at different hours of the day; then correlationbased filtering is applied to each entry. We observe that these feature subsets selected by the algorithm possess moderatelygood stability, and we manually picked 10 behaviour-features which appear in at least 1/3 of the subsets, and each subset would at least contain 1/3 of these features. The intention of this criterion is to look for a best-possible feature set which can be more stable and independent to the condition of the end-to-end link. The resulting features are almost all depended on the applications on the end-hosts. It mirrors this consideration. Table II lists the 10 behaviour-features, as well as the port number pair (as 2 features), and the information and complexity properties of these features.
Unrelated to the IANA port list or any prior knowledge of portapplication mapping, we still adopt port pairs as two features. The port number rules in our classifier are built upon handclassification data, representing the association between the port numbers and those hand-classified application flows.
D. Classification Algorithm
Concerning the classification algorithm, we utilised Weka [21] toolkit to compare between different algorithms. In our approach, C4.5 decision tree exhibits highest accuracy (99.834%) among all the algorithms. AdaBoost [22] +C4.5 also exceeded 99.8%, while Logitboost, JRip, Naive Bayes Tree and Bayesian Neural Network also achieved an accuracy of more than 99%. Moreover, C4.5 decision tree has the lowest testing complexity among these algorithms. In Table III , the performance of C4.5 and Adaboost+C4.5 are shown compared with the Nave Bayes method which was used in [7] . Note that the approach in [7] did not incorporate many standard performance improvements for Naive Bayes method and the figure above is a worst case bound. A similar comparison was seen in [8] based on a simpler set of complete-flow features.
We also masked the port pairs and generated the models again purely with the 10 packet-and flow-level behaviour features with an observation window of 5 max packets. The highest total accuracy seen drops to 99.50% (C4.5 and Adaboost+C4.5). This indicates that using port numbers in combination with packet-and flow-level features in such a way provides more information than only using packet-and flow-level features.
The accuracies are from two-fold cross validation on Day1 dataset, using 12 features described in Section III.B, with an observation window of 5 packets. Time values are for training and testing 325,000 flows from Day1, collected from Weka.
E. Observation window
The requirement for online traffic classification necessitates the use of an observation window to collect the set of features from a part of a flow rather than using full flows. There are two major concerns: 1) Latency. Firstly, for real-time applications such as application-specific queuing, monitoring or anomaly detection, the latency in identifying a flow should be as low as possible. For this, it is ideal to classify the flow early in its existence, except for special purposes. 2) Cost. The use of an observation window reduces both the memory footprint in aggregating the packets and the computational complexity in calculating features. In other words, this enables a higher system throughput.
Therefore, we calculate the features with a small number of packets in the observation window, and within a limited duration. The observation window size (number of packets)
is tuned based on empirical results. 1 to 10 packets are collected from the start of the flow (SYN packet), within a max-duration of 5 seconds, to compare the resulting accuracy. Fig. 2 shows the result: from a total of 5 or 6 packets collected it can achieve the highest 99.842% ten-fold cross-validation accuracy in Day1 (99.834% for corresponding two-fold crossvalidation). We also notice that the small-observation-window accuracy is not lower than the accuracy of larger observation windows.
Fig. 2. Accuracy with different packet number limits (ten-fold crossvalidation)

F. Complexity and memory footprint
The cost in our system pipeline has a complex composition. If we denote M as total flows currently in the memory, N as the average number of packets in a flow, and n as observation window size, then the total computational overhead would comprise all the following (also note that roughly M has a linear relationship with N ): 1) For capturing packet headers and aggregating packets into flows, there will be a memory footprint of O(M ) to store M flows in the memory and computational complexity of at least O(log 2 M )) for each packet captured to find the flow it belongs to. Assuming M is proportional to N , for each flow, the complexity in aggregating the packets is roughly O(N × log 2 N ). 2) For feature collection and calculation of each flow, different features in the complete set would cause a memory footprint varied from O(1) to O(n) and computational complexity varied from O(1) to O(n 2 ). Roughly, the total cost of feature collection of one flow would have a super-linear relationship with the number of features in the feature set. 3) Assuming C4.5 decision tree is being used as the classifier, for classification of each flow, the computational complexity of the classifier is of the order of the average depth of the decision tree which is O(1) -the same order of simple port-based rule-sets.
Clearly we know from the cost breakdown above, as the complexity of the classifier is O(1), the bottleneck in this pipeline may be in reconstructing the flows and calculating the features, instead of the calculations in the classifier. However, the total cost can be bounded within O(N × log 2 N + n 2 × K) where N is average number of packets in a flow, n is the number of packets in the observation window and K is the number of features collected.
IV. EVALUATION
In this section, our model is trained from the first 5 packets seen at the start of every TCP flow. A duration limit of 5 seconds is also applied to enhance the real-time quality and system robustness. The set of features being used are the 12 features (10 behaviour-features and 2 port numbers) shown in Table 4 . We believe it is valuable to examine the per-class quality, the temporal stability, and the relationship between accuracy and the size of training set, so as to justify the general methodology for wider practical application.
We apply the following metrics to indicate the performance of our traffic classifier:
• Accuracy (in Fig. 3 ): the proportion of correctly classified flows over the total number of flows.
• Precision (in Table IV , V and VI): the number of flows in one class correctly classified over the total number of flows classified as this class.
• Recall (in Table IV , V and VI): the number of flows in one class correctly classified over the total number of flows in this class.
A. Per-class Accuracy
The per-class results shown in Table IV , V demonstrate the accuracy of C4.5 algorithm, using the 12 features described in the prior section. These features were taken from traffic with an imposed maximum limit of 5 packets and a maximum sampling duration of 5 seconds applied. The results are twofold cross validations of day1 and day2 model respectively. It represents the accuracy of the model in the same network and same time when the datasets were collected.
The accuracy shown is sufficient for most of the major application classes (>99%), except for Attack class. As a general class, Attack is highly varied and complex; it contains many different subtypes, such as port-scans, various worms and viruses. This complex variety leads to a number of false predictions to and from other classes, e.g. to Web-browsing and from Mail in Day1 and Day2 respectively. However, the results show that these models can still achieve either good precision or good recall for Attack class over shorter time periods (e.g. the same day).
B. Temporal Stability
We may assume that a general traffic model cannot be as good as one which is closely up-to-date and specific to one network location, but we believe it should work moderately well with most conditions. In order to evaluate our model as general purpose traffic model, the temporal (i.e. for different time) stability of the model is further examined. This illustrates the quality of this model after a significant period of time.
To study the temporal stability of our model we use the model built with Day1 dataset to classify the Day2 dataset, which was collected 8 months thereafter. The results are shown in Table  VI . We observe the accuracies of most of the major classes still maintain to be at a high level; however, the temporal stability for Attack class is 0. This reflects the fact that Attack class is a special type of traffic that is more dynamic than other classes and changes completely over a long period of time. However, though it may not be possible to provide a long-term stable traffic model for Attack class, there can be alternative solutions such as:
1) By re-training the traffic model on a regular basis; 2) By combining this with other mechanisms such as clustering methods or host/port profiling [15] [16]; 3) By providing a feedback channel from deep-checking the upcoming traffic to dynamically updating the flow model.
C. Training Data
As noted in Section IV.B, although not significant, the temporal decay is still visible after a period of 8 months. Concerning the practicality of such a classification mechanism, the requirement for hand-classifying the ground-truth training data in order to train and re-train the model can be a serious concern.
As the labour required in hand-classification process increases along with the size of the training set, it is useful to know how much training data is required for a desired accuracy.
In the following results shown in Fig. 3 , a proportion of the data is randomly picked out for training, and the rest for testing. Models are trained by C4.5 and AdaBoost+C4.5 respectively. The process is repeated 10 times for each proportion ratio. Error-bars shown in this figure are the minimum and maximum accuracy observed. We observe that using C4.5 decision tree, 99% total accuracy can be achieved with less than 0.5% of flow objects (1875 flows) randomly selected as training set. Moreover, AdaBoost+C4.5 can further reduce this proportion to 0.2% (750 flows). This implies that with a comparably small training set the model trained can still retain a fairly high accuracy. Further, same accuracy may be achieved with fewer training data if we could by any means, consciously select a similar amount of samples for each traffic class. This fact has more practical implications: it can be possible to use some seed data collected from a small number of hosts, or use some artificially generated application flows to model an access network.
D. Discussion
We may assert that discriminative learning technique (notably C4.5) is a great tool in this problem space. This is in common with the results in [8] . However, the methodology itself has not been specially tuned to adapt to our classification problem: the features are not being post-processed to make them more distinguishable. The final aim in this paper is the overall accuracy on the number of flows, rather than on specific traffic classes; and the use of C4.5 algorithm is still very coarse-grained. According to the no-free-lunch theorem [23] , for a special type of problem the performance of a highly specialised algorithm can be much better than that of a general algorithm. Many applications would only require the identification of single traffic classes, for example, Multimedia, Game, Bulk, Peer-2-Peer or Attack. It is easier to achieve high precision and recall for a binary classification than for this multi-class classification.
Moreover, in order to tackle the temporal instability and to further adjust the model to other specific network locations, we note that the incremental learning (i.e. incrementally learning new information from datasets that consecutively become available, without access to previous datasets) mechanism such as Learn++ [24] may provide some inspiration. Additionally, it is also not difficult for other kinds of rules (e.g. based on port numbers or flow metrics) to manually merge into a decision tree model. Further investigation is required to demonstrate the feasibility of this kind of mechanism in specific applications.
At present the classification module using C4.5 only occupies a very small portion of CPU time in the pipeline. Therefore, from a view of the whole system, a large opportunity exists in which to refine the classification methodology.
V. CONCLUSION
In the Internet there is an ever-increasing volume and variety of traffic. Motivated by a desire to identify the applications of the Internet, in this paper we present a machine learning approach for network traffic classification based on traffic behaviour.
By collecting a small number of features, from a small number of packets or a short duration of a traffic flow, our approach can provide good balance on the overall performance: the accuracy, throughput and latency. It has many other advantages over traditional port and signature based systems, including the potential to identify encrypted flows or flows using irregular ports, and the potential to tackle previously unknown applications. Finally, it has shown very promising feasibility for practical use.
A. Future Work
Behind this work, we have one clear aim which is to apply this classification scheme to practical applications. For this, there are still a number of areas where future work should further justify the feasibility and suitability.
We recognise that the challenge of finding the best possible combination of features and methodology remains highly application-specific and deserves further investigation. Long term temporal stability and spatial stability remains an important topic to establish the wider-applicability of the method but will require more training data sets.
Moreover, the classification objects in our current experiments are only TCP flows with their starts seen on the link, no matter they are complete or not. The classification of the other traffic, such as UDP, ICMP and "mid-stream" TCP flows (those for which we have not observed the start of the flow), will be studied in our future work. These kinds of traffic can be tackled in a very similar way with a timeout mechanism as is used for creating Netflow 1 records.
Also, further experiments would be carried out to extend the performance evaluation and to demonstrate the ability of handling encrypted traffic and previously unknown applications, based on more traffic traces. Lastly, we observe the computational overhead in the pipeline has a comparably complex composition. It would be very helpful to find a cost function for the features as an input for feature selection in model-training. In this way a complexity bound can be applied to the model.
