When the general preceding vehicle detection is carried for monocular vision, the accuracy of the detection is affected by the dynamic background, illumination and occlusion. This paper proposed a preceding vehicle detection method fusing monocular and binocular vision method. Firstly, the potential area of the preceding vehicle was established by using SSD (Single Shot Multibox Detection) algorithm, then, the binocular vision-based vehicle detection method for the potential area was used, its U-V disparity was calculated, and the accurate preceding vehicle position by the vehicle depth information in the image was obtained; finally, the missed detection and false detections in the monocular vision detector were removed with the U-V disparity detections obtained by binocular vision detector. And the final results combined with the type and position information were outputted. Thereby the accuracy of the preceding vehicle detection was improved. The test result showed that on the condition of KITTI date set the visual fusion method can effectively improve the accuracy of vehicle detection. And compared with SSD algorithm in monocular, the Detection Rate was increased by 1.46%, the Recall Rate was increased by 2.83%, the Missed Rate was reduced by 2.83% and the False Rate was reduced by 1.10% than the monocular SSD algorithm.
Introduction
The preceding vehicle detection is an important content for self-driving car, and its detection performances directly affect the realization of driverless function. And because the visual detection can obtain rich information and has advantage in price, it becomes an important means for vehicle detection. In the visual detection of preceding vehicles, domestic and foreign scholars often use the monocular vehicle detection, which mainly constructs the preceding detector by the features of the shadow, edge and symmetry to obtain the potential area of the preceding vehicle, and then use the detector to locate the vehicles. For example, Ravi Kumar, Satzoda proposed used the Haar-like features and Adaboost algorithm to detect the potential area of the vehicle, and then removed the false detection vehicles by the symmetry feature [1] . And SH Lee used the Histogram of Oriented (HOG) to obtain the potential area of the vehicles, and then classified the target by the optimal segmentation obtained by the Support Vector Machine (SVM) in the high dimension to detect the preceding vehicles [2] . These kinds of methods can fast obtain the type and position information of the preceding vehicles. However, due to the monocular detection method lack of the depth information, they are easy to be affected by the background information, illumination and shadow occlusion when detect the preceding vehicles, and that will result in low vehicle detection accuracy.
It is known that binocular vision can obtain the depth information, and the targets will be segmented and clustered according to the depth information to detect preceding vehicles, which can obtain the more accurate vehicle position information. However, binocular vision detection is more difficult to obtain the target type, which makes it impossible to track the targets effectively. In summary, there is a certain degree of defect in the preceding vehicles detection using monocular or binocular vision method alone, but they are complementary in principle, and their fusion can improve the accuracy of vehicle detection. While there are few literatures on vehicle detection using monocular and binocular visual fusion nowadays. Sayanan Sivaraman used monocular vision method to detect the vehicles in the obtained image through active learning, and then used binocular vision to obtain the depth information of the preceding vehicles [3] . But the method failed to use the binocular vision method to verify the preceding vehicles and the detection accuracy is low, to improve the detection accuracy Cai Yingfeng constructed a two-dimensional deep confidence network through monocular to determine the potential area of the vehicles, and then used binocular vision to obtain the position information of the vehicle to verified the preceding vehicles [4] . However, since the depth of the confidence only contains three layers, the extraction if image features is not sufficient, and the detection accuracy is low in complex sceneries. Therefore, in order to improve the preceding vehicles detection accuracy in complex scenes such as dynamic background, illumination and occlusion, the paper used SSD algorithm to obtain the potential area of the vehicles by monocular, and then according to the depth information of the binocular vision to accurate positioning the targets to eliminate the phenomenon of missed detection in monocular vision method, thereby improved the detection accuracy of the preceding vehicles.
The Principle of Vehicle Detection based on Visual Fusion
In order to improve the accuracy of the preceding vehicles detection in complex scenes such as dynamic background, illumination and occlusion, the paper proposed the method of visual fusion. The method need to obtain the foreground information by using the left and right cameras and through the SSD algorithm to obtain a potential area of the vehicle. Then the right and left vehicle verification area was intercepted, the U-V disparity to project the depth information of the vehicle into U-V disparity map was used, and the influence of dynamic background, illumination and occlusion were removed by fitting the straight line in the U-V disparity map, and the accurate position was obtained. Finally, the detection results of monocular and binocular vision methods were combined. The process is shown in figure 1 : 
Potential Area of Preceding Vehicle Generation Based on Monocular SSD Algorithm
SSD algorithm is a convolutional neural network based on forward propagation which combines the regression of YOLO and the anchor mechanism of Faster R-CNN [5] . It expresses different characteristics for different scale features, and adopts a multi-scale target feature extraction method, which is helpful to improve the robustness of detecting different scale targets [6] . It makes the high detection accuracy of the preceding vehicle in complex scenes such as dynamic background, illumination and occlusion, and highly reliable potential area of preceding vehicles. Generally, when we applied SSD algorithm to detect targets, a series of fixed-size bounding boxes to detect the bounding boxes in each feature map were used, and then the probability values belonging to the targets were calculated. Finally, the non-maximum suppression method is used to obtain the bounding boxes with the highest probability and identify targets' types and positions. Its structure is divided into two parts; the first part is the convolutional neural network at the front end, which uses VGG 16 [7] network to extract the preliminary target features. The second part is the multi-scale feature detection network located at the back end. The feature maps generated by the front-end network perform target detection at different scales to obtain the final detection result. Its network structure is shown in figure 2: After preliminary detection of the type and position of the preceding vehicle according to the monocular SSD algorithm, a rectangle consisting of its edge points where all potential vehicles are contained is obtained, and in order to avoid the missed detection, the rectangle area is extended by 20%. The potential area of the preceding vehicle, the specific area is shown in figure3: 
Preceding Vehicle Verification Based on Binocular U-V Disparity
In order to verify the vehicles in the potential area, the corresponding areas in the left and right images were intercepted, then the original disparity of the images by using the SGBM algorithm [8] for the areas were obtained, and the pixels of each column in the original disparity map were counted, and the maximum disparity max d was searched, the max 1 d  was took as the height of the horizontal disparity (U-disparity), and the U disparity was obtained in the end. Similarly, ti was easy to get the V-disparity [9] . According to the projection characteristic of the target in the image in the U-V disparity map [10] , the vehicle plane was projected into the U-V disparity map and the projection line of the vehicle in the U-V disparity map was obtain by Hough transform, and the vehicle was detected by acquiring the U-V disparity. The planar two-dimensional information is converted into a one-dimensional line, which converts the plane detection into line segment detection [11] . As shown in figure 4: In the case of actual roads, the road surface area is a horizontal plane, which is a diagonal line segment in the V disparity map, as shown in figure 4c , and since the vehicles are per perpendicular in the road plane, an approximate horizontal line segment will appear in the U disparity map. An approximate vertical line segment is presented in the V disparity map. Therefore, the end of horizontal line segment in the U disparity map is the abscissa of the vehicle in the map. The end of point in the V disparity map is the ordinate. And the position coordinates of the preceding vehicle can be determined.
According to the horizontal and vertical coordinates of the obtained vehicle in the U-V disparity map, a vehicle detection rectangle is formed, thereby identifying the vehicle in the map, as shown in figure 5 : Through the vehicle target verification based on the binocular U-V disparity map, the false target without the vehicle plane projection information and the monocular vision detection as the target can be eliminated, at the same time, containing the plane projection information, but due to the dynamic background, illumination and occlusion lead to missed detection vehicles are redetected.
Preceding Vehicle Detection Result Fusion Based on Monocular and Binocular Vision
According to the vehicle detection identification rectangle obtained in the U-V disparity map, in order to obtain the final vehicle detection result, the vehicle type information detected by the monocular SSD algorithm and the vehicle position information detected by the binocular vision were merged, and the fusion result was used as the final detect result. When the detection result was fused, the potential area of the vehicle was detected as a coordinate plane by the monocular SSD algorithm, and the image pixel coordinate system was established. The binocular detection result was mapped into the coordinate, and then calculated the intersection of the two methods. Which named intersection-over-Union (IoU), as equation 1:
(1) Here, A S is the area occupied by the rectangle of the vehicle based on the monocular SSD algorithm, and B S is the area occupied by the rectangle of the vehicle based on the binocular U-V disparity.
When IoU∈[0.5,1], it was considered that the result of the two methods were consistent, and the type of the vehicle detected by monocular method and the position of the vehicle detected by binocular were outputted as the detection result. The fusion rule was shown in figure 6 : When IoU=0, if 0, 0 AB SS  , then it was considered that the monocular vision failed to detect the vehicle, and outputted the detection result of binocular vision method. If 0, 0 AB SS  , then it was considered that there was a false detection in monocular detection and didn't output any result. The fusion rule as shown in figure 8 : 
Experimental Result and Analysis of the Preceding Vehicle Detection
According to the principle of visual fusion, it was needed a binocular camera to calculate the U-V disparity. And the camera needed to be calibrated to obtain the internal and external parameters [12] . The paper used KITTI dataset to verify the visual fusion results. The baseline B of the left and right eye cameras was 0.538, and the corresponding internal parameters shown in the following matrix: According to the straight line segment fitted by U-V disparity map, the coordinates of four vehicles are obtained, as shown in table 1: The paper combined the detection result based on the monocular SSD algorithm with the one based on the binocular U-V disparity, and then obtained the final detection result, as shown in figure 10 : For the case where the monocular SSD algorithm detected the blue wall and window area as a trailer due to similar background features, projected images into the U-V disparity map, and the detection result as shown in figure 11 : According to the binocular U-V disparity detection result, the detection line segment width was larger than the vehicle threshold value, and eliminated the false targets, the final detection result as shown in figure 12 : In order to further verity the effectiveness of the visual fusion based vehicle detection method, the paper selected 100 typical vehicle sample images from KITTI data set, and counted 591 total vehicles based on the label information. Respectively, we processed the 100 images with visual fusion and monocular SSD algorithm methods, and calculated the detection rate, recall rate, missed rate and false rate.
Let the total number of vehicle detection rectangles be k, the number of correctly detected vehicles be m, the error detection be k-m, and the total number of vehicle be N, then:
The detection rate P was calculated as:
The recall rate RR was calculated as:
The missed rate MR was calculated as:
The false rate FR was calculates as:
According to the evaluation formulas of (3)~(6), the result of the vehicle detection method based on the monocular SSD algorithm and binocular U-V disparity were shown in table 2: As shown from the above table, the PR of the visual fusion detector was increased by 1.46%, the RR was increased by 2.83%, the MR was reduced by 2.83%, the FR was reduces by 1.10% than the monocular SSD algorithm.
Conclusion
In order to solve problems of missed detection and false detection caused by dynamic background, illumination and occlusion in the detection of the preceding vehicle by monocular vision, the paper proposed a visual fusion preceding vehicle detection method. Firstly, obtained the potential area of the vehicle by monocular SSD algorithm, and then got the accurate position of vehicles by the binocular U-V disparity algorithm, finally used the visual fusion rule to obtain the final result. Verified the images that were missed and false detection in visual fusion algorithm, and selected 100 vehicle images in the KITTI date set. The test result showed that the vehicle detection method based on visual fusion could solve the missed detection and false detection of vehicle images and the Detection Rate of the visual fusion detector was increased by 1.46%, the Recall Rate was increased by 2.83%, the Missed Rate was reduced by 2.83%, the False Rate was reduces by 1.10% than the monocular SSD algorithm.
