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In this paper  we discuss the use  of optimal error algorithms as tools to aid the 
process of mathematical modeling. Often a  model  cannot  directly be  tested, but 
computat ional experiments are performed and  the models are evaluated based  on  
the performance of algorithms which embody  the model. In general  the only 
conclusion that should be  drawn from such compar isons is which algorithm, not 
which model, is best. If, however,  we compare optimal error algorithms which 
embody  different models, we can draw conclusions about  the appropr iateness of 
the different models. After a  general  discussion of the use  of optimal algorithms in 
modeling, we present an  example from the model ing of human reconstruction of 
surfaces from sparse visual depth data. W e  then discuss the interplay of contami- 
nated data and  modeling. W e  end  with a  short discussion of the interplay between 
optimal error algorithms, algorithm complexity, and  modeling. o 1987 Academic 
Press, Inc. 
1. INTRODUCTION 
The  mathematical mode ling of processes is an  ancient and  often diffi- 
cult practice. It is a  fundamental technique in classical physics and  indis- 
pensable in almost every physical science and  engineering discipline. Tra- 
ditionally, the mode l is of some physical process (e.g., the gravitational 
attraction of two objects), and  based on  an  analytical analysis of the 
mode l, one  can devise laboratory experiments to test the validity of the 
mode l. 
Unfortunately, analytical analysis is not practical for mode ls of all pro- 
cesses. W ith the advent of powerful computers, many scientists have 
turned to computational analysis (simulation) to provide them with means  
of comparing or validating mode ls. In addition to the traditional problems 
of assessing the difference between experimental behavior and  mode l 
predictions caused by experimental errors and  factors not considered in 
the mode l, the mode ler using computational analysis must deal with er- 
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rors which are caused by the inaccuracy of the “computational embodi- 
ment of the model.” 
We highlight this last difficulty by a simple example. Suppose based on 
analytical methods we can predict one of two models, MI and MZ, both of 
which are based on the minimization of an energy functional. For the sake 
of argument let us assume the energy functional is nonconvex for MI but 
is convex for Mz. Furthermore, let us assume that MI is the correct 
model. As often happens in practice, we cannot test the two models 
directly, but rather we implement algorithms (say (pI and cpZ) which solve 
example problems (assuming models MI and Mz, respectively) and com- 
pare the results of a number of computational experiments. For simplic- 
ity, let us assume the “quality” of a computational experiment is propor- 
tional to the distance between the true minimal energy state and the 
estimated (computed) minimal energy state. Further, let us assume that 
both algorithms use a simple gradient descent algorithm to find the mini- 
mum of their respective energy functionals. After a number of computa- 
tional experiments, we would most likely conclude that model M2 was 
better than model M,.’ This incorrect conclusion is not caused solely by 
the differences in the models, but by the error properties of the algorithms 
used in the computational analysis. While the “computational error” was 
obvious in this case (using gradient descent for a nonconvex minimization 
problem), in practice subtle differences in algorithms (and assumptions 
about the problem’s definition) can also cause large differences in the 
computational error. 
The above example shows that the comparison of algorithms does not 
necessarily imply anything about the underlying models. In the next sec- 
tion we discuss how this changes if the algorithms are optimal error algo- 
rithms, and how this can be used to choose between different models. 
Then in Section 3 we present an example of the general approach applied 
to problems of visual surface reconstruction. We end this paper with a 
discussion of the interaction of optimal error algorithms and complexity. 
2. GENERAL APPROACH 
There are four phases in the general approach of using optimal error 
algorithms to choose between different mathematical models of a process. 
These are 
1. the precise formulation of different models of the process, 
I This conclusion assumes that the gradient descent algorithm would often get stuck in 
local minima far from the global minimum of the nonconvex energy function, which is 
generally the case when applying it to nonconvex functions. 
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2. the theoretical derivation of the optimal error algorithm2 for each 
model given in phase 1, 
3. the implementation and analysis of the numerical stability of the 
optimal error algorithms derived in phase 2, and 
4. the comparison of the different models, based on the interpretation 
of the computational results of the algorithms in phase 3. This is generally 
accomplished using a finite but representative sample of problem ele- 
ments. 
For the approach to be applicable, each phase must be completed. The 
importance of phase 1 should be obvious. To see the importance of phase 
2, note that if we consider two optimal error algorithms (say cpl and (~2) for 
models M I and M2, then we know that the computational error for each 
algorithm is inherent in the problem. If we find ql to be better than q2, 
then we can draw one of three conclusions: 
l M I is a better model than AI,; 
l the error inherent in any computational embodiment of A42 is so large 
that M I is effectively better since the error is inherent in the model as- 
sumptions; no processes, including the one being modeled, could com- 
pute better approximations; and 
l M2 is a better model than M I, but our theoretical measure of error and 
our sampling of data for the comparison are such that the error of M , on 
that sample is considerably smaller than its theoretical error. (Thus the 
“representative” samples were not representative of the errors inherent 
in the model.) 
If the samples in phase 4 are truly representative, the problem is well 
conditioned and phase 3 shows that the implementation of the algorithm is 
numerically stable, then the comparisons in phase 4 result in a compari- 
son of the models, not just the algorithms.3 
We note that any one of the phases may, and often will, be difficult if 
not impossible. Obviously phase 1 and phase 4 should be in the domain of 
the scientist doing the modeling. Phase 3 may be accomplished by con- 
sulting a numerical analyst. Finally, phase 2, which may be the most 
difficult for a scientist outside of computer science, may often be accom- 
plished by referring to previous work in optimal algorithms, see Traub 
and Woiniakowski (1980), Traub et al. (1983), and M icchelli and Rivlin 
2 By optimal error algorithm we mean the algorithm with minimal error. We therefore 
assume that the user has chosen a measure of error, e.g., maximum overall possible problem 
instances of the worst case difference between the true solution and the approximation. The 
results of the process will be more significant if the algorithm is strongly optimal; i.e., it has 
minimal error every set of initial data. 
3 A problem is well conditioned if small changes in the input do not result in wild varia- 
tions in the solution. An algorithm is numerically stable if the computed result is the exact 
solution to a slightly perturbed problem. 
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(1977). While the four phases might call for considerably more effort than 
a simple comparison of different algorithms which solve a problem assum- 
ing different models, the extra effort turns a simple comparison of differ- 
ent algorithms into an experiment which compares different models of a 
process. 
3. EXAMPLE:HUMANRECONSTRUCTION OF SURFACES 
FROM SPARSEDEPTH DATA 
In this section we discuss some of the details of the use of optimal error 
algorithms to study models for the process of surface reconstruction in 
the human visual system. 
Since the pioneering work of Julesz (1971, and the many references 
therein), it has been known that when presented with sparse depth data, 
say from a random-dot stereogram, the human visual system “perceives” 
a dense surface rather than a collection of unconnected points in depth. 
The perception is both vivid and stable. Furthermore, it is the perception 
of a “smooth” three-dimensional surface. There has been considerable 
psychological research investigating the phenomenological aspects of the 
process. In recent years there have been a number of computational 
models of how this process might work. These computational models are, 
of course, of great interest to the computer vision community. 
Researchers at MIT, see Grimson (1981), proposed that we formulate 
the problem (assuming no noise in the depth data) as one of finding a 
surface passing through the data that minimizes a given measure of sur- 
face unreasonableness.4 In their work, they assumed the world contained 
surfaces whose second derivatives are in L* and that the measure of 
reasonableness was given by the bending energy of a thin plate. The 
bending energy of a thin plate is given by the second Sobolev seminorm, 
i.e., 
While Grimson presented various arguments of why to use this measure, 
there was no formal attempt to show that this model was appropriate for 
human vision, nor that it was the most appropriate for computer vision.5 
4 This minimization property was proposed in part because the minimization of an energy 
function is an operation that might be performed by a neural network; see Grimson (1981). 
5 The later work in Terzopoulos (1984) also makes these assumptions. 
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In Boult (1986), we initiated the application of optimal error algorithms 
as a tool for modeling, by applying the general approach of Section 2 to 
this problem. We generalized the model proposed by Grimson by allowing 
other classes of functions and different measures of unreasonableness of a 
surface. For each model we implemented an optimal error algorithm and 
then, using psychological experimentation, compared the models.6 
3.1 DEFINITION OF CLASSES OF FUNCTIONS AND THEIR NORMS 
In this section we describe various classes of functions and their associ- 
ated seminorms. These class/norm pairs were used in our experiment. 
Finally, we also present a few example reconstructions for classes used in 
the experiment. The example reconstructions show only one of the two 
views of the surfaces used in the actual experiment. A full set of example 
reconstructions can be found in Boult (1986). 
Recall that one of the assumptions in the class of the visual surface 
reconstruction problem is that the data are generated by a single surface. 
Thus the algorithm does not segment the data into what might be consid- 
ered different surfaces. However, since we are interested in a general 
purpose algorithm, some of the test surfaces will have apparent depth 
discontinuities, or apparent discontinuities, in the surface normal. As we 
shall see, one can expect the classes to differ in how they locally smooth 
over the apparent discontinuity. 
We shall consider two families of classes and their associated 
seminorms. Both families have lw2 as their domain and for the visual 
surface reconstruction problem we simply restrict the reconstruction to a 
finite domain. In addition, both families use the mth Sobolev seminorm 
defined as 
where (,fJ denotes the binomial coefficient, i choose m - i. Note that for 
m = 2 this is exactly the seminorm used in the traditional class.’ 
Briefly, the two families can be described as follows. The first family of 
class/norm pairs contains those distributions which are m times differen- 
6 These correspond to different assumptions about “smooth” surfaces in the world. Be- 
cause of the arguments about neural-network type minimizations, we maintained that aspect 
of the model. The optimal error properties of the algorithms follow from theoretical work in 
a very general setting, see Lee (1985) or Boult (1986). It is interesting to note that the 
algorithms proposed by the MIT researchers are discrete approximarions to the optimal 
error algorithm for the class they chose. 
’ Grimson (1981) referred to the second Sobolev seminorm as quadratic variation. 
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FIG. 1. Reconstruction using model 5% for data set No. 2. 
tiable and associated with each class is the mth Sobolev seminorm. The 
second family also uses Sobolev seminorms; however, the class is re- 
stricted so that it contains functions which can be interpreted as having 
fractional derivatives whose order may be quite different from the order 
of the Sobolev seminorm. 
3.1.1 Cm functions on W with Sobolev seminorms. Duchon (1976) 
referred to the first family of spaces as D-“L*. For a given m it is defined 
as the space of distributions which have all partial derivatives of order m 
in L2(R2). Given that m L 2 one can show that D-“L*/II,-I is a true 
Hilbert space with the mth Sobolev seminorm as a norm. These spaces 
have the number of “apparent” derivatives equal to the order of their 
Sobolev seminorm. 
Example reconstructions for the case m = 2 can be found in Figs. l-3. 
The example reconstructions are actual samples of the reconstructions 
used in the experiment (reduced in size for space considerations). 
These spaces have important physical interpretations because in these 
classes the seminorm of an interpolatory surface is equivalent to the 
bending energy of an elastic media passing through the data points. For 
the choice m = 1 the Sobolev seminorm measures the energy of a mem- 
brane.8 For m = 2 the interpolatory surface minimizing the associated 
seminorm represents the thin-plate membrane interpolating the data. 
8 This class of functions is not considered because of the results of Boult (1986, Chap. 11) 
which led us to consider only classes with more than one continuous derivative. 
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FIG. 2. Reconstruction using model 9 for data set No. 4. 
3.1.2 A family of functions with “fractional” derivatives, and an un- 
mathched Sobolev Seminorm. The second family of classes is referred 
to as D+Hq. It is defined as the space of distributions which have all 
partial derivatives of order m  in Hq(R*), where Hq(lR*) is the Hilbert space 
FIG. 3. Reconstruction using model 5% for data set No. 5. 
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of functions such that their tempered distributions Y in lR2 have Fourier 
transform C which satisfy 
II @ M2.” * IV(T)12) dT < sm. 
For 1 2 q > 1 - m this space is semi-Hilbert with the mth Sobolev 
seminorm defined above. This class can be interpreted as having a fac- 
tional derivative of order (m + 7) with smoothness measured by the mth 
Sobolev seminorm. We shall refer to (m + q) as the “apparent number of 
derivatives” of the class. Note that 7) may be negative (as long as r) > 1 - 
m) and that this effectively reduces the number of derivatives of the 
surface.9 (Actually the mth derivative exists, but it may be incredibly 
large on small regions.) 
Note that although the number of apparent derivatives for many of the 
spaces are the same (e.g., D-3H-‘.75 and D-2H-0.75), the null spaces for the 
different classes differ (because the seminorms are different) and there- 
fore the actual surface recovered may be different. For example, 
D-3H-*,75 and D-2H-0.75 have null spaces which are spanned by (1, X, y, 
xy, x2, y2} and (1, x, y}, respectively. Thus with respect to the first class, 
the semireproducing kernel spline algorithm exactly recovers any second- 
order surface while in the second class it only recovers planes exactly. 
While this might induce one to choose a class with a large number m and 
large negative 7 (thus having the same kernel as a well-behaved low-order 
class), the linear systems change as m increases, apparently increasing 
the condition number. In addition, the reconstructions are exact only if 
the data is exact, which rarely occurs in practice. 
Example reconstructions for the case m = 2, 7 = -0.5 can be found in 
Figs. 4-6. The example reconstructions are actual samples of the recon- 
structions used in the experiment (reduced in size for space consider- 
ations). 
We realize that this is a rather specialized list of class/norms and that 
there are many properties not addressed by the choices (e.g., anisotropic 
surfaces). 
3.2 Experimental Procedure 
There were nine different data sets considered, each generated by sam- 
pling a different underlying surface. These were considered to be repre- 
sentative of the surfaces we would encounter in computer vision. We 
describe each of these underlying surfaces in turn, and the way in which 
that data was sampled. 
9 In fact, some of the classes with good performance in the experiment have 7) negative. 
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FIG. 4. Reconstruction using grimson’s model (8) for data set No. 2. 
Data set No. 1. A basis function using randomly located data. The 
data at all information points have values 0 save one which has value 1. 
Data set No. 2. A small “wedding cake,” produced by stacking up 
three overlapping rectangles of height 0, 4, and 1 and sampling on a 10 
by 10 grid, see Figs. 1 and 4. 
FIG. 5. Reconstruction using grimson’s model (9) for data set No. 4. 
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FIG. 6. Reconstruction using grimson’s model (9) for data set No. 5. 
Data set No. 3. One hundred randomly located points taken from a 
quarter of a “wedding cake” containing four planes with heights 0, 4, 3, 
and 1. 
Data set No. 4. A parabolic sheet (height O-0.9) defined by only 16 
regularly spaced points, see Figs. 2 and 5. 
Data set No. 5. A half-cylinder of radius 1 lying on a plane, sampled 
at 100 randomly located points in the unit square, see Figs. 3 and 6. 
Data set No. 6. A quarter of a “wedding cake” (heights of the four 
planes are 0, j, I, and 1) defined on a 10 by 10 regular grid. 
Data set No. 7. An approximation to the central portion (with rectan- 
gular boundary) of a hemispherical surface sampled at 100 randomly 
placed points. 
Data set No. 8. A surface defined by two planes meeting at an acute 
angle and then a parabolic sheet meeting the right edge of one of the 
planes. Data sampled on a regular 10 by 10 grid. 
Data set No. 9. A saddle surface (i.e., rectangular hyperbolic sheet). 
In this case the data are located at 100 randomly located points. The 
range for the data was [-0.9, 0.91. 
From the initial data we reconstructed strongly optimal error estimates 
using a reproducing kernel spline-based algorithm under different formu- 
lation assumptions; see Boult (1986). The formulations (i.e., class/norm 
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pairs) and their letters which will be used in subsequent references to 
them are 
&: D-2H-0.75 with the second Sobolev seminorm, 
Ci3: D-3H-1.75 with the third Sobolev seminorm, 
%: D-4H-2.75 with the fourth Sobolev seminorm. 
9: D-2H-0.5 with the second Sobolev seminorm, 
5%: D-2H-0.25 with the second Sobolev seminorm, 
5 D-2L2 with the second Sobolev seminorm, 
%: D-2Ho.5 with the second Sobolev seminorm, 
X: De4L2 with the fourth Sobolev seminorm, 
si: Db5L2 with the fifth Sobolev seminorm. 
The reader can see sample reconstructions from classes 5% and 9 (the 
class used by Grimson) for three data sets in Figs. l-6. 
The subjects were presented with nine packages each containing four 
views of the initial data and 36 sample reconstructions. The subjects rated 
each sample on “how well it fit their impression of the surface generating 
the initial data.” They also compared each sample with five others stating 
whether it seemed a better, equal, or worse fit to the initial data. Note this 
results in a tremendous amount of data. In total each of the six subjects 
ranked 324 sample reconstructions and made 1485 pairwise comparisons. 
3.3 Experimental Results 
In the experiment there were two separate types of responses gathered: 
direct rating and comparison. Since both types of responses result in 
similar findings we present only the former. For more detail, including an 
individual analysis of every data set, consult Boult (1986). Because the 
subjective ranking of the classes will depend on the underlying data, we 
shall break each analysis up into groups: 
l Jump discontinuities (data sets 1, 2, 3, 6) 
l Orientation discontinuities (data sets 5, 8) 
l No discontinuities (data sets 4, 7, 9) 
l Overall (data sets 1, 2, 3, 4, 5, 6, 7, 8, 9). 
Note that the performance in the overall category may reflect a basis in 
the selection of the initial data (i.e., how many surfaces with discontinu- 
ities were considered as compared to the number of smooth surfaces 
tested). For this reason one should not stress those results. 
The analysis of the rating responses is simply the calculation of the 
median, mean, and variance of the rating of “quality.” These data will be 
displayed for all class/norm pairs in graphical form. The graph will have 
nine columns, one for each class/norm pair. In each column the mean will 
be presented as X , the median presented as 0, and the variance as a line 
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of the appropriate length centered around the mean. In addition, above 
each column will appear the numerical value of Qualiry, the mean quality 
response to three significant digits. 
Throughout the discussion we shall consider the relationship between 
the mean rating responses and the “apparent number of derivatives” for 
each class. Note that many of the classes are defined such that the appar- 
ent number of discontinuities is a fractional value, see Appendix A. For 
the nine classes the apparent number of derivatives are: class ~4, 1.25; 
class %, 1.25; class %, 1.25; class 9, 1.5; class %, 1.75; class 9, 2.0; class 
%, 2.5; class X, 4.0; and class 9, 5.0. 
3.3.1 Analysis of data sets with jump discontinuities. The data on 
which this discussion is based were generated by combining the rating and 
pairwise comparisons from all subjects over those data sets where the 
underlying surface has a jump discontinuity, i.e., data sets Nos. 1, 2, 3, 
and 6 (Fig. 7). Examination of the rating responses suggests that classes 
d, 3, Se, and 9 are best suited to this type of data, while classes %, X, and 
9 are the poorest of those considered. If we consider the relationship 
between the apparent derivatives and the rating, we see that the peak in 
quality corresponds to an apparent derivative of 1.25, and that as we 
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FIG. 7. Processed responses for data set Nos. 1, 2, 3, and 6; the data sets with jump 
discontinuities. 
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increase the number of apparent derivatives, the quality gradually deteri- 
orates. 
Let us now consider the quality of the reconstructions if we fix the 
apparent differentiability of the class of functions in the class and vary the 
norm. This can be done by considering classes ti, 53, and %  each of which 
has 1.25 apparent derivatives, but which m inimize the second, third, and 
fourth Sobolev seminorms, respectively. The rating responses (and com- 
parison responses) for these three classes are virtually identical. Thus one 
m ight conclude that for these data sets considered here, the actual 
seminorm m inimized was not a dominant factor. 
We can also consider the related question of fixing the norm and vary- 
ing the class of functions. This is accomplished by comparing classes &, 
9, 55, 3, and % .I0 These classes all m inimize the second Sobolev 
seminorm but their functions are assumed to be in the semi-Hilbert 
spaces: D-2H-0.75, D-2H-o.5, D-2H-0.2s, Dm2L2, D-2H0.5 respectively. 
Ordering the mean quality rating in the above order of classes we have 
3.97,3.97,3.49,3.22, and 2.67. Thus we see there is a inverse relationship 
between the apparent differentiability and the mean quality rating over 
data-sets with jump discontinuity. 
3.4 Analysis of Data Sets with Orientation Discontinuities 
The processed responses which appear in Fig. 8 were generated by 
combining the raw responses from all subjects for data set Nos. 5 and 8. 
Examination of the rating responses suggests that classes 8, 3, % , and X 
are well suited to data whose underlying function has orientation disconti- 
nuities, and that classes 3, % , and 9, are poorly suited to such data. Note 
that all the classes have rather large standard deviations. In this pair of 
data sets, the large standard deviation is attributable to the differences 
between the two data sets (in data set No. 8 the responses were consist- 
ently higher; see above). 
Again let us now consider the quality of the reconstructions if we fix the 
apparent differentiability of the class of functions in the class and vary the 
norm. The rating responses (and comparison responses) for classes s&, 3, 
and %  are virtually identical. Again, one m ight conclude that for these 
data sets considered here, the actual seminorm m inimized was not a 
dominant factor. 
We can also consider the related question of fixing the norm and vary- 
ing the class of functions. We see there is a unimodal (with peak at 2.5) 
relationship between the apparent differentiability and the mean quality 
rating over data sets with orientation discontinuity. 
lo The classes are listed in order of increasing differentiability. 
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3.5 Analysis of Data Sets with No Discontinuities 
The responses presented in Fig. 9 were generated by combining all 
subject responses over data set Nos. 4, 7, and 9. These data sets were 
generated by sampling underlying functions which were very smooth, in 
fact infinitely differentiable. Examinations of the rating responses sug- 
gests that all classes except Oe and 9 are well suited to the problem, with 
classes X and 4, being slightly inferior to classes 3, Se, %, 8, and %. The 
comparison responses support the idea that classes 3, Se, 9, and % are 
best suited to the smooth data sets. 
Considering the relationship between norm and responses we see that 
classes Se, 3, and % have quite different responses. This difference is due 
to the fact that reconstruction for classes S% and ‘% is exact for polynomials 
or order 2 and 3, respectively. Thus they exactly reconstruct the underly- 
ing data for data set Nos. 4 and 9 (not No. 7 because of the noise). 
With respect to the relationship between apparent derivatives and re- 
sponses (taking into account the fact that classes 3, %, X, and si were 
exact because of their null spaces), we see there is a unimodal pattern 
(with peak around 2). However, because we exclude almost half the 
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FIG. 8. Processed responses for data set Nos. 5 and 8, i.e., those data sets with orienta- 
tion discontinuities. 
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FIG. 9. Processed responses for data set Nos. 4,7, and 9; those data sets with very smooth 
underlying functions. 
classes these results are considerably weaker than those for data sets with 
jump or orientation discontinuities. 
3.6 Analysis of Performance over All Data Sets 
Examination of the overall ratings suggests that classes $3, % , % , and $ 
are the overall most appropriate classes of those tested. We point out that 
this overall score is very dependent on the different individual data sets, 
as is apparent from the large variance in rating responses (Fig. 10). 
3.7 Experimental Conclusion 
We have demonstrated models which yield reasonable and sometimes 
far better solutions to the visual surface reconstruction problem than 
those used in Terzopoulos (1984) and Grimson (1981). While we have not 
fully explored the computational aspects of these trade-offs, we already 
know that some of the nontraditional classes are computationally more 
efficient when employing the semireproducing kernel spline algorithm. 
Second, the most appropriate model may be affected by the “smooth- 
ness” of the underlying data. If the underlying data contain more than one 
surface (i.e., contain jump discontinuities), then some of the nontradi- 
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FIG. 10. Processed responses for data set Nos. l-9, that is, combination over all data sets. 
tional classes were considerably better. If the underlying surfaces were 
smooth most of the classes tested performed reasonably well. 
In the previous sections we pointed out a possible relationship between 
the number of apparent derivatives in the class and the quality of the 
associated reconstructions. The exact nature of the relationship seems 
dependent on the actual data set, but it appeared to be a unimodal rela- 
tionship with the location of the peak depending on the data set (taking 
into account the fact that some classes produced exact answers because 
of their null space). 
Finally, for the case when the underlying surface had jump or orienta- 
tion discontinuities, we showed that changing the norm while keeping the 
class of functions basically fixed did not greatly affect the quality of 
reconstructions, while fixing the norm and varying the class of functions 
did produce significant changes in reported quality. 
4. DEALING WITH CONTAMINATEDDATA 
A common technique in solving ill-posed problems (such as the surface 
reconstruction problem discussed above) is the use of regularization tech- 
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niques (see Poggio et al. (1985), and the references therein) or smoothing 
splines (see Wahba (1984)). These approaches however assume that one 
knows the correct model for the process and provide approaches for 
dealing with contaminated error. 
When modeling a process, it is often as important to model the error as 
it is to model the underlying process. In doing this, the modeler has two 
distinct choices, develop a single model that handles both the underlying 
process and the error, or develop disperate models. If one chooses the 
former the general approach described above can be applied; however, 
the derivation of optimal error algorithms becomes more difficult. If one 
separates the models, one can first experimentally determine the model of 
the underlying process and then using this may develop algorithms that 
handle contaminated data.” 
5. ERROR, MODELS, AND COMPLEXITY 
Traditionally, one develops a model for a problem and an algorithm 
which solves it with as small a cost as possible. Such an approach often 
does not consider what the error inherent in the model is, and how that is 
related to the error of the developed algorithm. In Section 2, we discussed 
the general approach for refining the model of a problem using optimal 
error algorithms. While this may be good for abstract modeling, we real- 
ize that an often important aspect of a model is that it can be used to 
quickly produce some predictions. Thus, one desires algorithms with as 
small a complexity as possible. 
While it is often the case that optimal error algorithms are also optimal 
complexity algorithms (see Traub et al. (1983)) the relationship is not 
assured. In particular, the complexity depends heavily on the model of 
computation (especially if parallel computation is to be used), while the 
error properties are inherent in the problem, independent of any com- 
puter. Thus, while the optimal error algorithm may not significantly 
change between the (reasonable) models of computation, the complexity 
of that algorithm generally does. 
However, all is not lost. Once we have developed an appropriate model 
for a problem, nothing is to prevent us from using that knowledge to 
develop approximate algorithms which are computationally more efficient 
than the optimal error algorithm. 
‘I In the visual reconstruction problems discussed above, we are separating the models 
and currently researching algorithms for the contaminated case. One obvious way to ap- 
proach the approximation problem is to use the smoothing spline form of the reproducing 
kernel spline algorithms. 
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