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Abstract
We give a pedagogical introduction to the study of supersymmetric partition func-
tions of 3D N=2 supersymmetric Chern-Simons-matter theories (with an R-symmetry)
on half-BPS closed three-manifolds—including S3, S2 × S1, and any Seifert three-
manifold. Three-dimensional gauge theories can flow to non-trivial fixed points in the
infrared. In the presence of 3D N=2 supersymmetry, many exact results are known
about the strongly-coupled infrared, due in good part to powerful localization tech-
niques. We review some of these techniques and emphasize some more recent develop-
ments, which provide a simple and comprehensive formalism for the exact computation
of half-BPS observables on closed three-manifolds (partition functions and correlation
functions of line operators). Along the way, we also review simple examples of 3D
infrared dualities. The computation of supersymmetric partition functions provides
exceedingly precise tests of these dualities.
Review for the International Journal of Modern Physics A.
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1 Introduction
Supersymmetry allows us to perform exact computations of many observables in quantum
field theory (and in string theory). This, of course, has been recurring theme in high-
energy theoretical physics for many years. When considering the relevant supersymmetric
observables from the path integral point of view, the common phenomenon is that of su-
persymmetric localization, which is the very non-trivial statement that the saddle point
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approximation to a given observable is actually the exact answer. Morally speaking, su-
persymmetric localization in quantum field theory (QFT) is an infinite-dimensional path-
integral generalization of rigorous mathematical results such as the Atiyah-Bott formula for
certain finite-dimensional equivariant integrals.1–3
In these notes, we review a number of interesting “localization-related results” in three-
dimensional gauge theories with N = 2 supersymmetry and a U(1)R R-symmetry. These
supersymmetric QFTs are defined by a free Lagrangian in the ultraviolet (UV), and they
often flow to strongly-coupled 3D N = 2 superconformal field theories (SCFTs) in the
infrared (IR)—one important example, for instance, is the SCFT that lives at low energy
on a stack of M2-branes in M-theory.4
Our main interest will be in supersymmetric partition functions on closed three-manifolds,
M3, which are simply defined as path integrals of the 3D N = 2 gauge theory on M3:
ZM3(y) =
∫
[Dϕ]M3 e
−S[ϕ;y] . (1.1)
These objects depend on the choice of three-manifold M3, as well on other discrete choices
consistent with supersymmetry. They also depend analytically on some continuous complex
parameters, y, which couple to the conserved flavor symmetry currents of the 3D N = 2
QFT.
The study of the 3D partition functions (1.1) was initiated 10 years ago by Kapustin,
Willett and Yaakov,5 who computed the three-sphere partition function, ZS3 , for theories
with at least N = 3 supersymmetry. Various generalizations soon followed.6–9 Around the
same time, S. Kim initiated the study of the 3D superconformal index,10 which corresponds
to a supersymmetric partition function on S2 × S1.11,12 See also Refs. 13–20 for related
developments. The explicit computation of (1.1) for three-manifolds more general than
S3 or S2 × S1 has turned out to be more challenging, however. One of the main technical
complications, when attempting to apply localization techniques directly, is that one needs to
understand an increasingly complicated sum over topological sectors, corresponding roughly
to all possible gauge bundles over M3.
On the other hand, more recently, using methods inspired by the study of topological
quantum field theories (TQFT)21–26 and by the Nekrasov-Shatashvili Bethe/gauge corre-
spondence,27,28 a systematic computation of the supersymmetric partition function, ZM3 ,
was carried out for essentially any M3 compatible with a certain half-BPS condition29,30
by Willett and the present authors. This TQFT-like approach unifies and subsumes many
previous results; it can also be generalized to other types of theories and space-time dimen-
sions.31–34
Before computing the supersymmetric partition function on a three-manifold M3, we
must first understand what it means to have rigid supersymmetry on curved space. We
choose a Riemannian metric on M3 and follow the so-called Festuccia-Seiberg approach,35
that views curved-space supersymmetry as a “rigid” limit of supergravity—recall that, in
supergravity, supersymmetry is a gauge invariance; sending the Planck mass to infinity under
certain conditions, one can recover some global supersymmetries. The condition for curved-
space supersymmetry is that there exists some generalized Killing spinor(s), ζ, such that a
supersymmetric supergravity background exists. In that framework, we have a curved-space
“supercharge” for each independent Killing spinor—for 3D N = 2 supersymmetry, we can
have up to four supercharges, the amount also preserved by flat space.
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The three-manifold M3 admits (at least) one supercharge if and only if it admits a
transversely holomorphic foliation (THF).36,37 A THF on M3 provides a covering of the
three-manifold by local patches R × C with adapted local coordinates (τ, z), such that the
transition functions between patches are of the form:
(τ ′, z′) = (τ + t(z, z¯), f(z)) .
In particular, the transition function z′ = f(z) is holomorphic. The existence of a THF on
M3 is very restrictive.38–40
In order to compute the supersymmetric partition function with current techniques,
we need two supercharges of opposite R-charges, corresponding to two generalized Killing
spinors, ζ and ζ˜. We call the corresponding supersymmetric backgrounds onM3 the “half-
BPS geometry.” All these half-BPS backgrounds correspond to either Seifert manifolds—a
THF in which the foliation is also a fibration by circles—, continuous deformations thereof,
or else a special type of THF on S2 × S1, which we discuss separately. We will then give
an overview of the current techniques to compute the partition function on any half-BPS
geometry.
The partition functions, ZM3 , encode a lot of information about supersymmetric the-
ories. For instance, the S3 partition function gives the quantity FS3 of the IR SCFT, an
effective measure of the number of degrees of freedoms.41,42 The (untwisted) S2 × S1 par-
tition functions compute a 3D N = 2 superconformal index10–12—it counts local operators
in the IR SCFT, with signs. More general Seifert manifolds partition functions also encode
a rich algebra of half-BPS line operators, including interesting defect operators. They most
likely also encode further non-perturbative information, which is still to be discovered.
A common application of localization techniques is to check infrared dualities between
distinct UV gauge theories. Conversely, checking field-theory dualities at the level of the
supersymmetric partition functions provides exceedingly precise independent checks of any
claimed exact result for ZM3 . We will see several examples of this in these notes.
Related developments
There are many more related developments that benefitted from advances in localization
techniques in 3D, in recent years, and which we will not cover. Let us mention some of them
briefly, without any claim to exhaustivity.
The 3D/3D correspondence. The 3D/3D correspondance assigns a 3D N = 2 super-
symmetric theory, denoted by T [M3,G], to any three manifold M3, for a given choice of the
gauge group G whose Lie algebra is g of ADE type.43–46 The theory T [M3,G] is expected
to arise by compatifying the 6D N = (2, 0) SCFT of type g on M3—or, in other words, by
wrapping M5-branes on M3:
M5-branes on R3 ×M3  T [M3] on R3 . (1.2)
The full 3D N = 2 theory T [M3] should be considered as a “quantum invariant” of the
three-manifold M3.
This is a fascinating and active subject, with many fundamental questions still open.
For some more recent developments, see e.g. Refs. 47–53. One can, in principle, compute
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the supersymmetric partition functions of T [M3] on supersymmetric three-manifolds M3,
which should give us interesting numerical invariants of the three manifold M3; so far, only
the case when M3 is a Lens space or Σg × S1 has been considered in any detail.
Precision tests of the AdS4/CFT3 correspondence and supersymmetric black
hole counting. Since supersymmetric partition functions ZM3 can be computed exactly,
they can be used to test the AdS/CFT correspondence at strong coupling—in 3D, this
generally means at large K in some 1/K expansion, with K a Chern-Simons level of the 3D
N = 2 theory.
The prime example of that, and by-far the most studied example, is the 3D N = 6
supersymmetric ABJM Chern-Simons matter theory,4 which is dual to M-theory on AdS4×
S7. Many more Chern-Simons matter theories with 3D N = 2 supersymmetry are known
to be dual to specific AdS4 × X7 vacua of M-theory, with X7 a Sasaki-Einstein seven-
manifold.54–59 One can compute the exact partition functions of these N = 2 theories
(generally CS quivers with U(N) gauge groups) on S3 and match to the prediction from
11D supergravity,41,60–64
FS3 ≡ −Re
[
logZSCFTS3
]
= N
3
2
√
2pi6
27Vol(X7)
, (1.3)
at leading order in 1/N in the appropriate large N and large K limit. Historically, this kind
of approach has provided some of the most detailed and precise checks of the AdS/CFT
correspondence at strong coupling on the CFT side. One can also consider different bound-
aries in Euclidean AdS4 (instead of the round S
3), and consider various other deformations
(such as mass term), and then match the corresponding supergravity solutions to the exact
localization results on the boundary.65–72
More recently, Benini, Hristov and Zaffaroni73 used a different supersymmetric partition
function on S2×S1, the so-called topologically twisted index,17 to account for the microstates
of certain BPS black holes in AdS4, at least at first order in 1/N . See Refs. 74–81 for further
developments, and also Refs. 82–86 for recent computations beyond the leading order in 1/N .
Partition functions on manifolds with boundaries. In these notes, we focus on the
computation of partition functions on closed three-manifolds M3. It is of obvious interest
to also consider manifolds with boundaries. The prototypical case is D2 × S1, a solid
torus. Now, to compute the partition function, one must specify some boundary conditions.
One important early attempt to that effect was provided by Beem, Dimofte and Pasquetti,
leading to the so-called holomorphic blocks ZαD2×S1 ,
13,87 which are indexed by the so-called
Bethe vacua, |α〉, the 2D vacua of the theory on R2 × S1—those vacua will also play an
important role for us. A different prescription for the D2 × S1 partition functions was
discussed in Refs. 48,53 in the context of the 3D/3D correspondence. See also Refs. 15,18,
88–92 for related developments and computations.
Organization of the review
We begin in section 2 by reviewing 3D N = 2 supersymmetric gauge theories in flat space, to
set the stage and our notations. We also introduce a few explicit examples of supersymmetric
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gauge theories, which we will use to illustrate our discussion in the rest of the review. In
section 3, we discuss in detail the formalism of rigid curved-space supersymmetry, and the
classification of “supersymmetric three-manifolds.” In section 4, we give a brief account of
“traditional” supersymmetric localization techniques, emphasizing the computation of one-
loop determinants. In section 5, we discuss the half-BPS partition function on the squashed
three-sphere, S3b . In section 6, we discuss the topologically twisted index. In section 7,
we introduce the 3D A-model, which is simply the effective 2D low-energy theory of the
3D theory on a circle, topologically twisted. In section 8, we use the A-model picture to
compute supersymmetric partition functions on any Seifert manifold. Finally, in section 9,
we discuss the 3D superconformal index as a non-Seifert partition function on S2 × S1.
2 Three-dimensional N = 2 gauge theories in flat space
Let us first consider 3D N = 2 supersymmetric field theories on R3. (We will work in
Euclidean signature throughout.) The three-dimensional N = 2 supersymmetry algebra
has four real supercharges, Qα and Q˜α,
1 which satisfy the anti-commutation relations:
{Qα, Q˜β} = 2γµαβPµ + 2iαβZ ,
{Qα, Qβ} = 0 ,
{Q˜α, Q˜β} = 0 .
(2.1)
Here, Pµ is the 3D momentum and Z is a real central charge.
Spinor conventions. Three-dimensional Dirac spinors are denoted by ψα, ηα, · · · , with
α = ∓ the Dirac index. We choose our 3D γ-matrices to be:
(γµ)α
β
= {σ3,−σ1,−σ2} =
{(
1 0
0 −1
)
,
(
0 −1
−1 0
)
,
(
0 i
−i 0
)}
, (2.2)
in terms of the 3D Pauli matrices. We then have γµγν = δµν + iµνργρ. The Dirac spinor
representation of SO(3) is given by:
Σµν =
i
4
[γµ, γν ] = −1
2
µνργρ . (2.3)
One can raise and lower Dirac indices with the antisymmetric tensors αβ and αβ , defined
as 12 = 21 = 1. Dirac indices are generally left implicit, with the northwest-southeast
convention understood, ψη ≡ ψαηα.
2.1 Supermultiplets and supersymmetric Lagrangians
Given a compact gauge group G with Lie algebra g = Lie(G), an N = 2 supersymmetric
gauge theory consists of a vector multiplet V in the adjoint of representation of g, and of a
chiral multiplet Φ in a given (generally reducible) representation R of g.
1In Euclidean signature, ψ and ψ˜ should be viewed as independent Dirac spinors, not complex conjugate.
We denote by ψ† = (ψα)∗ the Hermitian conjugate of ψ = (ψα).
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Given the supermultiplets, one can then easily build supersymmetric Lagrangians in
flat space. All the formulas reviewed in this section can be obtained by a straightforward
dimensional reduction of the standard 4D N = 1 supersymmetry formulas, in the stan-
dard Wess-and-Bagger93 notation. We spell them out in components, instead of using the
(perhaps more familiar) superfield notation, because this is the form that is most easily
generalized to rigid supersymmetry on curved space.
2.1.1 Vector multiplet
In the so-called Wess-Zumino (WZ) gauge, the vector multiplet contains the fields:
V = (σ , Aµ , λ , λ¯ , D) , (2.4)
with the real scalar σ, the 3D gauge field Aµ, the gaugini λ, λ˜, and the auxiliary field D.
Their supersymmetry transformations read:
δσ = −ζλ˜+ ζ˜λ ,
δAµ = −i
(
ζγµλ˜+ ζ˜γµλ
)
,
δλ = iζD − iγµζ(Dµσ + 1
2
εµνρF
νρ
)
,
δλ˜ = −iζ˜D + iγµζ˜(Dµσ − 1
2
εµνρF
νρ
)
,
δD = ζγµDµλ˜− ζ[σ, λ˜]− ζ˜γµDµλ− ζ˜[σ, λ] .
(2.5)
with Dµ = ∂µ − iAµ the gauge-covariant derivative, and Fµν the field strength:
Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ] . (2.6)
Note that Aµ is chosen to be Hermitian, using the standard physics conventions. The
supersymmetry parameters ζα, ζ˜α are arbitrary constant spinors in R3.
2.1.2 Chiral multiplet
Matter fields charged under the gauge group sit in chiral multiplets:
Φ = (φ , ψ , F ) , (2.7)
with the supersymmetry transformations:
δφ =
√
2ζψ ,
δψ =
√
2ζF +
√
2iσζ˜φ−
√
2iγµζ˜Dµφ ,
δF = −
√
2iσζ˜ψ + 2iφζ˜λ˜−
√
2iζ˜γµDµψ .
(2.8)
The chiral multiplet is valued in some representation R of g, and the vector-multiplet fields
act on φ and ψ accordingly (including through the gauge-covariant derivative Dµ). The
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CPT conjugate of Φ is the anti-chiral multiplet Φ˜ = (φ˜, ψ˜, F˜ ), valued in the conjugate
representation R¯, with the supersymmetry transformations:
δφ˜ = −
√
2ζ˜ψ˜ ,
δψ˜ =
√
2ζ˜F˜ −
√
2iσζφ˜+
√
2iγµζ Dµφ˜ ,
δF˜ = −
√
2iσζψ˜ + 2iφ˜ζλ−
√
2iζγµDµψ˜ .
(2.9)
One can check that the matter field transformations realize the (gauge-covariant) supersym-
metry algebra:
δ2ζ = 0 , δ
2
ζ˜
= 0 , {δζ , δζ˜} = −2iζγµζ˜Dµ − 2iζζ˜σ , (2.10)
Note that, in WZ gauge, the real scalar σ enters as a field-dependent central charge, with
Z = −σ, acting in the appropriate representation R or R˜.
2.1.3 Global symmetries and background gauge fields
The field theories we consider often have some non-trivial continuous global symmetry group
GF . To keep track of these symmetries, it is useful to turn on background vector multiplets
VF coupling to the conserved currents, consistently with supersymmetry. This corresponds
to a bosonic background:
VF = (σ(F ) , A(F )µ , D(F )) , (2.11)
such that the gaugino variations vanish, δλ(F ) = δλ˜(F ) = 0. In flat space and to preserve
the four supercharges, we take:
σ(F ) = mF ∈ igF , A(F )µ = 0 , D(F ) = 0 , (2.12)
where σ(F ) takes a constant VEV. It is often useful to choose a maximal torus of the global
symmetry group: ∏
α
U(1)α ⊂ GF , (2.13)
with σα = mα ∈ R for each U(1)α vector multiplet. The real parameters mF are called
“real masses” in 3D, since they induce the mass terms:
Lm = φ˜m
2
Fφ− iψ˜mFψ ⊂ LΦ˜Φ (2.14)
in the chiral-multiplet Lagrangian (to be discussed below).
In 3D, an important and somewhat peculiar symmetry occurs in the presence of abelian
gauge fields. For every U(1) gauge field Aµ, one can define a current:
jµT =
1
4pi
µνρFµν , (2.15)
which is conserved due to the Bianchi identity. The corresponding global symmetry, U(1)T ,
is often called a “topological symmetry.” The states charged under U(1)T carry non-trivial
U(1) magnetic charge. The corresponding local operators are known as “monopole opera-
tors.”
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2.1.4 Supersymmetric Lagrangians
The supersymmetric Yang-Mills-Chern-Simons-matter Lagrangian is given by:
L = LYM +LCS +LΦ˜Φ +LW +LW˜ , (2.16)
schematically. The various contributions are as follows:
SYM terms. The super-Yang-Mills term reads:
LYM =
1
e20
tr
(
1
4
FµνF
µν +
1
2
DµσD
µσ − iλ˜γµDµλ− iλ˜[σ, λ]− 1
2
D2
)
. (2.17)
Recall that the YM gauge coupling squared has dimension of mass, [e20] = 1.
CS terms. The Chern-Simons (CS) term takes the form:
LCS =
k
4pi
tr
(
iεµνρ
(
Aµ∂νAρ − 2i
3
AµAνAρ
)
− 2Dσ + 2iλ˜λ
)
. (2.18)
This is schematic. For a gauge group:
G =
∏
γ
Gγ ×
∏
I
U(1)I , (2.19)
with Gγ a simple gauge group, we have an independent Chern-Simons level kγ for each
simple factor, while we can have a matrix of CS levels kIJ for the abelian sector, with the
mixed CS terms:
L I 6=JCS =
kIJ
2pi
(
iεµνρA(I)µ ∂νA
(J)
ρ −D(I)σ(J) −D(J)σ(I) + iλ˜(I)λ(J) + iλ˜(J)λ(I)
)
.
Assuming that each Gγ is compact and simply-connected, the CS levels are integer quan-
tized:
kγ ∈ Z , kIJ ∈ Z . (2.20)
We will also consider U(N) gauge groups; in that case, one can in principle choose different
CS levels for the U(1) and SU(N) factors, but we will take them to be equal in what follows.
We can also have Chern-Simons terms mixing some gauge U(1)I with some global sym-
metry U(1)α, with the background vector multiplet Vα set to its supersymmetric value (2.12).
An important example is a CS term mixing U(1)I with the associated topological symmetry,
U(1)TI , with level kI,TI = 1. This gives:
LFI,I = −ξIDI , ξI ≡ 1
2pi
mTI . (2.21)
In other words, the 3D Fayet-Iliopoulos (FI) term is a real mass for the topological symmetry.
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Matter Lagrangians. Consider a chiral multiplet Φ coupled to a vector multiplet V. The
standard kinetic term reads:
LΦ˜Φ = Dµφ˜D
µφ− iψ˜γµDµψ − F˜F + φ˜Dφ+ φ˜σ2φ− iψ˜σψ +
√
2i(φ˜λψ + ψ˜λ˜φ) . (2.22)
This implicitly includes the mass term (2.14), in the case of a background vector multiplet
with σ(F ) = mF . We also have interaction terms encoded in the 3D N = 2 superpotential
W (φ), an holomorphic function of the chiral multiplet scalars. This gives:
LW = F
i ∂W
∂φi
− 1
2
ψiψj
∂W
∂φi∂φj
, (2.23)
and similarly for the conjugate superpotential W˜ (φ˜).
2.2 Parity anomaly and Chern-Simons contact terms
Three-dimensional “parity” is the Z2 symmetry that reverse the sign of a single spacial
coordinate. In this work, we consider theories in Euclidean signature only, and therefore
parity inverses the sign of any of the three directions of R3, say:
P : x3 → −x3 . (2.24)
All the Chern-Simons interactions, as well as the fermion real-mass term in (2.14), are
odd under parity. (Equivalently, using the background-field language, mF transform as
mF → −mF under P .)
It is well-known that massless Dirac fermions in 3D can suffer from a parity anomaly—
that is, although the classical Lagrangian is parity-even, the quantum theory might not
be.94–96 The term “parity anomaly” is a bit of a misnomer, since the parity anomaly is
more precisely a mixed parity-gauge anomaly. 2 Consider a single free Dirac fermion ψα
coupled to a background U(1) gauge field Aµ with unit charge. The free theory:
Lψ = −iψ˜γµDµψ = −iψ˜γµ(∂µ − iAµ)ψ . (2.25)
can be easily quantized. In the path integral language, we have an effective action for Aµ
given by the determinant of the 3D Dirac operator:
Seff [A] = − log det(−i6DA) . (2.26)
The parity anomaly, in this case, is the statement that Seff [A] cannot preserve both parity
and U(1) gauge invariance. (This is a somewhat formal in flat space, but this discussion
can be made completely rigorous by replacing R3 by a closed three-manifold M3.) Since
we always want to preserve gauge invariance (for instance, because we will later consider
making Aµ dynamical), this means that Seff [A] must break parity.
2In the presence of a background metric, it can also be a mixed anomaly between parity and diffeo-
morphism. In that case, the 3D Majorana fermion “carries” the minimal parity anomaly, and a Dirac
fermion carries twice that amount; this corresponds to κg = − 12 and κg = −1, respectively. (This so-called
gravitational contact term, κg , will be discussed momentarily.)
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Let jµ = −ψ˜γµψ denote the conserved current which couples to Aµ. The parity-breaking
term in (2.26) is conveniently captured by the two-point function of jµ. For any U(1) current,
the two-point function takes the form:
〈jµ(p)jν(−p)〉 = τ pµpν − p
2δµν
16|p| + κ
εµνρp
ρ
2pi
. (2.27)
The coefficients τ and κ are themselves functions of p2/µ2 (with µ the RG scale), but they
become constant at fixed points. The quantity κ is parity-odd. For a single free Dirac
fermion, one finds:
κUV = −1
2
+ k , k ∈ Z , (2.28)
where k corresponds to a scheme ambiguity. (The meaning of the superscript “UV” will
become clear momentarily.) This ambiguity has a simple origin. Note that κ multiplies a
local term in (2.27)—that is, it is a contact term. In general, contact terms are completely
scheme-dependent, and therefore unphysical, since they correspond to local terms in the
sources. The corresponding local term in this case, however, is the U(1) CS action itself:
SCS[A] =
k
4pi
∫
d3x iεµνρAµ∂νAρ . (2.29)
Its coefficient, the CS level k, is integer-quantized due to gauge invariance. 3 This gives us
the ambiguity in (2.28). Thus for a single free fermion coupled to Aµ, the “parity anomaly”
can be ascribed to the “CS contact term” κ = − 12 (mod 1). 4 More generally, for a collection
of Dirac fermions ψi with U(1) charges Qi ∈ Z, we would have:
κUV = −1
2
∑
i
Q2i + k . (2.30)
Whenever
∑
iQ
2
i is even, we can choose k ∈ Z such that κUV = 0, thus “canceling the
parity anomaly” to obtain a parity-even effective action. In general, the parity anomaly—
or, equivalently, the presence of non-zero CS contact terms—is an interesting fact of life in
3D.
For each Dirac fermion in our microscopic (UV) gauge theory, we should choose a “quan-
tization scheme” consistent with gauge invariance—that is, we must specify all the CS con-
tact terms in the UV—in general, we must do so for both the dynamical and background
gauge fields. Unless otherwise stated, we will always choose the “U(1)− 12 quantization.” For
a single Dirac fermion ψ of unit charge, this corresponds to k = 0 in (2.28); for ψ of U(1)
charge Q ∈ Z, we choose κ = − 12Q2.
More generally, the notation “Gκ,” with G the gauge group and κ ∈ 12Z, is common in
the literature. Here κ always denotes the “effective CS level” in the UV, as in (2.30).
3More precisely, the CS action itself is not really well-defined when Aµ is a topologically non-trivial
gauge field. Then, on any closed (spin) three-manifoldM3, one defines SCS in terms of a four-manifoldM4
with boundary M3. The quantization condition k ∈ Z stems from the requirement that the CS action be
independent of the choice of M4.
4Strictly speaking, the expression “CS contact term” would denote the classical term (2.29) in the effective
action, with its quantized coefficient. By abuse of notation, we also use the expression to denote the full κ
(at fixed points) as well, including its non-integer physical part.
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2.2.1 Quantizing 3D supersymmetric multiplets
Given the above discussion, we should specify our conventions for quantising supersymmetric
multiplets, consistently with gauge invariance. We also should keep track of the CS contact
terms for the U(1)R R-symmetry, and of an analogous gravitational CS contact term, de-
noted by κg. These CS contact terms, and the corresponding 3D N = 2 supersymmetric
Chern-Simons actions, were studied in Ref. 97, to which we refer for further discussion. Our
conventions for the UV quantization of the 3D N = 2 gauge theory follow Ref. 30.
Consider any chiral multiplet Φ of charge Qa ∈ Z under some U(1)a gauge fields, of
R-charge r. In our choice of quantization, we have:
κUVab = −
1
2
QaQb , κ
UV
aR = −
1
2
Qa(r − 1) ,
κUVg = −1 , κUVRR = −
1
2
(r − 1)2 .
(2.31)
Here κab, κaR and κRR denote the mixed U(1)a−U(1)b, mixed U(1)a−U(1)R and pure
U(1)R CS contact terms, respectively.
When quantizing the vector multiplet, we generally also need to introduce a non-zero
contact term for the R-symmetry. We choose:30
κUVRR =
1
2
dim(G) , κUVg = dim(G) . (2.32)
In any gauge theory, the UV contact terms are obtained by adding the contributions (2.31)
from all the chiral multiplets to the vector-multiplet contribution (2.32).
2.2.2 Decoupling in the limit of large real mass.
A 3D Dirac fermion (with U(1)a charges Qa) can be given a real mass,
∆Lm = −imψ¯ψ , m ∈ R . (2.33)
Integrating out the fermion ψ with a large real mass, m→ ±∞, shifts the CS contact terms
according to:
δκab =
1
2
sign(m)QaQb , δκg = sign(m) , (2.34)
and similarly for the R-symmetry. In particular, a 3D N = 2 chiral multiplet Φ can be given
a real mass by coupling it to a background vector multiplet with non-zero VEV for σF , as in
(2.14). The choice of UV contact terms (2.31) can be equivalently stated as the requirement
that, as we integrate out Φ with a large positive mass, m → ∞, the contribution of Φ to
every κ become trivial. (Conversely, integrating out Φ with m → −∞ leaves behind some
integer-quantized CS levels.)
2.3 Supersymmetric gauge theories and infrared dualities: Exam-
ples
In this review and for concreteness, we will focus on three examples of 3D N = 2 super-
symmetric gauge theories, which together contain most of the ingredients of the general
case:
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(1) The U(N)k gauge theory—a supersymmetric CS theory with gauge group U(N) at
level k.
(2) The U(1) 1
2
+Φ gauge theory, a U(1) theory coupled to a single chiral multiplet Φ of
unit charge, with effective CS level 12 .
(3) 3D SQCD with unitary gauge group: a U(Nc) theory with Nf “flavors,” namely Nf
pairs of chiral multiplets in the fundamental and anti-fundamental representations,
with vanishing effective CS level.
The case (3) subsumes the first two, which can be obtained from it by appropriate decoupling
limits. Nonetheless, it is interesting to consider each example in turn, to focus on their
distinctive aspects.
These theories also enjoy infrared dualities—namely, there exists two different “dual”
gauge theory descriptions in the UV which flow to the same IR fixed point. A subtle
and interesting aspect of these dualities is that, in order to make the duality statement
precise, we often have to specify relative Chern-Simons contact terms.97 That is, given a
theory T and its dual T D, we could add to either theory some Chern-Simons terms for the
flavor symmetries, and for the gravitational CS term, with properly quantized CS levels
kF (T ), kF (T D) and kg(T ), kg(T D), respectively. As we explained above, the presence of
a Chern-Simons contact term in a given theory does not affect the physics, since it just
shift the coefficient κF in (2.27) (and similarly κg) by an integer. Nonetheless, in giving the
precise statement of IR dualities, we also need to specify the relative CS levels:97,98
∆kF = kF (T D)− kF (T ) , ∆kg = kg(T D)− kg(T ) , (2.35)
which ensure that all two-point functions of conserved currents agree between the two de-
scriptions, in the infrared. The precise meaning of the UV levels kF , kg itself depends on
our conventions in quantizing fermions, which we stated above. Once these conventions are
chosen, the relative CS levels (2.35) are unambiguous.
Let us now review the above gauge theories and their infrared dualities, in our conven-
tions.
2.3.1 U(N)k CS theory and supersymmetric level/rank duality
Consider the U(N) vector multiplet with a SYM Lagrangian and a supersymmetric CS term
at level k ∈ Z:
S =
∫
d3x(LSYM +LCS) . (2.36)
For |k| > N , the theories flows to supersymmetric Chern-Simons theory; that is, the YM
term decouples. The supersymmetric CS action (2.18) effectively gives a mass to the gaug-
inos. In the far infrared, the theory flows to a topological quantum field theory, pure
Chern-Simons theory with gauge group U(N)
U(N) ∼= SU(N)× U(1)ZN (2.37)
with the levels:
k = k − sign(k)N , kU(1) = Nk , (2.38)
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for the SU(N) and U(1) factors, respectively. The IR CS theory is generally denoted by
U(N)k,k. The shift of the SU(N) CS level arises from integrating out the gauginos. The
theory has a global symmetry U(1)T × U(1)R, with U(1)T the topological symmetry.
Consider k > 0 for simplicity. The U(N)k supersymmetric Chern-Simons theory is
IR-dual to a U(k −N)−k CS theory:
U(N)k ←→ U(k −N)−k , (2.39)
with the following relative CS levels for global symmetries:
∆kTT = −1 , ∆kRR = −(k −N)2 , ∆kg = −2k(k −N)− 2 . (2.40)
In terms of the infrared pure CS theory, the duality (2.39) corresponds to:
U(N)k,k+N ←→ U(k)−N,−k−N , (2.41)
with k = k −N , and the relative CS levels:
∆kTT = −1 , ∆kg = −2Nk− 2 , (2.42)
which follow from (2.40). This level-rank duality was recently revisited in Ref. 99 where the
relative contact terms (2.42) were derived. Note that, upon integrating out the gauginos,
the R-symmetry decouples entirely; with our choice of quantization (2.32), with vanishing
bare U(1)R CS level in the U(N)k UV description, and with kRR = ∆kRR as in (2.40) in
the U(k −N)−k description, we have that κIRRR = 0.
2.3.2 Elementary mirror symmetry
Possibly the simplest 3D N = 2 duality with chiral multiplets is between a U(1) 1
2
gauge
theory with a single chiral multiplet Φ of electric charge Q = 1. In our convention for the
quantization of Φ, we have a bare CS level k = 1, so that κUV in (2.30) is equal to 12 . The
theory has a global symmetry U(1)T × U(1)R. The dual description is in terms of a single
chiral multiplet T+, which is identified with a gauge-invariant monopole operator (of U(1)T
charge 1) in the supersymmetric field theory:
T : U(1) 1
2
+ Φ (gauge theory) ←→ T D : T+ (free chiral) . (2.43)
Let r ∈ R denote the R-charge of Φ (this choice is not physical, since one can always set
r to zero by mixing the R-charge with the gauge symmetry). Then the gauge-invariant
monopole operator T+ has global charges:
QT [T
+] = 1 , R[T+] = 1− r . (2.44)
The duality (2.43) holds with the following non-trivial relative CS levels:
∆kTR = −r , ∆kRR = r2 . (2.45)
As a consistency check, one can integrate out the chiral multiplet T+ in T D with a real
mass mT for U(1)T . For mT large and negative, mT → −∞, the IR theory is empty with
only a U(1)T and a gravitational CS contact term, with levels kTT = −1 and kg = −2,
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which arise from integrating out the chiral multiplet T+. In the gauge-theory description
T , mT = ξ is the FI parameter, and one should also redefine the dynamical field σ so that
the effective FI term ξeff = ξ+σ remain finite. This gives a large positive real mass to Φ, so
that the low-energy theory is a U(1)1 CS theory without any other CS contact terms. This
precisely reproduces the level/rank duality (2.39) in the special case N = k = 1.
The duality (2.43) is the simplest example of a 3D N = 2 mirror symmetry,100 but also
of a Seiberg-like duality.98 In recent literature, the U(1) 1
2
+Φ and its duality are also known
as the “tetrahedron” theory and duality, due to its role in the 3D/3D correspondence.43
2.3.3 U(Nc) SQCD and the Aharony duality
The Aharony duality101 is a three-dimensional generalization of four-dimensional Seiberg
duality for 4D supersymmetric QCD.102 It relates a U(Nc) gauge theory with Nf “flavors”
with a U(Nf −Nc) dual gauge theory:
T : U(Nc) + Q, Q˜ ←→ T D : U(Nf −Nc) + q, q˜ + M,T+, T− . (2.46)
More precisely, the two theories are defined as follows:
Theory T : A U(Nc) vector multiplet with vanishing effective CS level, κUV = 0, coupled
to Nf chiral multiplets Qi in the fundamental and Nf chiral multiplets Q˜
j in the anti-
fundamental (with the flavor indices i, j = 1, · · · , Nf ). In our conventions (with the “U(1)− 12
quantization” of every chiral multiplet), we must have a bare CS level k = Nf for the U(Nc)
gauge group.
Theory T D: A U(Nf − Nc) vector multiplet with vanishing effective CS level and Nf
“flavor” pairs of chiral multiplets qj and q˜
i. The theory also contains N2f gauge-singlet
chiral multiplets, called M ji, and two additional gauge-singlet multiplets, T
±, all coupled
to the gauge sector through the superpotential:
W = M ji q˜
iqj + T+t− + T−t+ , (2.47)
with t± the elementary monopole operators of U(Nf −Nc).
The gauge-singlet fields in theory T D are identified with the gauge-invariant mesons M ji =
Q˜jQi and with the monopole operators T
± in the theory T , respectively. The global sym-
metry of either theory is:
SU(Nf )× SU(Nf )× U(1)A × U(1)T × U(1)R . (2.48)
The gauge and global charges of the fields in the two theories are as follows:
U(Nc) U(Nf −Nc) SU(Nf ) SU(Nf ) U(1)A U(1)T U(1)R
Qi Nc 1 Nf 1 1 0 r
Q˜j Nc 1 1 Nf 1 0 r
qj 1 Nf −Nc 1 Nf −1 0 1− r
q˜i 1 Nf −Nc Nf 1 −1 0 1− r
M ji 1 1 Nf Nf 2 0 2r
T+ 1 1 1 1 −Nf 1 −Nf (r − 1)−Nc + 1
T− 1 1 1 1 −Nf −1 −Nf (r − 1)−Nc + 1
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Here, r ∈ R denotes the R-charge of the fundamental fields Q and Q˜. It could be set to zero
by mixing U(1)R with U(1)A.
Finally, to fully specify the duality, we should give the relative CS level for the global
symmetries. The non-zero levels are:
∆kSU(Nf ) = ∆k˜SU(Nf ) = Nf −Nc ,
∆kTT = 1 ,
∆kAA = 4N
2
f − 2NcNf ,
∆kAR = 2N
2
f + (4N
2
f − 2NcNf )(r − 1) ,
∆kRR = N
2
c +N
2
f + 4N
2
f (r − 1) + (4N2f − 2NcNf )(r − 1)2 ,
∆kg = 2Nf (Nf −Nc) + 2 ,
(2.49)
with the first line giving the levels for the SU(Nf )× SU(Nf ) symmetry. 5
The special case Nc = Nf = 1 is worth commenting on. In that case, theory T is known
as SQED. The dual gauge sector is empty, and the theory T D, sometimes known as the
XY Z model, consists of only three chiral multiplets X = M , Y = T+ and Z = T−, with
the non-trivial superpotential:
W = XY Z . (2.50)
One can easily check that this superpotential is allowed by the symmetries. (An effective
superpotential W = det(M)T+T− appears for Nc = Nf ≥ 1, more generally.103)
3 Curved-space supersymmetry and half-BPS geome-
try
In the previous section, we discussed 3D N = 2 supersymmetric gauge theory on R3.
While QFT is naturally formulated in flat space, its is also possible to consider a non-
trivial Riemannian metric on (Euclidean) space-time. Recall that, for any internal U(1)F
symmetry of our theory, we can introduce a background gauge field A
(F )
µ that couples to the
conserved current. We then have the coupling:
LjA = j
µA(F )µ , (3.1)
at first order in the “source” A
(F )
µ ; the conservation of the current jµ is equivalent to
the U(1)F gauge-invariance of this Lagrangian, up to a total derivative. Similarly, any
Poincare´-invariant QFT possesses a conserved energy-momentum tensor Tµν = Tνµ, whose
corresponding source is a background metric gµν . At first order around flat space, gµν =
δµν + ∆gµν , with the graviton ∆gµν , we have:
LTg = −Tµν∆gµν . (3.2)
5As explained in detail in Ref,30 for Aharony duality it is usually stated that all flavor CS levels vanish,
but this is true only in a quantization scheme for the fermions that preserves parity and violates background
gauge invariance.
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The higher-order terms are constrained by diff invariance. From (3.2), it should come as no
surprise that coupling the field theory to a non-trivial metric can give us direct access to
some of its most important and universal features.
Thinking more geometrically, we would like to consider our quantum field theory on
a non-trivial Riemannian three-manifold M3, with metric g. For simplicity, we choose
M3 to be closed and oriented. In the presence of continuous internal symmetries GF , the
background gauge field A(F ) should be interpreted as a connection on a principal GF -bundle
P over M3.
In that context, a very natural observable is the partition function of the field theory on
a given M3 (with its GF -bundle P ). This is given by:
ZM3 [g,A
(F )] =
∫
[Dϕ]M3 e
−S[ϕ,g,A(F )] , (3.3)
schematically. Here, the right-hand-side is the full Feynman path integral over the various
dynamical fields ϕ onM3, at fixed sources g and A(F ). In general, of course, computing this
explicitly would too daunting a task. With the help of 3D N = 2 supersymmetry, however,
we can often compute (3.3) exactly, irrespective of any perturbation theory, by giving some
specific supersymmetry-preserving values to the sources g = g0, A
(F ) = A
(F )
0 . In particular,
this gives us very precise and powerful tools to explore the strongly-coupled infrared of 3D
supersymmetric gauge theories.
3.1 A first example: the flavored 3D Witten index.
Before explaining this point more in detail, it is useful to consider a first example of the
setup we just introduced. Let us choose the three-manifold to be a real 3-torus:
M3 = T 3 , (3.4)
and let P be a flat bundle, which is determined by its flat connections along T 3. In order to
preserve supersymmetry, we choose all the fermions to have periodic boundary conditions 6
along the one-cycles of T 3. It is useful to single out the third direction of T 3; then, by
a standard argument, the partition function is a Witten index, which counts states of the
theory quantized on T 2 × R, with signs:
ZT 3 = TrT 2(−1)F e−βH . (3.5)
Here, F is the fermion number, H denotes the Hamiltonian, and we choose P to be trivial.
This quantity is only well-defined when H has a discrete spectrum. For instance, this is
expected to be the case for 3D N = 2 supersymmetric CS theory. For the N = 2 Chern-
Simons theory U(N)k, in particular, we have:
104,105
Z
U(N)k
T 3 =
(
k
N
)
. (3.6)
Most of the theories of interest to us will have a moduli space of vacua and a continuous
spectrum, in which case (3.5) is ill-defined. Nonetheless, one can define a useful Witten index
6This is not strictly necessary, as we will discuss later on. One can choose any spin structure as long as
one turns on appropriate U(1)R holonomies so that the Killing spinors remain periodic.
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for a deformation of the theory, obtained after turning on the non-trivial flat connections
mentioned above. We also turn on the real mass σ(F ). The torus T 3 is a flat three-manifold,
which preserves four supercharges, and one can show that ZT 3 cannot depend on small
deformations of A
(F )
µ and σ(F ), therefore it is a constant. Nonetheless, the case with non-
zero background fields is qualitatively different from the case when they vanish, since they
make the Witten index well-defined106 (for the gauge theories of interest in this review, at
least). This is often called the “flavored Witten index.” One finds:
Z
U(1) 1
2
+Φ
T 3 = 1 , Z
U(N) SQCD
T 3 =
(
Nf
N
)
, (3.7)
for the theories (2) and (3) of section 2.3. Note that the results (3.6) and (3.7) are consistent
with the respective infrared dualities. We will later give a derivation of (3.6)-(3.7) as a special
case of a more general formalism.
3.2 Rigid supersymmetric in curved space
Consider a supersymmetric field theory on a Riemannian three-manifold M3. In general,
the background metric breaks supersymmetry completely. Indeed, supersymmetry is an
extension of the Poincare´ symmetry group, the isometry group of flat space, which is also
completely broken on an arbitrary manifold with a generic metric. On the other hand, a
particular M3 might admit Killing vector fields Kµ, which generate non-trivial isometries.
Similarly, it might also admit (generalized) Killing spinors, denoted by ζα and ζ˜α, which
generate curved-space supersymmetries. The Killing vectors and spinors then generate a
“rigid supersymmetric algebra” in curved space.
Curved-space rigid supersymmetry can be analysed as a limit of supergravity.35 See
Ref. 107 for a thorough introduction to that approach. In our study of 3D N = 2 gauge
theories, we are interested in theories with an exact U(1)R symmetry. Such theories can be
coupled to the so-called 3D N = 2 “new-minimal” supergravity,35,36,108 whose bosonic field
content is:
gµν , A
(R)
µ , H , Vµ , (3.8)
with gµν the metric, A
(R)
µ a background gauge field which couples to the R-symmetry
current, and H and Vµ some additional background auxiliary fields, with the constraint
∇µV µ = 0.
For 3D N = 2 theories with an R-symmetry, the generalized Killing spinor equations
are:36,37
(∇µ − iA(R)µ )ζ = −
1
2
Hγµζ +
i
2
Vµζ − 1
2
µνρV
νγρζ ,
(∇µ + iA(R)µ )ζ˜ = −
1
2
Hγµζ˜ − i
2
Vµζ˜ +
1
2
µνρV
νγρζ˜ .
(3.9)
This is the condition for the gravitino variation to vanish. A supersymmetric background:
(M3 , LR ; g , A(R) , H , V ) , (3.10)
is a choice of supergravity background fields such that (3.9) admits some non-trivial solutions
ζ and/or ζ˜. In addition to the choice of Riemannian three-manifold M3 with a metric gµν ,
the background (3.10) includes a choice of a U(1)R line bundle LR with connection A
(R)
µ . 7
7We should note that A
(R)
µ corresponds to Aµ − 32Vµ in the notation of Ref.36
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Since the first equation in (3.9) is linear and homogeneous, any non-trivial Killing spinor ζ
must be nowhere-vanishing (and similarly for ζ˜). Note that ζ and ζ˜ have R-charges:
R[ζ] = 1 , R[ζ˜] = −1 . (3.11)
Given two Killing spinors ζ and ζ˜ of opposite R-charge, one can define a nowhere-vanishing
Killing vector:
Kµ ≡ ζ˜γµζ . (3.12)
The fact that Kµ is Killing follows directly from (3.9).
3.2.1 Curved-space supersymmetry algebra
Given such a supersymmetric background, one can derive the curved-space supersymmetric
Lagrangians and the supersymmetry variations as the “rigid” limit of the full supergravity;
this is discussed thoroughly in Ref.35,36
For instance, let us consider the chiral multiplet (2.7) coupled to a vector multiplet, with
supersymmetry variations (2.8). Let r denote the U(1)R charge of Φ. This means that the
scalar φ in Φ is valued in the space of sections:
Γ
(
E⊗ L⊗rR
)
(3.13)
where E is a vector bundle over M3, corresponding to the gauge-group representation. 8
Let us introduce the covariant derivative:
Dµϕ =
(
∇µ − irϕ(A(R)µ + Vµ)− iAµ
)
ϕ , (3.14)
with rϕ = R[ϕ] the R-charge—that is, rϕ = (r, r − 1, r − 2) for ϕ = (φ, ψ, F ). Then, the
curved-space version of the variations (2.8) reads:
δφ =
√
2ζψ ,
δψ =
√
2ζF +
√
2i (σ + rH) ζ˜φ−
√
2iγµζ˜Dµφ ,
δF = −
√
2i (σ + (r − 2)H) ζ˜ψ + 2iφζ˜λ−
√
2iDµ
(
ζ˜γµψ
)
.
(3.15)
Here, ζ and/or ζ˜ are non-trivial solutions to (3.9). For any solutions ζ, η and ζ˜, η˜ of the
Killing spinor equations, the variations (3.15) realize the curved-space supersymmetry alge-
bra:
{δζ , δη}ϕ = 0 ,
{δζ˜ , δη˜}ϕ = 0 ,
{δζ , δζ˜}ϕ = −2iL′Kϕ+ 2iζζ˜(σ + rϕH)ϕ ,
(3.16)
with K the Killing vector defined in (3.12), and L′K the covariant Lie derivative along K:
L′K = LK − irϕKµ(A(R)µ + Vµ)− iAµ , (3.17)
8Note that, depending on the global properties of the line bundle LR, there might be a restriction on the
allowed R-charge r, so that the bundle L⊗rR is well-defined. We will come back to this point later on.
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for any two Killing spinors of opposite R-charges ζ and ζ˜.
To write down the curved-space supersymmetric Lagrangian of Φ (for a canonical kinetic
term), it is convenient to introduce a modified derivative:
Dµ = Dµ + ir0,ϕVµ, (3.18)
with Dµ as in (3.14), and where r0 denotes the superconformal R-charges of a free chiral
multiplet, namely:
r0(φ) =
1
2
, r0(ψ) = −1
2
. (3.19)
Then, we have the supersymmetric Lagrangian:
LΦ˜Φ = D
µφ˜Dµφ− iψ˜γµDµψ − F˜F + φ˜Dφ+ 2
(
r − 1
2
)
Hφ˜σφ
+ φ˜
(
σ2 +
r
4
R+
1
2
(
r − 1
2
)
V µVµ + r
(
r − 1
2
)
H2
)
φ
− iψ˜
(
σ +
(
r − 1
2
)
H
)
ψ +
√
2i
(
φ˜λψ + ψ˜λ˜φ
)
.
(3.20)
Here, R is the Ricci scalar. Note that, for r = r0 =
1
2 , the Lagrangian becomes independent
of H and Vµ, and we recover a conformally-coupled chiral multiplet. In general, however,
those background fields are crucial to preserve supersymmetry.
One can similarly write down the supersymmetric Lagrangians for the vector multiplet.36
3.2.2 A vector multiplet for the R-symmetry
For later purpose, it is useful to point out that one can define a sub-multiplet of the full
supergravity multiplet (3.8) which transforms as a vector multiplet, VR. This is simply a
vector multiplet for the R-symmetry, with the bosonic fields:
σ(R) = H , Aˆ(R) = A(R)µ + Vµ , D
(R) =
1
4
(
R+ 2H2 + 2VµV
µ
)
, (3.21)
where R is the Ricci scalar of gµν . A number of curved-space computations can be simplified
when written in terms of VR. Moreover, the curved-space supersymmetry algebra (3.16) can
be understood as a coupling to VR in the WZ gauge, at least formally. 9
In the presence of any abelian global symmetry U(1)F , one can consider mixing the R-
symmetry with U(1)F to obtain a new R-symmetry. At the level of the conserved currents,
we have:
j(R)µ → j(R)µ + tF j(F )µ (3.22)
with tF ∈ R the mixing parameter. Due to the minimal coupling:
A(F )µ j
µ
(F ) + Aˆ
(R)
µ j
µ
(R) + · · · , (3.23)
where the ellipsis denotes terms required by supersymmetry, the mixing (3.22) is equivalent
to mixing the background vector multiplet VF for U(1)F with VR for U(1)R:
VF → VF + tFVR . (3.24)
9The important difference with an ordinary vector multplet is that VR couples to the chiral multiplet
fields through their R-charges. Moreover, we have to keep in mind that the “supersymmetry parameters” ζ
and ζ˜ are non-trivial solutions of the generalized Killing spinor equations on M3.
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This simple fact is the key to understand the R-charge dependence of supersymmetric par-
tition functions.109
3.3 Transversely holomorphic foliations and supersymmetry
An oriented closed Riemannian three-manifold M3 admits a generalized Killing spinor ζ
if and only if it admits a transversely holomorphic foliation (THF) with an adapted met-
ric.36,110 A THF is a one-dimensional foliation, defined by a nowhere-vanishing vector ξ.
The orbits of ξ are called the leaves of the foliation, and the space of leaves can be covered
by complex coordinates with holomorphic transition functions. That is, there exists local
coordinates τ, z, z¯ on M3, the “adapted coordinates,” such that:
ξ = ∂τ , (3.25)
and such that changes of adapted coordinates are holomorphic:
τ ′ = τ + λ(z, z¯) , z′ = f(z) , z¯′ = f¯(z¯) . (3.26)
One can choose an adapted metric g such that ξ has unit norm. Let us denote the one-form
dual to ξ by η, with ηµ = gµνξ
ν . In adapted coordinates, we have:
ds2(M3) = η2 + 2gzz¯(τ, z, z¯)dzdz¯ , η = dτ + h(τ, z, z¯)dz + h¯(τ, z, z¯)dz¯ . (3.27)
The THF with adapted metric can be defined entirely in terms of a one-form η of unit
norm, satisfying a certain integrability condition. Given η on an oriented Riemanian three-
manifold, we define the two-tensor:
Φµ
ν = −µνρηρ . (3.28)
We thus have:
ηµηµ = 1 , Φµ
νΦν
ρ = −δµν + ηµηρ . (3.29)
Here and in the following, we often write ηµ = ξµ, using the metric to raise and lower indices.
Note that Φ behaves like a 3D analogue of an almost-complex structure. The tensors η and
Φ define a THF if and only if the following integrability condition is satisfied:36
Φµ
ν(LξΦνρ) = 0 , (3.30)
with Lξ the Lie derivative along ξ.
THF from Killing spinor. The THF is related to the Killing spinor ζ by:
ξµ =
ζ†γµζ
|ζ|2 . (3.31)
Note that ξ is not a Killing vector, in general. The fact that this defines a THF is a
non-trivial consequence of the Killing spinor equation (3.9).
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3.3.1 Holomorphic forms and the canonical line bundle of M3
Given (M3; η,Φ), a three-manifold equipped with a THF, there is a natural notion of an
holomorphic one-form. Consider the projector:
Πµν =
1
2
(δµν − iΦµν − ηµην) . (3.32)
By definition, a holomorphic one-form on M3 is such that:
ωµΠ
µ
ν = ων . (3.33)
In adapted coordinates, such a one-form has a single component, ω = ωzdz. The canonical
line bundle ofM3, denoted by KM3 , is the line bundle of holomorphic forms, with sections:
ωz ∈ Γ[KM3 ] . (3.34)
Under a change of adapted coordinates (3.26), we have ωz′ = (∂zf)
−1ωz.
3.3.2 Supergravity background fields from the THF
Given a THF with adapted metric onM3, the other supergravity background fields are:3610
H =
1
2
∇µηµ + i
2
µνρηµ∂νηρ + iκ ,
Vµ = −µνρ∂νηρ − κηµ + Uµ ,
A(R)µ = A(R)µ +
1
2
µνρ∂
νηρ +
i
4
ηµ∇νην − i
2
ην∇νηµ ,
(3.35)
with A(R) given by:
A(R)µ =
1
4
Φµ
ν∂ν log
√
g + ∂µs , (3.36)
in the adapted coordinates ψ, z, z¯. Here, the function κ and the vector Uµ are ambiguities
in the determination of H and Vµ, which must satisfy:
UµΦ
µ
ν = −iUν , ∇µ(Uµ − κηµ) = 0 . (3.37)
The function s in (3.36) is a U(1)R gauge parameter, which may satisfy constraints so that
the background and the Killing spinor are globally defined. In the adapted frame:
e0 = η , e1 =
√
2gzz¯dz , e
1¯ =
√
2gzz¯dz¯ , (3.38)
the Killing spinor ζ is simply given by:
ζ = eis
(
0
1
)
. (3.39)
10Our ηµ corresponds to −ηµ in Refs.36,110
23
3.3.3 THF deformations and moduli
Transversely holomorphic foliations sometimes come in continuous families, indexed by THF
moduli, which are very similar to the complex structure moduli of complex manifolds. The
deformation theory for THFs was discussed in Refs.38–40,111,112 On M3 equipped with a
THF, one can define (p, q)-forms, ω(p,q) ∈ Λp,q, generalizing the case of the holomorphic
form ((1, 0)-form) above. Then, there exists a nilpotent Dolbeault-like operator:
∂˜ : Λp,q → Λp,q+1 , (3.40)
with its cohomology denoted by Hp,q(M3). At first order, non-trivial deformations of the
THF are parameterized by elements of anti-holomorphic one-forms valued in the holomor-
phic tangent bundle:
[Θz] ∈ H0,1(M3, T 1,0M3) . (3.41)
For an explicit description of these deformations, and a detailed discussion of some important
examples, see Ref. 110.
3.3.4 The classification of THFs
Transversely holomorphic foliations of three-manifolds have been well studied by mathe-
maticians, and there exists a complete classification.38–40 Topologically, any oriented M3
that admit a THF is either a Seifert manifold or a torus bundle.
A Seifert manifold M3 is three-manifold that admits a locally-free U(1) action. Equiva-
lently, it is a circle bundle over a two-dimensional orbifold:
S1 −→M3 pi−→ Σˆg,n . (3.42)
Here, Σˆg,n denotes a closed Riemann surface of genus g with n orbifold points. An orb-
ifold point (also known as a ramification point) is a marked point whose neighbourhood
is modelled on C/Zq instead of C, for some integer q > 1; correspondingly, the metric on
Σˆ has a conical singularity at that point. We will discuss Seifert geometry in more detail
momentarily.
A torus bundle over the circle, on the other hand, can be obtained from a torus times
an interval, T 2×I, by identifying the end points of the interval up to a large diffeomorphism
of the torus. Given any A ∈ SL(Z,Z), we define an oriented three-manifold:
MA3 ∼= (T 2 × I)/ ∼A . (3.43)
Theses two classes of manifold have a non-zero overlap. Recall that an SL(2,Z) transforma-
tion A is called elliptic if | tr(A)| < 2, parabolic if | tr(A)| = 2, or hyperbolic if | tr(A)| > 2.
The torus bundle MA3 is also Seifert if and only if A is either elliptic or parabolic. There is
a small list of possibilities, up to conjugation:113
A =
(
1 0
p 1
)
,
(−1 0
p −1
)
,
(
0 −1
1 0
)
,
(
0 −1
1 1
)
,
(−1 −1
1 0
)
, (3.44)
with p ∈ Z. The first two cases are parabolic, and the last three are elliptic (those three
correspond to S, ST and (ST )2, respectively, in the standard presentation of SL(2,Z).)
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The full classification of THFs goes as follows. Any THF on M3 (a closed connected
three-manifold) is contained in at least one of the following six cases:38,39
(i) Seifert manifold M3, with the THF given by the Seifert fibration. In that case, the
leaf space is an orbifold Σˆ as in (3.42).
(ii) Linear foliation of T 3. Any constant vector ξ of unit norm on a flat T 3 defines a THF.
(iii) “Strong stable foliation” of an hyperbolic torus bundleMA3 —that is, with A such that
| tr(A)| > 2—, with the fibration defined as follows. Let (λ, λ−1) be the eigenvalues
of A, with λ ∈ R by the hyperbolic assumption. Then, the first eigenvector of A, ξλ,
defines a linear foliation of T 2. This foliation is invariant under the quotient (3.43),
therefore it defines a THF on MA3 .
(iv) Suspension of an holomorphic automorphism of P1. That is, the quotient of S2 × R
by a Mo¨bius transformation:
(z, τ) ∼ (M · z, τ + 1) , M · z ≡ az + b
cz + d
, (3.45)
with (z, τ) ∈ S2×R and M ∈ PGL(2,C). Here, the THF is the one corresponding to
the adapted coordinates (z, τ). The topology of this three-manifold is S2 × S1.
(v) Transversely C-affine foliation of S2 × S1. That is, the quotient:
(z, τ) ∼ (qz, τ + log |q|), q ∈ C , |q| < 1 , (3.46)
with (z, τ) ∈ S2 × R the adapted coordinates. The topology of this three-manifold is
also S2×S1. The examples (iv) and (v) exhaust the possibilities for THFs on S2×S1.
(vi) “Poincare´ foliation” on a lens space L(p, q), including S3 = L(1, 1).38,40 Such folia-
tions are indexed by continuous parameters, the THF moduli, which are often called
“squashing parameters” in the supersymmetric localization literature. We will come
back to this case later on.
The existence of a THF onM3 is essentially equivalent to the existence of a complex struc-
ture on a four-manifoldM4 with a C∗ action, such thatM3 =M4/U(1) under that action;
in fact, the above classification of 3D THFs relies on the Enriques-Kodaira classification of
minimal complex surfaces.38 This fact has a simple physics counterpart: 3D N = 2 theories
on M3 can be uplifted to 4D N = 1 theories on M4,36 and the presence of a generalized
Killing spinor ζ in 4D is equivalent to the existence of a complex structure on the four-
manifold.37,114 In particular, the Poincare´ foliations of L(p, q) correspond to Hopf surfaces
M4 ∼= L(p, q)×S1, as analysed in Ref. 110,115—the 3D squashing parameters are complex
structure moduli of the Hopf surface.
Note that, topologically, all the three-manifolds of cases (i), (ii), (iv), (v) and (vi) are
Seifert manifolds, while the hyperbolic torus bundles of case (iii) are not. 11
11A side note: Amongst Thurston’s eight model geometries (see Ref.116 for a review), six admit a Seifert
structure—the S3 (spherical), E3 (euclidean), S2 × R, H2 × R, Sl(2,R) and Nil geometries. On the other
hand, hyperbolic torus bundles, corresponding to the THF (iii) above, have a Solv geometry. The H3
(hyperbolic) Thurston geometry is not compatible with a THF, on the other hand, and therefore one cannot
couple 3D N = 2 supersymmetric theories to hyperbolic three-manifolds in a supersymmetric manner.
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3.4 Half-BPS geometries
All the exact results obtained by supersymmetric localization of 3D N = 2 theories, so far,
concern observables which are half-BPS—that is, they preserve at least two curved-space
supercharges.
Let us consider supersymmetric backgrounds M3 that admit two Killing spinors ζ and
ζ˜, of opposite R-charge. It follows that there exists a nowhere-vanishing Killing vector Kµ
on M3, bilinear in the Killing spinors, as defined in (3.12). There are two possibilities:
• The Killing vector K is real and generates a single isometry of M3. The THF associ-
ated to ζ is given by: 12
ξµ =
1
|K|K
µ . (3.47)
This give, by far, the largest class of half-BPS geometries, and all their supersymmetric
partition functions have been computed. This will be the main focus of this review,
from section 4 to 8.
• The Killing vector K is complex and generates two independent isometries of M3.
Here, we must distinguish two subcases: Either one can make K real by a continuous
deformation of the THF moduli, bringing us to the previous case; or, K is complex for
any value of the THF moduli. This last condition is very restrictive, and corresponds to
a THF of class (v) in subsection 3.3.4, withM3 of topology S2×S1. The corresponding
partition function ZS2×S1 computes the so-called 3D superconformal index. We will
study that index in section 9.
For backgrounds in the first case, and for their continuous deformations contained in the
second case, the THF associated to the Killing spinor ζ corresponds to the classes (i), (ii),
(iv) or (vi), in the classification of subsection 3.3.4.
The generic case corresponds to class (i), where the foliation is a Seifert fibration—then,
the Killing vector K which appears in the curved-space supersymmetry algebra, as in (3.16),
generates the isometry along the S1 fiber in (3.42). However, if the two-dimensional base
Σˆg,n admits an isometry, we may also consider a deformation:
K = KS1 + KΣˆ , (3.48)
with the parameter  ∈ R, and with KS1 and KΣˆ the Killing vectors along the fiber and
the base, respectively. This setup gives rise to a one-dimensional family of supersymmetric
backgrounds, for a given M3. This is possible in a special but important case, when g = 0
and n ≤ 2. Then, the Seifert manifold has the topology of a lens space, L(p, q), viewed
as a circle bundle over S2 with two marked points, and the parameter  is related to a
certain “squashing parameter,” usually denoted by b ∈ R. This includes the case of the
“squashed three-sphere,” S3b , which we review in detail in section 5. In those cases, one
can naturally take the parameter  (or, equivalently, b) to be complex. This covers many
“Poincare´ foliations” that fall in class (vi) above. It also covers the S2 × S1 background of
class (iv) with M a diagonal matrix, giving rise to the so-called topologically-twisted index
background.17
12We also have a THF associated with ζ˜, which only differs from η by a sign in this case, η˜ = −η.36
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Beyond lens spaces, the only other possibility, where we can consider the deformation
(3.48) of a Seifert fibration, is for g = 1 and n = 0. This corresponds to a THF of class
(ii). 13
Let us insist on the obvious fact that the THF condition, which follows from the presence
of a single curved-space supercharge with Killing spinor ζ, is weaker than the half-BPS
condition of having both ζ and ζ˜. Nonetheless, the half-BPS background are actually
generic, in the sense that Seifert manifolds (with a THF of example (i)) always admit a
second supercharge. For the THFs of example (ii), we can take the flat metric on T 3 and
preserve four supercharges. The cases (iv), (v) and (vi) all admit interesting one-parameter
families of half-BPS background, which are usually denoted by:
L(p, q)b (3.49)
with b ∈ C a “squashing” parameter of the lens space background. For p 6= 0, we have a
Poincare´ foliation of a lens space, falling in class (vi). For p = 0, we denote by:
L(0, 1) ∼= S2 × S1 , L(0,−1)q ∼= S2q × S1 , (3.50)
the S2 × S1 half-BPS backgrounds that give the twisted index (corresponding to a THF of
class (iv)) and the superconformal index (corresponding to the THF of class (v)), respec-
tively.
3.5 Half-BPS Seifert geometry and the 3D A-twist
From now on, let us focus on half-BPS geometries that correspond to Seifert fibrations, or
continuous deformations thereof. This covers every half-BPS background, with one excep-
tion. The exception is the S2 × S1 background (with the THF of example (v)) used to
compute the superconformal index, which we will discuss in section 9.
Unless otherwise stated, in the following and for simplicity, we choose the Killing vector
Kµ = ζ˜γµζ to be real.
3.5.1 Seifert geometry: A primer
Topologically, an oriented Seifert three-manifold is fully specified by the data of its Seifert
invariants, denoted by:
M3 ∼=
[
d ; g ; (q1, p1) , · · · , (qn, pn)
]
. (3.51)
Here, d is the degree of the circle bundle and g is the genus of the base orbifold Σˆg. The
data at each orbifold points xn ∈ Σˆ is determined by a pair of co-prime integers (qi, pi),
which corresponds to the insertion of an exceptional fiber at a Zqi orbifold point xi on the
base.
A Seifert manifoldM(n+1)3 with n+1 exceptional fibers can be obtained by Dehn surgery
around a generic point on xn+1 ∈ Σˆ, where Σˆ is a base of a Seifert manifold with n ex-
ceptional fibers M(n)3 (at some fixed genus, g). After removing the infinitesimal tubular
13This case has not been studied systematically in the supersymmetric literature, as far as we know.
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neighborhood around xn+1, we glue back the boundary of a solid torus ∂D
2 × S1 with
∂M(n)3 ∼= T 2 by an SL(2,Z) transformation:(
ψ
ϕ
)
=
(
q −t
p s
)(
ψ′
ϕ′
)
, qs+ pt = 1 , (3.52)
where (ψ, φ) and (ψ′, φ′) are coordinates on the boundary of D2×S1 and ∂M3 respectively.
This operation introduces a Zq orbifold point on Σˆg. The Seifert fiber at xn+1 is called the
(q, p)-exceptional fiber.
The geometry of a Seifert manifold M3 is invariant under the shift:
d→ d− 1, pi → pi + qi , (3.53)
for any i, as well as under the inversion (qi, pi) → (−qi,−pi). The Seifert invariant (3.51)
are usually normalised such that qi > 0 and 0 ≤ pi < qi. Note that inserting a (q, p) = (1, 1)-
exceptional fiber is equivalent to shifting the degree, d→ d + 1.
Construction of Seifert manifolds. From the above discussion, we see that any Seifert
manifold M3 can be constructed from the “mother manifold” S2 × S1, by performing a
combination of the following operations:
(i) Add a handle to the base Riemann surface, shifting the genus as g → g + 1.
(ii) Shift the degree of the circle fibration, d→ d + 1.
(iii) Add an exceptional (q, p)-fiber on the base Riemann surface.
As we will see in section 8, half-BPS observables on any Seifert manifold M3 can be con-
structed from the knowledlge of the S2 × S1 observables, once we understand the above
three geometric operations at the level of the path integral.
Examples of half-BPS Seifert geometries. Supersymmetric partition functions on
lens spaces have been extensively studied in the literatures via various different localization
techniques. The most widely studied example is that of the squashed three-sphere, S3b ,
which can be realized as a Seifert geometry when b2 ∈ Q:
S3b
∼= [0 ; 0 ; (q1, p1) , (q2, p2)] , q1p2 + q2p1 = 1 , b2 = q1
q2
. (3.54)
We will discuss the S3b partition function (for any b) in section 5. Another interesting class
of half-BPS backgrounds is L(0, 1) ∼= S2 × S1 with a topological twist on the S2. The
corresponding partition function is known as the refined twisted index. This background
can be realized as the Seifert fibration if and only if the deformation parameter  is rational:
 =
t
q
, gcd(q, t) = 1 . (3.55)
The corresponding Seifert geometry can be written as
S2 × S1 ∼= [0 ; 0 ; (q, p) , (q,−p)] , qs+ pt = 1 . (3.56)
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We will discuss this example (for any ) in section 6.
Note that Seifert manifolds with g = 0 and up to 2 orbifold points are always lens
spaces—including S3 and S2×S1. In sections 7 and 8, we will review the approach recently
studied in Refs. 16, 17, 19, 20, 29, 30 that allows us to explicitly construct the half-BPS
observables on any Seifert manifold M3.
3.5.2 The 3D A-twist
Consider M3 a Seifert manifold. We choose a THF defined by an isometry K, as in (3.47).
By a conformal rescaling of the metric, we can always take |K|2 = 1, which we will do from
now on. We then have:
ds2(M3) = β2(dψˆ + Czdz + Cz¯dz¯)2 + 2gzz¯dzdz¯ , (3.57)
in some adapted local coordinate ψˆ, z, z¯, with:
K =
1
β
∂ψˆ , η = β(dψˆ + Czdz + Cz¯dz¯) (3.58)
Note that the orbits of K might not close, in general, which corresponds to the situation
described around Eq. (3.48).
The expressions (3.35) for the background supergravity fields simplify to: 14
H =
i
2
µνρηµ∂νηρ ≡ ihˆ , Vµ = −2hˆηµ , A(R)µ = A(R)µ + hˆηµ , (3.59)
where we use the fact that 12µνρ∂
νηρ = hˆηµ. Given the isometry and the transverse
holomorphic structure, we can decompose any tensor in vertical, holomorphic and anti-
homomorphic components. For instance, a one-form α is decomposed into:
α = α0η + αzdz + αz¯dz¯ . (3.60)
The projector onto the vertical component is P0
µ
ν = η
µην , the projector onto the holo-
morphic component was given in (3.32), and the anti-holomorphic projector is its complex
conjugate. We discussed the case of a holomorphic one-form in (3.33). Similarly, an holo-
morphic vector, X, is such that:
ΠµνX
ν = Xµ . (3.61)
It has a single component, with X = Xz(∂z − Cz∂ψ) in adapted coordinates.
Adapted connection. The Levi-Civita connection ∇ does not preserve the decomposi-
tion (3.60). It is very useful to introduce a modified connection, ∇ˆ, adapted to the trans-
versely holomorphic structure:36
∇ˆµgνρ = 0 , ∇ˆµην = 0 . (3.62)
The adapted spin connection is defined by:
ωˆµνρ = ωµνρ + hˆ (ηνΦµρ − ηρΦµν + ηµΦνρ) , (3.63)
14Here we must have Uµ = 0, and we choose κ = 0. The supersymmetric observables are independent of
that choice.110
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with ωµνρ the standard spin connection, and hˆ as defined in (3.59). Note that ∇ˆ has a
non-zero torsion tensor:
T νµρ = −2hˆηνΦµρ . (3.64)
It is also useful to use the adapted frame coordinates with indices (0, 1, 1¯), instead
of local coordinates (ψˆ, z, z¯), whenever possible; the adapted frame is as in (3.38). For
instance, in the frame coordinates, the holomorphic one-form and the holomorphic vector
read ω = ω1e
1 and X = X1∂1, respectively. In the frame basis, tensor components can be
assigned a definite 2D spin, corresponding to frame rotations transverse to η. For instance,
the components α0, α1 and α1¯ of a generic one-form (3.60) have 2D spin 0, 1 and −1,
respectively.
The 3D A-twist. Using the adapted connection, the generalized Killing spinor equation
can be written as: (∇ˆµ − iA(R)µ )ζ = 0 , (∇ˆµ + iA(R)µ )ζ˜ = 0 , (3.65)
with the U(1)R connection A(R)µ given in (3.36). The holonomy of ∇ˆµ is contained in
U(1), therefore it can be “twisted” away by a compensating U(1)R transformation. The
generalized Killing spinors are given by:
ζ = eis
(
0
1
)
, ζ˜ = e−is
(
1
0
)
, (3.66)
in the adapted frame. This is the three-dimensional uplift of the topological A-twist of 2D
N = (2, 2) supersymmetric field theories.2 Indeed, forM3 = Σg×S1 with K pointing along
the S1, ∇ˆ = ∇ and we obtain the 2D A-twist on Σg.
Geometrically, the 3D A-twist corresponds to choosing the U(1)R line bundle over M3,
denoted by LR, such that:
(LR)
⊗2 ∼= KM3 , (3.67)
with KM3 the canonical line bundle associated to the THF. This can be understood as
follows. Given the nowhere-vanishing Killing spinors, we can construct the one-forms:
pµ = ζγµζ , p˜µ = ζ˜γµζ˜ , (3.68)
of R-charges 2 and −2, respectively. We have:
pµdx
µ = p1¯e
1¯ = −e2ise1¯ , p˜µdxµ = p˜1e1 = e−2ise1 . (3.69)
In particular, p˜1 is a nowhere-vanishing section of the line bundle KM3 ⊗ (LR)−2, which
implies (3.67).
3.5.3 Fields and Lagrangians in the A-twisted notation
Let us again consider a 3D N = 2 gauge theory. The various fields can be written in the
“A-twisted notation,” in terms of forms of vanishing R-charge and definite 2D spin. These
forms are constructed by contraction with the Killing spinors, in such a way as to absorb
any R-charge carried by the fundamental fields. Given any field ϕ of R-charge rϕ and 2D
30
spin sϕ in the “flat space” notation, the associated twisted field has vanishing R-charge and
A-twisted 2D spin:
s(A)ϕ = sϕ +
1
2
rϕ . (3.70)
Indeed, in 2D notation—projecting onto the 2D frame transverse to K—, the non-zero
Killing spinors are ζ+ and ζ˜−, which have R-charge ±1 and 2D spin ∓ 12 , respectively.
Vector multiplet. Consider first the vector multiplet. The gauginos λ, λ˜ have R-charge
±1, therefore they are affected by the twist. We define the new variables:
Λµ ≡ ζ˜γµλ , Λ˜µ ≡ −ζγµλ˜ . (3.71)
Expanding in vertical and horizontal components, we have:
Λµdx
µ = Λ0e
0 + Λ1e
1 , Λ˜µdx
µ = Λ˜0e
0 + Λ˜1¯e
1¯ , (3.72)
where the vertical components Λ0 and Λ˜0 are “2D scalars” (that is, scalars under changes
of adapted coordinates), and the horizontal components Λ1 and Λ˜1¯ are sections of KM3 and
K¯M3 , respectively.
Let us introduce the adapted covariant derivative:
Dµ = ∇ˆµ − iAµ , (3.73)
and let δ and δ˜ denote the supersymmetry variations along ζ and ζ˜, respectively. Then, the
curved-space supersymmetry variations of the vector multiplet read:
δAµ = iΛ˜µ , δ˜Aµ = −iΛµ
δσ = Λ˜0 , δ˜σ = −Λ0 ,
δΛ0 = i (D − σH − 2iF11¯) + iD0σ , δ˜Λ0 = 0 ,
δΛ1 = 2F01 + 2iD1σ , δ˜Λ1 = 0 ,
δΛ˜0 = 0 , δ˜Λ˜0 = i (D − σH − 2iF11¯)− iD0σ ,
δΛ˜1¯ = 0 , δ˜Λ˜1¯ = −2F01¯ − 2iD1¯σ ,
δD = −D0Λ˜0 − 2D1Λ˜1¯ δ˜D = −D0Λ0 − 2D1¯Λ1
−HΛ˜0 + [σ, Λ˜0] , +HΛ0 + [σ,Λ0]
(3.74)
The dependence of (3.74) on the geometric background is mostly implicit, through the
covariant derivatives written in the frame basis (as well as through H = ihˆ). 15 The curved-
space Yang-Mills Lagrangian reads:
LYM =
1
e20
(1
4
FµνF
µν +
1
2
DµσD
µσ − 1
2
(D + σH)2 + 4iHσF11¯
+ 2H2σ2 + iΛ˜0D0Λ0 + 2iΛ˜1¯D1Λ0 + 2iΛ˜0D1¯Λ1
− iΛ˜1¯D0Λ1 − iΛ˜0[σ,Λ0]− iΛ˜1¯[σ,Λ1]
)
.
(3.75)
15To check the supersymmetry algebra, we use the fact that:
F01 = D0A1 −D1A0 , F01¯ = D0A1¯ −D1¯A0 , F11¯ = D1A1¯ −D1¯A1 +HA0 .
Here, hˆ appears due to the non-zero torsion of the adapted covariant derivative.
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Importantly, this Lagrangian is Q-exact:
LYM =
1
e20
δδ˜
(
1
2
Λ˜0Λ0 − 1
2
Λ˜1¯Λ1 + 2σF11¯ − 2iHσ2
)
. (3.76)
Chiral multiplet. Consider a chiral multiplet Φ of R-charge r ∈ R, transforming in a
representation R of the gauge group. The anti-chiral multiplet Φ˜ has R-charge −r, and sits
in the conjugate representation R¯. We introduce the A-twisted notation:
Φ = (A , B , C , F) , Φ˜ =
(
A˜ , B˜ , C˜ , F˜
)
, (3.77)
with the A-twisted fields defined by:
A = (p˜1) r2 φ , A˜ = (p1¯)
r
2 φ˜ ,
B =
√
2(p˜1)
r
2 ζψ , B˜ = −
√
2(p1¯)
r
2 ζ˜ψ˜ ,
C = − 1√
2
(p˜1)
r
2 p1¯ ζ˜ψ , C˜ =
1√
2
(p1¯)
r
2 p˜1 ζψ˜ ,
F = (p˜1) r2 p1¯ F , F˜ = (p1¯)
r
2 p˜1 F˜ .
(3.78)
Here p1¯ and p˜1 are the sections of K¯M3 ⊗ L2R and KM3 ⊗ L−2R , respectively, as defined in
(3.69). By constructions, all the A-twisted fields have R-charge zero and 2D spin (3.70). In
particular, A,B have twisted spin r2 and C,F have twisted spin r−22 .
The fields are valued in the canonical line bundle to the appropriate power. We have:
A , B ∈ Γ(K r2M3 ⊗ VR) , C , F ∈ Γ(K
r
2
M3 ⊗ K¯M3 ⊗ VR) ,
A˜ , B˜ ∈ Γ(K¯ r2M3 ⊗ V¯R¯) , C˜ , F˜ ∈ Γ(K¯
r
2
M3 ⊗KM3 ⊗ V¯R¯)
(3.79)
where VR, V¯R¯ are the associated gauge vector bundles. In particular, A,B have two-
dimensional spin r2 , while C,F have two-dimensional spin r−22 . The supersymmetry trans-
formations of the chiral multiplet read:
δA = B , δ˜A = 0 ,
δB = 0 , δ˜B = −2i(− σ +D0)A ,
δC = F , δ˜C = 2iD1¯A ,
δF = 0 , δ˜F = −2i(− σ +D0)C − 2iD1¯B − 2iΛ˜1¯A ,
(3.80)
where Dµ is the appropriately gauge-covariant adapted connection, and σ and Λ˜1¯ act in the
representation R. We have:
DµA =
(
∂µ − iAµ − irA(R)µ
)
A , DµC =
(
∂µ − iAµ − i(r − 2)A(R)µ
)
C , (3.81)
with A(R)µ as defined in (3.36). Here, we used the U(1)R twist (3.67). For the antichiral
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multiplet, we similarly have:
δA˜ = 0 , δ˜A˜ = B˜ ,
δB˜ = −2i(σ +D0)A˜ , δ˜B˜ = 0 ,
δC˜ = −2iD1A˜ , δ˜C˜ = F˜ ,
δF˜ = −2i(σ +D0)C˜ + 2iD1B˜ + 2iΛ1A˜ , δ˜F˜ = 0 .
(3.82)
Using (3.74), one can check that (3.80) and (3.82) realize the supersymmetry algebra:
δ2 = 0 , δ˜2 = 0 , {δ, δ˜} = −2i
(
−σ + L(A)K
)
, (3.83)
where L(A)K is the gauge-covariant Lie derivative, and σ acts in the appropriate representation
of the gauge group. The Lagrangian (3.20) for a chiral multiplet coupled to a vector multiplet
reads:
LΦ˜Φ = A˜
(−D0D0 − 4D1D1¯ + σ2 +D − σH − 2if11¯)A− F˜F
− i
2
B˜(σ +D0)B + 2iC˜(σ −D0)C + 2iB˜D1C − 2iC˜D1¯B
− iB˜Λ˜0A+ iA˜Λ0B − 2iA˜Λ1C + 2iC˜Λ˜1¯A .
(3.84)
This Lagrangian is also Q-exact:
LΦ˜Φ = δδ˜
(
i
2
A˜(σ +D0)A− C˜C
)
. (3.85)
Finally, we leave it as an exercise to write down the curved-space version of the super-
potential term (2.23), and to check that it is Q-exact (and similarly so for the conjugate
superpotential).
The only parts of the 3D N = 2 gauge theory Lagrangian which are not Q-exact are the
various Chern-Simons terms (including the FI terms).
3.5.4 Global aspects (I): Orbifold line bundles and Seifert fibrations
In order to study partition functions on general half-BPS geometries, we first need a slightly
more detailed understanding of Seifert manifolds.116,117 Consider the Seifert fibration:
S1 −→M3 −→ Σˆg,n , M3 ∼=
[
d ; g ; (q1, p1) , · · · , (qn, pn)
]
, (3.86)
with n exceptional fibers. One can view the Seifert fibration as a special case of an orbifold
circle bundle L0 over the base:
M3 ∼= S
[
L0 → Σˆ
]
. (3.87)
Let us explain this notion, which will be useful later on. (See Ref. 30 for a more detailed
review, with examples.)
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Two-dimensional orbifolds and line bundles. Let Σˆ = Σˆ(q1, · · · , qn) be a 2D orb-
ifold with n orbifold points. Topologically, an orbifold holomorphic line bundle L on Σˆ is
determined by a set of integers:
deg(L) ∈ Z , bi(L) ∈ Zqi , i = 1, · · · , n , (3.88)
where deg(L) is the degree of the line bundle L. The integers bi(L) determines the local
trivialisation at the Zqi orbifold point:
(zi, si) ∼ (e2pii/qizi, e2piibi(L)/qisi) , (3.89)
where zi and si are local coordinates on the base and the fiber around the i-th orbifold
point. Let us denote by A the connection on the line bundle L. The first Chern number of
the line bundle is then defined by:
c1(L) =
1
2pi
∫
Σˆg,n
dA . (3.90)
In terms of the topological data, it can be written as:118
c1(L) = deg(L) +
n∑
i=1
bi(L)
qi
. (3.91)
It satisfies a simple relation under tensor product:
c1(L1 ⊗ L2) = c1(L1) + c1(L2) , (3.92)
while the degree satisfies:
deg(L1 ⊗ L2) = deg(L1) + deg(L2) +
n∑
i=1
⌊
bi(L1) + bi(L2)
qi
⌋
, (3.93)
where b c is the floor function.
The orbifold Picard group. The 2D Picard group Pic(Σˆ)—that is, the isomorphism
class of the orbifold line bundles—, is generated by the line bundles:
L0 , and Li , i = 1, · · · , n , (3.94)
where deg(L0) = 1, bi(L0) = 0 and deg(Lj) = 0, bi(Lj) = δij . The 2D Picard group takes
the form:
Pic(Σˆ) =
{
L0, Li | L⊗qii = L0 , i = 1, · · ·n
}
. (3.95)
Any line bundle L on Σˆ can be represented as:
L = Ln00 ⊗ Ln11 · · · ⊗ Lnnn , (3.96)
for a set of integers {n0, · · · , nn} (modulo the Picard group relations). The degree and the
first Chern-class of L are then:
deg(L) = n0 +
n∑
i=1
⌊
ni
qi
⌋
, c1(L) = n0 +
n∑
i=1
ni
qi
. (3.97)
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We call n0 and ni the ordinary flux and the fractional flux for the U(1) gauge symmetry
associated to the line bundle L, respectively. They correspond to the gauge fluxes localized
on a set of points on Σˆ:
dA = 2pin0δ
2(z − z0) + 2pi
n∑
i=1
ni
qi
δ2(z − zi) . (3.98)
In particular, ni is the fractional flux localized at the Zqi orbifold point at z = zi. The
relation (3.95) implies that, if we have qi units of the fractional fluxes, it can be moved away
from the orbifold point and becomes one unit of the “ordinary flux,” corresponding to L0.
The “defining line bundle,” L0. The Seifert manifold (3.86) can be viewed as the circle
bundle S[L0] associated to a certain orbifold line bundle L0 over Σˆg,n, called the “defining
line bundle,” with the topological data:
deg(L0) = d , bi(L0) = pi . (3.99)
In order for the three-manifold M3 to be non-singular, we need qi and pi to be mutually
prime at each orbifold point.
pi1(M3) of M3. The fundamental group of M3 can be represented as:
pi1(M3) =
〈
al, bl, gi, h , l = 1, · · · , g , i = 1, · · · , n
∣∣∣
[al, h] = [bl, h] = [gi, h] = 0 , g
qi
i h
pi = 1 ,
g∏
l=1
[al, bl]
n∏
i=1
gi = h
d
〉
.
(3.100)
The first homology group is then
H1(M3,Z) ∼= P˜ic(M3)⊕ Z2g , (3.101)
where P˜ic(M3) is the pull-back of the orbifold Picard group Pic(Σˆ) through the Seifert
fibration. We have:
P˜ic(M3) = Pic(Σˆ)/〈L0〉
=
{
Tor H1(M3,Z) if c1(L0) 6= 0 ,
Tor H1(M3,Z)⊕ Z if c1(L0) = 0 .
(3.102)
More explicitly, P˜ic(M3) can be represented as
P˜ic(M3) =
{
[γ], [wi]
∣∣∣ qi[wi] + pi[γ] = 0 ,∀i , n∑
i=1
[wi] = d[γ]
}
, (3.103)
where the generators can be obtained from pull-backs of the orbifold line bundles:
pi∗(L0) ∼= −[γ] , pi∗(Li) ∼= −si[γ] + ti[wi] , (3.104)
where si, ti are integers satisfying siqi + tipi = 1.
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Holomorphic line bundles on M3. On any three-manifold equipped with a THF, with
adapted coordinates (τ, z, z¯), an holomorphic line bundle L is a complex line bundle with
holomorphic transition functions, f(z).
On a half-BPS Seifert manifolds, the (supersymmetry-preserving) holomorphic line bun-
dles of interest to us are pull-back of orbifold holomorphic line bundles on the base Σˆ,
namely:
[L] ∈ P˜ic(M3) . (3.105)
The data of the orbifold line bundle L such that L = pi∗(L) provides us with a complete
(although redundant) topological description of the 3D line bundle L. In addition to the
topological data, a 3D line bundle will also be specified by a complex line bundle modulus,
denoted by ν ∈ C for a “flavor U(1)” (or by u ∈ C for a dynamical gauge symmetry). It
corresponds to an element of the Dolbeault-like cohomology H0,1(M3). To describe the line
bundle modulus ν explicitly, consider the complexified gauge field:
Aµ = Aµ − iηµσ , (3.106)
on L, with σ the scalar in the vector multiplet. The supersymmetry conditions include the
condition:
Fτz¯ = 0 , Fµν = ∂µAν − ∂νAµ , (3.107)
which implies that the line bundle L is holomorphic.110 16 On a Seifert manifold half-BPS
background, the holomorphic modulus of L, denoted by ν, can be given explicitly in terms
of the holonomy of (3.106) along the generic Seifert fiber, as:
e2piiν = e−i
∫
γ
A . (3.108)
Large gauge transformations. From (3.108), it would seem that ν is not single valued.
Indeed, there is an equivalence ν ∼ ν + 1, corresponding to large gauge transformations
along the Seifert fiber. Geometrically, on the base Σˆ, such a large gauge transformation
corresponds to tensoring L by the defining line bundle L0:
L ∼ L⊗ L0 . (3.109)
In terms of the complex modulus ν ∈ C and of the (fractional) fluxes n0 , ni, the gauge
equivalence take the form:
(ν , n0 , ni) ∼ (ν + 1 , n0 + d , ni + pi) , (3.110)
in terms of the Seifert invariants (3.86). Thus, the natural range of ν depends on the
topology of M3. For instance, on the three-sphere, there are no topologically non-trivial
line bundles, and thus it is natural to gauge fix the fluxes to zero; in that sense, ν of the
line bundle L on S3 is naturally valued on the full complex plane. (Such a line bundle is
topologically but not holomorphically trivial, whenever ν 6= 0.)
16This discussion is valid for any M3 with a THF. The new ingredient in the half-BPS case is that there
is only a single continuous parameter, ν, on which supersymmetric observables may depend.
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3.5.5 Global aspects (II): U(1)R line bundle and spin structure
To fully define the half-BPS background on the Seifert manifold M3 (and, in fact, on any
supersymmetric three-manifold), we must specify the U(1)R symmetry line bundle (which
is also an holomorphic line bundle with respect to the THF defined by ηµ), such that (3.67)
holds; in other words, we must choose a “square-root” of the 3D canonical line bundle:
LR ∼=
√
KM3 . (3.111)
Note that KM3 is the pull-back of the canonical line bundle K on Σˆ through the Seifert
fibration. On Σg, is is well known that a choice of square root
√K is equivalent to a choice
of spin structure. The same holds true in 3D, as explained in detail in Ref. 30.
We choose some LR ∈ Pic(Σˆ) which pulls back to LR. This is parameterized by
LR = L
n˜R0
0 ⊗
n⊗
i=1
L
nRi
i , (3.112)
and by a complex line modulus as above, denoted by νR. Unlike a “flavor U(1)” parameter
ν, the U(1)R parameter νR cannot be arbitrary while preserving supersymmetry. Indeed,
the analogue of (3.106) for U(1)R reads:
A(R)µ = Aµ + Vµ − iηµH , (3.113)
coinciding with (3.36). For future reference, let us define another flux parameter:
nR0 = 1− g + n˜R0 . (3.114)
We then introduce the parameterization:
nR0 ≡
lR0
2
+ νRd , n
R
i ≡
qi − 1
2
+
lRi qi
2
+ νRpi , (3.115)
of LR, with the constraints that n
R
0 , n
R
i are integers, and:
lR0 ∈ Z , lRi ∈ Z (i = 1, · · · , n) , such that: lR0 +
n∑
i=1
lRi = 0 . (3.116)
In particular, νR is constrained to be integer or half-integer, νR ∈ 12Z. The freedom in
choosing LR (or rather, LR) precisely corresponds to a choice of spin structure on M3–see
also Ref. 30 for a fuller explanation of this point.
R-charge quantization. Fields charged under the R-symmetry, with R-charge r, must
transform as well-defined sections of the line bundle LR. This gives the Dirac quantization:
(LR)
r ∈ Pic(Σˆ) . (3.117)
In explicit computations of partition function, we will fix a representative LR ∈ Pic(Σˆ), as
in (3.112), in which case the Dirac quantization condition is simply:
(g − 1 + nR0 )r ∈ Z , nRi r ∈ Z , ∀i . (3.118)
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In the generic case, the R-charge should be integer-quantized, r ∈ Z. Some finer quantization
conditions are often allowed in specific cases, however. The most interesting case is when
LR is topologically trivial. In that case, we can take r ∈ R, and we should choose a
representative LR which is also topologically trivial (that is, with zero fluxes, n˜
R
0 = n
R
i = 0).
For instance, this is the case on S3b with b ∈ Q, as in (3.54), P˜ic(M3) is trivial and we
have:30
n˜R0 = n
R
1 = n
R
2 = 0 , νR =
q1 + q2
2
. (3.119)
Three-manifolds that admit a real R-charge, r ∈ R, are particularly interesting from the
point of view of SCFTs, since the 3D N = 2 superconformal R-charges are generally irra-
tional numbers.
4 Supersymmetric localization on M3: general aspects
In the last section, we reviewed in some detail the problem of coupling 3D N = 2 theories
to curved closed manifolds. Given those tools, let us consider the actual computation of
supersymmetric curved-space observables.
Consider our gauge theory on M3 preserving two supercharges Q and Q˜, which anti-
commute to a Killing vector K. For simplicity, we take K to be real—that is, the THF on
M3 is aligned with K. We can then use the A-twisted formalism of section 3.5.
4.1 The observables: half-BPS lines and partition functions
Consider three-dimensional flat space, written as a product R3 ∼= C×R, with some coordi-
nates (z, z¯) ∈ C and x3 ∈ R. It is convenient to write the 3D N = 2 supersymmetry algebra
in two-dimensional notation, from the point of view of the C-plane:
{Q−, Q˜−} = 4Pz , {Q+, Q˜+} = −4Pz¯ ,
{Q−, Q˜+} = −2i(Z + iP3) , {Q+, Q˜−} = 2i(Z − iP3) ,
This takes the form of the 2D N = (2, 2) supersymmetry algebra, with a complex central
charge:
Z2d = Z + iP3 . (4.1)
We are interested in observables that preserve the two supercharges Q− and Q˜+. The
corresponding A-twisted supercharges are:
Q = ζ+Q− , Q˜ = ζ−Q˜+ , (4.2)
in 2D notation. By construction, they are 2D scalar nilpotent operators. This construction
uplift to 3D on M3 with a real Killing vector Kµ, which determines the C× R splitting of
the tangent bundle. The curved-space supersymmetry algebra takes the form:
Q2 = 0 , Q˜2 = 0 , {Q, Q˜} = −2i(Z + LK) , (4.3)
with Z the flat-space central charge. This is obviously the 2D A-twist on the plane C
transverse to K, in the adapted coordinates (z, z¯) ∈ C.
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We are interested in operators, denoted by L , that commute with these two super-
charges:
[Q,L ] = 0 , [Q˜,L ] = 0 . (4.4)
In two-dimensions, the local operators, ω, that commute with Q− and Q˜+ are called the
twisted chiral operators. 17 Since the condition [Q, ω] = [Q˜, ω] = 0 is not Lorentz-covariant
in 3D, the 3D uplift of a twisted chiral operator cannot be local. Instead, it is a line, wrapped
along the R ∼= {x3} direction. The operatorsL in (4.4) are half-BPS line operators, wrapped
along an orbit γ of the Killing vector K. The observables that we will compute are of the
form:
〈LiLj · · · 〉M3 , (4.5)
with the various half-BPS lines inserted along paths γi, γj , · · · parallel to K. The 3D A-twist
guarantees that these correlators are topological in the transverse directions—that is, they
are independent of the insertion points along the C plane. A simple example of such a line
is a supersymmetric Wilson loop in a representation R of G. In adapted coordinates, it
reads:
WR = TrR Pexp
(
−i
∫
γ
(Aµdx
µ − iσdτ)
)
. (4.6)
This simplest example of a half-BPS line is of course the trivial one:
L = 1 , (4.7)
whose insertion computes the supersymmetry partition function on M3:
ZM3 = 〈1〉M3 . (4.8)
Once we understand how to compute the supersymmetric partition function itself, the in-
sertion of other lines will turn out to be straightforward.
4.2 Supersymmetric localization: the general procedure
Let us explain the gist of the supersymmetric localization argument, as far as we need it
for the following discussion. A much more detailed reviews of supersymmetric localization
techniques can be found in Ref,119 and especially in Ref. 120 for the 3D case.
4.2.1 Half-BPS loci
Consider any path integral whose integrand is invariant under some nilpotent supercharge—
Q such that Q2 = 0. On general grounds, such a supersymmetric path integrals should “lo-
calize” onto the fixed points of Q.3 That is, the full path integral only receives contributions
from a subspace of field space, MBPS, on which Q vanishes:∫
[Dϕ]  
∫
MBPS
dϕ0 , (4.9)
17Recall that this use of the word “twisted” in “twisted chiral” is not directly related to the “twist” in
“A-twist.” This is standard terminology. The 2D twisted chiral ring is compatible with the A-twist, while
the 2D chiral ring is compatible with the B-twist.
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In favourable cases, including all the examples that we will consider, the right-hand-side is
an ordinary integral (or super-integral), with coordinates ϕ0 on MBPS. We will often call
ϕ0 the “zero-modes.”
For a gauge theory on a half-BPS three-manifoldM3, with two supercharges and a real
Killing vector Kµ = ηµ, the equations Qϕ = Q˜ϕ = 0 for the vector multiplet give:
Dµσ + iFµνK
ν = 0 , D = σH +
1
2
µνρKµFνρ , (4.10)
with all the fermionic fields vanishing. For the chiral multiplet, we have:(− σ +KµDµ)A = 0 , D1¯A = D1¯B = 0 , (− σ +KµDµ)C = 0 , F = 0 , (4.11)
and similarly for the anti-chiral multiplet.
4.2.2 Localizing action: the semi-classical approximation is exact
The localization argument is based on an important physical “lemma”: in a supersymmetric
theory with a supercharge Q, the expectation value of any Q-exact operator vanish, 〈QΨ〉 =
0. This is easily understood in the Hamiltonian formalism—given any supersymmetric state
|0〉, we have: 〈0|[Q,Ψ]|0〉 = 0, since Q|0〉 = 0 by assumption. It directly follows that we
have:
〈Q(Ψ)O〉 = 0 . (4.12)
for any Q-closed operator O. Supersymmetric localization is then based on a simple trick.
Let us add to the action a Q-exact term:
tSloc[ϕ] = tQ(Ψloc) , (4.13)
with a coefficient t ≥ 0. We choose Sloc such that the path integral remains “well defined”—
in particular, it should not introduce any divergence at infinity in field space. Supersym-
metric observables are independent of that deformation. At first order:
d
dt
〈O〉t
∣∣∣
t=0
= −〈Q(Ψloc)O〉 = 0 , (4.14)
and this generalizes to any order. The localization limit corresponds to taking t to infinity,
assuming that:
〈O〉t→∞ = 〈O〉t=0 , (4.15)
by the above argument. At arbitrarily large t, the semi-classical approximation becomes
exact, and we “localize onto” the solutions to the equations of motion for the localizing
action:
MEOM =
{
ϕ = ϕ0
∣∣ δSloc
δϕ
= 0
}
. (4.16)
We then have:
〈O〉 =
∫
MEOM
dϕ0O(ϕ0)Z1-loop(ϕ0) e−S[ϕ0] , (4.17)
schematically, with Z1-loop(ϕ0) the one-loop contribution from the fluctuations of all the
fields around the localization locus at ϕ = ϕ0.
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Note that, in Euclidean signature, there is no natural “reality conditions” on the fields;
we should think of all the fields as a priori complexified—for instance, the chiral multiplet
scalars A and A˜ need not be complex conjugate of each other. We must then prescribe a
middle-dimensional “contour” for the path integral, as part of the definition of the theory.
It is up to us to choose a “good” localizing action that leads to a maximally simplified
problem. For the 3D gauge theories of interest here, we noted in (3.76) and (3.85) that the
kinetic terms for the gauge and matter fields are Q-exact. We may then choose:
Lloc =
1
e2
LYM +
1
g2
LΦ˜Φ , (4.18)
and consider the limit e, g → 0. This is the UV limit of the 3D N = 2 gauge theory. Other
choices are possibles, which may lead to different-looking answers—see for instance Ref.121
(Of course, the final answer should always be the same if (4.15) indeed holds, but different
localization “schemes” can lead to rather different presentations of the same answer.)
4.3 One-loop determinants on the BPS locus
For some purposes, it is useful to introduce a complexified gauge field Aµ ≡ Aµ − iηµσ, as
in (3.106). Let us denote by F = dA− i[A,A] the curvature of A. Then, the BPS equations
(4.10) for the vector multiplet can be written as:
D0σ = 0 , F01 = 0 , F01¯ = 0 , D = 2iF11¯ − σH , (4.19)
in the adapted frame. The second and third equations imply that A is the connection of an
holomorphic vector bundle—in particular, for a U(1) gauge group, it is a connection over
an holomorphic line bundle; see Ref. 110 and references therein.
The gauge-fixing can be done in various ways. For a Seifert-manifold background with
c1(L0) 6= 0, the simplest choice is the temporal gauge, defined by A0 = 0.18 Then the BPS
equations together with the reality conditions on the fields imply that the vector multiplet
localizes to the configuration with
σ = diag(σa) ∈ Rrk(G) , a = 1, · · · , rk(G) , (4.20)
which gives the rk(G)-dimensional integral contour along the product of the real lines as
studied in the literatures, e.g. in Ref. 5. The contour in the σ-plane may be deformed in a
way that the integral converges.
Alternatively, one can also consider the following partial gauge fixing
ηµ(LKaµ) = 0 , (4.21)
which leads to a more natural and unifying description in the 2D A-model point of view.24,29
This equation implies ∂0A0 = 0, which allows us to define the “two-dimensional” field:
u ≡ −βA0 = iβ(σ + iA0) . (4.22)
18When c1(L0) = 0, for example, for Σg × S1, the holonomy along S1 cannot be gauged away and the
temporal gauge cannot be chosen.
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We introduced a factor of β, which enters the adapted metric (3.57), to render u dimen-
sionless. (Or, more precisely, we can define u as in (3.108).) From (3.74), it is clear that
A0 = A0 − iσ preserves both supersymetries:
δu = δ˜u = 0 . (4.23)
In the language of 2D N = (2, 2) supersymmetry, the complex scalar field u is the lowest
component of a twisted-chiral multiplet, with components:122
U = (u , Λ1 , −Λ˜1¯ , −4F11¯) . (4.24)
Moreover, the other half of the 3D vector multiplet can then be organised into a 2D twisted-
anti-chiral multiplet, with bottom component:
u˜ = −iβ(σ − iA0) . (4.25)
Localization with the Yang-Mills action forces u, u˜ to be constant, in the localization limit,
e→ 0. Since [u, u˜] = 0, we can diagonalise u to:
u = diag(ua) , a = 1, · · · , rk(G) . (4.26)
Finally, we also need to sum over the magnetic fluxes valued in the 2D Picard group Pic(Σˆ)
associated to the gauge group G, subject to the equivalence relation (3.110). This determines
the domain of u-integral. We then expect, very schematically:
ZM3 =
∑
top. sectors,m
∫
C
du e−S0(u) Z1−loop(u)m , (4.27)
with a sum over topological sector, and a “Coulomb branch integral” in each sector.
We will see how this works out in examples, momentarily. In the rest of this section, let
us only consider some “Coulomb branch background” (4.24) for the 3D vector multiplet,
consisting of the constant modes u, u˜ for the 2D scalars, and of some as-yet unspecified 3D
bundle with connection Aµ, such that (4.19) is satisfied. We can then easily compute the
relevant one-loop determinants, which are the contributions from small fluctuations around
this background, and which will enter the integrand of (4.27).
Chiral-multiplet one-loop determinant. One can easily present general results for all
the one-loop determinants on the Coulomb branch background. Consider a chiral multiplet
coupled to a U(1) vector multiplet with charge Q = 1, and with R-charge r ∈ R. The
one-loop determinant is simply the Gaussian path integral:
ZΦM3 =
∫
DΦDΦ˜ e
− ∫M3 d3x√gLΦ˜Φ , (4.28)
with the Lagrangian (3.84), in the A-twisted notation of section 3.5.3:
LΦ˜Φ = A˜∆φA+ (B˜, C˜) ∆ψ
(B
C
)
− F˜F . (4.29)
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Here, the kinetic operators, evaluated on the BPS locus, are given by:
∆φ = −D0D0 − 4D1D1¯ + σ2 , ∆ψ = −2i
(
1
4 (σ +D0) −D1
D1¯ −σ +D0
)
. (4.30)
The superdeterminant (4.28) simplifies due to supersymmetry. Indeed, we note that the
bosonic and fermionic operators can be related as:
∆ψ ·
(
2i(σ −D0) 0
2iD1¯ 1
)
=
(
∆φ 2iD1
0 2i(σ −D0)
)
. (4.31)
We then find:
ZΦM3 =
det ∆ψ
det ∆φ
=
det [2i(σ −D0)r−2]
det [2i(σ −D0)r] . (4.32)
Here, the operators σ − D0 in the numerators and denominators acts on the fields C and
A, of R-charges r − 2 and r, respectively. Let Hr−2 and Hr denote the two Hilbert spaces
spanned spanned by such modes. The operators −2iD1 and 2iD1¯ are mutually adjoint
operators which intertwine between them:
−2iD1 : Hr−2 → Hr , 2iD1¯ : Hr → Hr−2 . (4.33)
There is a one-to-one correspondence between the modes of Hr with non-zero eigenvalue
for D1D1¯ : Hr → Hr and the modes of Hr−2 with non-zero eigenvalue for D1¯D1 : Hr−2 →
Hr−2. Therefore, the only non-trivial contribution to (4.32) comes from the kernels of D1
and D1¯, respectively, and we find:
8,123,124
ZΦM3(u; r) =
detcoker(D1¯) [2i(σ −D0)r−2]
detker(D1¯) [2i(σ −D0)r]
. (4.34)
This is a completely general result, for any half-BPS M3 on a Seifert manifold. We will
evaluate (4.34) explicitly, in examples, below. An important property of (4.34), which is
emphasised by our notation, is that it is locally holomorphic in u, simply because u enters
the eigenvalue equations holomorphically, through:
i(σ −D0) = 1
β
(
−i∂ψˆ + u+ νRr
)
. (4.35)
Note also the simple dependence on the R-charge.
The generalization to any gauge group and matter content is straightforward. Consider
Φ in some (generally reducible) representation R of G, with weights ρ. It also transforms
in some representation RF of the flavor group, with flavor weights ω. We may choose a
different R-charge, rω, for each ω.
19 We then have:
ZmatterM3 (u) =
∏
ω∈RF
∏
ρ∈R
ZΦM3(ρ(u) + ω(ν); rω) , (4.36)
with ZΦM3(u; r) given by (4.34).
19In general that might break the flavor group explicitly. This is a choice we are allowed to make.
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Vector multiplet. The one-loop contribution of the vector multiplet on the Coulomb
branch can be computed by a simple trick: each W-boson Wα, for a non-zero root α ∈ g∗,
contributes as a chiral multiplet of weight ρ = α and R-charge r = 2. This can be seen by a
direct computation in the A-twisted theory, wherein the gauge fields components along the
holomorphic plane, A1, A1¯, become the A-twisted chiral multiplet scalars.
122 This can also
be understood in terms of the Higgs mechanism.17 We thus find:
ZvectorM3 (u) =
(
Z
(0)
M3
)dim(G) ∏
α∈∆
ZΦM3(α(u); r = 2) , (4.37)
where ∆ is the set of non-zero roots. The first factor is a contribution from the gaugino,
including the ones in the Cartan of g, corresponding to our choice of quantization in section
2.2.1. We will discuss it in various examples below.
5 The squashed-sphere partition function
The supersymmetric partition function on S3b , the three-sphere with squashing param-
eter b, is probably the most studied example of a 3D supersymmetric partition func-
tion.5–9,14,121,125,126 In this section, we review the derivation of the sphere partition func-
tions ZS3b , and some applications of the result.
5.1 The squashed three-sphere
Consider the three-sphere S3, viewed as torus fibered over an interval, with χ ∈ [0, 2pi) and
ϕ ∈ [0, pi) the torus coordinate, and θ ∈ [0, pi] the interval. We take the real Killing vector:
K =
1
R0
(
b∂ϕ + b
−1∂χ
)
, (5.1)
with b ∈ R>0. We then choose an adapted metric:
ds2(S3b ) = R
2
0
(
1
4
h(θ)2dθ2 + b−2 cos2
θ
2
dϕ2 + b2 sin2
θ
2
dχ2
)
. (5.2)
Here, the function h(θ) is a smooth positive function which behaves as h(θ) ∼ b+O(θ2) at
the north pole, θ ∼ 0, and as h(θ) ∼ b−1 +O((pi − θ)2) at the south pole, θ ∼ pi. Our THF
is simply given by:
η = Kµdx
µ = R0
(
b sin2
θ
2
dχ+ b−1 cos2
θ
2
dϕ
)
. (5.3)
To display the transversely holomorphic structure explicitly, it is convenient to introduce
the coordinate change:(
φˆ
ψˆ
)
= M
(
ϕ
χ
)
, M ≡
(
α0b
−1 −α0b
c1 c2
)
∈ SL(2,R) . (5.4)
The local coordinates adapted to the THF are ψˆ and z = f(θ)eiφˆ, with:
K =
1
β
∂ψ , η = β(dψˆ + C) , C = −bc1 − b
−1c2 − (bc1 + b−1c2) cos θ
2α0
dφˆ , (5.5)
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where β = R0α0. The metric (5.2) then takes the canonical form (3.57), with:
2gzz¯dzdz¯ =
R20
4
(
h(θ)2dθ2 + (bc1 + b
−1c2)2 sin2 θ dφˆ2
)
. (5.6)
5.1.1 Coulomb branch localization and one-loop determinants
One can localize 3D N = 2 gauge theories on S3b as sketched above. On S3, the only
non-trivial solutions to the BPS equations (4.10) are:
Fµν = 0 , D = σH , (5.7)
for a constant σ. In this section, we choose the temporal gauge A0 = 0 discussed around
(4.20). Let us also introduce the dimensionless parameters:
σˆa ≡ R0σa , mˆα = R0mα , σˆR ≡ − i
2
(b+ b−1) . (5.8)
Here, mˆα is the real mass for the flavor symmetry U(1)α, and σˆR can similarly be viewed
as a “real mass” for the R-symmetry.109 Then, the S3b path integral takes the form:
5–8
ZS3b (mˆ) =
∫ ∏
a
dσˆa Z
CS
S3b
(σˆ, mˆ)Z1-loop
S3b
(σˆ, mˆ) , (5.9)
where the contour is given by the real line integral, or an appropriate deformation thereof.29
One then simply needs to compute the one-loop determinants on S3b in the background of a
constant σ (and with Aµ = 0).
Let us apply the general formula (4.34) for ZΦ to this case.8 On general grounds, a
well-defined A- or C-type chiral-multiplet mode will be of the form:
An,m(θ, χ, ϕ) = A0(θ)einχ+imϕ , n,m ∈ Z . (5.10)
Let us note that such modes are eigenmodes of the operator (4.35), with:
i(σ −D0)A(r)n,m =
1
R0
(iσˆ + iσˆRr + b
−1n+ bm)A(r)n,m . (5.11)
Here, we included the dependence on the R-charge, for a mode of twisted spin r2 . The modes
that actually contribute to (4.34) are the A- and C-modes in the kernel and cokernel of D1¯,
respectively:
D1¯An,m = 0 , D1Cn,m = 0 . (5.12)
This gives: [
2
h(θ)
∂θ + i
(
cot
θ
2
b−1∂χ − tan θ
2
b ∂ϕ
)]
An,m = 0 ,[
2
h(θ)
∂θ − i
(
cot
θ
2
b−1∂χ − tan θ
2
b ∂ϕ
)]
Cn,m = 0 ,
(5.13)
which determine the profiles A0(θ) of the modes (5.10). Using the asymptotics of h(θ) at
the poles, it is easy to check that the modes An,m are normalizable if and only if n,m ≥ 0,
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while the modes Cn,m are normalizable if and only if n,m ≤ 0. We thus obtain the one-loop
determinant:8
ZΦS3b
(σˆ; r) =
∞∏
n=0
∞∏
m=0
nb−1 +mb− iσˆ + b+b−12 (2− r)
nb−1 +mb+ iσˆ + b+b−12 r
, (5.14)
where the A- and C-modes contribute to the denominator and numerator, respectively.
The formal answer (5.14) needs to be regularized carefully. While we derived it for b ∈ R,
there exists a natural analytic continuation of the answer to b ∈ C (except on the negative
real axis). An elegant regularization of (5.14) is given in terms of the so-called quantum
dilogarithm Φ˜b,
127,128 which is defined by:
Φ˜b(σˆ) ≡
(
e−
2pi
b σˆ e−pii(
1
b2
+1); e−2piib
−2)
∞
(
e−2pibσˆ epii(b
2+1); e2piib
2
)−1
∞
, (5.15)
if we take b such that Im(b2) > 0. Here, (a; q)∞ denotes the q-Pochhammer symbol:
(a; q)∞ ≡
∞∏
k=0
(1− aqk) . (5.16)
The quantum dilogarithm admits an analytic continuation to b ∈ C−{R≤0}, and in partic-
ular to the case b ∈ R>0 that we started with. We claim that the correct regularization of
(5.14) is given by:
ZΦS3b
(σˆ; r) = ZΦS3b
(σˆ + σˆRr) ≡ Φ˜b
(
σˆ + σˆR(r − 1)
)
, (5.17)
corresponding to the U(1)− 12 quantization of the chiral multiplet.
30 In particular, we have
the identity:
Φ˜b(σˆ)Φ˜b(−σˆ) = e−piiσˆ2e−pii12 (b
2+b−2) , (5.18)
which corresponds to integrating out a pair of chiral multiplets, of R-charges r = 1 and gauge
charges ±1 in the U(1)− 12 quantization, with a superpotential mass term, which shifts the
CS levels by ∆kGG = −1 and ∆kg = −2. We then have (4.36) for the full chiral-multiplet
contribution, namely:
ZmatterS3b
(σˆ, mˆ) =
∏
ω∈RF
∏
ρ∈R
ZΦS3b
(ρ(σˆ) + ω(mˆ) + σˆRrω) . (5.19)
Similarly, the vector multiplet contribution (4.37) is given by:
ZvectorS3b
(σˆ) =
(
Z
(0)
S3b
)dim(G) ∏
α∈∆+
4 sinh (pibα(σˆ)) sinh
(
pib−1α(σˆ)
)
, (5.20)
where ∆+ is the set of positive roots, and we defined:
Z
(0)
S3b
=
(
ZRRS3b
) 1
2 Zgrav
S3b
= e−
pii
12 (b
2+b−2+3) . (5.21)
This is the contribution of each gaugino to the U(1)R and gravitational contact terms,
corresponding to the UV CS contact terms (2.32).
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5.1.2 The σ-integral formula
Putting it all together, including the classical contributions, one finds:
ZS3b (mˆ; r) =
1
|WG|
∫
drk(G)σˆ ZCSS3b
(σˆ, mˆ)ZvectorS3b
(σˆ)ZmatterS3b
(σˆ, mˆ) . (5.22)
Here, mˆα are the real-mass parameters associated to the flavor symmetry. The classical
piece ZCS(σˆ, mˆ) comes from CS terms, and takes the general form:
ZCSS3b
= ZGGS3b
(σˆ)kGG ZG1G2
S3b
(σˆ1, σˆ2)
kG1G2 ZGRS3b
(σˆ)kGR (ZRRS3b
)kRR (Zgrav
S3b
)kg . (5.23)
The various supersymmetric CS actions evaluated on the S3b background are given by:
8,9, 97
ZGGS3b
(σˆ) = epiiσˆ
2
, ZG1G2
S3b
(σˆ1, σˆ2) = e
2piiσˆ1σˆ2 ,
ZGRS3b
(σˆ) = e2piiσˆRσˆ = epi(b+b
−1)σˆ , ZRRS3b
= epiiσˆ
2
R = e−
pii
4 (b
2+b−2+2) ,
Zgrav
S3b
= e
pii
24 (b
2+b−2) .
(5.24)
The generalization to any non-abelian CS term is straightforward. One can similarly write
down CS contact terms for the flavor symmetries, by replacing the gauge parameters σˆa by
the flavor parameters mˆα appropriately.
5.2 The round three-sphere and F -maximization
It is interesting to consider the special case of the “round S3” in some detail.6,7 This
corresponds to setting the squashing parameter to b = 1. The supersymmetric partition
function (5.23) becomes:
ZS3(mˆ; r) =
1
|WG|
∫
drk(G)σˆ ZCSS3 (σˆ, mˆ)Z
vector
S3 (σˆ)Z
matter
S3 (σˆ, mˆ) , (5.25)
with the classical contribution obtained by setting b = 1 in (5.24). The vector multiplet
contribution is given by:
ZvectorS3 (σˆ) = e
− 5pii12 dim(G)
∏
α∈∆+
4 sinh2 (piα(σˆ)) . (5.26)
The matter contribution takes the form:6
ZmatterS3 (σˆ, mˆ) =
∏
ω∈RF
∏
ρ∈R
F(iρ(σˆ) + iω(mˆ) + rω − 1) , (5.27)
in terms of the function:
FΦ(u) ≡ exp
(
1
2pii
Li2(e
2piiu) + u log
(
1− e2piiu)) , (5.28)
which is holomorphic in u.20
20While this is not immediately obvious from this definition, the branch-cut ambiguities cancel out between
the dilog and the log in (5.28). See Ref. 29 for further discussion. Up to some entire function related to
our choice of fermion quantization (and up to sending σ to −σ), F(u) is equivalent to the function ef(u)
introduced in Ref. 6.
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F -theorem and F -maximization. For any 3D CFT, one can define a quantity of in-
trinsic intererest, called FS3 , as the finite part of the logarithm of the S
3 partition function.
It plays the role of an “c-function” under RG flow, in the sense that, for any non-trivial RG
flow from a UV to an IR CFT, we must have:
FS3,UV > FS3,IR . (5.29)
This is known as the “F -theorem.”41,42,129 Here, FCFT is defined as the real number:
FS3 = −Re [logZS3 ] , (5.30)
obtained upon renormalization of the sphere partition function; this is scheme-independent,
because there are no dimensionless local terms that could modify the answer. (The imag-
inary part of logZS3 , on the other hand, can be affected by background Chern-Simons
terms.130)
For an N = 2 SCFT that arises in the IR of an asymptotically-free gauge theory, we
may define:
FS3(mˆ; r) ≡ −Re [logZS3(mˆ; r)] , (5.31)
with the supersymmetric partition function given by (5.25). The CFT answer is obtained by
setting the real masses to zero, mˆ = 0, and by choosing r = r∗ the superconformal R-charge:
FS3 = FS3(0; r
∗) . (5.32)
The superconformal R-charge is the one that maximizes FS3(0; r); namely, if we consider a
generic R-charge:
R = R0 + t
αFα , (5.33)
where tα are mixing parameters between some reference R-charge R0 and any abelian flavor-
symmetry charges Fα, we must have:
6,130
∂tαFS3(0; t∗) = 0 , ∂tα∂tβFS3(0; t∗) = −
pi2
2
ταβ , (5.34)
for t = t∗ defining the superconformal R-charge. Here, ταβ is a positive-definite matrix,
which encodes the two-point functions of the U(1)α conserved currents.
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5.3 Computing ZS3b : Examples
Let us now discuss the three-sphere partition function of the simple gauge theories intro-
duced in section 2.3.
5.3.1 Example (1): Supersymmetric U(N)k CS theory.
In this case, we have:
Z
U(N)k
S3b
=
1
N !
∫
Cσˆ
dN σˆ epiik
∑N
a=1 σˆ
2
a e2piiξˆ
∑N
a=1 σˆa ZvectorS3b
(σˆ) , (5.35)
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with ξˆ the FI term, and:
ZvectorS3b
(σˆ) = e−
piiN2
12 (b
2+b−2+3)
N∏
a,b=1
a>b
4 sinh(pib(σˆa − σˆb)) sinh(pib−1(σˆa − σˆb)) . (5.36)
Here, we can either use the naive contour σˆa ∈ R, or equivalently we can consider a contour
Cσˆ obtained by rotating the real axis for each σˆa slightly clockwise if k > 0, or anti-clockwise
if k < 0, so that the term epiikσˆ
2
provides an exponential damping factor as Re(σˆ)→ ±∞.
An interesting (and particularly simple) special case is the U(1)k theory. We have:
Z
U(1)k
S3b
= e−
pii
12 (b
2+b−2+3)
∫
Cσˆ
dσˆepiikσˆ
2+2piiξˆσˆ = α(k) e−
pii
12 (b
2+b−2) e
−piiξˆ2k√|k| , (5.37)
in the conventions of section 2.3.1, with the phase α(k) = 1 if k > 0 and α(k) = −i if k < 0.
Consider the special case k = 1. Indeed, we have:
Z
U(1)1
S3b
= e−
pii
12 (b
2+b−2) e−piiξˆ
2
. (5.38)
This agrees with the fact that U(1)1 is equivalent to an empty theory with non-zero U(1)T
and gravitational contact terms. By comparing with (5.24), we see that this matches the
contributions from the CS local terms with levels ∆kTT = −1 and ∆kg = −2.
Another simple duality relation is between U(1)2 and U(1)−2, namely:
Z
U(1)2
S3b
= i e−piiξˆ
2
Z
U(1)−2
S3b
, (5.39)
also in perfect agreement with the duality (2.39)-(2.40), since ∆kTT = −1, ∆kRR = −1 and
∆kg = −6 in this case.
5.3.2 Example (2): U(1) 1
2
+Φ theory.
In this case, we simply have:
Z
U(1) 1
2
+Φ
S3b
= e−
pii
12 (b
2+b−2+3)
∫
Cσˆ
dσˆepiiσˆ
2+2piiξˆσˆ Φ˜b(σˆ + σˆR(r − 1)) (5.40)
for the “tetrahedron theory,” in the presence of an FI term ξˆ, and with an arbitrary R-charge
r ∈ R for the chiral multiplet. The duality between this theory and a chiral multiplet T+
implies a “Fourier transform” identity for the quantum dilogarithm.131 Without loss of
generality, consider the case r = 1. Then, we have:
e−
pii
12 (b
2+b−2+3)
∫
Cσˆ
dσˆepiiσˆ
2+2piiξˆσˆ Φ˜b(σˆ) = e
piiσ2R−2piiξˆσˆR Φ˜b(ξˆ − σˆR) , (5.41)
in agreement with (2.43)-(2.45).
It is interesting to consider the special case of the round sphere, b = 1, as well. Then,
the duality relation (5.41) takes the form:∫
Cσˆ
dσˆepiiσˆ
2+2piiξˆσˆ FΦ(iσˆ) = e− 7pii12 e−2piξˆFΦ(iξˆ − 1) , (5.42)
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with the holomorphic function FΦ(u) defined in (5.28). One can also follow the RG flow to
the U(1)1 theory, as described in section 2.3.2, at the level of the supersymmetric partition
function. Indeed, we have:
Φ˜b(σˆ) ∼ e−piiσˆ2e−pii12 (b
2+b−2) as σˆ → −∞ , Φ˜b(σˆ) ∼ 1 as σˆ →∞ . (5.43)
Taking the limit ξˆ → −∞, the equality (5.41) reduces to (5.38).
5.3.3 Example (3): 3D SQCD with U(N) gauge group.
For 3D SQCD, we have the integral formula:
Z
U(N),Nf
S3b
(mˆ, ˆ˜m, mˆA, ξˆ) =
1
N !
∫
Cσˆ
dN σˆ ZCSZvec Zmat , (5.44)
with:
ZCS =
N∏
a=1
e2piiξˆσˆa ,
Zvec = e−
pii
12 (b
2+b−2+3)N2
∏
1≤a<b≤N
4 sinh (pib(σˆb − σˆa)) sinh
(
pib−1(σˆb − σˆa)
)
,
Zmat =
N∏
a=1
epiiNf σˆ2a Nf∏
i=1
ZΦS3b
(σˆa − mˆi + mˆA + rσˆR)
Nf∏
j=1
ZΦS3b
(−σˆa + ˆ˜mi + mˆA + rσˆR)

Here, mˆi and ˆ˜mj such that
∑Nf
i=1 mˆi = 0 and
∑Nf
j=1
ˆ˜mj = 0 denote the SU(Nf )× SU(Nf )
real masses, while mˆA is the U(1)A real mass, and ξˆ the FI parameter. Note that we included
the necessary bare CS level in the definition of Zmat, here. Aharony duality takes the form
of complicated integral identities:
Z
U(N),Nf
S3b
(mˆ, ˆ˜m, mˆA, ξˆ) = Zct(mˆ, ˆ˜m, mˆA, ξˆ) Z
U(Nf−N),Nf
S3b
( ˆ˜m, mˆ,−mˆA,−ξˆ) , (5.45)
with Zct(mˆ, ˆ˜m, mˆA, ξˆ) denoting the contribution from the CS contact terms (2.49) for the
global symmetry. These identities between so-called hyperbolic hypergeometric functions
were first discovered by mathematicians,132 and the connection to infrared dualities was
discovered soon after.133 We will give an alternative description of these duality relations
in later sections, in the special case of rational squashing, b2 ∈ Q.
6 The topologically twisted index
In later sections, we will see that supersymmetric partition function on general half-BPS
Seifert manifolds can be constructed from the so-called genus-zero twisted index16,17,25
defined on S2A × S1; namely S2 with a topological twist.
In this section, we study the S2 twisted index in detail. More generally, we consider
a one-parameter family of half-BPS backgrounds labelled by a parameter  ∈ R, which
deforms the A-twist on S2 by a so-called Ω background.88,134 This parameter corresponds
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to a chemical potential for the azimuthal rotation, Jϕ, on S
2, in the index picture. The
S2 × S1 metric can be chosen as:
ds2 = βdτ2 +
R2
4
(dθ2 + sin2 θ(dϕ+ dτ)2) . (6.1)
The theory is topologically twisted on S2 using the U(1)R symmetry, with the U(1)R back-
ground flux:
1
2pi
∫
Σg
dA(R) = −1 . (6.2)
It follows that the R-charge must be quantized, r ∈ Z. We can also introduce the holonomy
for the R-symmetry along S1 direction:
vR = − 1
2pi
∫
S1
A(R) , vR ∈ 1
2
Z , (6.3)
which is correlated with a choice of spin structure along the S1—for vR = 0 mod 1, we must
choose the periodic boundary condition for fermions, while for vR =
1
2 mod 1, we have the
anti-periodic spin structure.30 The Killing vector K reads:
K =
1
β
(∂τ − ∂ϕ) , (6.4)
with η = βdτ . The generic orbit of K closes only when  ∈ Q. The half-BPS background
with  = 0 corresponds to the standard A-twist on S2. The other supergravity background
fields can be chosen to vanish on S2 × S1, namely Vµ = H = 0.
We will now review the path integral derivation of the -refined twisted index, defined
as:
IS2×S1(y)n = TrHS2 (n)
[
(−1)F e2piivR(F+R)e2piiJϕ
∏
α
y
QαF
α
]
, (6.5)
via Coulomb branch localization.17,19,20 Here, the trace is over the Hilbert spaces on S2 at
fixed background fluxes, nα, for the flavor symmetry, twisted by the complexified fugacities
yα, and with a choice of spin structure—when vR = 0 (mod 1), we have the usual insertion
(−1)F in the index, while for vR = 12 (mod 1), we have (−1)R instead, with R the (integer-
quantized) R-charge.
6.1 Localization to the Coulomb-branch BPS locus
Using the Q-exactness of the SYM action, as in equation (3.76), we can take the limit e0 → 0
so that the path integral localizes to the zero locus of SYM . The BPS conditions on the
bosonic fields read:
D = 2iF11¯ , D0σ = 0 , F01¯ = −iD1¯σ , F01 = −iD1σ . (6.6)
Imposing that the fields aµ and σ be real, we then have:
21
D = 2if11¯ , Dµσ = 0 , F01¯ = F01 = 0 . (6.7)
21The field D need not be real. In fact, its natural contour in Euclidean signature would be D ∈ iR.
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If we impose the gauge-fixing condition ∂0A0 = 0, we can define:
u = iβ(σ + ia0) , (6.8)
where a0 is the holonomy of the gauge field along S
1
a0 =
1
2piβ
∫
S1β
A . (6.9)
We can diagonalize a0 using the residual gauge symmetry:
a0 = diag(a0,a) , a = 1, · · · , rk(G) , (6.10)
which leaves the maximal torus times the Weyl symmetry of G as a residual gauge symmetry:
G→ HoWG , H ∼=
rk(G)∏
a=1
U(1)a . (6.11)
On the BPS locus, σ can also be diagonalised as σ = diag(σa) using the relation Dµσ = 0.
We define complex parameters:
ua = iβ(σa + ia0) , ua = 1, · · · , rk(G) (6.12)
which parameterizes the classical Coulomb branch of the 3D theory compactified on a circle.
For a later purpose, it is convenient to consider “small fluctuations” along the BPS locus,
which include the fields u, some fermionic zero-modes Λ0, Λ˜0, as well as a constant auxiliary
field Dˆ ∈ R defined as:
D = 2if11¯ + iDˆ . (6.13)
These “zero-modes” sit in a supersymmetry multiplet:
V0 = (u, u˜,Λ0, Λ˜0, Dˆ) , (6.14)
with the two supersymmetry transformations:
δu = 0 , δu˜ = −2iβΛ˜0 , δΛ0 = −Dˆ , δΛ˜0 = 0 , δDˆ = 0 ,
δ˜u = 0 , δ˜u˜ = 2iβΛ0 , δ˜Λ0 = 0 , δ˜Λ˜0 = −Dˆ , δ˜Dˆ = 0 .
(6.15)
In the e0 → 0 limit, the path integral localizes to the finite dimensional integral over the
zero modes V0. In addition, we must sum over the non-trivial H-bundles on S2,17,22,135
correspondinh to GNO-quantized fluxes on the sphere:
m =
1
2pi
∫
S2
dA ∈ ΓG∨ , (6.16)
which are valued in the co-character lattice ΓG∨ defined by:
ΓG∨ = {m | ρ(m) ∈ Z ,∀ρ ∈ ΓG} ∼= Zrk(G) , (6.17)
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with ΓG the weight lattice of G. Then the path integral can be written as a localized
expression:
Z = lim
e0→0
∑
m∈ΓG∨
∫
[dV0] e−Sclassical(V0)Z1-loop(V0) , (6.18)
where Sclassical is the contribution from the classical action and Z1-loop(V0) is the one-loop
determinant around the BPS locus. At the same time, one localizes the matter fields in
chiral multiplets by using the fact that the canonical kinetic terms are themselves Q-exact.
Then, the matter fields contribute non-trivially to Z1-loop(V0) in (6.18).
6.2 Classical and one-loop contributions
Before discussing the integral (6.18), let us first discuss the integrand in more detail. Here,
we focus on the classical and one-loop contribution in the strict BPS limit, with Dˆ = 0 and
vanishing gauginos. The final answer will be written in terms of these building blocks only.
6.2.1 Classical action contribution
The only non-trivial contribution from the classical action is the Chern-Simons action for
the gauge and global symmetries. For each flux sector m, we have:
e−Sclassical(u,m) = ZGG(x,m)kGGZG1G2(x,m)
kG1G2ZGR(x,m)
kGRZkRRRR , (6.19)
where:
ZGG = (−1)m(1+2vR)e2piium , ZG1G2 = e2pii(u1m2+u2m1) . (6.20)
The second term is the contribution from the mixed abelian CS terms with levels kG1G2 .
This includes the contribution of the FI parameters:∏
I
qmII (xI)
nTI , (6.21)
where qI = e
2piiξI and xI = e
2piiuI for the U(1)I factors in G. The contribution from
gauge-R and RR Chern-Simons level is
ZGR = (−1)2vRme−2piiu , ZRR = −1 . (6.22)
6.2.2 One-loop determinant at Dˆ = 0
The one-loop contribution on the SUSY locus with Dˆ = 0 can be written as
Z1-loop(x,m) = Z
vector
1-loop(x,m)Z
chiral
1-loop(x,m) , (6.23)
for each flux sector m. The contribution from the chiral multiplet in a representation R can
be easily computed by expanding the mode along S1 and summing over the KK tower:
Zchiral1-loop(x,m) =
∏
ρ∈R
(
e2pii(ρ(u)+rvR−

2 (ρ(m)−r)); e2pii
)−1
ρ(m)−r+1
, (6.24)
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where x ≡ e2piiu, and (x; q)n is the q-Pochhammer symbol, defined by:
(x; q)n ≡
{∏n−1
l=0 (1− qlx), if n > 0 ,∏|n|
l=1(1− q−lx) if n ≤ 0 .
(6.25)
The easiest way to compute the contribution from the vector multiplet is to use the fact that
the contribution from each W-boson from a non-zero root α ∈ g is same as the one from a
chiral multiplet of charge α and R-charge 2.17,122 If we choose the symmetric quantization
for a pair α and −α, we find:
Zvector1-loop =
∏
α∈∆+
(−1)2vRα(m) sin
(
pi
(
α(u)− α(m)
2
))
sin
(
pi
(
α(u) +
α(m)
2
))
, (6.26)
where ∆+ is the space of the positive roots.
6.3 The integration contour
Let us come back to the path integral localized onto the Coulomb branch:
Z = lim
e→0
∑
m∈ΓG∨
∫
Γ
dDˆ
∫
M
dudu˜
∫
dΛ0dΛ˜0 e
−Sclassical(V0)Z1-loop(V0) . (6.27)
Here, Γ is the contour defined by the real line Rrk(G) and M can be identified with the
(universal cover of the) classical Coulomb branch, M ∼= hC ∼= (C∗)rk(G). Note that the
integrand of (6.27), when evaluated at Λ0 = Λ˜0 = Dˆ = 0, has various singularities in the
domain M.
Chiral multiplet singularities: The first type of singularities are defined by the loci
where the chiral multiplets become massless. The chiral multiplet with gauge charge ρ and
R-charge r defines a singular hyperplanes Hρ given by
Hρ,r,j = {u ∈ hC | ρ(u) + rvR + j+ k = 0 , k ∈ Z} , (6.28)
assuming that nρ,r ≡ ρ(m)−r+1 ≥ 0, and with j = −nρ,r−12 ,−nρ,r−12 +1, · · · , nρ,r−12 . They
correspond to the poles of (6.24).
Monopole singularities The second type of the singularities are at the asymptotic in-
finities where Im(ua)→ ±∞. The singular hyperplanes are defined by
Ha± = {u ∈ hC | Im(ua)→ ∓∞} . (6.29)
We can extract the behavior of the integrand at asymptotic infinities from the one-loop
determinant. We find
lim
Im(u)→∓∞
e−Sclassical(u)Z1-loop(u)→ x±(Qa±(m)+Q
F
a±(n)−ra±)
a , (6.30)
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whereQa±, QFa± and ra± are the induced charge of the monopole operators
103,136 T±a defined
by:
Qa±b = Qb[T±a ] = ±kab −
1
2
∑
i
∑
ρi∈Ri
|ρai |ρbi ,
QFa±
b
= QF [T±a ] = ±kaFGF −
1
2
∑
i
∑
ρi∈Ri
|ρai |QFi ,
(6.31)
and:
ra± = R[T±a ] = ±kaR −
1
2
∑
i
∑
ρi∈Ri
|ρai |(ri − 1)−
1
2
∑
α∈g
|αa| . (6.32)
These singularities must be regulated, which can be done as in Ref.137–139 We divide u-
integral into two pieces: ∫
M
dudu˜ =
∫
M\∆ε
dudu˜ +
∫
∆ε
dudu˜ , (6.33)
where ∆ε is the ε-neighborhood of the singular hyperplanes. One can show that the inte-
grand in the second contribution is bounded as long as we keep e finite, and therefore it
vanishes in the limit ε→ 0 sufficiently faster then taking e→ 0.
The integration over the gaugino zero modes can be most easily done by using the
residual supersymmetry of the zero mode multiplet V0. The algebra (6.15) implies
∂Λ0∂Λ˜0Zm
∣∣
Λ0=Λ˜0=0
=
1
Dˆ
2iβ∂u˜Zm
∣∣
Λ0=Λ˜0=0
, (6.34)
where Zm is the integrand of (6.27). Then the Coulomb branch integral becomes:
Z = lim
ε,e→0
∑
m∈Γ∨G
∫
Γ
dDˆ
Dˆ
∮
∂(M\∆ε)
du e−Sclassical(u,Dˆ)Z1-loop(u, Dˆ) , (6.35)
where the contour Γ is taken to be a rk(G)-dimensional real line, slightly shifted to the
imaginary axis with the vector δ ∈ h. The integral gets contribution from the various
disconnected components of the contour ∂(M\∆ε), which reduces to the rk(G)-dimensional
residue integrals of the poles constructed from the intersection of the hyperplanes (6.28)
and (6.29) in M. The contribution from various components of the contours in M can be
decomposed into
Z = Zbulk + Zboundary , (6.36)
where Zbulk is the contribution from the contour around the chiral multiplet singulari-
ties (6.28), while Zboundary is the contribution from the contours at |u| → ∞, around the
monopole singularities (6.29). The contribution from each contours in Zbulk is determined
by carefully performing the Dˆ integrals.138,139 The result can be written as:
Zbulk =
1
|WG|
∑
m∈Γ∨G
∑
{u∗}
JK-Res
u=u∗
(Qu∗ , η) d
rk(G)u e−Sclassical(u)Z1-loop(u) , (6.37)
where the integrand is the one-loop and classical contribution evaluated at Dˆ = 0, as given in
subsection 6.2. The so-called Jeffrey-Kirwan (JK) residue140,141 selects a particular subset
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of the poles from the set of all charge vectors {Qu∗}, which define singular hyperplanes of
type (6.28), whose intersection is a co-dimension r = rk(G) singularity at a point u = u∗ in
M. This operation is defined by the property that, for a rank-r charge vector (Q1, · · · , Qr),
JK-Res
u=u∗
(Q∗(u), η)
dru
Q1(u) · · ·Qr(u) =

1
|det(Q1, · · · , Qr)| , η ∈ Cone(Q1, · · · , Qr)
0 , else
(6.38)
where Cone(Q1, · · · , Qr) is the positive cone spanned by the charge vectors (Q1, · · · , Qr) ∈
Rr. Evaluating Zboundary for general gauge theories can be complicated due to the geometry
of the contours at |u| → ∞. For rank one theories, one can explicitly show that the
contribution of the poles from the hyperplane of type (6.29) are determined by the gauge
charge of the monopole operators Q±. For the theories with non-zero monopole charges
Q± 6= 0, the Dˆ integral at |u| → ∞ gives:
Zboundary =
1
|WG|
∑
m∈Γ∨G
JK-Res
u=±i∞
(Q±, η) du e−Sclassical(u)Z1-loop(u) , (6.39)
and therefore the index can be written uniformly as:
Z =
1
|WG|
∑
m∈Γ∨G
∑
{u0=u∗,±i∞}
JK-res
u=u0
(Qu0 , η) du e
−Sclassical(u)Z1-loop(u) . (6.40)
The monopole singularity with Q+ = 0 or Q− = 0 needs a careful treatment. Suppose
that the residue of such a pole is non-zero. Since Q± = 0, the asymptotic behaviour of the
integrand (6.30) implies that the residue is non-zero for all integers m ∈ Z and therefore
the sum of the contribution from this pole does not converge. In fact, one can choose a
regularization scheme which allows us to determine the contribution of this pole at each
flux sector and gives a convergent formula.142
For a non-abelian gauge group G, we conjecture that the final formula can still be written
as the Jeffrey-Kirwan residue:
Z =
1
|WG|
∑
m∈Γ∨G
∑
{u0∈Msing}
JK-Res
u=u0
(Qu0 , η) d
rk(G)u e−Sclassical(u)Z1-loop(u) . (6.41)
where Msing includes all the singularities from the hyperplanes (6.28) and (6.29).
In explicit examples, the JK-residue prescription for the Coulomb-branch integral can be
hard to deal with. In later sections, we will explore a different approach, which can be argued
to be equivalent to the Coulomb branch integral while avoiding its technical difficulties.
6.4 Examples
Let us briefly discuss the S2 twisted index for the first two examples introduced in section 2.3.
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6.4.1 Example (1): Supersymmetric U(N)k CS theory
For concreteness, let us choose k > 0. The twisted index can be written as
Z
U(N)k
S2×S1 =
1
N !
∑
(m1,··· ,mN )
∈ZN
∮
JK(η)
(
N∏
a=1
dua
)
q
∑N
a=1 mae2piikuamaZvector1-loop(u,m) , (6.42)
If we choose ηa < 0, ∀a, then the Jeffrey-Kirwan residue integral picks up a pole from
ua → i∞. In this limit, the partition function receives the contribution from the topological
sector ma = 0 only. We can easily see that:
Z
U(N)k
S2×S1 = 1 , (6.43)
and in particular, it is independent of the parameters , q and vR. This agrees with the fact
that the Hilbert space of the pure CS theory on S2 is one-dimensional.21
6.4.2 Example (2): U(1) 1
2
+ Φ theory
Here, let us set vR = 0 to avoid clutter, thus considering the periodic spin structure on
S2 × S1. The integral formula for the twisted index of this theory reads:
Z
U(1) 1
2
+Φ
S2×S1 =
∑
m∈Z
∮
JK(η)
du e2piiξme2piiunT (−1)(1+2vR)me2piium
×
(
e2pii(u−

2 (m−r)); e2pii
)−1
m−r+1
.
(6.44)
We again choose η < 0 and pick up the residue from the pole at u → i∞. The contour
integral at each m can be performed explicitly after using the q-binomial theorem:
(
z; e2pii
)−1
n
=
∞∑
n=0
(e2piin; e2pii)n
(e2pii; e2pii)n
zn .
The residue integral is non-vanishing only for −nT ≥ m and, for each m, only the term
n = −m− nT contributes. We then find:
Z
U(1) 1
2
+Φ
S2×S1 =
∞∑
n=0
(−1)(nT+n)(1+2vR)e−2piiξ(nT+n)
×
(
e2pii(−n−nT−r+1); e2pii
)
n
(e2pii; e2pii)n
e2piin(rvR+

2 (nT+n+r)) .
(6.45)
Using the identity:
(z; e2pii)n = (−z)nepiin(n−1)(z−1e2pii(1−n); e2pii)n , (6.46)
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one finds:
Z
U(1) 1
2
+Φ
S2×S1 = (−1)
nT (1+2vR)e−2piiξnT
∞∑
n=0
(
e2pii(nT+r); e2pii
)
n
(e2pii; e2pii)n
e2piin(−ξ+(1−r)vR−

2 (nT+r−1))
= (−1)nT (1+2vR)e−2piiξnT
(
e2pii(−ξ+(1−r)vR−

2 (nT+r−1)); e2pii
)−1
nT+r
= (−1)r [(−1)2vRnT e−2piiξ]−r (e2pii(ξ+(1−r)vR− 2 (nT+r−1)); e2pii)−1
nT+r
.
As expected from the elementary mirror symmetry, we recovered the refined index of the
theory of a free chiral multiplet of unit charge under U(1)T , R-charge 1 − r, and with the
relative CS contact terms (2.45).
7 Bethe vacua and half-BPS line-operator algebras
As explained in section 3, in a precise sense, most half-BPS geometries are Seifert geometries:
S1 →M3 → Σˆ . (7.1)
It turns out that one can understand the partition functions on such manifolds by “reducing”
along the Seifert fiber, S1, and considering the corresponding A-twisted 2D theory on Σˆ
(with all KK modes taken into account).29,30 This will be explained in section 8 below. In
preparation for this discussion, let us first consider the 3D theory on R2 × S1, as well as on
the closed product manifold Σg × S1. We will also discuss the algebra of half-BPS Wilson
line operators in 3D N = 2 gauge theories.
7.1 The Coulomb branch vacua and the 2D A-model
Let us first review some general facts about 2D N = (2, 2) gauge theories and the topological
A-twist thereof.
7.1.1 The effective twisted superpotential in 2D
The low-energy dynamics of the 2D gauge theory on its Coulomb branch is governed by the
effective twisted superpotential :
W(σ,m) , (7.2)
which can be obtained by integrating out the contributions from massive chiral multiplets
and W-bosons, a generic vacuum expectation values for the scalar σ in the 2D vector multi-
plet. The twisted superpotential depends holomorphically on σ and on the complex masses
m, which arise as background vector multiplets, σF = m. The one-loop result reads:
143
W(σ,m) = ξ(σ)− 1
2pii
∑
i
∑
ρi∈Ri
(ρi(σ) +mi) (log ρi(σ) +mi − 1)− 1
2
∑
α∈∆+
α(σ) ,
where ξ denotes the 2D complexified FI parameters. This is also the exact result, due to a
non-renormalization theorem. Note that the twisted superpotential suffers from the branch
cut ambiguity:
Weff(σ,m)→Weff(σ,m) + naσa + nαmα , (7.3)
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for na,mα ∈ Z.
The “2D A-model” associated to the 2D N = (2, 2) field theory is obtained by passing to
the simultaneous cohomology of the flat-space supercharges Q− and Q˜+—in other words, by
definition, the A-model observables are correlation functions of Q-closed operators, modulo
Q-exact insertions. These operators include the gauge invariants polynomials in the the
twisted-chiral scalars σ. In the simplest cases, these operators, schematically given by:
On(σ) = Tr(σn) , (7.4)
furnish a complete set of generators of the twisted chiral ring. We will also consider “quasi-
local” twisted-chiral operators consisting of arbitrary (gauge-invariant) functions of σ.
Taking advantage of the topological A-twist,2 one can define the A-model on any genus-g
closed Riemann surface, Σg. The low-energy effective theory on Σg has contributions from
an infinite numbers of topological sectors, labelled by the GNO-quantized fluxes:
1
2pi
∫
Σg
d2x
√
g (−2if11¯) = m ∈ ΓG∨ , (7.5)
with ΓG∨ defined in (6.17). (The flux sectors are the gauge-theory equivalent to the holo-
morphic instantons in the more familiar 2D A-twisted NLSM.) The low-energy effective
Lagrangian can then be written as:
Seff =
∫
Σg
d2x
√
g
[
−2f11¯a
∂W
∂σa
+ Λ˜a1¯Λ
b
1
∂2W
∂σa∂σb
]
+
i
2
∫
Σg
d2x
√
g ΩR , (7.6)
with R the Ricci scalar of Σg, and modulo Q-exact terms. The twisted effective Lagrangian
(7.6) depends only on the twisted superpotential, W, together with the effective dilaton,
Ω, which determines the coupling of the A-model to the Riemann surface Σg.
25,144 Both
W(σ,m) and Ω(σ,m) are locally holomorphic functions of σ and m.
7.1.2 The 2D vacua, a.k.a. the Bethe vacua
The Coulomb branch vacua are fully determined by the twisted superpotential of the theory.
For later convenience, let us define the flux operators29 for the gauge and flavor symmetry,
respectively, as:
Πa(σ,m) = exp
(
2pii
∂W
∂σa
)
, Πα(σ,m) = exp
(
2pii
∂W
∂ma
)
, (7.7)
in terms of the effective twisted superpotential. As is clear from the effective action (7.6),
the insertion of a flux operator increases the total flux on the Riemann surface by a unit
element in the co-character lattice of the symmetry group. Using the topological invariance,
the supersymmetry-preserving flux can be continuously localized to a point on the Riemann
surface, which can then be identified with the quasi-local operators (7.7). See Figure 1.
Summing over the gauge fluxes (7.5), we obtain a set of polynomial equations in σ that
determines the Coulomb branch vacua:
Πa(σ,m) = 1 , a = 1, · · · , rk(G) . (7.8)
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Figure 1: Any gauge flux (dynamical or flavor) through Σg (as depicted on the left-hand-
side figure, for some random flux profile) can be concentrated to a point (as shown on the
right), which can then be interpreted as a 2D local operator. For the 3D theory on Σg×S1,
the flux operator, Π, is a line operator wrapped over the S1 (with this circle shown here as
well).
These equations are known as the Bethe equations. In certain supersymmetric theories, they
coincide with the Bethe equations for a class of the integrable systems, as studied in the
context of the Nekrasov-Shatashvili Bethe/Gauge correspondence.27,28 For our purpose,
the term “Bethe equations” and “Bethe vacua” is just a convenient name to denote 2D
Coulomb-branch vacuum equations and vacua, respectively. Note that the flux operators
and the vacuum equations are free from the branch-cut ambiguity (7.3).
When the gauge group G is non-abelian, the Coulomb branch vacua are in one-to-
one correspondence with the solution to the Bethe equations modulo the unbroken Weyl
symmetry, WG. In general, there exist solutions which are fixed under the action of WG,
which corresponds to the solutions with unbroken non-abelian symmetry. We will refer to
such vacua as the degenerate vacua. Following the standard lore,145 we claim that they do
not correspond to physical vacua and we therefore discard them. 22 We then define the set
of Bethe vacua as:
SBE =
{
σˆa
∣∣∣ Πa = 1 , a = 1, · · · , rk(G) , w(σ) 6= σ ,w ∈WG} /WG . (7.9)
The quotient by WG corresponds to the fact that the allowed solutions to the Bethe equa-
tions fill out complete Weyl-group orbits, and we count each such orbit as one Bethe vacuum.
Let us assume that there are finitely many such solutions, corresponding to isolated massive
vacua. In the absence of flavor background flux on Σg, the expectation value of any twisted
chiral ring operator, O(σ), can be written as:
〈O(σ)〉Σg =
∑
σˆ∈SBE
O(σˆ)H(σˆ)g−1 , (7.10)
where:
H(σˆ) = e2piiΩ(σ) det
ab
∂2W(σ)
∂σa∂σb
, (7.11)
22For the 3D generalization to be discussed below, and in the special case of a Chern-Simons theory
coupled to an adjoint chiral multiplet, this claim has been rigorously proven in Ref 146, in the language of
moduli stacks of G-bundles on Σg .
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Figure 2: Shrinking an handle to a point, we obtain the handle-gluing operator, H, as a
quasi-local operator of the A-model.
is the so-called handle-gluing operators. This formula was first derived by Vafa for topological
Landau-Ginzburg models.147 More recently, it was generalized to gauge theories by Nekrasov
and Shatashvili.25 For any Riemann surface Σg, with g > 0, we can use the topological
invariance of Σg to shrink the volume of any “handle” so that it becomes a point-like
singularity on Σg−1, as shown in Figure 2. In this limit, the insertion of a handle can
be thought of as a quasi-local operator in the (extended) twisted chiral ring, given by the
expression (7.11). (The contribution from the effective dilaton to (7.11) follows from the
curvature coupling in (7.6), while the Hessian of the superpotential is a contribution from
fermionic zero-modes.)
The twisted chiral ring operators on the classical Coulomb branch are constructed from
the Weyl invariant polynomials O(σ) in σa, with a = 1, · · · , rk(G). Quantum mechanically,
the A-model correlation functions are subject to the chiral ring relation, which can be written
as:
〈O(σ)Pa(σ)〉Σg = 0 , a = 1, · · · , rk(G) (7.12)
where we denote by Pa(σ) = 0 the Bethe equations written as a set of the polynomial
equations.
7.2 The 3D A-model
Let us move on to the 3D N = 2 theories defined on R2 × S1, by viewing the 3D theory as
a 2D theory with an infinite number of fields. Integrating out all massive fields, we again
obtain an effective field theory on the Coulomb branch, parameterized by 2D fields denoted
by:
u = diag(ua) , a = 1, · · · , rk(G) , (7.13)
and by flavor parameters (complexified 3D real masses) denoted by ν = (να). For the 3D
theory on R2 × S1, we can also specify a non-trivial holonomy νR along the S1, with:
yR ≡ e2piiνR = (−1)2νR . (7.14)
corresponding to the periodic spin structure for νR = 0 mod 1, or the anti-periodic spin
structure for νR =
1
2 mod 1, respectively. Let us first discuss the case νR = 0, before giving
the generalization to νR arbitrary.
30
7.2.1 The effective twisted superpotential in 3D (with νR = 0)
The Coulomb branch low-energy dynamics is now determined by the 3D twisted superpo-
tential:
W(u, ν) , (7.15)
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which can be obtained by summing over all the massive fluctuations at a generic point on the
classical Coulomb branch, including the contribution from the Kaluza-Klein modes along
S1. The twisted superpotential gets contribution from the classical Chern-Simons action
and from the chiral multiplet at one-loop:
W(u, ν) =WCS +W1-loop . (7.16)
The classical contribution from the gauge, flavor and gravitational CS terms reads:29
WCS(u, ν) =
∑
a
1
2
kaaua(ua + 1) +
∑
a>b
kabuaub +
∑
α
1
2
kαανα(να + 1)
+
∑
α>β
kαβνανβ +
∑
a,α
kaαuaνβ +
1
24
kg .
(7.17)
where, for each simple factor Gγ of the the gauge group, it is understood that kab = habkγ
with the Killing form h. The one-loop contribution W1-loop can be written as a sum over
contributions from the chiral multiplets of the theory. A chiral multiplet Φ of unit charge
under some U(1) contributes:
WΦ(u) ≡ 1
(2pii)2
Li2(x) , (7.18)
where x = e2piiu as usual. Then, the one-loop contribution comes entirely from the chiral
multiplets, in the representation R of the gauge group:
W1-loop =
∑
ρ∈R
WΦ(ρ(u) + ν) , (7.19)
with the dependence on the flavor parameters given schematically. Here, we used the
“U(1)−1/2 quantization” for the chiral multiplets. The 3D W-bosons do not contribute
to W (with νR = 0), due to our choice of symmetric quantization between Wα and W−α.
The 3D twisted potential suffers from the branch-cut ambiguity:
Weff →Weff + naua + nανα + n0 , na, nα, n0 ∈ Z , (7.20)
as is apparent from the multi-valuedness of the dilogarithm. Nonetheless, as in 2D, the
physical observables are well-defined and single-valued.
Once we couple the theory to the curved background Σg × S1 with the topological A-
twist on Σ, the effective dilaton Ω in (7.6) can be similarly computed by summing over the
KK modes along S1. We have:
Ω(u, ν) = ΩCS + Ω1-loop , (7.21)
where the classical contribution is determined by the CS action for the background R-
symmetry:
ΩCS =
∑
a
kaRua +
∑
α
kαRνα +
1
2
kRR . (7.22)
The one-loop term gets contributions from both the chiral multiplets Φ, and the W -bosons:
Ω1-loop = − 1
2pii
∑
ρ∈R
(r − 1) log(1− xρy)− 1
2pii
∑
α∈g
log(1− xα) , (7.23)
with y = e2piν denoting the flavor dependence, again schematically.
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7.2.2 The Bethe vacua
As in 2D, we can define the 3D flux operators for gauge and flavor symmetry from the 3D
twisted twisted potential W:
Πa(u, ν) = exp
(
2pii
∂W
∂ua
)
, Πα(u, ν) = exp
(
2pii
∂W
∂ma
)
. (7.24)
Then, the 3D “Bethe vacua” are the Coulomb branch vacua for the 3D theory on a circle,
which are solutions to the Bethe equations:
SBE =
{
uˆa
∣∣∣ Πa(u, ν) = 1 , a = 1, · · · , rk(G) , w(u) 6= u ,w ∈WG} /WG . (7.25)
Note that the flux operators and the vacuum equations are again free from the branch-cut
ambiguity (7.20). The partition function on Σg × S1 can be immediately written as:
ZΣg×S1 =
∑
uˆa∈SBE
H(uˆa)g−1
∏
α∈F
Πα(uˆa, να)
nα , (7.26)
where we also consider the insertion of flavor flux operators, which introduce background
flavor fluxes nα. Here, we also defined the 3D handle-gluing operators:
H(ua) = e2piiΩ(u,ν) det
ab
∂2W
∂ua∂ub
, (7.27)
similarly to the 2D case. Note that, as a special case, we have the “flavored Witten index:”
ZT 2×S1 = ZT 3 =
∑
uˆa∈SBE
1 = |SBE| , (7.28)
which is the Witten index of the 3D theory regularized with generic flavor real masses and
holonomies.20,106
7.2.3 Spin structure dependence of the 3D A-model
We can consider R2 × S1, or Σg × S1, with a non-trivial U(1)R holonomy νR along the S1,
corresponding to a change of spin structure as explained above. Having νR 6= 0 affects the
above discussion as follows. The CS contributions to the twisted superpotential takes the
form:
WCS = 1
2
kGG(u
2 + (1 + 2νR)u) + kGRνRu , (7.29)
for the gauge sector, and similarly for the flavor sector (in terms of να instead of ua). Note
that the mixed gauge-U(1)R CS level appears non-trivially here, when νR 6= 0 (contributing
an additional sign to the gauge flux operator). For a U(1) gauge group with CS level k ∈ Z,
the classical contribution to the gauge flux operator (with flux m ∈ Z) on Σg ×S1 reads:29
ΠmCS = (−1)(1+2νR)mkxmk , (7.30)
and therefore depends on the choice of spin structure if k is odd. The one-loop contribution
to the twisted superpotential, on the other hand, is given by:30
W1-loop =
∑
ρ∈R
WΦ(ρ(u) + ν + νRr) + 2νR ρW (u) , (7.31)
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with r ∈ Z denoting the R-charge(s) of the chiral multiplet(s). Note also the contribution
from the W -bosons, given in terms of the Weyl vector ρW =
1
2
∑
α∈∆+ α of G. Finally, νR
only enters the effective dilaton Ω through the one-loop term (7.23), where the argument
xρy in the matter contribution should be replaced by yrRx
ρy.
7.3 Contour-integral formulas and Bethe equations for the twisted
index
The Bethe sum formula (7.26) for the partition function at genus zero provides an alternative
expression for the integral representation of the twisted index in section 6, in the unrefined
limit  = 0.
Let us sketch how we can recover the expression (7.26) starting from the contour-integral
formula (6.40), for the theories with rk(G) = 1. Let us first define a new contour Cη0 ∈M\∆ε
which depends on the choice η ∈ t∗:
Cη0 = {u ∈ ∂(M\∆ε) | sign(Im(∂uW)) = −sign(η)} . (7.32)
One can show that this contour can be continuously deformed to the Jeffrey-Kirwan residue
integral (6.40).30 Then, the integral formula can be written as:
ZS2×S1 =
1
|WG|
∑
m∈Z
∫
Cη0
du e−2piiΩ(u)Π(u, ν)m
∏
α
Πα(u, ν)
nα , (7.33)
where we wrote the integrand in terms of the effective dilaton and of the flux operators.
(Note that vR = νR when  = 0.) The contour Cη0 has a property that, at any point u ∈ Cη0 ,
we have |Π(u)| < 1 if η < 0, and |Π(u)| > 1 if η > 0. Defining:
I(u) = e−2piiΩ(u)
∏
α
Πα(u, ν)
nα , (7.34)
the following choices of η for each m allows us to perform the geometric sum over m, which
converges at every point on the contour:
ZΣ×S1 =
−1∑
m=−∞
∫
Cη>00
du I(u)Π(u)m +
∞∑
m=0
∫
Cη<00
du I(u)Π(u)m
=
∫
Cη>00
du
I(u)
Π(u)− 1 +
∫
Cη<00
du
I(u)
1−Π(u)
=
∮
CBE
du
I(u)
1−Π(u) .
(7.35)
Here, we introduced the new contour CBE defined as:
CBE = −Cη>00 + Cη<00 . (7.36)
Under a mild technical assumption on the R-charges and flavor parameters of the chiral
multiplets, we can show that the only poles surrounded by the new contour CBE are at
Π(u) = 1. One can then easily derive the expression (7.26) from the last line in (7.35).
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For higher-genus Riemann surfaces, there exist subtleties in relating the contour-integral
and the Bethe-vacua expressions directly, mainly due to integrand singularities coming from
the W-bosons. The Bethe-sum formula (7.26) always hold,30 however, while the proper
definition of the contour integral is not fully understood in general. (See Refs. 19, 20 for
partial discussions.)
7.4 Bethe equations and infrared dualities
The Bethe-vacua formula (7.26) for the Σg × S1 partition functions provides a very simple
tool for studying various infrared dualities of 3D N = 2 gauge theories. Any infrared duality
between two theories, T and T D, implies the existence of the one-to-one mapping among
the solutions to the Bethe equations:
{xˆa} ↔ {xˆDa¯ } , (7.37)
where xˆa’s and xˆ
D
a¯ ’s are the solution for the Bethe equations for the two theories T and
T D, respectively (with a and a¯ running over the Cartan subalgebra of the two dual gauge
groups):
Πa(xˆ) = 1 ↔ ΠDa¯ (xˆD) = 1 . (7.38)
More generally, for any twisted chiral ring operator L (x) in T , we can find a dual element
LD(x) in T D such that, for any dual pair of Bethe vacua (7.37), the dual operators must
agree “on-shell,” namely:
L (xˆ) = LD(xˆ
D) . (7.39)
In particular, this must be true for the handle-gluing operator and the flavor flux operators
of the dual theories. The infrared dualities thus implies the non-trivial identities:
H(xˆ) = HD(xˆD) , Πα(xˆ) = ΠDα (xˆD) . (7.40)
To illustrate this point, let us study these relations in a couple of examples.
7.4.1 Elementary mirror symmetry
Consider the elementary 3D N = 2 mirror symmetry introduced in section 2.3.2. Here, to
illustrate the general case, we consider the possibility of a non-trivial νR (and the associated
choice of spin structure) on Σg × S1. The twisted superpotential for the theory T reads:
W(u, ξ) = 1
(2pii)2
Li2(y
r
Rx) +
1
2
(u2 + (1 + 2νR)u) + ξu , (7.41)
with ξ = νT the complexified FI parameter—that is, the flavor parameter for the topological
symmetry, U(1)T . Here, x = e
2piiu, yR is defined as in (7.14), and we will also use the
notation q = e2piiξ for the U(1)T fugacity. The Bethe equation has a single solution:
Π(x) = − yRqx
1− yrRx
= 1 , xˆ =
1
yrR − yRq
. (7.42)
corresponding to the trivial vacuum of the dual theory T D, the free chiral multiplet T+.
The handle gluing operator for the theory T is given by:
H(x) =
(
1
1− yrRx
)r−1
∂2uW =
(
1
1− yrRx
)r
. (7.43)
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Plugging in the Bethe vacuum solution (7.42), we obtain
H(xˆ) = (−1)r2q−r
(
1
1− y1−rR q−1
)−r
, (7.44)
which precisely agrees with handle-gluing operator of the dual theory T D, with the relative
CS contact terms ∆kRT = −r and ∆kRR = r2. Similarly, the flavor flux operator for U(1)T
is simply ΠT (x) = x in the gauge theory, which gives:
ΠT (xˆ) =
y−rR
1− y1−rR q
, (7.45)
which agrees with the U(1)T flux operator Π
D in the dual description, including the sign
y−rR in the numerator from the mixed U(1)R-U(1)R CS level ∆kRT .
7.4.2 Bethe equations and the Aharony duality
Let us also consider the Aharony duality between the gauge theories T and TD introduced
in section 2.3.3. Here, for simplicity, we will only consider the case νR = 0. (One can easily
generalize the discussion below to νR 6= 0.) The twisted superpotential of the U(Nc) gauge
theory T takes the form:
W =
Nc∑
a=1
 1
(2pii)2
Nf∑
i=1
(
Li2(xay
−1
i ) + Li2(x
−1
a y˜i)
)
+
Nf
2
ua(ua + 1) + ξua
 . (7.46)
Here, we have the flavor fugacities yi, y˜j such that
∏Nf
i=1 y
−1
i =
∏Nf
j=1 y˜j = y
Nf
A , with yA the
U(1)A fugacity, and we have q = e
2piiξ for U(1)T . The Bethe equation for the theory T can
be written as:
P (xa) = 0 , a = 1, · · · , Nc , xa 6= xb , ∀a 6= b , (7.47)
in terms of the single-variable polynomial:
P (x) ≡
Nf∏
i=1
(x− yi)− qy−NfA
Nf∏
i=1
(x− y˜i) , (7.48)
of degree Nf . If we denote by {xˆβ}Nfβ=1 the set of Nf roots of P (x), the “Bethe roots,” then
the Bethe vacua are in one-to-one correspondence with choices of Nc distinct Bethe roots
{xˆa}Nca=1 ⊂ {xˆβ}Nfβ=1 . In particular, we have:
ZT 3 = |SBE| =
(
Nf
Nc
)
, (7.49)
for the flavored Witten index of 3D N = 2 U(Nc) SQCD.
One can easily check that the Bethe equation of the dual, U(Nf − Nc) gauge-theory
description, take the form:
P (xa¯) = 0 , a¯ = 1, · · · , Nf −Nc , xa¯ 6= xb¯ , ∀a¯ 6= b¯ , (7.50)
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in terms of the same polynomial (7.48). A Bethe vacua in the theory T D is simply a choice
of Nf − Nc distinct Bethe roots; in particular, the number of Bethe vacua, (7.49), is the
same in both descriptions. The duality maps a Bethe vacuum {xˆa}Nca=1 ⊂ {xˆβ}Nfβ=1 to its
complement in the set of Bethe roots:
{xˆ} ≡ {xˆa}Nca=1 ⊂ {xˆβ}Nfβ=1 ↔ {xˆD} ≡ {xˆa¯}Nf−Nca=1 = {xˆ}c . (7.51)
This simple duality map between Bethe vacua makes it rather easy to check the duality
relations (7.40), as we now show.
The handle-gluing operator of the theory T takes the form:
H =
Nc∏
a=1
H(xa) Nf∏
i=1
[
(1− xay−1i )1−r(1− x−1a y˜i)1−r
] Nc∏
a,b=1
a 6=b
1
1− xax−1b
,
where we used the fact that the Hessian determinant takes the simple form:
det
ab
∂ua∂ubW =
Nc∏
a=1
H(xa) , H(x) ≡
Nf∑
i=1
x(y˜i − yi)
(x− yi)(x− y˜j) . (7.52)
On the other hand, the handle-gluing operator of the dual gauge theory takes the form:
HD(x) = HctHsingletsHDgauge(x) , (7.53)
where the three factors are contributions from the relative CS terms (2.49):
Hct = (−1)∆kRRy∆kARA = (−1)Nf+Ncy
2N2f+(4N
2
f−2NfNc)(r−1)
A , (7.54)
the contribution from the gauge singlets:
Hsinglets =
Nf∏
i,j=1
(
1
1− y−1i y˜j
)2r−1(
1
1− qy−NfA
)rT−1(
1
1− q−1y−NfA
)rT−1
, (7.55)
where rT ≡ −Nf (r−1)−Nc+1 denotes the R-charge gauge singlets T±, and the contribution
from the U(Nf −Nc) gauge-theory sector:
HDgauge =
Nf−Nc∏
a¯=1
−H(xa¯) Nf∏
i=1
[
(1− x−1a¯ yi)r(1− xa¯y˜−1i )r
]Nf−Nc∏
a¯,b¯=1
a¯6=b¯
1
1− xa¯x−1b¯
,
in terms of the same function H(x) as in (7.52).
Matching the handle-gluing operators across the duality. To show the equality of
the handle-gluing operators, (7.40), using the duality map (7.51), let us specialize to the
case of r = 1. (The general case is easily obtained by mixing this R-charge with U(1)A.)
We have the useful identity:
∂xP (x)|x=xˆβ = −xˆ−1β H(xˆβ)
Nf∏
i=1
(xˆβ − yi) , (7.56)
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on any Bethe root x = xˆβ . Then, the handle-gluing operator (7.52) evaluated on any Bethe
vacuum xˆ = {xˆa}Nca=1 reads:
H(xˆ) =
Nc∏
a=1
[
− xˆNca ∂xP (xˆa)
Nf∏
i=1
(xˆa − yi)−1
] Nc∏
a,b=1
a 6=b
(xˆa − xˆb)−1 . (7.57)
while in the dual gauge theory, we have:
HDgauge(xˆD) = q−(Nf−Nc)
Nf−Nc∏
a¯=1
[
(−1)Nfx−Nca¯ ∂xP (xˆa¯)
Nf∏
i=1
(xˆa¯ − yi)−1
]
×
Nf−Nc∏
a¯,b¯=1
a¯6=b¯
(xa¯ − xb¯)−1 .
(7.58)
Using the factorized form of the polynomial P (x), namely:
P (x) = (1− qy−NfA )
Nf∏
β=1
(x− xˆβ) , (7.59)
where the product
∏
β runs over all the Bethe roots, one easily derives the identities:
Nf∏
β=1
xˆβ =
y
−Nf
A − q
1− qy−NfA
,
Nf∏
β=1
(xˆβ − yi) = (−1)Nf−1 qy
Nf
i y
−Nf
A
1− qy−NfA
Nf∏
j=1
(1− y−1i y˜j) .
(7.60)
We also have:∏Nc
a=1 ∂xP (xˆa)∏Nc
a 6=b(xˆa − xˆb)
= (−1)Nc(Nf−Nc)(1− qy−NfA )2Nc−Nf
∏Nf−Nc
a¯=1 ∂xP (xˆa¯)∏Nf−Nc
a¯ 6=b¯ (xˆa¯ − xˆb¯)
,
for any decomposition of the Bethe roots into dual vacua, {xˆβ}Nfβ=1 = {xˆ} ∪ {xˆD}. Using
these relations, one can check that:
H(xˆ) = HD(xˆD) = (−1)Nf+Ncy2N
2
f
A (1− qy−NfA )Nc(1− q−1y−NfA )Nc
×
Nf∏
i,j=1
(1− y−1i y˜j)−1 HDgauge(xˆD) ,
(7.61)
for any pair of dual Bethe vacua, in perfect agreement with the Aharony duality.
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Flux operators across the duality. One can similarly check that all flux operators for
the SU(Nf ) × SU(Nf ) × U(1)A × U(1)T flavor symmetry match across the duality. As a
simple example, consider the U(1)T flux operator, which in the U(Nc) gauge theory simply
reads:
ΠT (x) =
Nc∏
a=1
xa , (7.62)
while in the dual theory we have:
ΠDT (x) = (−q)
Nf−Nc∏
a¯=1
x−1a¯
 1− q−1y−NfA
1− qy−NfA
, (7.63)
where the first factor corresponds to the U(1)T CS level ∆kTT = 1, and we have used the
fact that the FI terms map as ξD = −ξ across the duality. The equality ΠT (xˆ) = ΠT (xˆD)
is then equivalent to the first identity in (7.60). The duality relations for the other flux
operators can be checked similarly.
7.5 Half-BPS Wilson loop algebra and dualities
As mentioned above, one advantage of the 2D Coulomb-branch point of view is that it makes
the quantum relations in the twisted chiral ring manifest; they all follow from the effective
twisted superpotential. In this way, the 3D A-model encodes the algebra of half-BPS line
operators—in particular, of half-BPS Wilson loops.
7.5.1 The half-BPS Wilson loop quantum algebra
If we consider the 3D theory on a circle, the twisted chiral ring operators O in 2D uplift to
the 3D half-BPS line operators L wrapped along the S1. These half-BPS operators are the
lines that preserve the two supercharges Q− and Q˜+ of the A-model. In a gauge theory, the
correlation functions of parallel half-BPS lines on Σg × S1 can then be readily written as:
〈Li(x)Lj(x) · · · 〉Σg×S1 =
∑
xˆ∈SBE
Li(xˆ)Lj(xˆ) · · · Hg−1(xˆ) . (7.64)
This implies that they are subject to the twisted chiral ring relations:
〈Li(x)Lj(x) · · ·P (x)〉Σg×S1 = 0 , (7.65)
where P (x) is any element of the ideal IW generated by the gauge flux operators, Πa(x),
since P (xˆ) = 0 by definition of the Bethe vacua. In particular, we can study the half-BPS
Wilson lines introduced in section 4.1. Classically, the algebra of Wilson lines is generated
by the symmetric polynomials in xa:
WR(x) = TrR (x
ρ) , (7.66)
where R are the irreducible representations of G. Then, any Wilson line can be written as a
linear combination of these operators. For example, when G = U(Nc), the classical Wilson
loop algebra is:
C[x1, · · · , xNc , x−11 , · · · , x−1Nc ]SNc , (7.67)
69
where WG = SNc is the Weyl group—this is the algebra of symmetric (Laurent) polynomials,
or equivalently the algebra of Young tableaux. Quantum mechanically, we have the relations
(7.65), namely 〈W (x)P (x)〉 = 0 for any Wilson line W , so that the quantum Wilson loop
algebra takes the form:
A = C[x1, · · · , xNc , x−11 , · · · , x−1Nc ]WG/IW , (7.68)
with the relations generated by the effective twisted chiral superpotential.20,148
7.5.2 Duality relations for half-BPS Wilson loops
An infrared duality between two theories T and T D implies relations between Wilson loops
expectations values in the two theories:
〈W 〉T = 〈WD〉T D . (7.69)
In general, the UV theories T and T D have completely different gauge groups, and it is a
non-trivial problem to identify the Wilson loop WD in T D dual to a given Wilson W in T .
In the Bethe vacua picture, the two Wilson loops are dual if and only if:
W (xˆ) = W (xˆD) , (7.70)
for every pairs of dual Bethe vacua (7.37) in SBE and SDBE, respectively.
7.5.3 Example: Aharony duality
Let us illustrate the above discussion with the example of 3D SQCD and its Aharony
duality.20 First of all, let us define the generating function for the Wilson loops for the
U(Nc) gauge theory T :
Q(z) =
Nc∏
a=1
(z − xa) =
Nc∑
i=1
(−1)izNc−isi(x) , (7.71)
where the si’s denote for the elementary symmetric polynomials:
si(x) =
∑
1≤a1<a2···ai≤Nc
xa1xa2 · · ·xai , i = 0, · · · , Nc , (7.72)
which correspond to the vertical Young tableaux
s0(x) = 1 , s1(x) = , s2(x) = , · · · . (7.73)
We also define a similar generating function for the dual U(Nf −Nc) gauge theory:
QD =
Nf−Nc∏
a=1
(z − xa¯) =
Nf−Nc∑
i=1
(−1)izNf−Nc+isDi (x) . (7.74)
Then, the expectation value for the characteristic polynomial (7.48) satisfies the quantum
relation:149,150
P (z) = (1− qy−NfA ) 〈Q(z)QD(z)〉 , (7.75)
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as follows from (7.59). Here, the “expectation value” notation means that the Coulomb-
branch variables xa and xa¯ on the right-hand-side are evaluated onto a pair of dual Bethe
vacua. Expanding both sides of (7.75) in z, we obtain the expression 〈sDi (x)〉TD explicitly
in terms of a linear combination of 〈si(x)〉T ’s. First of all, we expand:
P (x) = (1− qy−NfA )
Nf∑
i=1
(−1)mzNf−iAi(y, y˜, q) , (7.76)
where we define:
Ai(y, y˜, q) =
1
1− qy−NfA
(
sFi (y)− qy−NfA s˜Fi (y˜)
)
, (7.77)
where sFi (y) and s˜
F
i (y˜) are elementary symmetric polynomials in the flavor parameters yi
and y˜i, respectively. The quantum relations (7.75) now imply:
m∑
i=1
si(x)s
D
m−i(xD) = Am(y, y˜, q) , (7.78)
for m = 1, · · · , Nf . For example, if we consider Nc = 3 and Nf = 5, we have Nf = 5
independent relations:
+ D = A1(y, y˜, q) ,
+ × D +
D
= A2(y, y˜, q) ,
+ × D + ×
D
= A3(y, y˜, q) ,
× D + ×
D
= A4(y, y˜, q) ,
×
D
= A5(y, y˜, q) ,
(7.79)
where we denote the Wilson loop expectation value by its Young tableau in the obvious way.
It is straightforward to solve these equations recursively for the dual Wilson loops, which
gives:
D = A1 − ,
D
= A2 −A1 · + .
(7.80)
For general Nc and Nf , we find that the dual Wilson loop W
D in the n-antisymmetric
representation, corresponding to n vertical boxes, is mapped to the direct sum of all an-
tisymmetric Wilson loops with less than or equal to n horizontal boxes, weighted with
(−1)iAi—for instance, for n = 4:
D
= A4 −A3 · +A2 · −A1 · + . (7.81)
After solving the Nf equations (7.78) for the Nf −Nc variables 〈sDi 〉, we are left with the
relations among the original variables 〈si〉 only, which provides us with an explicit expression
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for the chiral ring relations amongst Wilson loops in T . For example, when Nf = 5, Nc = 3,
one can easily show that:
= A3 −A2 · +A1 · , (7.82)
using the last relation in (7.80). For general Nf , Nc, the Wilson loops algebra is generated
by the Young tableaux which fit in a box of size Nc × (Nf −Nc); there are always as many
independent generators as the number of Bethe vacua.
In the limit where all the real mass parameters of the matter multiplets are sent to infinity
(yi, y˜i → 0), we have Ai = 0 ,∀i > 0. Physically, this is the limit in which we integrate
out all the chiral multiplets with mA → ∞ and Aharony duality reduces to level/rank
duality. We indeed recover, in this limit, the known map of Wilson loops under level/rank
duality, which simply transposes the Young tableaux. Conversely, the Wilson line algebra of
3D N = 2 Chern-Simons-matter theories provides a natural generalization of the Verlinde
algebra in pure CS theory.
8 Geometry-changing line operators and Seifert mani-
folds
We are now ready to discuss the supersymmetric partition function on an arbitrary Seifert
manifoldM3. This section is entirely based on recent work29,30 by Willett and the present
authors.
In the previous section, we studied the 3D N = 2 theory on Σg × S1, with the A-twist
along the closed Riemann surface Σg. The observables of the the 3D A-model are correlation
functions on half-BPS lines, Li, wrapped over the S1. They are computed as a sum over
Bethe vacua (7.64), in the infrared Coulomb branch picture, namely:
〈LiLjLk · · · 〉Σg×S1 =
∑
xˆ∈SBE
Li(xˆ)Lj(xˆ)Lk(xˆ) · · · H(xˆ)g−1 . (8.1)
The lines are quasi-local operators from the 2D point of view. On the Coulomb branch,
the Wilson lines L = WR correspond to (Laurent) polynomials in x = e2piiu, as in (7.66),
while the the flux operators, Πα, or the handle-gluing operator, H, are given by rational
functions of x (as well as of the flavor fugacities, yα). The topological invariance along the
Σg directions implies that the correlation function (8.1) does not depend on the insertion
points of the lines.
8.1 Defect line operators and Seifert geometry
Consider now a general half-BPS Seifert geometry:
M3 ∼=
[
d ; g ; (q1, p1) , · · · , (qn, pn)
]
. (8.2)
As reviewed in section 3.5, this can be obtained by simple topological surgery on the “mother
manifold” S2 × S1. First of all, as we saw above, one can increase the genus of the base
using the handle-gluing operator, H. One can also perform Dehn surgery on Σg × S1 to
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Figure 3: On the left: Dehn surgery, cutting out a disk D2 on the base, and gluing back
the cap D2 × S1 with an SL(2,Z) twist. This introduce an exceptional Seifert fiber at the
center of the disk. On the right: Shrinking the radius of D2 to zero size, the introduction
of the exceptional fiber is viewed a local defect operator, Gq,p, on the base (and wrapping
the S1).
obtain non-trivial S1 fibrations. The simplest non-trivial Seifert fibration is that of a circle
principal bundle of degree d, which is denoted by M3 =Mg,d:
S1
d−→Mg,d −→ Σg . (8.3)
In addition, we can add exceptional Seifert fibers of types (qi, pi). Each (q, p) fiber is
obtained by Dehn surgery on a tubular neighborood of a generic S1 fiber with the SL(2,Z)
action: (
q −t
p s
)
, qs+ pt = 1 , (8.4)
as in (3.52). This introduces a Zq orbifold point in the base and changes the Seifert fibration,
as depicted schematically in Figure 3.
The special case (q, p) = (1, p) leaves the base invariant, corresponding to shifting the
degree d to d + p. From the point of view of the 3D N = 2 theory on a Seifert manifold,
the Seifert surgery operations can be understood as the insertion of defect lines wrapped
along Seifert fibers in the 3D A-model. From this point of view, we can compute any
Seifert partition function using the general formula (8.1), once we identify the correct defect
operators. For instance, we can insert all these geometry-changing line defect operators along
S1 on the topologically twisted S2:
ZM3 = 〈1〉M3 =
〈
FdHg
n∏
i=1
G(qi,pi)
〉
S2A×S1
. (8.5)
where we have:
• The “ordinary fibering operator,” F , which shifts the degree d by one unit.
• The handle-gluing operator, H, which we discussed in the previous section.
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• The (q, p)-fibering operator, G(q,p), whose insertion at a point of S2 is equivalent to
adding a (q, p) fiber above that point, thus introducing a Zq orbifold point in the base.
Since the correlation functions of line defects on S2 × S1 can be written as a sum over the
Bethe vacua (7.25), the partition function on the Seifert manifold (8.2) takes the form:
ZM3 =
∑
uˆ∈SBE
F(uˆ)dH(uˆ)g
N∏
i=1
G(qi,pi)(uˆ) , (8.6)
schematically. In the rest of this section, we make this formula completely explicit for 3D
N = 2 gauge theories. (For the derivation, we refer to the original reference.30)
There are two assumptions about the 3D theory that we will make here, which are
necessary for the Bethe formula (8.6) to hold. First, we are assuming that the gauge group
G of the 3D N = 2 theory is a product of simply-connected simple factors Gγ and possibly of
U(N) factors. The generalization of these computations to completely generic gauge groups
(such as, for instance, SO(N) or PSU(N) as opposed to Spin(N) or SU(N), respectively)
is somewhat non-trivial, and has not yet been fully worked out in the literature. Secondly,
the theory needs to be such that the Bethe vacua are discrete. This is the case for theories
“with enough flavor symmetries” and at generic values of the flavor fugacities. If there
is a continuum of solutions to the Bethe equations (and therefore a “quantum Coulomb
branch”), these Bethe-equation methods are not directly applicable.
8.2 The general Bethe-vacua formula for ZM3
Consider the 3D theory with gauge group G and Coulomb branch parameters ua, and with
flavor symmetry GF . Denote by
∏
α U(1)α the maximal torus of GF , and by να the flavor
parameters. The chiral multiplets are in the representation R×RF of G×GF , with weights
(ρ, ω) and R-charges rω.
On the Seifert manifold M3 ∼= [d ; g ; (qi, pi)
]
, with i = 1, · · · , n, we can turn on back-
ground fluxes (m0,mi), corresponding to “ordinary” and “fractional fluxes” on the base Σˆg,n,
representing U(1)α background fluxes as elements of Pic(Σˆ) as discussed in section 3.5.4.
We also choose a U(1)R line bundle:
LR ←→ νR , nR0 , nRi , (8.7)
as discussed in section 3.5.5. We also describe LR in terms of the integers 2νR and l
R
i as in
(3.115)-(3.116).
Seifert fibering operator. Let us define the Seifert fibering operator:
GM3(u, ν; νR)m ≡ Π(u, ν; νR)m0 F(u, ν; νR)d
n∏
i=1
G(qi,pi)(u, ν; νR)mi , (8.8)
in the presence of background flux m. Here, G(q,p)(u, ν)m denotes the (q, p) fibering operator
which also inserts a fractional flux m ∈ Zq at the orbifold point. (The generalization to a
more general flux lattice is straightforward, and will appear below.)
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The supersymmetric Seifert partition function. We then have the following explicit
Bethe-vacua formula for the Seifert partition function:
ZM3(ν; νR)m =
∑
uˆ∈SBE
H(uˆ, ν; νR)g−1 GM3(uˆ, ν; νR)m . (8.9)
as a function of the flavor parameters (ν,m). We already discussed the handle-gluing oper-
ator H and the “ordinary” flux operator Π in section 7.2—namely, we have:
H(u, ν; νR) = e2piiΩ(u,ν;νR) det
ab
∂2W(u, ν; νR)
∂ua∂ub
.
Πα(u, ν; νR) = exp
(
2pii
∂W(u, ν; νR)
∂να
)
,
(8.10)
in terms of the effective twisted superpotential and of the effective dilaton of the 3D theory.
Let us now present the formulas for the fibering operators. In these formulas, we have
νR in the argument to remind us that these objects depend on the choice of U(1)R line
bundle. (This will be omitted in various formulas below, to avoid clutter.) The half-integer
parameter νR that appeared in our discussion of W and Ω in section 7.2 coincides with the
parameter νR in (8.7) describing LR on M3.
8.3 The “ordinary” fibering operator and ZMg,d
Consider the principal circle bundle Mg,d, as in (8.3). From the 2D point of view, the
introduction of the non-trivial fibration corresponds to turning on some non-zero flux:
1
2pi
∫
Σg
dC = d , (8.11)
for the 2D “graviphoton” Cµ on Σg. The graviphoton is the gauge field for a 2D abelian sym-
metry U(1)KK, which corresponds to the momentum along S
1, and becomes a distinguished
symmetry in the low-energy 2D description.
Using the topological invariance, we can concentrate the U(1)KK flux at a point on the
base. The “ordinary” fibering operator, F , can then be understood as a 2D flux operator for
U(1)KK . Using the formula (7.7) and the fact that the U(1)KK twisted mass is mKK =
1
β ,
with β the radius of S1, it is easy to derive the explicit formula:29
F(u, ν) = exp
(
2pii
(
W(u, ν)− ua ∂W(u, ν)
∂ua
− να ∂W(u, ν)
∂να
))
, (8.12)
in terms of the effective twisted superpotential of the 3D theory. One can check that the
branch cut ambiguity (7.20) completely cancels out from this expression, so that the fibering
operator is a single-valued function of the Coulomb branch variables ua and parameters να.
(It is in fact a meromorphic function, with poles coming from chiral multiplet contributions.)
8.3.1 Large gauge transformations and flux operators
Under large gauge transformation of u or ν, the fibering operator transforms non-trivially.
When shifting a single ua or να by 1, we get a power of the corresponding flux operator:
F(ua + 1, ν) = Πa(u, ν)−1 F(u, ν) , F(u, να + 1) = Πα(u, ν)−1 F(u, ν) . (8.13)
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This is precisely so that the Mg,d partition is gauge invariant under large gauge transfor-
mations for flavor symmetry background vector multiplets.
This is because the Mg,d geometry has a non-trivial second cohomology group:
H2(Mg,d,Z) = Z2g ⊕ Zd , (8.14)
and we can turn on non-trivial torsion flux, m ∈ Zd. For a U(1) symmetry with line
modulus u, large gauge transformations of u are accompanied by a shift of the torsion flux
by d, according to:
(ν,m)→ (ν + 1,m + d) . (8.15)
Note that this is a special case of (3.110). The supersymmetric partition function on Mg,d
with background flavor flux reads:
ZM3(ν; νR)m =
∑
uˆ∈SBE
H(uˆ, ν; νR)g−1 F(uˆ, ν; νR)d
∏
α
Πα(uˆ, ν)
mα . (8.16)
Then, (8.13) precisely ensures gauge invariance. The handle-gluing operators and flux op-
erator are already fully gauge invariant. For any large gauge transformation in the gauge
sector, we have:
F(uˆa + 1, ν) = F(uˆ, ν) , (8.17)
by the definition of the Bethe vacua, while for the flavor large gauge transformations the
second relation in (8.13) ensures that (8.16) is invariant under (8.15).
8.3.2 Explicit formulas for νR = 0
When d is even, there are two distinct spin structures we can choose on Mg,d (for any g),
corresponding to νR = 0 or νR =
1
2 (mod 1), and the partition function can depend on that
choice.30,71 The formula (8.12) for the fibering operator is valid for any νR, but we did not
specify the constant term of W (mod 1) for νR 6= 0, and therefore in that case we have only
defined the fibering operator up to a phase. That phase can be fixed by considering F as a
special case of the more general (q, p) fibering operators that we will discuss momentarily.
For now, however, let us consider νR = 0, for definiteness. Then, in any 3D N = 2 gauge
theory, the CS action contributes to the fibering operator as:
FCS = exp
(
− pii
∑
a,b
kabuaub − 2pii
∑
a,α
kaαuaνα − pii
∑
α,β
kαβνανβ +
pii
12
kg
)
, (8.18)
as directly follows from the definition. Note the constant-phase contribution from the grav-
itational CS term. Similarly, the fibering operator for a free chiral multiplet of charge 1
under some U(1) reads:
FΦ(u) = exp
(
1
2pii
Li2(e
2piiu) + u log(1− e2piiu)
)
, (8.19)
which is the meromorphic function already defined in (5.28). Then, the full matter contri-
bution to the fibering operator is:
Fmatter(u, ν) =
∏
ρ,ω
FΦ(ρ(u) + ω(ν)) . (8.20)
The vector multiplet does not contribute to F (when νR = 0).
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8.3.3 The round S3 partition function
A particularly important case is that of the round S3 partition function. Since M0,1 ∼= S3,
we can write this partition function as the expectation value of a single fibering operator F
in the 3D A-model on S2 × S1:
ZS3(ν) = 〈F〉S2A×S1 =
∑
uˆ∈SBE
H(uˆ, ν)−1 F(uˆ, ν) . (8.21)
The R-symmetry line bundle LR on S
3 is topologically trivial. It is represented in Pic(S2)
by:
LR = L
n˜R0
0 , n˜
R
0 = n
R
0 − 1 . (8.22)
It is most convenient to choose n˜R0 = 0, and therefore n
R
0 = 1 and νR = 1. Consider for
instance a free chiral multiplet. Its S3 partition function is then written as:
ZΦS3(u) = H(u)−1ΠΦ(u+ νRr)n0rFΦ(u+ νRr)
= ΠΦ(u+ νRr)
−r+1ΠΦ(u+ νRr)n0rFΦ(u+ νRr)
= FΦ(u+ r − 1) ,
(8.23)
where we used νR = n
R
0 = 1 and F(u − 1) = Π(u)F(u) on the last line. The important
point is that the partition function is well-defined for any r ∈ R; this is true for the full
gauge theory as well. The Bethe-formula can then be used to study SCFTs. For instance,
it provides an efficient way to perform F -maximization.29
Note that, even though we are using the 3D A-model language, this S3 partition func-
tion contains a lot of information beyond what one might have naively expected from the
consideration of the A-twist. Indeed, the S3 partition function is sometimes called an “un-
twisted” partition function; in some general sense, however, all 3D N = 2 partition function
are “twisted.”109
Using explicit manipulations involving the difference equations (8.13), one can also derive
the Bethe-equation formula (8.21) from the integral formula (5.25).29
8.4 Seifert fibering operator
Let us now discuss the general formula for an arbitrary Seifert manifold. It is convenient to
rewrite the Seifert fibration (8.2) as:
M3 ∼=
[
0 ; g ; (1,d) , (q1, p1) , · · · , (qn, pn)
]
, (8.24)
using unnormalized Seifert symbols, by introducing the point x0 ∈ Σˆ at which the “ordinary”
Seifert fibering operator Fd sits, with:
(q0, p0) = (1,d) . (8.25)
Then, we have:
G(1,d)(u, ν)m0 = Π(u, ν)m0 F(u, ν)d (8.26)
and the Seifert operator (8.8) takes the form:
GM3(u, ν)m ≡
n∏
i=0
G(qi,pi)(u, ν)mi . (8.27)
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This is a convenient language when considering the general case. In the following, we fix
M3 and the R-symmetry line bundle over it. The latter is fixed in terms of νR and of the
integers and lRi such that:
n∑
i=0
lRi = 0 , (8.28)
as explained in section 3.5.5. Now, we just need to discuss each (q, p) fibering operator
individually. We should just note that, due to subtle signs when lRi 6= 0, each G(q,p) is not
completely well-defined, but, whenever (8.28) holds, the full Seifert fibering operator (8.27)
itself is fully well-defined.30
8.4.1 General properties of G(q,p)
The (q, p) fibering operator of a 3D N = 2 gauge theory gets contributions from classical
CS terms, vector multiplet and chiral multiplets, as usual in such formulas. Each building
block can be computed at fixed value of the fractional fluxes mα for the flavor symmetries,
but also at fixed value of the fractional gauge fluxes, na. The actual (q, p)-fibering operator
entering in (8.27) is given as a sum over all the fractional gauge fluxes:
G(q,p)(u, ν)m =
∑
n∈ΓG∨ (q)
G(q,p)(u, ν)n,m , (8.29)
where G(q,p)(u, ν)n,nF is the contribution from each fractional flux sector (n,m). Here, the
gauge flux lattice is a Zq reduction of the GNO flux lattice:
ΓG∨(q) =
{
n ∈ h∣∣ ρ(n) ∈ Z, ∀ρ ∈ Λchar ; n ∼ n + qλ, ∀λ ∈ Λcochar} . (8.30)
Gauge invariance. The fibering operator G(q,p)(u, ν)n,nF must be invariant under large
gauge transformations (both for gauge and flavor parameters). That is, we have:
G(q,p)(u+ 1)n+p = G(q,p)(u)n , (8.31)
for a U(1) large gauge transformation, and similarly for a more general abelian group.
Ordinary flux. Consider again the U(1) case. The fractional flux n mod q is valued in Zq,
but q units of fractional fluxes are equivalent to one unit of “ordinary” flux, and therefore
we have:
G(q,p)(u)n+q = Π(u)G(q,p)(u)n (8.32)
with Π(u) the ordinary flux operator. This realizes the Picard group relations (3.95). Note
that the sum over fractional fluxes (8.29) is well-defined on the Bethe vacua (it is independent
of the way we represent Zq) precisely because the gauge flux operators are trivial on Bethe
vacua, Πa(uˆ) = 1.
Seifert equivalence. When working in terms of unnormalized Seifert invariants, shifting
(q, p) to (q, p + q) is equivalent to shifting the “degree” d to d + 1. Therefore, we should
have:
G(q,p+q)(u)n = F(u)G(q,p)(u)n . (8.33)
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8.4.2 The (q, p)-fibering operator
Let us now give the full (q, p)-fibering operator as:
G(q,p)(u, ν)m =
∑
n∈ΓG∨ (q)
GCS(q,p)(u, ν)n,m Gvector(q,p) (u)n Gmatter(q,p) (u, ν)n,m . (8.34)
In the following, we discuss each contribution in turn.
CS contributions. Let us first discuss the contribution from the classical CS actions. As
in various examples above, we can focus on the CS terms involving the gauge group, given
in terms of parameters u. The flavor CS terms are obtained similarly, substituting ν as
appropriate. We have:
GCS(q,p)(u)n =
(
GGG(q,p)(u)n
)kGG (GG1G2(q,p) (uI , uJ)nI ,nI)kGIGJ (GGR(q,p)(u)n)kGR
×
(
GRR(q,p)(u)n
)kRR (Ggrav(q,p))kg , (8.35)
schematically. For a U(1) CS term, we have:
GGGq,p (u)n = (−1)n(1+t+l
Rt+2νRs) exp
[
−pii
q
(
pu2 − 2nu+ tn2)] . (8.36)
Here, n ∈ Z denotes the fractional flux and lR ∈ Z corresponds to the parameterization
(3.115) of the R-symmetry line bundle, with:
nR =
q − 1
2
+
lRq
2
+ νRp ∈ Z . (8.37)
The integers s and t are such that qs + pt = 1, and the expression (8.36) actually does
not depend on the choice of s, t, for a fixed (q, p). The overall sign in (8.36) only depends
on the choice of spin structure on M3. The generalization is obvious. For instance, the
contributions of CS term for a simply-connected simple gauge group Gγ with level kγ = 1
reads:
GGγ(q,p)(u)n = exp
[
−piih
ab
q
(puaub − naub − nbua + tnanb)
]
, (8.38)
with hab the Killing metric. This is independent of the spin structure. The mixed abelian
CS term gives:
GG1G2(q,p) (uI , uJ)nI ,nJ = exp
[
−2pii
q
(puIuJ − nIuJ − nJuI + tnInJ)
]
. (8.39)
The mixed U(1)-U(1)R CS term can be similarly written as:
GGRq,p (u)n = exp
[
−2pii
q
(
puνR − nνR − nRu+ tnRn
)]
, (8.40)
while the U(1)R CS term reads:
GRR(q,p) = (−1)n
R(1+t+lRt+2νRs) exp
[
−pii
q
(pν2R − 2nRνR + t(nR)2)
]
. (8.41)
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Finally, the gravitational CS term with level kg ∈ Z contributes: 23
Ggrav(q,p) = G(0)(q,p)GRR(q,p)
− 12 , (8.42)
with GRR(q,p) given by (8.41), and G(0)(q,p) defined as:
G(0)(q,p) = exp
[
pii
(
p
12q
− s(p, q)
)]
. (8.43)
Here, s(p, q) is the Dedekind sum, which can be written as:
s(p, q) =
1
4q
q−1∑
l=1
cot
(
pil
q
)
cot
(
pilp
q
)
. (8.44)
for p, q mutually prime. Note that the kRR and kg CS terms contribute rather complicated
pure phases, which depend on the topology of M3 (and of LR).
Vector multiplet contribution. At fixed fractional gauge flux n, the vector multiplet
contributes to the (q, p)-fibering operator as:
Gvector(q,p) (u)n =
(
1√
q
)rk(G) (
G(0)(q,p)
)dim(G)
GW(q,p)(u)n . (8.45)
Here, the last factor is a contribution from the W-bosons (in the symmetric quantization),
which reads:
GW(q,p)(u)n = (−1)2ρW (n)(t+l
Rt+2νRs)
e−
2pii
q ρW (u−tn)
e−2piiρW (u)
∏
α∈∆+
1− e 2piiq α(u−tn)
1− e2piiα(u) , (8.46)
with ρW =
1
2
∑
α∈∆+ α the Weyl vector. The phase factor (8.45) are understood as the
contribution from the gauginos (both in the Cartan and off-diagonal) given our choice of
quantization, with the non-zero UV contact terms (2.32). Indeed, it is clear from (8.42)
that the phase G(0)(q,p) is consistent with a contribution κRR = 12 and κg = 1 to the effective
action. Finally, a normalization factor 1/
√
q is needed in (8.45) for each Cartan generator
of the gauge group.30
Matter contribution. Consider first a chiral multiplet Φ of U(1) charge Q = 1 and
R-charge r. The corresponding (q, p) fibering operator reads:
GΦ(q,p)(u+ νRr)n+nRr , (8.47)
in terms of the function:
GΦ(q,p)(u)n = ΠΦ(q,p)(u)n G˜Φ(q,p)(u) . (8.48)
23Because of the square root, there is a sign ambiguity here, which drops out if we only consider kg even.
Fortunately, kg is naturally even in supersymmetric theories—for instance, integrating out a chiral multiplet
shifts kg by 2.
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Here, G˜Φ(q,p)(u) is the fibering operator in the absence of the fractional flux, given by:
G˜Φ(q,p)(u) = exp
q−1∑
l=0
[
p
2pii
Li2
(
e2pii
u+tl
q
)
+
pu+ l
q
log
(
1− e2piiu+tlq
)]
, (8.49)
with t ∈ Z is such that qs+ pt = 1. The fractional flux contribution is given by:
ΠΦ(q,p)(u)n =
(
e2pii
u
q ; e2pii
t
q
)
−n
, (8.50)
where (x; q)n is the q-Pochhammer symbol as defined in (6.25). The function (8.48) is again
meromorphic in u. The full contribution from the matter fields is then simply given by:
Gmatter(q,p) (u, ν)n,m =
∏
ρ,ω
GΦ(q,p)(ρ(u) + ω(ν) + νRrω)ρ(n)+ω(m)+nRrω . (8.51)
This completes our description of the Seifert fibering operator (8.27) for 3D N = 2 gauge
theories. One can easily check that all the contributions to the (q, p) fibering operators, and
in particular the function (8.48), satisfy the general properties discussed in subsection 8.4.1.
These expression also pass numerous other consistency checks.30
8.5 Examples: S3b and S
2
 × S1 at rational values of the parameters
Let us briefly revisit the earlier examples of partition functions on Seifert manifolds in the
language of the geometry-changing operators.30
The S3b partition function. As already mentioned in section 3.5, the geometry of S
3
b
with rational squashing parameter, b2 ∈ Q, can be realized as a Seifert fibration with two
orbifold points on the genus-zero base:
S3b
∼= [0 ; 0 ; (q1, p1) , (q2, p2)] , q1p2 + q2p1 = 1 , b2 = q1
q2
. (8.52)
(We can choose both q1 and q2 to be positive.) This implies that the S
3
b partition function
with rational b2 can be written as:
ZS3b =
∑
uˆ∈SBE
H(uˆ)−1G(1,0)(uˆ)r G(q1,p1)(uˆ) G(q2,p2)(uˆ) , (8.53)
where
G(qi,pi) =
∑
ni∈ΓG∨ (qi)
G(qi,pi)(uˆ)ni , i = 1, 2 (8.54)
are the contributions from the two exceptional fiber. The contribution from the effective
R-symmetry flux nR0 = 1 (so that n˜R = 0) is encoded in the expression:
G(1,0)(uˆ)r = Π(u)r , (8.55)
for the chiral multiplets, schematically. (In the above expression, we are leaving the depen-
dence on the flavor parameters ν implicit.) It is possible to show that the expression (8.53)
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is equivalent to the contour integral expression discussed in section 5. Note that, using the
change of variables u = i
√
q1q2 σˆ, the contour integral presentation (5.22) can be written
as:
ZS3b =
(−2pii)rk(G)
|WG|
∫ ∏
a
dua
2pii
e−2piiΩ(u) G˜S3b (u) . (8.56)
Here, G˜S3b (u) takes a form:
G˜S3b (u) = G(1,0)(u)rG˜(q1,p1)(u)G˜q2,p2(u) , (8.57)
where G˜(qi,pi) are the (qi, pi) fibering operator evaluated at zero fractional flux—for instance,
as in (8.48) for the chiral multiplet. Then, using some non-trivial manipulations of the
integration contour,30 one can establish the equivalence between the expression (8.53) and
the σˆ-contour integral formula (5.22). This also means that, when b2 ∈ Q, the Bethe-vacua
formula gives an explicit evaluation formula for the complicated squashed-S3 matrix model.
The refined twisted index. Similarly, the S2 × S1 geometry, whose partition function
computes the refined twisted index discussed in section 6, can be realised as a Seifert fibration
with two orbifold points on a genus-zero base:
S2 × S1 ∼= [0 ; 0 ; (q, p) , (q,−p)] , qs+ pt = 1 , (8.58)
when  ∈ Q. Here the the parameter  should be identified with:
 =
t
q
, gcd(q, t) = 1 . (8.59)
This implies that the partition function (6.41) can be written as:
ZS2×S1 =
∑
uˆ∈SBE
H(uˆ)−1 G(1,0)(uˆ)m0 G(q,p)(uˆ)m1 G(q,−p)(uˆ)m2 , (8.60)
where:
G(q,p)(uˆ)m1 =
∑
n1∈ΓG∨ (q)
G(q,p)(uˆ)n1,m1 ,
G(q,−p)(uˆ)m2 =
∑
n2∈ΓG∨ (q)
G(q,−p)(uˆ)n2,m2 ,
(8.61)
are the contribution from two exceptional fibers. The factor G(1,0)(uˆ)nF0 encodes the con-
tribution from the “ordinary” flavor symmetry flux, m0. One can then show that the
expression (8.60) is equivalent to the residue integral formula for the refined twisted index,
after performing some non-trivial change of variables.30
9 The 3D N = 2 superconformal index
As we discussed in section 3.4, almost all half-BPS backgrounds on closed manifolds M3
correspond to Seifert structures on M3, and continuous deformations thereof. The only
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(and very important!) exception24 is the THF “of class (v)” on S2 × S1, in the notation of
section 3.3.4.
In this section, we briefly discuss this S2 × S1 background and the corresponding su-
persymmetric partition function, to emphasize those aspects that differ from the Seifert
geometries above.
9.1 The S2 × S1 background
Let us choose the round metric on S2 × S1:
ds2 = β2dx2 + dθ2 + sin2 θdϕ2 , (9.1)
with x ∈ [0, 2pi) the S1 coordinate, and θ ∈ [0, pi], ϕ ∈ [0, 2pi), the angular coordinates on
S2. We also introduced the S1 radius, β > 0. One can define a THF on S2 × S1 by:
η = β cos θdx+ sin θdθ . (9.2)
One can check that this defines a THF—in particular, we have ηµη
µ = 1. The adapted
coordinates are:110
τ = βx− 2 log cos θ
2
, z = e−βx+iϕ sin θ , (9.3)
on the northern patch θ 6= pi. In these coordinates, we have:
η = dτ + e2τ
z¯dz + zdz¯
4 + e2τ |z|2 , (9.4)
and the metric (9.1) reads:
ds2 = η2 + e1e1¯ , e1 =
4eτdz
4 + e2τ |z|2 , e
1¯ =
4eτdz¯
4 + e2τ |z|2 , (9.5)
where we introduced an adapted frame. In terms of the parameter:
q = e−2piβ , (9.6)
this THF on S2 × S1 is a special case of (3.46), with q real. The other supergravity
background fields read:
H = 0 , Vµ = −iβdx , A(R)µ =
iβ
2
dx , (9.7)
as follows from plugging (9.4) into (3.35). Here, we chose the arbitrary functions κ and Uµ
such that the background actually preserves four supercharges—in general, it preserves only
two. In the adapted frame, the Killing spinors are:
ζ =
(
0
1
)
, ζ˜ =
(
cos θ
eiϕ sin θ
)
, (9.8)
24Barring the existence of “exotic” backgrounds on T 3, which have not been investigated.
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and:
η =
(
1
0
)
, η˜ =
(−ie−iϕ sin θ
cos θ
)
. (9.9)
We also have the bilinear:
ηµ =
ζ†γµζ
|ζ|2 , K
µ = ζ˜γµζ =
1
β
∂x + i∂ϕ . (9.10)
Note that the Killing vector K is intrinsically complex, in this case—it is not possible to
make this K real by a continuous deformation of the THF. This is in contrast with the case
of the half-BPS Seifert backgrounds.
9.2 The S2 supersymmetric index
The four curved-space supercharges, defined by (9.8)-(9.9), generate the symmetry SU(2|1)×
U(1), including the bosonic symmetry SU(2) that rotates the S2. One can also con-
sider a more general background that only preserves the two Killing spinors (9.8) and the
U(1)× U(1) isometry generated by K. The resulting S2 × S1 partition function computes
a supersymmetric index:10,11
IS2(q, y) = TrS2
(
(−1)FqR2 +j3
∏
α
y
−QαF
α
)
. (9.11)
The (generally complex) parameters q and yα are the “geometric” and “flavor” fugacties,
respectively; here, R, j3 and Q
α
F denote the R-charge, the S
2 angular momentum, and
the U(1)α flavor charge, respectively. This index is defined for any theory with a U(1)R
symmetry, where the trace is over the states of the theory quantized on S2. For 3D N = 2
superconformal theories, the states that contribute to (9.11) satisfy the half-BPS condition:
∆ = R+ j3 . (9.12)
By the state-operator correspondence, the expansion of (9.11) in q counts N = 2 SCFT
operators weighted by their dimension ∆ and by their flavor charges, starting at q0 = 1
for the unit operator. For instance, for a free chiral multiplet of unit flavor charge, at the
superconformal value r = 12 of its R-charge, we have:
IΦS2(q, y) = 1 + q
1
4 y−1 + q
1
2 y−2 + q
3
4 y−3 − q 34 y + qy−4 − q + · · · , (9.13)
for the first few terms, corresponding to the half-BPS operators:
1 , φ , φ2 , φ3 , ψ¯+ , φ
4 , φψ¯+ , · · · , (9.14)
respectively.
One can further generalize the S2 index by turning on non-trivial flux on S2 for back-
ground gauge fields coupled to flavor symmetry currents.12
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9.3 Integral formula for the index
For UV-free gauge theories, the supersymmetric index (9.11) can be computed explicitly by
supersymmetric localization, as a partition function:10,11,45
ZS2×S1(q, y) = IS2(q, y) , (9.15)
on the supersymmetric background (9.1)-(9.7). Here, we simply present the final result in a
set of conventions consistent with the ones we adopted for the other 3D partition functions.
9.3.1 Supersymmetric values for the gauge fields and CS contributions
One can check that, on this S2×S1 background, the supersymmetric locus for a U(1) vector
multiplet takes the form:
Aµ = αdx+
m
2
(1− cos θ)dϕ , σ = −m
2
, D = 0 , (9.16)
with α ∈ [0, 1) and m ∈ Z the flat connection on S1 and the flux on S2, namely:
e−i
∫
S1
A = e−2piiα ≡ y , 1
2pi
∫
S2
dA = m , (9.17)
where we defined the U(1) flavor fugacity y, which corresponds to the parameter y in the
index. For the R-symmetry, we have the analogous parameters:
e−i
∫
S1
A(R) = yR = q
− 12 , mR = 0 . (9.18)
One can evaluate the supersymmetric CS terms onto these supersymmetric values. One
finds:
e−SCS,GG = (−y)kGGm , (9.19)
for a U(1) CS term at level k = 1. Note the minus sign, which is determined by the fact that
we are working with the periodic spin structure.29 (One could easily consider the other spin
structure as well, as explained in Ref,30 similarly to our discussion of the twisted index.)
Similarly, for a mixed U(1)1 × U(1)2 CS term at level k12, one finds:
e−SCS,G1G2 = yk12m21 y
k12m2
2 . (9.20)
We also have:
e−SCS;RG = q−
kRGm
2 , e−SCS;RR = 1 , e−SCS;grav = 1 . (9.21)
Note that the RR and gravitational supersymmetric CS terms contribute trivially on this
background (and for this particular choice of spin structure).
9.3.2 One-loop determinants
Chiral multiplet contribution. A chiral multiplet of R-charge r and unit U(1) charge
has a partition function on S2 × S1 that reads:
ZΦS2×S1(q, y; r)m =
(yq
2−r+m
2 ; q)∞
(y−1q
r+m
2 ; q)∞
, (9.22)
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in terms of the q-Pochhammer symbol (x; q)∞ =
∏∞
k=0(1− xqk). Note that, expanding in
q for r = 12 and m = 0, we reproduce the index (9.13). It is easy to check the limits:
lim
y→0
ZΦS2×S1(q, y; r)m = 1 , limy→∞Z
Φ
S2×S1(q, y; r)m ∼ (−y)−mq
r−1
2 m . (9.23)
This confirms that (9.22) gives Φ in the U(1)− 12 quantization. For a general gauge theory
with chiral multiplets sitting in a representation R, we have the matter contribution:
ZmatS2×S1(q, x, y)m =
∏
ρ,ω∈R×RF
ZΦS2×S1(q, x
ρyω; rω)ρ(m) . (9.24)
Here, x = xa denotes the gauge fugacities for U(1)a in the maximal torus of the gauge group
G (defined similarly to the flavor parameters yα).
Vector multiplet contribution. The contribution from the vector multiplet can be ob-
tained more easily by realizing that the W-bosons contribute as chiral multiplets of R-charge
2, in the symmetric quantization. One finds:
ZvecS2×S1(q, x)m =
∏
α∈∆+
q−
α(m)
2
(
1− xαqα(m)2 )(1− x−αqα(m)2 ) . (9.25)
9.3.3 The integral formula
For a gauge theory of the type considered so far, we have the following explicit formula for
the S2 × S1 partition function:10–12
ZS2×S1(q, y) =
1
|WG|
∑
m∈ΓG∨
∮ rk(G)∏
a=1
dxa
2piixa
e−SCS(q,x,y) ZvecS2×S1(q, x)m Z
mat
S2×S1(q, x, y)m .
(9.26)
Here, y denotes all the various flavor fugacities, including the FI terms. Note the sum over
all GNO-quantized fluxes for G on S2. The contour of integration (9.26) is taken to be the
unit circle, |xa| = 1, if all the fugacities y are pure phases and q is real—more generally,
one can analytically continue the parameters in the integrand while deforming the contour
accordingly.
This formula gives a completely explicit form of the index, although it can be complicated
to evaluate in practise, especially due to the sum over magnetic fluxes. In most applications
in the literature, one expands (9.26) at low order in q and compute the index order by order.
9.4 Examples: Infrared dualities
As for the other partition functions, we can use the S2 supersymmetric index to provide
non-trivial check of infrared dualities between distinct gauge theories. Let us briefly consider
some of our examples above, in this context.
86
U(N)k and level/rank duality. For a U(N)k supersymmetric CS theory, we have:
Z
vec,U(N)
S2×S1 (q, x)m =
N∏
a>b
q−
ma−mb
2
(
1− xax−1b q
ma−mb
2
)(
1− x−1a xbq
ma−mb
2
)
, (9.27)
and therefore:
Z
U(N)k
S2×S1(q, yT ) =
1
N !
∑
m∈ZN
∮ N∏
a=1
[
dxa
2piixa
(−xa)kmaxnTa ymaT
]
Z
vec,U(N)
S2×S1 (q, x)m . (9.28)
Here, yT and nT and the fugacity and background flux, respectively, for the topological sym-
metry U(1)T . The level-rank duality relations, (2.39)-(2.40), imply the following identities:
Z
U(N)k
S2×S1(q, yT ) = (−yT )−nT Z
U(k−N)−k
S2×S1 (q, y
−1
T ) . (9.29)
This can be checked explicitly in a number of example, though we are not aware of a general
proof. For instance, in the simplest example, we have the U(1)1 theory dual to a trivial
theory, and indeed:
Z
U(1)1
S2×S1(q, yT ) =
∑
m∈Z
∮
dx
2piix
(−1)mxm+nT ymT = (−yT )−nT . (9.30)
Other dualities. As another example, consider the elementary mirror symmetry (2.43)-
(2.45). This implies the following non-trivial identity:
∑
m∈Z
∮
dx
2piix
(xq
2−r+m
2 ; q)∞
(x−1q
r+m
2 ; q)∞
(−x)mymT xnT = q
r
2nT
(yTq
r+1+nT
2 ; q)∞
(y−1T q
1−r+nT
2 ; q)∞
. (9.31)
This formally reduces to (9.30) in the limit yT →∞ (and x→ 0).
One can similarly write down the complicated-looking identities implied by a general
Aharony duality. In the special case of U(1) SQED dual to the XYZ model, one known
proof by direct evalution of the integral12 involves the use of highly non-trivial Ramanujan
identities. In the general case, a proof of the relevant integral identities was provided in
Ref. 151, building on earlier work.,152,153 by studying the effective vortex quantum mechan-
ics in each flux sector.
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