Introduction
A-hypergeometric systems are systems of linear partial differential equations with polynomial coefficients that can be built out of a toric ideal and a parameter vector. Homogeneous toric ideals are themselves built out of combinatorial data, n distinct integer points lying in a hyperplane off the origin in d-dimensional space. We may assume that these points are the columns of a d × n integer matrix whose first row is made up of ones. As we have already mentioned, we will think of A as a point configuration in d-space. These points (the columns of A) will be called a 1 , . . . , a n . The convex hull of {a 1 , . . . , a n }, conv(A), is a (d − 1)-dimensional polytope, whose normalized volume, denoted by vol(A), is its Euclidean volume multiplied by (d − 1)!. Definition 1.2. Given a homogeneous matrix A, the toric ideal I A is the ideal of the polynomial ring C[∂ 1 , . . . , ∂ n ] given by
Generic toric ideals were introduced by Peeva and Sturmfels in [11] . One of the results in that paper is that "most" toric ideals are generic.
The following theorem is the main result in this paper. In order to prove this theorem, we need a characterization of Cohen Macaulayness for generic toric ideals. We use Lemma 4.1, that relates this notion to the existence of embedded primes of certain initial ideals of our toric ideal.
This paper is organized as follows. Sections 2 and 3 contain background material on toric algebra and hypergeometric functions, respectively. In Sections 4, 5, 6, and 7, we prove Theorem 1.6. Section 8 contains a completely worked-out example, and in Section 9, we show that, under no hypotheses on A, the exceptional set E(A) is Zariski constructible.
Standard pairs of initial ideals of toric ideals
In this section, we introduce the notion of standard pairs. These objects play a fundamental role in the study of the associated primes of monomial ideals: if (∂ η , σ) is a standard pair of a monomial ideal M ⊂ C[∂ 1 , . . . , ∂ n ], then ∂ j : j ∈ σ is an associated prime of M. Moreover, all associated primes of M arise this way.
In the special case of initial ideals of toric ideals, standard pairs admit a polyhedral description (Theorem 2.2).
Definition 2.1. Let M be a monomial ideal of C[∂ 1 , . . . , ∂ n ]. A standard pair of M is a pair (∂ η , σ), where η ∈ N n and σ ⊂ {1, . . . , n} subject to the following three conditions:
(1) η i = 0 for i ∈ σ;
(2) for all choices of integers µ i ≥ 0, i ∈ σ, the monomial ∂ η · i∈σ ∂ µ i i is not in M; (3) for all l ∈ σ, there exists µ i ≥ 0, i ∈ σ ∪ {l}, such that ∂ η · ∂ 
Theorem 2.2.
A pair (∂ η , σ), where η ∈ N n and η i = 0 for i ∈ σ, is a standard pair of the monomial ideal in w (I A ) if and only if 0 is the only lattice point in the polytope
and all the inequalities (B · y) j ≤ η j , j ∈ σ, are essential, that is, removing an inequality introduces a new lattice point z into the resulting polyhedron. It can be assumed that z is such that −w t (B · z) is strictly negative.
The fact that Pσ η is a polytope (and hence a bounded set) has the following linear algebra consequence.
Lemma 2.3. Let (∂ η , σ) be a standard pair of in w (I A ), where w is such that this is a monomial ideal. Then the set {(b i1 , . . . , b im ) : i ∈ σ} contains a linearly independent subset of cardinality m.
Proof. By contradiction, suppose that no subset of cardinality m of {(b i1 , . . . , b im ) : i ∈ σ} is linearly independent. This means that the matrix whose rows are the rows of B indexed by i ∈ σ has rank strictly less than m. Consequently, we can find rational numbers 
Finally, we include here a combinatorial lemma that will be useful later on. I am grateful to Bernd Sturmfels, who provided this beautiful proof.
Lemma 2.5. Let c 1 , . . . , c m+2 ∈ R m and k 1 , . . . , k m+2 ∈ R and consider P = {z ∈ R m :
. . , m+2}. Suppose that this set is nonempty. There is a set T ⊂ {1, . . . , m+ 1} of cardinality m such that, for each j ∈ T , the set obtained from P by reversing the inequality c j · z ≤ k j is unbounded. Moreover, the set {c j : j ∈ T } is linearly independent.
Proof. We use the technique of Gale duality, as introduced in [17, Chapter 6] . Consider
Gale dual configuration. We define N as the set of indices j such that reversing the jth inequality in P produces a bounded set. Now two extreme rays, we conclude that the cardinality of N is at most 2. The last assertion of this lemma follows from the same arguments used to prove Lemma 2.3.
Canonical hypergeometric series
In this section, we review material about canonical logarithm-free hypergeometric series. Our source is [14, Sections 2.5, 3.1, 3.4, 4.1]. We start by relating standard pairs to hypergeometric functions through the concept of fake exponents.
Definition 3.1. Let A be a homogeneous d×n matrix, β ∈ C d , and w ∈ R n a generic weight vector for I A . The set of fake exponents of H A (β) with respect to w is the vanishing set of the following zero-dimensional ideal of the (commutative) polynomial ring C[θ 1 , . . . , θ n ]: Notice that we can extend the notion of term order to the ring of power series with logarithms as follows:
Here, we mean 
A vector v ∈ C n has minimal negative support with respect to A if
In this case, let 5) and define the following formal power series:
where is a basis of the space of logarithm-free solutions of H A (β).
Observe that this result does not require any assumption on genericity of the parameter vector β.
We now mention a way to distinguish which vectors with minimal negative support are fake exponents.
Proposition 3.5. Let v ∈ C n with minimal negative support such that A · v = β. Then v is a (fake) exponent of H A (β) with respect to a weight vector w if and only if
and this minimum is attained uniquely.
At the moment, a detailed characterization such as we have for logarithm-free Ahypergeometric series does not exist for logarithmic A-hypergeometric functions. However, information about logarithmic series will be necessary to prove Theorem 1.6. We
reproduce two results about logarithmic hypergeometric functions. The first is an observation from [8] .
. This function is of the form
where the sum runs over α such that Aα = A·v, γ ∈ {0, 1, . . . , h−1} n for h = rank(H A (A·v)).
We refer to [14, Corollary 2.4.16] for more details on the region of convergence of ψ, as
well as a precise description of the index set of the sum.
with respect to
Denote by S max the set of maximal elements of S. Let f δ = α∈C n c α,δ x α where δ ∈ S max . Write
so that the logarithmic terms in ψ δ are either less than or incomparable to δ. If P is a differential operator that annihilates ψ, we have 0 = Pψ = Pψ δ + log(x) δ Pf δ + terms whose log exponent is lower than δ.
Since Pψ δ is a sum of terms whose log exponent is either lower than δ or incomparable to δ, we conclude that Pf δ must be zero. This implies that f δ is a logarithm-free A-
The following result is due to Saito (see [13] ).
Then the polynomials g u are of the form
where c 0 ∈ C, the vectors c (i,j) belong to the kernel of A, and
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Finally, the techniques from [14, Section 3.5] imply the following proposition.
Proposition 3.8. Let β, β ∈ C n and suppose that rank(H A (β + β )) ≥ t for 0 < < 0 .
Then rank(H A (β)) ≥ t.
Constructing exceptional parameters
In this section, we start working towards the proof of Theorem 1.6. To do this, we use the following characterization of the Cohen-Macaulay property for generic toric ideals via associated primes of reverse lexicographic initial ideals of I A .
Lemma 4.1. Let I A be a generic toric ideal. Then in −e i (I A ) is a monomial ideal for all
Moreover, for a generic toric ideal, the following are equivalent:
is free of embedded primes,
Proof. The first assertion follows from [12, Lemma 8.4] . To see that (1) implies (2), notice that, since I A is a Cohen-Macaulay prime ideal, I A + ∂ i is Cohen-Macaulay, and thus free of embedded primes, for all 1 ≤ i ≤ n. As a consequence, for each i, the ideal Consider in −e 1 (I A ). By Lemma 4.1, this initial ideal has an embedded prime. But since in −e 1 (I A ) is a monomial ideal, Theorem 2.4 implies that in −e 1 (I A ) has an embedded prime of the form ∂ j : j ∈ {1}∪τ , where τ ⊂ {2, . . . , n} has cardinality d−2. By interchanging the columns of A, we may assume that τ = {m + 3, . . . , n}. Since standard pairs carry all the information about the associated primes of monomial ideals, we conclude that
Observation 4.3. Let (∂ ν , {1} ∪ τ) be as above. We may assume that the set obtained from
by reversing the weight inequality (B · z) 1 ≤ 0 is bounded, or that the hyperplane {z : (B · z) r = 0} coincides with the hyperplane {z : (B · z) 1 = 0} for some r ∈ {1} ∪ τ. In the latter case, the first row of B is a negative multiple of the rth row of B, and ν r > 0.
Proof. Suppose that the hyperplanes {z : (B · z) i = 0}, for i ∈ {1} ∪ τ, are pairwise distinct.
To check the assertion, first notice that, since ∂ j : j ∈ {1} ∪ τ is an associated prime of in −e 1 (I A ), it is contained in a minimal prime ∂ j : j ∈ {1, l} ∪ τ of this initial ideal. Here, l ∈ {2, . . . , m+2}. Thus, the set obtained from P {1}∪τ ν by removing the inequality (B·z) l ≤ ν l must be a simplex. Now, by Theorem 2.2, any lattice point z = 0 in this simplex satisfies (B·z) l > ν l , and such lattice points exist. Pick z ∈ Z m \{0} in our simplex such that (B·z) l is minimal. Notice that the lattice point z is unique, since the weight vector −e l is generic.
This follows from results in [15, Section 5].
Now, let
and consider the pair (∂ µ , {l} ∪ τ). It is easy to check that this pair satisfies the conditions of Theorem 2.2 for the weight vector −e l . Thus, interchanging the first and lth columns of A, and replacing ν by µ, we obtain a standard pair as we desired.
Finally, if the hyperplanes {z : (B · z) r = 0} and {z : (B · z) s = 0} coincide, for r, s ∈ {1} ∪ τ, we use the above argument to change the weight vector −e 1 by the weight vector −e s , and assume that {z : (B · z) r = 0} and {z : (B · z) 1 = 0} are parallel. Of course, the first row of B is a multiple of the rth row of B. If it were a positive multiple, then for
does not contain the variable ∂ r , which implies r ∈ τ, a contradiction. Thus the first and rth rows of B are negative multiples of each other. To see that ν r > 0, notice that ν r = 0 would contradict the last assertion of Theorem 2.2.
We are now ready to start the construction of our candidates for exceptional parameters. Pick an embedded standard pair (∂ ν , {1}∪τ) as in the previous observation, and consider the set
If this set is nonempty, select a standard pair
Otherwise, rename ν to η. This choice implies the following fact.
is a standard pair of in −e 1 (I A ) such that there exists y ∈ C m that satisfies
Choose generic numbers α i for i ∈ τ. Let α = i∈τ α i e i . We consider the fake exponents of H A (A·(η+α)) with respect to the weight vector −e 1 . Since the α i are generic, we may assume that if u is a fake exponent and u 1 = 0, then u i ∈ Z implies i ∈ τ. In particular, the numbers α i are nonintegers. We define two sets F := fake exponents of H A A · (η + α) with respect to −e 1 that have minimal negative support , Suppose that the standard pair that gives rise to v is top dimensional. Then it is of the form (∂ µ , {1, l} ∪ τ) for some 2 ≤ l ≤ m + 2. Since u s < 0, the standard pair corresponding to u is of the form (∂ ν , {1, s} ∪ τ). In what follows, we prove the following version of Theorem 1.6. We want to show that rank(H A (β)) > vol(A). One way to do this is to show that 
given by right multiplication by the operator ∂ 1 . This induces a vector space homomorphism between the solution spaces of H A (A · (η + α)) and H A (β): if ϕ is a solution of H A (A · (η + α)), then ∂ 1 ϕ (the derivative of ϕ with respect to the variable x 1 ) is a solution of H A (β). It is this vector space map that we want to study. More precisely, we want information about the dimension of its kernel and cokernel.
The kernel of the map ∂ 1
We start our analysis of the map ∂ 1 between the solution spaces of H A (A · (η + α)) and H A (β) by describing its kernel. The following lemma is the first step in this direction.
Lemma 5.1. If u ∈ K, then the canonical series φ u equals the monomial x u . Consequently, ∂ 1 φ u = 0. Conversely, if φ u is a logarithm-free canonical series such that
Proof. To see that φ u is a monomial, it is enough to show that N u = {0}. Recall that N u = {B · z : z ∈ Z m and nsupp(u − B · z) = nsupp(u)}. Since u is a fake exponent with respect to −e 1 , there is a standard pair (∂ µ , {1} ∪ σ) of in −e 1 (I A ) such that u i = µ i ∈ N for i ∈ {1} ∪ σ.
for i ∈ {1}∪σ, and (B·z) 1 ≤ u 1 = 0. This means that z ∈ P Proof. Let ϕ be a (possibly logarithmic) solution of
The function ϕ is a linear combination of canonical series with respect to −e 1 . Write ϕ = ϕ 1 + · · · + ϕ l where each ϕ i is a linear combination of canonical series whose exponents differ by integer vectors, and the exponents in ϕ i and ϕ j do not differ by integers if i = j.
It is clear that ∂ 1 ϕ i = 0 for 1 ≤ i ≤ l, so we can reduce to the case when ϕ is a linear combination of canonical series solutions whose exponents differ by integer vectors, and we assume this from now on.
Write ϕ in the form of Observation 3.6 for some δ ∈ S max , so that
where ϕ δ contains only logarithmic terms that less than or incomparable to δ. Since
) that is constant with respect to x 1 . Thus, f δ is a linear combination of logarithm-free canonical series whose corresponding fake exponents differ by integer vectors, and have first coordinate equal to zero. This means that f δ is a linear combination of functions φ
pairwise by integer vectors.
Now, rewrite the function ϕ in the form of Proposition 3.7, that is, ϕ = x v g v (log(x)). By the previous reasoning, we can choose u ∈ K such that g u = 0. We show that g u is a constant.
Let (∂ µ , {1} ∪ σ) be a standard pair of in −e 1 (I A ) such that u i = µ i for i ∈ {1} ∪ σ. By our choice of α, u i ∈ Z implies i ∈ τ, so that σ ⊇ τ = {m + 3, . . . , n}.
We first consider the case when σ = τ. Pick i ∈ τ. Applying Theorem 2.2 to (∂ µ , {1}∪τ), we see that there exists z ∈ Z m such that (B·z) j ≤ µ j for j ∈ {1, i}∪τ, (B·z) i > µ i , and (B·z) 1 < 0. Now, choose a term t γ appearing with nonzero coefficient in g u (t 1 , . . . , t n ) such that t i appears to a maximal power (among the terms in g u ).
Now, ϕ contains a summand that is a nonzero multiple of x u log(x) γ . If γ i = 0, then ∂ (B·z)+ ϕ contains a term that is a nonzero multiple of
By the construction of z, this term is nonzero. However, it cannot be canceled with any other term from ∂ (B·z)+ ϕ = 0, because such a term would have to come from g u , and γ i was chosen maximal among those terms. This contradiction implies that γ i = 0. We conclude that g u is constant with respect to the ith variable, and this is true for all i ∈ {1} ∪ τ.
However, by Proposition 3.7, we have
where c 0 ∈ C, the vectors c (j,k) belong to the kernel of A, and
Since g u is constant with respect to the ith variable for all i ∈ {1} ∪ τ, c
3, m of the rows of B indexed by i ∈ {1} ∪ τ are linearly independent. This implies that all the vectors c (j,k) must be zero, and we conclude that g u is constant.
Now, we need to show that g u is constant in the case when the standard pair corresponding to u is (∂ µ , {1} ∪ σ), and σ strictly contains τ. In this case, σ = τ ∪ {r}, for some 1 < r ≤ m + 2. Clearly, if u r ∈ N, the previous arguments still apply, because no matter what (B · z) r is, the term (5.3) cannot vanish. Thus, we may assume that u r ∈ N.
The polytope P {1}∪σ µ is a simplex, and 0
means that Lemma 2.5 applies, and so there is a set T ⊂ {1, . . . , r, . . . , m + 2} of cardinality m such that, for each i ∈ T , the set obtained from P by reversing the inequality (B·z) i ≤ u i is unbounded. Notice that, by Observation 4.3, we may assume that 1 ∈ T .
and (B · z) 1 < 0. Now, we can repeat what we did in the case that σ = τ, and conclude that g u is constant with respect to the ith variable, for all i ∈ T . Since the rows of B indexed by T are linearly independent, using Proposition 3.7, we conclude that g u is constant. Now, remember that g u (log(x)) contains a term log(x) δ that is maximal among the logarithmic terms appearing in ϕ. Since g u is constant, δ = 0, which implies that ϕ is logarithm-free. But then it is clear that ϕ belongs to Span{x u : u ∈ K}.
The cokernel of the map ∂ 1
In this section, we produce a subspace of coker(∂ 1 ) whose dimension equals the dimension of ker(∂ 1 ).
Lemma 6.1. For each u ∈ K, the vector u − e 1 is a fake exponent with minimal negative support of H A (β).
Proof. Pick u ∈ K corresponding to a standard pair (∂ µ , {1} ∪ σ). Clearly, u − e 1 is the fake exponent of H A (β) corresponding to this standard pair. Suppose that u − e 1 does not have minimal negative support. Then, we can find z ∈ Z m such that u − e 1 − B · z has minimal negative support strictly contained in nsupp(u − e 1 ). In particular, z = 0. Notice
. This implies that the functional −e 1 is minimized in the set {B · y : y ∈ Z m , nsupp(u − e 1 − B · z − B · y) = nsupp(u − e 1 − B · z)}. This minimum must be unique since −e 1 is a generic weight vector.
As a consequence, we may assume that u − e 1 − B · z is a fake exponent of H A (β) with respect to the weight vector −e 1 . Then u − B · z is a fake exponent of H A (A · (η + α)), it has minimal negative support, and (u − B · z) 1 < 0. The last two facts follow since u has minimal negative support. But now this contradicts Proposition 4.5.
Theorem 6.2. The set Span{φ u−e 1 : u ∈ K} does not intersect the image of the map ∂ 1 .
Proof. Suppose there is a solution ψ of H A (A·v) such that ∂ 1 ψ lies in Span{φ u−e 1 : u ∈ K}.
As in the proof of Theorem 5.2, we may assume that ψ is a linear combination of canonical series whose exponents differ by integer vectors.
We proceed as in the part of the proof of Theorem 5.2 where we show that the functions ϕ i are logarithm-free. The first step is to write ψ = ψ δ + f δ log(x) δ for every δ ∈ S max as in Observation 3.6. The function f δ belongs to the kernel of ∂ 1 , so we may choose u ∈ K such that x u appears with a nonzero coefficient in f δ . Now, we rewrite ψ = v x v g v (log(x)) as in Proposition 3.7. We want to compute the polynomial g u .
As in Theorem 5.2, we consider two cases, according to whether the standard pair (∂ µ , {1} ∪ σ) corresponding to the fake exponent u is embedded or not.
In the first case, σ = τ, and nsupp(u) = ∅. Choose i ∈ {1} ∪ τ and a vector z ∈ Z m such that (B · z) j ≤ µ j for j ∈ {1, i} ∪ τ, (B · z) i > µ i , and (B · z) 1 < 0. We can do this by Theorem 2.2. Now, choose a term t γ appearing with nonzero coefficient in the polynomial g u (t 1 , . . . , t n ) such that t i appears to a maximal power (among the terms in g u ), and consider the term (5.3) from the proof of Theorem 5.2
which appears with a nonzero coefficient in
function is a further derivative of ∂ 1 ψ ∈ Span{φ u−e 1 : u ∈ K}.
As nsupp(u) = ∅, there are no fake exponents v ∈ K such that u − v ∈ Z m . Thus, ∂ 1 ψ must be a multiple of φ u−e 1 , which has neither logarithmic terms nor terms which contain a strictly negative integer power of x i . We conclude that γ i = 0. The same argument as in Theorem 5.2 now implies that g u is constant. This is a contradiction because x u−e 1 can only appear in ∂ 1 ψ if ψ has a term x u log(x 1 ). Now, we need to consider the case when the standard pair (∂ µ , {1} ∪ σ) is topdimensional, that is σ = τ ∪ {r}, for some 2 ≤ r ≤ m + 2. If u r ∈ Z, the same argument as above shows that g u is constant. If u r ∈ N, we need to combine the previous argument with the reasoning from Theorem 5.2 to again conclude that g u is constant. Finally, if u r is a negative integer, we observe that ∂ 1 ψ is a linear combination of functions φ v−e 1 , where the vectors v belong to K and differ with u by an integer vector. But then, for each i ∈ {1, r} ∪ τ, a further derivative of ∂ 1 ψ has no logarithmic terms or terms that contain strictly negative integer powers of the variable x i and x r . Unless g u is constant with respect to the ith variable, this contradicts the fact that ∂ (B·z)+ ψ contains a nonzero multiple of the term (5.3). As before, we conclude that g u is constant, a contradiction.
Producing a rank jump
We now analyze what solutions of H A (A · (η + α)) and H A (β) arise from the standard pair (∂ η , {1} ∪ τ). Clearly, η + α is the fake exponent of H A (A · (η + α)) corresponding to this standard pair. By Lemma 5.1, the corresponding A-hypergeometric series is φ η+α = x η+α .
For each 2 ≤ i ≤ m+2, that is, for each i ∈ {1}∪τ, we can choose
= 0, and consider the vectors η+α−e 1 −B·z (i) . We have nsupp(η+α−e 1 −B·z (i) ) = {i}. By Lemma 6.1, η+α−e 1 has minimal negative support. It follows that all the η + α − e 1 − B · z (i) have minimal negative support. Of course, this is not enough to guarantee that they all give rise to logarithmfree solutions of H A (β). However, some of them do, for instance η+α−e 1 , since it is a fake exponent. The corresponding A-hypergeometric series is φ 1 := φ η+α−e 1 . The purpose of the next proposition is to show that there is at least one other solution of H A (β) arising this way.
Proposition 7.1. There exists at least one i ∈ {1} ∪ τ for which we can find a vector
is a fake exponent with minimal negative support equal to {i}.
Proof. Let N i = {B · z : z ∈ Z m and nsupp(u − e 1 − B · z) = {i}} for i ∈ {1} ∪ τ. If we can show that the linear functional −e 1 is minimized uniquely in the set U i = {η+α−B·z : B·z ∈ N i }, then this set will contain a fake exponent, which is what we want to prove. Since the weight vector −e 1 is generic, it is enough to see that −e 1 is minimized in U i , or equivalently, that it is maximized in N i .
As in the proof of Observation 4.3, there are two cases. Either the hyperplanes {z : (B · z) i = 0} are all distinct, for i ∈ τ, or two of those coincide.
In the second case, we know that {z : (B · z) 1 = 0} equals {z : (B · z) r = 0} for a certain 2 ≤ r ≤ m + 2. But then, for each i ∈ {1, r} ∪ τ, B · z ∈ N i implies (B · z) r ≤ η r .
Since the rth row of B is a negative multiple of the first row, the linear functional −e 1 is bounded above in N i . Thus it is maximized in N i , and we obtain logarithm-free canonical
Now, assume that the hyperplanes {z : (B · z) i = 0} are pairwise different for i ∈ τ, and remember that ∂ i : i ∈ {1} ∪ τ is an embedded prime of in −e 1 (I A ). Then, there is a minimal prime of this initial ideal of the form ∂ i : i ∈ {1, l} ∪ τ , for some l ∈ {1} ∪ τ. Since there must be standard pairs corresponding to this minimal prime, we conclude that the set obtained from P {1}∪τ η by deleting the inequality (B · z) l ≤ η l is a simplex. Thus N l is bounded, so that −e 1 will be maximized in N l , and we obtain φ l , the corresponding solution of H A (β). Notice that, by Lemma 2.5, the linear functional −e 1 attains no maximum in N i for i = 1, l.
The following theorem is the fundamental ingredient to produce a rank jump. or whose fake exponents differ by an integer vector with η + α. Since nsupp(η + α) = ∅, the only such fake exponent is η + α. Thus ∂ 1 ψ = 0. Now, let ψ be a logarithmic solution of H A (A·(η+α)) such that ∂ 1 ψ lies in the span of the functions constructed in Proposition 7.1. We may assume that ψ does not contain a summand x u , u ∈ K. As in the proof of Theorem 6.2, we can write
where g η+α (log(x)) contains all the maximal logarithmic terms.
Pick i ∈ {1} ∪ τ, and recall the vector z (i) ∈ Z m from the paragraph before Proposition 7.
1. An argument similar to that in the proof of Theorem 6.2 shows that, if g η+α (log(x)) contains a power of log(x i ) greater than 1, then ∂ 1 ψ cannot be logarithmfree. This and Proposition 3.7 imply that g η+α (log(x)) = c 1 log(x 1 )+· · ·+c n log(x n ), where the vector (c 1 , . . . , c n ) lies in the kernel of A. Thus,
where ψ η+α is logarithm-free, and contains no terms x u , u ∈ K. Notice that, if η + α − e 1 + (B · z) i does not give rise to a solution of H A (β) as in Proposition 7.1, then c i = 0. This follows from the same arguments that proved Theorem 6.2.
We claim that, once the numbers c 1 , . . . , c n are fixed, the function ψ itself is fixed.
This is because the difference between two such functions would be a logarithm-free solution of H A (A · (η + α)) whose first derivative lies in the span of the functions from Proposition 7.1. By the first paragraph of this proof, this implies that our difference lies in the kernel of ∂ 1 . But since it cannot contain terms in x u , u ∈ K, we conclude that this difference must be zero. Now, we consider two cases, as in the proof of Proposition 7.1. In the case that a hyperplane {z : (B · z) r = 0} coincides with {z : (B · z) 1 = 0}, we have m + 1 linearly independent functions φ i , i ∈ {r} ∪ τ from Proposition 7.1. But if ∂ 1 ψ lies in the span of these functions, we know that
where (c 1 , . . . , c n ) belongs to the kernel of A, and c r = 0. Since the dimension of the kernel of A is m, we conclude that the dimension of the space of such functions ψ is at most m − 1. Thus, the intersection of the image of ∂ 1 and the span of the functions φ i , i ∈ {r} ∪ τ has a dimension at most m − 1 = (m + 1) − 2 = s − 2.
In the case when all the hyperplanes {z : (B · z) i = 0}, i ∈ τ are distinct, we have only two functions, φ 1 and φ l from Proposition 7.1. Thus, if ∂ 1 ψ lies in their span,
3)
where (c 1 , . . . , c n ) belongs to the kernel of A, and c i = 0, for i ∈ {1, l} ∪ τ. By Lemma 2.3, this implies that (c 1 , . . . , c n ) is the zero vector, so that ψ vanishes. Thus, the intersection of Span{φ 1 , φ l } with the image of ∂ 1 is {0}, which has dimension s − 2.
We are finally ready to prove Theorem 4.6.
Proof of Theorem 4.6. In Theorem 6.2, we produced one function in the cokernel of ∂ 1 for each function in the kernel of ∂ 1 . Furthermore, in Theorem 7.2, we produced at least 2 linearly independent functions in the cokernel of ∂ 1 corresponding to x η+α . All these functions are clearly linearly independent in the cokernel of ∂ 1 . This means that
Adding dim(im(∂ 1 )) to both sides of this inequality we obtain
An example
Even though generic toric ideals are common among all toric ideals, it is hard in practice to construct examples of generic configurations A such that vol(A) is small. This is a disadvantage when we want to perform rank computations using computer algebra systems. In this section, we work out an example where I A is not generic, although the techniques that proved Theorem 4.6 are still successful. Let 
The toric ideal is
of H A ((α, 1, α)) with minimal negative support. Arguments similar to those in Section 7
show that these two functions are linearly independent elements of coker(∂ 1 ). In conclusion, rank H A (α, 1, α) > rank H A (1 + α, 2, α) ≥ vol(A). (8.10)
Details on how to generalize this example can be found in [9] .
The geometry of the exceptional set
The first basic question about the exceptional set is to determine exactly when it is nonempty.
There are other open problems in this area. One of them is to determine whether or not this set is Zariski closed. It is not hard to show, however, that it is Zariski constructible, if we make use of comprehensive Gröbner bases.
Proposition 9.1. The exceptional set of a homogeneous matrix A is Zariski constructible, that is, it can be expressed as a finite Boolean combination of Zariski closed sets.
Proof. We prove our claim by presenting an algorithm to compute E(A) for a given homogeneous matrix A. This algorithm will rely on Gröbner basis computations in the Weyl algebra.
In this proof, we think of β as a parameter vector, that is, a vector of indeterminates, instead of an element of C d . Thus, the A-hypergeometric system H A (β) will no longer be an ideal in the Weyl algebra D, but an ideal in the parametric Weyl algebra We are now ready to describe an algorithm to compute E(A).
Input: A homogeneous matrix A.
Output: The exceptional set E(A). Comprehensive Gröbner bases were introduced by Weispfenning in [16] . This paper deals only with the commutative case, and contains an explicit algorithm for computing comprehensive Gröbner bases. We refer to [7] for a proof of the existence of these objects in the noncommutative case. Here, the authors argue that comprehensive Gröbner bases can be constructed, but they do not provide an explicit algorithm. For this reason, it would be very desirable to have a method for computing the exceptional set that did not require comprehensive Gröbner bases.
