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ABSTRACT 
The problem of zero assignment by constant squaring down (CZAP) is studied for 
minimal systems described by a transfer function G(s) E R”“(s), m > 1, using tools 
from exterior algebra and algebraic geometry. Conditions for its solvability are given 
in terms of the numbers m, 1, the Fomey dynamical order 6, and the rank ps of the 
Plucker matrix P6. For the cases 1 = 1 or I = m - 1, it is shown that G(s) is 
completely zero-assignable (CZA) if and only if ps = 6 + 1. For the cases 1 f 1, m - 1, 
it is proved that G(s) is CZA, or generically zeroassignable (GZA), under a complex 
squaring down if and only if Z(m - 2) > 6 + 1 and ps = 6 + 1. The latter conditions 
also provide necessary conditions for the existence of a real solution. For a generic 
G(s), sufficient conditions for solvability of CZAP by a real squaring down are that 
Z(m-Z)>6+1 and that the number g(a,,...,al_,)=(S+l)!/a,!...al_,!nj,j 
(ai -ai) is odd for some set {~~,...,a~_~} satisfying 6 + 1 = Zi:&i - Z(Z - 1)/2 
and 0 < aa < a, < . . . < alPI < m - 1. Apart from the existence results, the present 
approach also allows the computation of the solutions (whenever they exist). Finally, it 
is proved that the only fixed zeros of CZAP are the zeros of G(s), and a procedure for 
computing the solutions of CZAP, whenever such solutions exist, based on an 
optimization problem is given. 
1. INTRODUCTION 
Frequency response techniques for the design of m&variable systems, 
such as the characteristic locus method [12] (CLM), inverse Nyquist array 
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(INA) [13], and generalized Nyquist Root Locus Method (GNRLM) [14], 
always consider feedback loops between a set of selected measurements and 
an equal number of control inputs. Thus, common to all these techniques is 
the assumption that the plant transfer function G(s) is square. For a 
“nonsquare plant” with I inputs, m outputs, m > 1, and transfer function 
G(s), the problem of combining all outputs together into a new set of 
outputs, whose number is equal to the number of control inputs, has been 
defined as the squaring down problem (SDP) [4]. The squaring doum 
compensator (SDC) represents the gains of the sensors used. If the sensor 
dynamics are much faster than those of the plant, then the SDC may be 
considered as a constant compensator; if the sensor dynamics are comparable 
to those of the plant, then the SDC has to be considered as dynamic 
compensator. In the latter case, however, the dynamics of the SDC cannot be 
arbitrary, since they have to represent the dynamics of the sensors used. In 
practice, the structure of the SDC is partially fixed by the requirements to 
control specific measurements, or a linear combination of measurements. 
SDP is also involved in the inner loop stage of the design of the GNRLM, 
together with root locus theory, to shape the transmittance properties of the 
inner loop, prior to the gain injection stage [14]. The squaring down action 
produces a new system with pIant transfer function G”(s) = KG(s) and 
different zero structure than that of the original system. Designing an SDC 
such that the resulting system has a desirable zero structure is referred to as 
zero assignment by squaring down (ZAP). 
The problem considered here is the determinantal zero assignment by 
constant squaring down, referred to for short as the constant ze70 assignment 
problem (CZAP). For a minimal (controllable and observable) system 
S(A, B,C, D) with transfer function G(s) = N(s)D(s)-’ E ,““r(s), where 
m > 1 and N(s), D(s) are a right coprime MFD pair, CZAP is defined as the 
problem of finding K E R Ixrn such that the nonfixed zeros of the squared- 
down system S(A, B, KC, KD) are arbitrarily assignable. Given that 
S(A, B, C, D) is assumed to be minimal, the invariant zero polynomial of 
g( A, B, KC, KD) is defined by det KN( s), and this demonstrates the deter- 
minantal and thus multilinear nature of CZAP. CZAP is a special case of the 
generul zero assignment problem (GZAP): Determine K such that d(s) = 
KG(s) has a given Smith-McMillan zero structure. One extreme case of 
GZAP, when C = Z and D = 0, has been studied in [15]. The zero assignment 
conditions in [15] have been extended by the work in [16] using Fomey’s 
theory of invariants [2]. The results in [16] provide necessary, but not 
sufficient conditions for solvability of GZAP. Procedures for designing the 
SDC K have been discussed in [4, 31; however, these results are of a partial 
nature. State space methods for designing SDCs have been recently sug- 
gested in [27]; however, the results in [4, 3, 271 do not answer the question of 
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necessary and sufficient conditions for solvability of CZAP. Finally, we 
should mention that the dynamic squaring down has been discussed in [17, 
271; the results in [28] provide a module theoretic characterization of pole-zero 
cancellations for the dynamic SDP. 
In this paper CZAP is studied using tools from exterior algebra [6] and 
classical algebraic geometry [8], and new conditions concerning the generic 
as well as the complete zero assignability are derived. The importance of tools 
and techniques from algebraic geometry for control theory problems has been 
demonstrated by the work in [18-231. The present approach is within the 
general framework defined in [l] for the study of the abstract determinantal 
assignment problem (DAP), and it uses the notion of the canonical Grass- 
mann representative of a rational vector space, as well as the associated 
Plucker matrix [l]. The general problem of CZAP is reduced to a linear 
problem of zero assignment of polynomial combinants [7] and a standard 
multilinear problem of decomposability of multivectors [6]. The solution of 
the linear subproblem, whenever it exists, defines a linear variety of an 
appropriate projective space [Ip ‘; the decomposable multivectors, or points of 
P 7, are those which belong to the Grassmann variety of IFD ‘. Thus, solvability 
of CZAP is reduced to a problem of finding real intersections between the 
linear variety and the Grassmann variety. The general theory of intersection 
of irreducible varieties [8] assumes an algebraically closed field, and thus the 
first type of solvability conditions of CZAP are necessary and sufficient for 
the existence of complex SDCs. Sufficient conditions for the existence of real 
intersections are worked out by using the Schubert subvarieties [8] of the 
Grassmann variety, which intersect the linear space at an odd number of 
points. 
For a transfer function matrix G(s) E IL! mx’( s), m > I, with .z( s) the zero 
polynomial and P, the Plucker matrix [l], where 6 is the Forney dynamical 
order of Xc = colsp G(s) [2], it is first shown that the zeros of G(s) are fixed 
zeros under any SDC; for the case of constant SDC, the maximal number of 
newly assigned zeros is equal to S. For the special cases 1= 1 and 1= m - 1, 
it is shown that G(s) is completely zero assignable (CZA) if and only if 
rank P8 = 6 + 1. Next the nontrivial cases of 1 f 1, m - 1 are considered. It is 
proved that necessary and sufficient conditions for a G(s) to be CZA, or 
generically zero assignable (GZA), by a complex SDC K E Q=lxm are that 
l(m - 1) > 6 + 1 and rank Pa = 6 + 1. The latter conditions are clearly also 
necessary for the existence of a real SDC. Sufficient conditions for the 
existence of real solutions are given for a generic G(s). It is shown that if 
Z(m-1)>6+1 and the number g(a,,a,,...,al~,)=(6+l)!/a,!a,!... 
al_,!lli,j(ai-aj) is odd for some set {a,,u,,...,u,_,} where S+l= 
~:f~~ui-1(I-1)/2andOgu,<a,< ... <ul_,<m-l,thenG(s)isCZA 
by a real SDC K. The advantage of working in a projective space, rather than 
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in an affine space, is that decomposability of multivectors is characterized by 
the set of quadratic Plucker relations (QPR) [6]; due to this, computation of 
the SDC K may be achieved whenever a solution exists. Finally, the case of 
zero nonassignable systems is considered. It is proved that the only fixed 
zeros under squaring down are those of the transfer function matrix G(s). 
The paper is structured as follows: Section 2 provides a statement of the 
problem. In Section 3 we review some fundamental results from exterior 
algebra and the properties of the Grassmann variety, which are essential to 
the present approach. In Section 4 the study of the linear subproblem of 
CZAP is presented and some preliminary necessary conditions for its solvabil- 
ity are given. The main results on solvability of CZAP are given in Section 5. 
In Section 6 it is shown that the original zeros are the only fixed zeros under 
SD. Finally, in Section 7 an optimization algorithm for computing the 
solutions of CZAP, whenever they exist, is given. 
Throughout this paper we adopt the following notation: [w , C, W(s) denote 
the fields of real and complex numbers and rational functions respectively. 
Iw[s] is the ring of polynomials over Iw, and Iw”[ s] are the n x 1 vectors with 
elements from Iw[s]. [w^,Q=“,[w”(s) d enote the n-dimensional vector spaces 
over Iw , C, W(s) correspondingly. If 9 is a field, or a ring, then smx” 
denotes the set of matrices with elements from g. Script capital letters 
denote linear vector spaces, and italic capitals denote linear transformations. 
If H is a map, then .9’(H), Jv;( H), Nl( H) denote the range space and the 
right and left null spaces of H respectively. Q_ denotes the set of lexico- 
graphically ordered, strictly increasing sequences of k integers from 
{I,2,..., n}. If {Xi ,‘...’ xi, } is a set of vectors of Y, w = (ii,. . . , ik) E Qk, ,,, 
then xi,A .+* A xi, = x, A denotes their exterior product, and A’Y the rth 
exterior power of V. If HE .FmXn and r < min{m, n}, then VJH) 
denotes the rth compound matrix of H [S]. Finally, if a property is said to be 
true for i E n, this means that it is true for all 1~ i =G n. 
2. STATEMENT OF THE PROBLEM 
Consider the linear timeinvariant system described by the minimal 
(controllable and observable) state space model 
S(A,B,C,D): 
i = Ax+ Bu, AgRnXn, BERnX1, 
y=cx+Du, CERmxn, DEIRrnX1, (2.1) 
or by the transfer function G(s)=C(sI- A))lB+ DEIW”~‘(S). We as- 
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sume that rank ncsj G(s) = 1, m > 1. G(s) may be represented by a right 
coprime matrix fraction description (RCMFD) as 
G(s) = N(s)D-‘(s), (2.2) 
where N(s) E [WmX’[s] and D(s) E Iw’x’[s]. 
The finite invariant zeros of S(A, B, C, 0) [3] are defined as the roots of 
the invariant polynomials {J(s), i E k} of the system matrix [26] 
(2.3) 
and the polynomial Z(S) = rlf= iA is the invariant zero polynomial of 
S( A,B, C, D). Since S(A, B, C, 0) is assumed to be minimal, the invariant 
zeros coincide with the zeros of G(s) [defined by the Smith-McMillan form 
of G(s)]. It is known [24] that for any right coprime MFD pair (N(s), D(s)) 
of G(s), the zeros of G(s) are also given by the zeros of the numerator N(s) 
(defined by the Smith form). Thus, for minimal systems the invariant zeros of 
S( A, B, C, D) are also defined as the zeros of any numerator N(s) of a right 
coprime MFD of G(s). 
For the minimal, nonsquare system S( A, B, C, D) with m > 1, finding a 
postcompensator K E Iw’xm, rank K = 1, such that the system 
S( A, B, KC, KD) has a given set of invariant zeros, is defined as the squaring 
down problem (SDP), and K is referred to as a squaring down compensator. 
REMARK 2.1. If S( A, B, C, D) is minimal, th_en for all full rank squaring 
down compensators K, the resulting system S(A, B, KC, KD) is always 
controllable and for a generic K is observable; there exist, however, K for 
which the resulting system is unobservable. 
It is clear from the above that, since we are interested in assignment of 
invariant zeros of the squared-down system, S(A, B, KC, KD) may be unob- 
servable. If c = KY is the vector to be controlled, the SDP may be repre- 
sented in block diagram terms as shown in Figure i, and the “squared-down” 
transfer function may be expressed as 
C(S) = KG(S) = { KN(s)}D(s) -l, (2.4) 
FIG. I 
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where (KN(s), D(s)) is a right MFD for G”(s), which however is not 
necessarily coprime. 
REMARK 2.2. The invariant zeros of s”< A, B, KC, KD) are the same as 
the zeros of KN( s). In the case where (A, KC) is observable, the right MFD 
pair (KN(s), D(s)) is coprime_ and the invariant zeros of !?( A, B, KC, KD) 
are the same as the zeros of G(s). 
The above remark readily follows from the MFD-based realization of 
transfer function matrices [24]. From Remark 2.2 it follows that the invariant 
zero polynomial of $(A, B, KC, KD) is given by 
zk(s) = det KN(s), (2.5) 
and thus it is clearly a multilinear function of the parameters of the postcom- 
pensator K. 
If now Z(s) E [w lx’ [ s] is a greatest right divisor of N(s) [24], then 
N(s) = qs>qs>, (2.6) 
where N(s)EIW~~‘[ ] s is a least degree polynomial basis matrix [2] of the 
rational vector space 3-c = c01sp~~~~{ G(s)}. So, the zero polynomial of the 
squared-down system may be given by 
z,(s)=detKiV(s)=det{KN(s)Z(s)}. (2.7) 
Given that the zero polynomial z(s) of G(s) is z(s) = det Z(s), Equation 
(2.7) yields 
zk(s) = {det K#(s)}z(s) = z~(s)z(s), (2.8) 
where zf(s) = det K&s) is a polynomial with degree equal to the Forney’s 
dynamical order S [2] of 35-o. 
The problem of zero assignment by constant squaring down (CZAP) is 
defined as follows: Find K E Rlxm such that the polynomial z,-(s) has a 
given set of zeros. CZAP is a special case of the more general determinantal 
assignment problem [l]. From Equation (2.8) we have: 
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REMARK 2.3. The zeros of G(s) are invariant under constant squaring 
down [3, 41, and the maximal number of new zeros that may be created is 
equal to the Fomey dynamical order 8. 
Let us now denote by k:, i E!, the rows of K, and by ni(s), i EL, the 
columns of N(s); then 
~~(N(s))=n,(s)r\n,(s)r\ ... r\E,(s)=E(s)~~Rp[s], and by the Binet- 
Cauchy theorem [5] 
Q(S) =%‘,(K)%@(s)) = (h+)A), (2.9) 
where (.;) denotes the scalar product. If k,,n,(s), w=(i,,...,i,)~Q~,~~, 
denote the coordinates of the multivectors kr\,?i(s)A, respectively, then 
Zf(4 = c bL(4. (2.10) 
* 6 Qt. nz 
Note that the coefficients of zr(s) may be seen either as multilinear skew 
symmetric functions of K, or as linear functions of the coordinates k, of the 
multivector kA associated with K. CZAP may be reduced to the following 
two subproblems [ 11. 
(i) Linear problem. Set p= y , k’r\=k’=[...,ki,...ltEIWIXP, ii(s) 
A= p(s)= [...,P~(s),... 
i 1 
] t E R p[s], and assume that k is free. Find under 
what conditions there exists a vector k such that the polynomial 
f(s,k) =k’p(s) = 5 kipi(s) 
i=l 
(2.11) 
has a given symmetric set of zeros A,. 
(ii) Multilinear problem. Assume that the linear problem has a solution, 
and that X( A,) is the family of vectors k for which f(s, k) has the given set 
of zeros A,. Determine whether there exists a k E .X(A_) such that the 
exterior equation [6] 
kl, A . . . ,,l;f = kl (2.12) 
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has a solution. If a solution to (2.12) exists, then the squaring down compen- 
sator is defined as the matrix K E R Ix m having k:, i E I, rows. 
An f(s,k) polynomial has been defined as a k-combinant of the p(s) [7]. 
The zero assignability of f(s,k) p rovides necessary conditions for the solution 
of CZAP. The multilinear problem is a standard problem of exterior algebra, 
known as decomposability of multivectors [6]. Notions and tools from exterior 
algebra also play an important role in the linear subproblem: in fact, f(s,k) is 
generated by the decomposable multivector Ii( S)A. Exterior algebra has been 
previously used in the study of pole assignment in [23]; the approach 
however in [23] is not general, since the special case where the multivector is 
always decomposable is considered [in our setting, this is equivalent to saying 
that (2.12) has always a solution]. 
Note that, although throughout the paper it is assumed that S( A, B, C, D) 
is minimal, the approach may be readily extended to nonminimal systems. 
The starting point however has to be a noncoprime MFD that represents the 
nonminimal state space model. Equation (2.8) is still valid with z(s) the 
invariant zero polynomial of the nonminimal S( A, B, C, D). The original 
assumption that the system is nondegenerate [rankn(,, G(s) = Z] implies that 
Ii(s)r\ f 0 and thus for almost all K, det K&s) + 0. For certain K, KM(s) 
may lose rank over R(s), and this equivalently implies that there exists an 
output milling controllability subspace for S( A, B, KC, KD) [3]. Conditions 
for avoiding such pathological cases follow from the analysis in Section 4. 
Note that the present results may be also extended to the case of dynamic 
squaring down. In fact, if K(s)= ~(s)-‘&s)~R~~“‘(s) is a left coprime 
MFD of the post compensator and G(s) = B( s)Z(s)D( s)-‘, where a(s) is 
irreducible, then the invariant zero polynomial of the squared down system is 
zk(s) = det{ B(s)N(S)} z(s). (2.13) 
The problem of assigning the zeros of det{ &s)N(s)} may once more be 
reduced to a linear subproblem and a multilinear subproblem of the type 
(2.12). The linear subproblem_now becomes a Diophantine equation, which 
may always be solved, since N(s) is irreducible, and this leads to a family of 
polynomial multivectors. Decomposability of polynomial (or rational) multi- 
vectors is characterized by similar conditions to those for the constant K 
case. However, finding decomposable solutions among those provided by the 
Diophantine equation is not a simple matter, since the standard results on 
intersection of algebraic varieties [8, 91 do not apply in a straightforward 
manner. 
The above approach for the study of the dynamic case is of relevance 
when restrictions on the structure as well as order of dynamics are imposed 
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on K(s). If there are no such restrictions, the problem of dynamic SD 
becomes a trivial application of the exact model matching problem [33]. In 
fact, let 9 = !J U {co}, where Q is a symmetric region of Q3 that excludes at 
least a point of the real axis, and let [w &s) be the subring of [w(s) consiTting 
of all rational functions with no poles in 9’. It is known [34,35] that Iw &s) is 
a Euclidean ring and that all standard results on polynomial MFDs also hold 
in the case of Iw &s). Assume now that !Jc is the open left half plane (or any 
other region in the left half plane) and that G(s) = B(s)A(s))’ is a right 
coprime fractional representation of the plant over Iw &s). It is shown in [33] 
that G(s) may be factorized as 
G(s) = %(s)Z(s)A(s) -l, (2.14) 
where B(s) is irreducible over Iw &s) [i.e. has no zeros in 81 and Z(s) is a 
greatest right divisor of the rows of B(s) over Iw &s) [i.e. contains all zeros of 
G(s) in 91. The dynamic SD with a proper and Q-stable postcompensator 
K(s), K(s) E %&)lXm> is then reduced to finding K(s) such that 
G(s)=K(s)B(s)Z(s)A(s)-%IW(s)lX’ (2.15) 
has all new zeros in 9” (the complement of 52 in C). This is equivalent to 
finding K(s) proper and Q-stable such that 
K(s)B(S) = U(s) E R,(s)‘x’. (2.16) 
It is known [33] that the above problem is always solvable, since B(s) is 
irreducible over I&! &s), and a whole family of solutions may be defined. Of 
course, if the original system is not minimum phase, the resulting system will 
also be non-minimum-phase, but with no extra right half plane zeros. 
3. THE PLiiCKER EMBEDDING AND THE GRASSMANN 
VARIETY [6, 81 
Let @ be an n-dimensional vector space over a field %. The Grassman- 
nian 9( m, @) is defined as the set of m-dimensional subspaces 9’- of %. For 
a v E 3(nz, a), the injection map f: Y + @ defined by f(x) = x, x E V, is 
linear and induces an injection map Apf: APT + Ape; if p = m, then R’“v 
is a l-dimensional subspace of A’“@ and A”‘v is spanned by a vector 
v,A ... Av,,,, where (vi, i E p} is a basis of 9’-. If 9?* = {ui, i E p} is a 
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basis of 4Y and we denote by .%?$= {u,A:u,A=u~,A ... AUK_, w= 
(i I>“‘, i,) E Q,,, ,,} the corresponding basis of Am??/, then a general vector 
ZE A”% may be expressed as z=CUEQ,“awuwA\, where {a,, WEQ~,“} 
are the coordinates of z with respect to 4;. A vector z E Am@ is called 
decomposabb [6] if there exists a set {vi : i E v, vi E @ } such that 
z=v,A .*. Av,. (34 
The vector spaced V = (z) = sp,{ i, v i E m } is called the generating space 
of the decomposable vector z. It is known [6] that two nonzero decomposable 
vectors z, z’ E Ame are linearly dependent, i.e. 
z’=v[A ... Av;=c.z=c.v,A ... f/v*, CEF- {0}, (3.2) 
if and only if (z) = (z’) = V, where V E g(m, @). Any vector of the 
family { c * z, z E A”@ decomposable, c E F - (0) } uniquely characterizes 
V = (z); it is known as a Grassmann representative of Y [6] and is de- 
noted by g(V). The coordinates of the decomposable multivector z E A”@, 
{a,, ~~Qm,nh are called the Pliicker coordinates of V = (z). The lexico- 
graphically ordered set of Plucker coordinates is completely determined by 
the subspace V E S(m, 42) to within constant multipliers. Note that not 
every z E A”% is decomposable and thus corresponds to some V E $(m, %); 
the decomposability conditions are known as quadratic Pliicker relations 
(QPR) [6, 81, and their nature is described below [9]. 
The map v: Y E 9( rn, a) -+ A”Y E A”@ expresses a natural injective 
correspondence between S’(m, a’> and one dimensional subspaces of A”@‘. 
By associating to every AmY the Pliicker coordinates {a,, o E Q,,,, n }, the 
map 
b: G(m, @) + W(F), n U’= i ! m 
-1 
is defined, where lP”( g) is the u - 1 dimensional projective space over 9”. 
The map # is known as the Pliicker embedding [9] of g(m, 4Y) in PO(p), 
and its image is an (n - m)m dimensional algebraic variety, known as the 
Grassmann variety a(m, n), of P”(S) [8, 91. This variety is defined by 
a system of quadratics, known as quadratic Pliicker relations (QPR). If 
{a,7 ~~Qm,nl are the homogeneous coordinates of a point in p”(F), the 
set of QPRs describing JZ(m, n) is defined by [8] 
m+l 
C (-l)ka. .a. t~,....b,-~~Jk JI.....J~-I.J~+~... j.,+, =O, (3.3) 
k=l 
where l<i,< ... -~i,,_~<n andl< j,< j,< ... < j,+i<n.Decompos- 
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ability of a multivector z E A”‘@ may thus be expressed in terms of the 
condition (3.3), which the coordinates of z must satisfy. Some of the basic 
properties of n( m, n ) are summarized below [8]. 
THEOREM 3.1. Let a( m, n ) be the Grassmann variety of P “( .F), 
where o = i - 1. Then: 
C 1 
(i) Q(m, n) is an irreducible variety with dimension m(n - m) which 
lies in p”(9) and not in a space of lower dimension. 
(ii) The coordinates of a generic point of Q(m, n) may be expressed 
rationally in terms of m( n - m) independent indeterminates. 
(iii) Q(m, n) is projectively equivalent to D(n - m, n). In fact, 
dimfi(n - m, n) = m(n - m) = dima(m, n), and Q(n - m, n) lies in the 
projective space 
(iv) Zf m = 1, then a(l, n) = F’n-l(S) and dimti(1, n) = n - 1. Also, if 
m = n - 1, then Q(n - l,n)=P”-‘(9). So in these cases the Pliicker 
embedding is bijective; in other words, every vector of A’% or Any’% is 
decomposable. 
EXAMPLE 3.1. Let n=4, m= 2, and let (xO,xl,xa,xg,xq,xg) be the 
homogeneous coordinates of a point in the projective space P 5(W). The set of 
the QPR describing the Grassmann variety 3(2,4) of P5([w) is reduced to the 
single equation 
x0x5 - x1x4 + x2x3 = 0, (3.4) 
which means that, in this case, there is only one nontrivial QPR. 
It may be shown that the set of QPR which is defined by Equation (3.3) is 
not minimal. The following example makes the argument clear. 
EXAMPLE 3.2. Let n = 5, m = 3, and let (x0, xr, . . . , x9) be the homoge- 
neous coordinates of a point in lF~~(k!). The set of QPR describing CJ(3,5) is 
given by 
x0x.5 - Xl?z4 + x2x3 = 0, X0X8 - x1x7 + x2x(j - -0, 
x0x9 -x3x7 + r4xs = 0, (3.5) 
x1x9 - r3xg + x5xg = 0, x2x9 - X4X’q + x5x7 = 0. (3.6) 
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It may be readily shown that the above set of equations is not minimal; in 
fact, the set (3.6) may be obtained from the set (3.5) and thus (3.5) is a 
minimal set of equations describing !43,5). 
A procedure for the reconstruction of a matrix A E ,Fnxnl from a 
decomposable vector k E Jr’), which also suggests a procedure for writing 
down a minimal set of algebraically independent QPR, has been given 
[lo]; such a set is referred to as a set of reduced QPR (RQPR), and it com- 
pletely describes G?(m, n). It is clear that the number of RQPR is 
n 
( 1 m 
-m(n-m)-1. 
In the present approach a special type of subvarieties of Q(m, n), namely 
the Schubert varieties, are used. Some of their properties are summarized 
next [8]. Let “Ya, Vi,. . . , Vm_1 be m linear subspaces of the n-dimensional 
vector space 92 such that 
and let a,,a,,...,a,_, be their respective dimensions, i.e. 
O<a,<u,< ... <u,_l<n-l. (3.8) 
An m-dimensional subspace V of @ satisfies the Schubert condition 
(u,,u,,...,u,_,) if 
dim(Vn< )>i, i=O,l,..., m-l. (3.9) 
The set %o,,, cl,,,_, of the m-dimensional subspaces Y of @ which satisfy the 
Schubert condition (a,, a,, . . . , a,_,) is defined as a Schubert system, and 
clearly SUoO, O,,,_, c 9(m, %). The subvariety of G(m, n) which represents 
the m-dimensional subspaces of a Schubert system is called the Schubert 
variety, and it is denoted by CJ2,“,, ,,(I,_,. Some useful properties of the 
Schubert varieties are summarized belnw. 
THEOREM 3.2 [B]. The Schubert variety !Llaoa, ,,,(1”,~1 is an irreducible 
algebraic variety of dimension p given by 
m-l 
p= C ui-tm(m-1). 
i=O 
(3.10) 
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Furthermore, the Schubert variety Q _ tl m,n-m+l,...,n-I coincides with the 
Grassmunn variety a( m, n). 
It is clear that the Schubert varieties, as subvarieties of the Grassmann 
variety, have to satisfy the QPR and also some additional relations; it can be 
proved that these additional relations are linear. Various forms of the equa- 
tions of a Schubert variety may be found in [8]. We next give a useful result 
concerning the intersection of a Schubert variety with a linear space. 
THEOREM 3.3 [8]. The number of points in which a Schubert variety 
!2 aoa, ,,(l,,_, is met by a generic linear space which is defined by p equations, 
where 
m - I 
p= C a,-+m(m--1) 
i=O 
is the dimension of Q2,0a,, ,, LI,,,~l, is called the order of the Schubert variety 
and denoted by g(a,, a,, . . . , am _ l). It is given by 
daoTalr...,am-l) = a ,a , 
P! 
III (ah-a,). (3.11) 
o. I. . . . amPl! h >P 
4. THE LINEAR SUBPROBLEM OF CZAP 
With a linear system described by the transfer function matrix G(s) E 
lFY’(s), m > 1, rankRc,, G(s) = I, or by the right coprime MFD G(s) = 
N(s)D-‘(s), where N(s) E lWmx’ [s], D(s) E Iw’x’[s], we may always associ- 
ate the following’ rational vector space: 
(4.0 
The rational vector space X, characterizes the family of systems G’(s) 
derived from G(s) under a rational, full rank square precompensation, that is, 
G’(s) = G(s)Qb)> O(S)ER’~‘(S), detQ(s)fO, (4.2) 
and not the particular transfer function matrix G(s). 
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If N(s) = [nXs>,n,(s),...,n,(s)l E Lf3 mxf[ s], then the decomposable mul- 
tivector 
n(s)A=n,(s)An,(s)A ... Anl(.s)EIWP[s], where 
is a Grassmann representative g(Xo) of a rational vector space XC; since 
n( s)~ has its elements from [w [ s], it will be called a polynomial Gra.wnann 
representative (W[s] - GR) of XC. We also may write 
n(s) A= i pisi = P,e,(s), 
i=O 
(4.3) 
where Ps = [po,pl ,..., pd] E IRP~(~+‘), and it will be called a basis matrix; 
cd(s) = [l, s ,..., adIt, and d is the degree of the polynomial multivector 
n(s)/\. An [w[ s] - GR will be called reduced if the polynomial coordinates of 
n(s)/\ are coprime, and will be called manic if llpdll = 1. 
Some useful properties of the Iw[s] - GR of the rational vector space Xo 
are stated next [l]. 
If z(s) is the zero polynomial of the rational transfer function matrix 
G(s), then there always exists a reduced and monk R[s] - GR n( s)A of X, 
such that 
n(s)A =c.z(s).ii(s)A =c.z(s)P,e,(s),’ CER - {O}, (4.4) 
where 6 is the Forney’s dynamical order of Xo [2]. 
If Ii’(s) A ,ii( s) A are two reduced Iw [ s] - GR of X,, then there always 
exists a q E [w - (0) such that 
ii’(s)A =q.ii(s)A. (4.5) 
Let ii(s)A = [po,pl,..., ps]e,( s) = P&e,(s) be a reduced Iw[s] - GR of XC, 
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and let 
P(G)=& sign p,;ii( 8) A , 
6 
429 
(4.6) 
where P,~ is the first nonzero component of ps and 
sign x = 
i 
1 if x>O, 
-1 if x<O. 
It can be easily shown that g(.%o) is uniquely defined and that it is also 
manic and reduced; g(Xo) will be referred to as the canonical R[s] - GR of 
.!FG. The basis matrix of g(Xo), which is also uniquely defined, will be called 
the Pliicker matrix of the rational vector space .%‘o. The canonical W[s] - GR 
g(.!X& or the associated Plucker matrix Ps, is a complete (basis-free) invari- 
ant of the rational vector space 9-o [l]. 
Clearly, the decomposition (4.4) becomes unique if we use g(X,) instead 
of R(s) A. Using this decomposition, the polynomial f(s, k) of Equation 
(2.11) may be written as f(s,k) = k5(s)r\ = qk’g(X,) = okfP,e,(s); thus 
the linear subproblem is reduced to the study of the equaticn 
P,‘k = a, ps E ~Px(s+l) , aERB6+l, kEIWP, p= 
where the roots of the polynomial a(s) = atea are the zeros to be assigned 
[i.e. z,-(s) = u(s)]; in fact, a may be considered as a point in the projective 
space [FD”(K!), since the polynomials u(s), h(s), X E Iw - {0}, have the same 
set of zeros. 
A system for which Equation (4.7) has a solution k E [w p, p = ‘;” 
a E RStl will be called linearly zero assignable (LZA). 
i i 
for all 
If for every a E !I3 ‘+ ’ Equation (4.7) has a solution k E Iw P with k 
decomposable, then the iystem will be called completely zero-assignable 
(CZA). Clearly, if G(s) is CZA, then it is also LZA, but the opposite is not 
always true. 
The system will be called generically zero-assignable (GZA) if the set of 
all coefficient vectors a for which the zero assignment problem is solvable is 
open and dense in lwscl and its complement has measure zero [24]. This 
ensures that the system is zero assignable for “almost all” a E [w &+ ‘. 
The following theorem [l] provides some useful conditions for zero 
assignment based only on the linear subproblem of CZAP. 
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THEOREM 4.1. Let P8[po,pl,. . . ,ps] E R Px(‘+ l) be the Pliicker matrix of 
the vector space .!FG, and let rank Ps = 7~. 
(i) G(s) is LZA if and only if T = 6 + 1. 
(ii) Necessary conditions for G(s) to be CZA are 
PROPOSITION 4.1. A necessary condition for a system to be GZA is that 
rankP,=6+1. 
Proof. If rank P, < 6 + 1, then Equation (4.7) is solvable for those a E 
Iws+ ’ for which a E .%‘( P,“), where 5%‘( P,“) denotes the range space of Pi. In 
this case, dim .%‘( P,‘) < 6 + 1, and so B( P,“) is at most a hyperplane of Rs+l; 
thus it has Lebesgue measure zero. So the system is not generically LPA, 
which implies that the system is not GPA. W 
Note that since f(s, k) = ktPse8(s) for certain vectors k, f(s, k) may 
become identically zero. Such pathological cases may occur when JV~ { Ps } z 
{0} and k’ E Jlr, { Ps }. Equivalently, this means that K%(s) loses rank over 
R(s), or else the system becomes degenerate. 
5. THE MULTILINEAR SUBPROBLEM 
In this section conditions for the solvability of CZAP are derived. The key 
idea behind the present approach is the investigation of real intersections of 
the linear variety, defined by the linear subproblem, with the Grassmann 
variety. 
Necessary and sufficient conditions for a special family of systems to be 
CZA may be derived from Theorem 3.1, part (iv). 
PR~POSITION~.~. L~~G(s)E[W”‘~‘(S), m2l,ranka(,,G(s)=l. IfI= 
or 1= m - 1, then G(s) is CZA if and only if rank Ps = 6 + 1. 
Proof. 
(i) If I = 1, then 
dimQ(Z,m)=(m-Z)Z=m-1 and p= =m. 
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(ii) If I = m - 1, then 
dimQ(Z,m)=(m-Z)Z=m--1 and p= ‘; =m. 
i 1 
Therefore, in each of the above cases dim Q(Z, m) = p - 1, and thus by 
Theorem 3.1, part (iv), a( 1, m) = P pp ‘(R). So every vector k E [w P is decom- 
posable, and the multilinear subproblem of DZAP is trivial. Consequently, 
G(s) with 1 = 1 or 1 = m - 1 is CZA if and only if rank Ps = 6 + 1. n 
REMARK 5.1. If 1 = 1 or Z = m - 1 and rank Ps = 6 + 1, then the solution 
vectors k E II3 P of CZAP are given directly from the linear equation Pi k = a. 
In the case of pole assignment, the linearization of the corresponding 
multilinear problem, whenever the Grassmann variety coincides with the 
projective space, has been noted and explored in [23]. 
REMARK 5.2. If Z = 1 or Z = m - 1, then a necessary condition for G(s) 
to be CZA is that m >, 6 + 1. 
If the linear subproblem has always a solution, then CZAP is completely 
solvable if and only if among the solutions of the linear subproblem there 
exists at least one vector k E R P which belongs to the Grassmann variety 
Q(Z,m) of the projective space PP-‘(R). Since the family of the solutions of 
the linear subproblem defined by Equation (4.7) is a linear space of the 
projective space P P- ‘(R), then the solution of CZAP is reduced to a classical 
problem of intersection of irreducible varieties. 
LEMMA 5.1 [8]. Let Va and Vb be two irreducible varieties of the 
projective space p”(F), where F is an algebraically closed field, and let 
dim Va = a, dim Vb = b. 
(i) Zfa+b>v, then -Y,n-tT,#O. 
(ii) If a + b < v, then generically Va n Vl, = 0. 
THEOREM 5.1. Let G(s)E!%~~‘(s), m > I, 
nz - 1, be a rational transfer function matrix. Then: 
rank.(,,G(s)= 1, ZZ 1, 
(a) A sufficient condition for G(s) to be CZA by a complex squaring 
down compensator K E %?lxm is that Z(m-Z)>6+1 and rankP8=6+l. 
(b) A necessary and sufficient condition for a generic G(s) to be CZA by 
a complex squaring down compensator K E @lx”’ is that Z(m - 1) > S + 1. 
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(c) A necessary condition for G(s) to be CZA or GZA by a real squaring 
down compensator K E %lx”’ is that Z(m - 1) > S + 1. 
Proof. (a): If rank Ps = 6 + 1, then the linear subproblem is always 
solvable. Let us rewrite Equation (4.7) as follows: 
pik=a, or [q,,q,,...,q,l (5.1) 
Since at least one component of the vector k is different than zero and since 
we are interested in zero assignment and not in coefficient assignment, we 
can assume that 
(i) k, z 0 without loss of generality; 
(ii) the right hand side of Equation (5.1) is k,a instead of a, since the 
polynomials ate,(s) and k,a’e,(s) have the same set of zeros. 
Thus, Equation (5.1) may be rewritten as follows: 
kl a0 
h! a1 
[q,,q,Y.&l : =k1 : II 11 ’ k, & 
or 
k, 
[q1-a,q2,..., 
kc! 
q l : 11 =o, iJ 
(5.2a) 
(5.2b) 
or 
&k = 0. (5.2~) 
Obviously, rank k8 = 8 + 1, because a is linearly dependent on { ql, q 2,. . . , q p }. 
The number of linearly independent equations defined by Equation (5.2) is 
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6 + 1. Thus [8], the dimension of the linear variety defined by (5.2) is 
‘p - 1 - (6 + 1). Let %” be the family of vectors k E R p for which klsfk = 0, 
then .X is a linear (p - 6 - 1 - l)-space of the projective space lpp-r(C), 
which is an irreducible variety of the same projective space. If Z(m - 1) > 
6 + 1, then 
dimY+dimQ(I,m)=p-S-l-l+I(n-I)>p-1, (5.3) 
and so by Lemma 5.1 the two varieties X and Q( 1, m) always intersect. 
(b): If G(s) is GZA, then rank Ps = 6 + I and the intersection of X and 
Q(Z, m) is generically nonempty, and so by Lemma 5.1 this means that 
Z(m - 1) > S + 1. If now Z(m - Z) > S + 1, then knowing that 
p= T >Z(m-1) 
( 1 
(the strict inequality is guaranteed by the assumption I # 1, m - I), we can 
conclude that p > 6 + 1, and thus the p X (8 + 1) matrix Ps generically has 
rank equal to 6 + 1, and the varieties Y and Q(Z, m) do intersect. 
(c): Clearly, Z(m - 1) > 6 + 1 is a necessary condition for G(s) to be CZA 
or GZA by a real squaring down compensator, because otherwise there is not 
even a complex compensator which solves CZAP. W 
COROLLARY 5.1. Necessary conditions for a system to be CZA or GZA 
by a reaZ squaring down compensator K E %‘lxm are that 
Z(m-Z)>6+1 and rankP,=6+1. (5.4) 
REMARK 5.3. Throughout this paper the term “generic G(s)” implies 
that the corresponding Plucker matrix Ps is generic in the set of Plucker 
matrices of given dimensions. For the ease where I( m - Z) >, S + 1, this 
implies that rank Ps = 6 + 1. 
Sufficient conditions for the solution of CZAP by a real squaring down 
compensator K E %lx”’ are examined next. The notion of the Schubert 
variety plays a crucial role in the investigation that follows. In fact, the 
problem is reduced to investigating whether there exists a Schubert variety 
Q aoa, ,,, nl~l with odd order which intersects the linear variety defined by the 
linear subproblem. Before we state the main result, the following proposition 
is given. 
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PROPOSITION 5.2. Let k E %Tp be a solution of CZAP. Then k* E VP is 
also a solution of CZAP, where k* denotes the complex conjugate of k. 
Proof. Let k = k,+k,i; then k* = k,-- k,i. Since k is a solution of 
CZAP, then P,tk = a and k’Qjk = 0, j = 1,2,.. . , p, with 
where the set of 
reduced quadratic 
l-l= y ( 1 - Z(m - 1) - 1, 
equations ktQjk = 0, j = 1,2,. . , , p, represents a set of 
Plucker relations [lo]. Therefore we have 
P,tk, = a, P,‘k, = 0 (5.5a) 
and 
k;Qjk, = k;Qjka, kl,Qjk, = 0, j=1,2 ,..., p. (5.5b) 
It can be readily verified [using Equations (5.5)] that P,tk* = a and 
k*tQjk* = 0, j = 1,2,. . . , p. n 
Proposition 5:2 states that the complex solutions of CZAP occur in 
complex conjugate pairs and thus, if the total number of solutions is odd, then 
at least one solution must be real. 
THEOREM 5.2. Let G(s) E Rmx’(s), m > I, rankn(,,G(s) = I, I # 1, 
m - 1, Z(m - 1) > 6 + 1, be a generic rational transfer function matrix. If the 
number 
g(a0,aiT...,a,6,) = 
(S+1)! 
a ,a , . . . a 1-l! tlJj(ai- ‘j) (5.6) 0’ 1’ 
is odd for some set {a,,a,,...,a,_,} where 
6+1= c ai-fZ(Z-1) and O<a,<a,< ... <al_,<m-l, (5.7) 
i=O 
then G(s) is CZA by a real squaring down compensator. 
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Proof. By Theorem 3.3 we know that g(a,, a,, . . . , u[_~) is the number 
of points in which a (6 + I>dimensional Schubert variety is met by a generic 
linear space which is defined by 8 + 1 equations. Since a Schubert variety is 
described by a set of reduced QPR and additionally by a set of linear 
equations, we can easily verify, using arguments similar to those in Proposi- 
tion 5.2, that the points of the intersection of a Schubert variety with a linear 
space occur in complex conjugate pairs. Therefore, if for some 
(a,, ai,. . ., al_,) the number g(u,,u,,...,ul_,) is odd, then there exists at 
least one real k E II2 P which is the intersection of the linear space defined by 
Equation (4.7) and the corresponding Schubert variety a2,001 ,, uIm,. Conse- 
quently, k belongs to the Grassmann variety. n 
REMARK 5.4. If Z(m - 1) = 6 + 1, then the solution of the equations (5.7) 
leads to the set {m - 1, m - I + 1,. . . , m - l}, which in turn implies that the 
corresponding Schubert variety ti,,_,, m_l+ ,,,, ,*_ 1 in this case is the Grass- 
mann variety ti(Z, m) itself. Therefore 
g(m-Z,m-Z+l,...,m-1)= 
1!2!...(Z-l)![Z(m-Z)]! 
(m-Z)!(m-Z+l)!...(m-l)! 
=g(l,m), (5.8) 
where g( I, m) is the order of the Grassmann variety a( I, m). n 
The following lemma [ll] gives necessary and sufficient condition for the 
number g(Z, m) to be odd. 
LEMMA 5.2. The number g( 1, m) is odd if and only if for some i = 1,2,. . 
min{Z,m-Z} =2’-1: (5.9) 
EXAMPLE 5.1. Let m = 5, Z = 3, 6 = 5. Then Z(m - Z) = 6 = S + 1, and 
since min{ I, m - l} = 3 = 22 - 1, the number g(Z, m) is odd and CZAP is 
completely solvable for a generic G(s). 
If m = 5, 1 = 3, S = 4, then the equations (5.7) give 
~,,+~,+a~=8 and O<u,<a,<a,,<4. 
436 N. KARCANIAS AND C. GIANNAKOPOULOS 
So, clearly, a, = 1, a, = 3, a2 = 4, and g(1,3,4) is given by 
g(lA4) = & 1x2x3=5, 
. . * 
and so, also in this case, CZAP is completely solvable for a generic G(s). 
EXAMPLE 5.2. Let 
s+l s+l 
s(s +2)” s(s +2)“(s +3) 
G(s)= 1 
(s + 1)2 
s(s +2)” s(s +2)“(s +3) 
S-t1 
0 
(s +2)(s +3) 
= N(s)D-l(s). 
Since m = 3, I= 2, i.e. 1= m - 1, then according to Proposition 5.1 G(s) is 
CZA if and only if rank Pa = S + 1. But the matrix Ps is given by 
= P,e,(s). 
Clearly, 6 = 1, the zero polynomial of G(s) is z(s) = s + 1, and rank P, = 2 = 
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6 + 1. So G(s) is CZA; in fact, every polynomial a(s)=a, + a,s = 
[a,, ul]el(s) = ateI can be assigned by the squaring down compensator 
where k,, k, are given by the equation Pi[l, k,, kJt = [a,, u,lt or equiva- 
lently by 
k,=u,, k,=u,-u,+l, u,,u,ER. 
EXAMPLE 5.3. Let 
i 
s 
s(s +2) 
0 
1 -1 
G(s) = 
4s +2) (s +3)(s +2) 
1 
I 0 (s +3)(s f2) 
I s&e, 1 (s +3)(s +2) 
s -1 0 s(s+2) 0 -1 
= [ 0 1 I[ 0 (S +3)(s +2) 1 s 1 
= N(s)D-l(s). 
Then 
-S 
s 0 S 
%$(N(s))=P& :, -; = ; 
:[ 
S 1 H 1 = s+l --s 
Clearly, 6 = 1, the zero polynomial of G(s) is z(s) = 1, and rank P, = 2 = 
0 -1 
0 1 1 
0 1 
1 0 I[ 1 i = P,e,(s). 
1 1 
0 -1 1 
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6 + 1; thus G(s) is CZA. Since m = 4, I = 2, 6 = 1, we can easily see that 
I # 1, m - 1. Then Z(m - I) = 4 > 2 = 6 + 1 and the equations (5.7) give 
a,+~,=3 and O<a,<a,<3, 
which in turn imply the following two cases: 
{a,=O, a,=3} or {a,=l, a,=2}. 
For the above two cases we have 
g(o,3) = A3 = 1, 
. . 
g(1,2) = &I= 1. 
. . 
Thus, G(s) is expected to be CZA; in fact, if kt = [l, k,, k,, k,, k,, k,] is a 
vector solution of CZAP, then k has to satisfy the equations 
P:k=a and k,=k,k,-k,k,, 
or equivalently 
k = (k,-l)(a,-k,)-k,+a,+l 
k,ER, 2 
k,+l 
> 
k,ER - {-l}, k, = a, - k,, k, = k,k, - k,k,, (5.10) 
and so every polynomial a(s) = a, + a,s, a,, al E R, can be assigned by the 
squaring down compensator 
K= 
1 0 -k, -k, 0 1 k, k, 1 E lRzx4, 
where k,, k,, k,, k, are given by the equations (5.10). 
The assignability of the additional zeros created by the squaring down 
action is a property that depends on the rational vector space Xo = 9 { G(s)} 
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and not on the particular G(s). This is manifested by the expression for 
det KN( s) given by 
det KN(s) = c.,(s).k’A.P,e,(s), (5.11) 
where P8 is the Plucker matrix, which is an invariant (complete) of !Q [l]. 
This leads to the following remark. 
REMARK 5.5. The assignability properties of the additional zeros created 
by squaring down are the same for the whole family of systems G’(s) = 
G(s)R(~)ER”~‘( ) h s , w ere R(s) E lR’x’(s), ]Pi(s)] E R(s) - (0). 
For the minimal system S(A, B, C, D) represented by the transfer func- 
tion G(s) = N(s)D(s)-‘, where N(s), D(s) is right coprime, the resulting 
“squared down” system !$A, B, KC, KD) may become unobservable. In 
fact, G(s) = KN(s)D(s)-’ may not be a right coprime MFD for G(s), since 
some of the new zeros may cancel with poles. However, since det KN(s) is 
the invariant zero polynomial of $( A, B, KC, KD), the zero polynomial of 
d(s) is a divisor of det KN(s). 
The results presented here for systems with more outputs than inputs may 
also be applied for systems described by G(s) E R m x ‘( s), m < 1. The analysis 
and the results that may be derived are “dual” to those of the m > 1 case. In 
fact, the squared down transfer function is G(s) = G(s)K, and a left coprime 
MFD of G(s) has to be used. The assignment properties of the additional 
zeros now depend on the properties of the row rational vector space of G(s), 
or equivalently on the corresponding Plucker matrix P,.. By interchanging the 
roles of m, I similar criteria may now be obtained. There is however an 
important difference between the m > 1 and m < 1 cases. In the m > 1 case, 
K represents the sensor scheme, used to define the new set of outputs which 
have to be controlled, whereas in the m < 1 case, the corresponding K 
represents precompensation. Thus, engineering considerations imply that in 
the m > 1 case K has to be constant, and if dynamics are allowed, these 
represent the dynamics of sensors used. In the m < 1 case, however, the use 
of dynamic K(s) is allowed, since K(s) represents precompensation. 
6. THE FIXED ZEROS UNDER SQUARING DOWN 
For a minimal system S(A, B, C, 0) with transfer function G(s) E 
R “lx’( s), m > 1, the invariant zero polynomial Z(S) divides the zero polyno- 
mial Z(s) of any d(s) = KG(s). Thus, the zeros of Z(S) are fired zeros of 
440 N. KARCANIAS AND C. GIANNAKOPOULOS 
any system obtained under SD. Clearly, if CZAP is solvable, z(s) represents 
the fixed zero polynomial under ‘any SD K. 
REMARK 6.1. For certain pathological cases KG(s) may become identi- 
cally zero. Clearly, the zero of z(s) are also fixed zeros in this case. 
For systems where CZAP may not be solvable, the question that naturally 
arises is whether there exist zeros, apart from those of z(s), which are fixed 
under any SD K. This is equivalent to an investigation of whether 
has fixed zeros under all decomposable vectors k E Iw P, and it is examined 
next. 
PROPOSITION 6.1. A necessary and sufficient condition for z E C to be a 
fixed zero of the polynomial combinunts f(s,k) = ktp(s), k E Iw P, p(s) E 
Iw P[ s] for all decomposable vectors k is that z is a zero of p(s). 
Proof. If z is a zero of p(s), then p(z) = 0 and ktp( z) = 0 for all kt, 
which proves the sufficiency. Let us now assume that for all decomposable 
vectors k, f(s, k) has a fixed zero z which is not a zero of p(s), i.e. p(z) + 0. 
Then,ifwesetk=[ . . . . ki ,... ]‘,p(z)=[ . . . . ai ,... ltfO,then f(x,k)=Ofor 
all decomposable k implies 
5 aiki = 0, 
i=l 
(6.2) 
which clearly defines a hyperplane in the projective space P p-‘. 
Since k is assumed to be decomposable, Equation (6.2) implies that the 
Grassmann variety fi(Z, m) is a subvariety of a linear space of PP- ’ of 
dimension less than that of Pp-‘. This clearly contradicts the basic property 
of Q(Z, m) described by part (i) of Theorem 3.1. n 
From the above result a characterisation of the fixed zeros under SD 
readily follows. 
THEOREM 6.1. Let G(s) EIR~~‘(s), m > 1, and let z(s) be the zero 
polynomial of G(s). Then z(s) is a greatest common divisor for all zero 
polynomials of the systems obtained from G(s) under constant SD. 
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For a generic G(s) E [Wmxz(s), m > 2, we have z(s) = 1 and thus there 
exist no fixed zeros under SD. This, however, does not preclude G(s) having 
“almost fixed zeros” [l] under all possible SD K. For a family of systems, 
defined as “strongly zero nonassignable” [l], it has been shown that there 
exist finite radius discs which contain at least one zero of all zero polynomials 
of systems obtained from G(s) under arbitrary SD. The presence of such 
“zero trapping discs” entirely in the right half plane implies that for strongly 
zero nonassignable system, the resulting square system will unavoidably be 
nominimum phase under any SD K. 
7. THE COMPUTATION OF SOLUTIONS OF CZAP 
The multilinear nature of the determinantal CZAP suggests that as far as 
investigating the existence of solutions, the natural framework for this study is 
the intersection theory of algebraic varieties. The present approach heavily 
relies on exterior algebra and may be used for computing the solutions, 
whenever solutions exist. In fact, the overall problem has been reduced to a 
linear problem defined by 
P,fk = a, pa E [wPx(~+l) , aE[W’+i, kERP, 
where a is the coefficient vector of the polynomial to be assigned, and a 
standard multilinear problem defined by the exterior equation 
k;r\k;r\ ... r\k;=kl. (7.2) 
It is well known [6] that solvability of (7.2) is characterized by the set of 
quadratic Plucker relationships, which in turn describe the Grassmann variety 
ti(Z, m). Clearly, the computation of solutions of CZAP is equivalent to a 
problem of solving the 6 + 1 linear equations [defined by (7.1)] together with 
the quadratics defined by the QPRs with 
( 1 
7 unknowns (the components of 
the multivector k). An independent set of quadratics among the whole set of 
QPRs, which describes !J(Z, m), has been defined in [lo] and has been called 
a reduced set of QPRs (RQPR). The total number of quadratics in a RQPR 
set is 
m 
0= ( 1 1 - Z(?n - 2) - 1, (7.3) 
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and these sets may be classified according to the number of quadratic terms 
they involve. In fact, it is shown in [lo] that the number of r-term quadratics 
is given by 
(7.4) 
A systematic procedure for deriving a set of RQPRs is given in [lo], and such 
a set will be denoted by 3 = {k’Qk = 0, Qi E [w PxP, i E y }, where Q1 are 
appropriate matrices. 
The solution of the linear and quadratic equations may be formulated as a 
constrained optimization problem as shown below: 
Constrained Optimization Formulation of CZAP. Let a be the coeffi- 
cient of the polynomial to be assigned, P8 the Plucker matrix of the system, 
and 3 be a set of RQPRs that correspond to the given (m, 1). The solution of 
the linear and quadratic equations may be reduced to the following optimiza- 
tion problem: Minimize 
cp(k) = IIJ’,fk - all (7.5) 
subject to the constraints 
g,(k) = k’Q,k = 0, iE0. (7.6) 
Hill-climbing optimization techniques [30] may be used for finding the 
constrained global minima of the above problem. Clearly, whenever the 
sufficient conditions of Theorem 5.2 are satisfied, then the constrained global 
minima of +(k) are zero and thus an exact solution is found for every a. Of 
course, CZAP may have a real solution for every a, if only the conditions 
Z(m - 1) > 6 + 1 and rank Ps = 6 + 1 are satisfied. If this is the case, then +(k) 
has again a constrained global minimum equal to zero for every a. Note that 
the above procedure can also be used in the case where l(m - 1) > 6 + 1, 
rank Ps < S + 1, and a E .!J?(Pi); then, for every a which is such that CZAP 
has a real solution, r#) has a constrained global minimum equal to zero. 
Consider now the case where Z(m - Z) > S + 1, CZAP is not solvable by a 
real k, and the optimization problem can be solved. Then, there exist an E > 0 
and ~E[W’+~ such that min+(k*) = E for some k* and 
Pgk* = a+ q, k*tQik* = 0, i E w. (7.7) 
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The above condition implies that CZAP is solvable for the perturbed polyno- 
mial a’(s) defined by the coefficient vector a+ q. If the 2-norm ]lqll is 
sufficiently small [31], then the roots of u’(s) are close to the roots of a(s) 
and thus an approximate solution is obtained. 
Having defined a decomposable solution of (7.1), the problem that 
remains is the reconstruction of the SD compensator K from the decompos- 
able multivector k. This may be achieved as follows: 
PROPOSITION 7.1 [S]. Let 
k= [ . . . . k, ,... ]f~~P, 
be a decomposable vector, and let k, f 0 for o = (a,, c+, . . . , a,) E Ql,,,. Let 
us also define the sequences based on the selected w by w(i, j) 4 
(a l,“‘,(Yi_l,j,(Yi+l,“‘, al), i E 1, j E m, w[i] A(ar ,.,., (~~_i,q+r ,..., q), 
and if j E w[ i], then by o[i, j] we shall denote the sequence of Q[, m which 
contains all integers of w(i, j). Zf we define 
kij=k,,,,j,, i=l >-.-,I, j=l,..., m, (7.81 
where kii = 0 if j E w[i] and kij = [sgnw(i, j)]Ic,,,, j, if j GIG w[i], then for 
the matrix K p [k i j] we have 
C,(K) = k’. (7.9) 
The above result provides a systematic procedure for the reconstruction 
of K from a decomposable multivector. An alternative procedure for the 
reconstruction of K has been recently defined [32] in terms of the Grassmann 
matrix @(k ,) defined from the Plucker coordinates of every vector k E [w P. 
In fact, in [32] it is shown that k is decomposable if and only if 
dim Jv;{ @(k,)} = 2; the compensator K is then defined as the transpose of 
any basis matrix of Jv;{ cP(k,)}. 
REMARK 7.1. If K is a solution of CZAP, then every K’ = RK, R E 02 Ix1 
and 1 R 1 z 0, is also a solution. 
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8. CONCLUSIONS 
The zero assignment problem under constant SD K has been studied, and 
conditions for its solvability have been derived. The constant postcompen- 
sator has been assumed to be unrestricted. In many applications, however, 
the elements of K are not arbitrary and K may have a partially fixed 
structure [14]. This restricted version of CZAP is of special interest and 
deserves attention. It seems that, if the structure of K is partially fixed, the 
problem may also be studied with the present framework. In fact, the 
essential difference in this case is that decomposability is then expressed by 
the property that the multivector corresponds to a point of some appropriate 
subvariety of Q( 1, m). Similar results may be derived as long as the dimension 
of this subvariety is computed. Zero assignability always implies that there 
exists a K such that the resulting squared-down system is minimum phase (in 
fact, if we assign the additional zeros anywhere in the complex plane, then 
we can also assign them in the left half plane). The more general problem of 
deriving necessary and sufficient conditions such that the squared-down 
system S(A, B, KC, KD), with K constant, is minimum phase is still open. 
The results in [l] on “almost zeros” and “zero trapping discs” provide 
conditions under which the problem cannot be solved. 
The squaring down problem under dynamic squaring down, i.e. K(s) E 
IR ’ x “( s), is always solvable (as far as assignment of additional zeros), as long 
as no restrictions are imposed on the order of the dynamics of K(s); in fact, it 
is a simple application of the results on model matching [33]. The challenging 
problem is that where restrictions on the structure, as well as the order of the 
dynamics of K(s), are imposed. 
The optimization algorithm for the computation of solutions is currently 
under development. The important issues here are: (1) selection of the best 
numerical technique for the given problem, and (2) interpretation of the 
approximate solutions of the constrained optimization,.as far as the location 
of the resulting zeros. 
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