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Introduzione
Il processo di archiviazione dei dati dovrebbe essere economico e garantire un
accesso veloce ad essi; tuttavia, vi sono delle ragioni fondamentali per cui non
si puo` progettare una memoria che sia allo stesso tempo economica, compatta
e veloce. In generale, data una tecnologia di memorizzazione ed un tempo di
accesso massimo, esiste solo una quantita` finita di dati raggiungibile entro il
limite prefissato. Il compromesso piu` semplice ed utilizzato per ovviare a questo
problema e` la gerarchia di memoria.
Le gerarchie di memoria attualmente in uso nei PC e nelle workstation sono
molto complesse e consistono di molti livelli, ognuno con proprie caratteristiche
tecniche: i livelli di cache, la memoria interna, i dischi, i vari dispositivi esterni
e le memorie distribuite su di una rete. Ognuno di questi livelli di memoria ha
il proprio costo, capacita`, latenza, banda e tipologia di accesso. Piu` un livello e`
vicino alla CPU, piu` e` piccolo, veloce e costoso.
Molte applicazioni gestiscono oggi grandi quantita` di dati, ma non pongono
attenzione alla loro distribuzione tra i diversi livelli di memoria, inducendo cos`ı un
peggioramento significativo nelle loro prestazioni. Infatti, piu` grande e` la quantita`
di dati da processare, piu` grande e` la quantita` di memoria necessaria, maggiore e`
il numero di livelli di memoria impegnati nel processo, e quindi maggiore e` il costo
legato all’accesso di questi dati. Inoltre e` ormai noto che i miglioramenti ottenibili
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con una corretta gestione dei dati e con un algoritmo correttamente strutturato
sorpassano abbondantemente le migliori aspettative ottenibili dai miglioramenti
tecnologici piu` ottimistici.
Alla luce di questi fatti e` ormai chiaro come lo spazio occupato dai dati sia
strettamente legato alle prestazioni ottenute da un qualsiasi algoritmo per la
loro elaborazione; riuscire a rappresentare i dati in uno spazio ristretto permette
di utilizzare meno livelli di memoria e quindi ottenere dei tempi di accesso ed
elaborazione molto piu` bassi.
La riduzione dell’occupazione di spazio, inoltre, risulta necessaria in molti
campi applicativi che negli ultimi tempi hanno a disposizione una sempre maggior
quantita` di dati, come ad esempio la biologia computazionale ed i motori di ricerca
per il web.
Le strutture dati compresse risultano essere molto interessanti in questo con-
testo, poiche´ associano degli ottimi tempi di risposta alla capacita` di rappre-
sentare i dati in spazio ridotto. In questi ultimi tempi molti risultati sono stati
pubblicati su questo argomento, come testimoniano le 60 e piu` citazioni raccolte
nella recente survey di Navarro e Ma¨kinen [12].
In questa tesi ci concentreremo su un problema di ricerca apparentemente
molto semplice, noto con il nome di Rank/Select, che sta alla base del progetto
dei moderni motori di ricerca full-text, fulcro di odierne applicazioni in biologia
computazionale e DB testuali. Il problema Rank/Select puo` essere definito nel
seguente modo: dato un vettore binario B di lunghezza n, si vuole progettare una
struttura dati compressa che risponda efficientemente alle seguenti interrogazioni:
rank1(B, i): restituisce il numero di 1 nel prefisso B[1, i];
select1(B, i): restituisce la posizione dell’i-esimo 1 in B ;
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010000100101010010011011010001011011010001011001B
rank(20) = 7
1 10 20 30 40
select(14) = 33
Figura 1: Definizione di Rank e Select.
La soluzione ovvia consisterebbe nella memorizzazione esplicita delle posizioni
degli m 1 in B attraverso un vettore Pos[1,m], dove m e` il numero di 1 in B. In
questo modo il risultato di select(B,i) si individua banalmente accedendo a Pos[i],
mentre il calcolo di rank(B,i) puo` avvenire attraverso una ricerca binaria su Pos.
L’occupazione di memoria di questa struttura dati dipende strettamente dalla
densita` m/n del vettore B, risultando mdlg ne bit. Per valori di densita` molto
bassi la soluzione risulta compatta ed efficiente, ma in generale l’occupazione di
spazio puo` risultare superiore al vettore B stesso e quindi non succinta.
Studi recenti ([5, 14]) hanno dimostrato che l’occupazione in spazio otti-
ma raggiungibile da strutture dati che supportano rank e select risulta essere
nH0(B) + o(n) bit, dove con H0(B) si indica l’entropia di ordine 0 di B, ossia
m lg n
m
+ (n−m) lg n
n−m .
In letteratura sono state proposte soluzioni ottime molto sofisticate ([6, 8,
14, 15]) ed alcuni autori hanno iniziato la loro sperimentazione [7, 10, 13]. Le
prospettive di utilizzo di queste soluzioni nello sviluppo di applicazioni che fanno
un uso efficiente dello spazio risultano promettenti. L’obiettivo di questa tesi e`
quello di realizzare in una libreria Java gran parte delle migliori soluzioni note,
proponendo nostre varianti e testando i risultati su una applicazione reale ed
innovativa, quale quella di un database testuale compresso, sviluppata dal gruppo
del prof. Ferragina nell’ambito del suo progetto Yahoo! e denominata SmallText.
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Il risultato finale consiste di uno studio approfondito delle strutture dati per
supportare le operazioni Rank/Select (Cap. 1), del progetto e realizzazione di
alcune loro varianti che risultano efficienti in pratica (Cap. 2), di una serie estesa
di esperimenti su queste soluzioni (sez. 2.6) e di una loro applicazione alla realiz-
zazione di compressori testuali Huffman-based all’interno della libreria SmallText
(Cap. 3).
Questa tesi conferma le potenzialita` delle strutture dati compresse nello svilup-
po di applicazioni efficienti su grandi quantita` di dati ed auspica una indagine
ancora piu` approfondita sulla loro ingegnerizzazione al fine di ottenere soluzioni
algoritmiche che possano essere facilmente ed efficientemente utilizzate in soft-
ware commerciali per dispositivi con risorse di memoria limitate, quali ad esempio
Smartphone o PDA.
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Struttura della tesi
• Il Capitolo 1 illustra le migliori strutture dati note per l’esecuzione di rank
e select, distinguendole in base alle caratteristiche di densita` del vettore B
in input.
• Il Capitolo 2 descrive la realizzazione di strutture dati per Rank/Select e
le varianti utilizzate, con le nostre scelte implementative. Inoltre, vengono
riportati i test eseguiti per valutare le loro prestazioni.
• Il Capitolo 3 si focalizza sui compressori per DB testuali, introducendo la
libreria SmallText e descrivendo l’uso di indici Rank/Select per supportare
l’accesso efficiente a porzioni di testo compresso. Infine vengono illustrati
i test eseguiti per valutare le prestazioni in tempo e spazio delle soluzioni
proposte.
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Capitolo 1
Indici per Rank e Select
Il problema di ricerca noto comeRank/Select si e` rivelato un elemento fondamen-
tale per tutti i moderni motori di ricerca full-text, con un conseguente aumento
dell’interesse per le strutture dati compresse in grado di risolverlo efficientemente.
Il problema puo` essere definito nel seguente modo: dato un vettore binario B
di lunghezza n, si vuole progettare una struttura dati compressa che risponda
efficientemente alle seguenti interrogazioni:
rank1(B, i): restituisce il numero di 1 nel prefisso B[1, i];
select1(B, i): restituisce la posizione dell’i-esimo 1 in B ;
rank 0 e select0 sono definite analogamente per lo 0 in B. Dato che rank0(i) =
i− rank1(i), da ora in poi si considerera` soltanto rank 1 (abbreviato a rank) e ci
si riferira` a select0 e select1 collettivamente come select.
In generale Rank e Select possono anche essere definite per un set ordinato
S ⊂ {0, 1, ..., n−1}; in questo caso per rank(S, x) si intende il numero di elementi
non maggiori di x in S e con select(S, x) la posizione dell’x-esimo elemento in S,
in ordine crescente.
1. Indici per Rank e Select
Le prime implementazioni in grado di eseguire in tempo costante Rank e Select
occupavano n+ o(n) bit: n per il vettore di partenza B e o(n) bit addizionali per
le strutture dati aggiuntive. Ulteriori raffinamenti hanno permesso di eseguire
query in tempo costante utilizzando nH0(B)+ o(n) bit, dove con H0(B) si indica
l’entropia di ordine 0 di B, cioe` m lg n
m
+ (n − m) lg n
n−m ; recenti studi hanno
dimostrato che questi risultati sono vicini all’ottimo raggiungibile [5].
Le soluzioni ottime proposte in letteratura sono molteplici e sofisticate; dato
che il calcolo del risultato delle due operazioni viene eseguito con modalita` differ-
enti, alcune di esse possono privilegiare la velocita` di esecuzione di una operazione
a scapito dell’altra; allo stesso tempo le prestazioni sono influenzate dalla densita`
m/n del vettore B, dove con m si indica il numero di 1 in esso; il vettore da
rappresentare, quindi, verra` classificato come denso oppure sparso a seconda che
la sua densita` sia alta oppure bassa. Questo porta ad una ulteriore divisione degli
algoritmi, che possono lavorare al meglio sotto certi valori di densita` piuttosto
che altri.
In questa tesi vengono proposti quattro diversi indici, selezionati per le loro
caratteristiche tra i molteplici disponibili, ognuno dei quali si adatta ad una speci-
fica situazione di lavoro; i primi due rispecchiano l’approccio classico al problema
e sono applicabili ai vettori sia densi che sparsi ; gli ultimi due, invece, impiegano
dei metodi per ottenere dei risultati notevolmente migliori nel caso in cui il vet-
tore sia sparso. In entrambi i casi le realizzazioni sono due, ognuna delle quali si
focalizza sulle prestazioni di una delle due primitive.
La realizzazione pratica e le scelte implementative da noi effettuate, cos`ı come
le prestazioni delle strutture dati, sono descritte nel capitolo successivo.
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1.1 Indici per Rank
La soluzione classica per risolvere in tempo costante operazioni Rank consiste
nel dividere il vettore in blocchi di lunghezza fissa e calcolare a priori il valore
di rank nella posizione di inizio di ogni blocco; iterando questo processo si puo`
permettere un accesso in tempo costante e casuale alle posizioni del vettore [7].
Il vettore di partenza viene diviso in blocchi di lunghezza b = blg(n)/2c; i
blocchi consecutivi vengono raggruppati in superblocchi di lunghezza s = bblg nc.
Vengono creati due vettori, Rs ed Rb, cos`ı definiti: per ogni superblocco j, 0 ≤
j < bn/sc, si ha Rs[j] = rank(B, j · s); per ogni blocco k di un superblocco
j = k/blg nc, 0 ≤ k ≤ bn/bc, si ha Rb[k] = rank(B, k · b)− rank(B, j · s). Infine,
per ogni sequenza di bit S di lunghezza b e per ogni posizione i all’interno di S,
si calcola Rp[S, i] = rank(S, i).
L’occupazione di memoria equivale a n/s · dlg ne = O(n/b) = O(n/ lg n) bit
per il vettore Rs; n/b · dlg se = O(n lg lg(n)/ lg n) bit per il vettore Rb ed infine
O(2b · b · lg b) = O(√n lg n lg lg n) bit per il vettore Rp.
L’operazione rank viene eseguita come: rank(B, i) = Rs[bi/sc] + Rb[bi/bc] +
Rp[B[(bi/bc) · b + 1...(bi/bc) · b + b], i mod b]; per l’esecuzione di select(j), in-
vece, si ricorre ad una ricerca binaria all’interno di B della posizione i tale che
rank(B, i) = j e rank(B, i− 1) = j − 1.
Teorema 1.1 Esiste una struttura dati che supporta rank in tempo costante e
select in tempo O(lg n) ed occupa O( n
lgn
+ n lg lgn
lgn
+
√
n lg n lg lg n) = o(n) bit.
Anche se asintoticamente l’occupazione di spazio risulta essere o(n), il ter-
mine
√
n lg n lg lg n la rende comunque elevata; nonostante le buone prestazioni
ottenute da questo indice, puo` risultare quindi sconveniente il suo utilizzo. In
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risposta a questo problema sono state introdotte delle varianti che riducono lo
spazio occupato con lievi ripercussioni sulle prestazioni.
La prima di queste si ottiene eliminando l’ultimo livello Rp, mantenendo solo
le strutture dei due livelli di blocchi; in fase di esecuzione viene effettuata una
scansione sequenziale di un blocco fino alla posizione da raggiungere; in media
la scansione interessa b/2 posizioni, per un tempo di esecuzione di (lg n)/4 =
O(lg n), oltre ad un eventuale accesso I/O nel caso in cui il vettore non sia caricato
in memoria. Per l’esecuzione di select si ricorre ad una ricerca binaria, come nel
caso precedente. Tra tutte le varianti questa e` sicuramente la piu` utilizzata in
quanto offre un ottimo compromesso tra prestazioni e dimensioni del dizionario.
Lemma 1.1.1 Esiste una struttura dati che supporta l’esecuzione di rank in
tempo O(lg n) e select in tempo O(lg2 n) ed occupa O( n
lgn
+ n lg lgn
lgn
) = o(n) bit.
Asintoticamente l’occupazione di spazio rimane o(n) come nel caso precedente,
tuttavia le costanti sono piu` piccole, quindi in generale si ha un indice molto piu`
compatto.
Una seconda versione prevede l’utilizzo dei soli superblocchi e quindi sola-
mente del vettore Rs; in fase di esecuzione e` necessaria la scansione di una se-
quenza binaria lunga in media s/2 ed un suo eventuale caricamento in memoria
nel caso in cui il vettore venga mantenuto in una memoria esterna. Questa
soluzione risulta diminuire ulteriormente l’occupazione di memoria, ma la scelta
puo` influenzare notevolmente le prestazioni a causa della lunghezza della parte
da scandire sequenzialmente; il livello aggiuntivo, infatti, permette di aumentare
le prestazioni con una occupazione aggiuntiva di memoria molto bassa, poiche´
per ogni blocco vengono utilizzati solamente e lg sd bit.
Lemma 1.1.2 Esiste un struttura dati che supporta l’esecuzione di rank in tem-
po O(lg2 n) e select in tempo O(lg3 n) ed occupa O( n
lgn
) bit.
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Anche in questo caso si ha una notevole riduzione nell’occupazione di spazio,
grazie all’eliminazione delle costanti piu` grandi, quali
√
n lg n lg lg n ed n lg lgn
lgn
.
Il dizionario realizzato durante lo sviluppo di questa tesi e` quello descritto
dal lemma 1.1.1, con l’aggiunta di una struttura dati di supporto per il conteggio
rapido del numero di bit uguali ad 1 all’interno di un byte.
1.2 Indici per Select
Un approccio simile a quello utilizzato per rank, puo` essere utilizzato per l’ese-
cuzione in tempo costante di select. Il metodo prevede sempre la suddivisione
del vettore di partenza in due livelli di blocchi, ma non fissa la dimensione dei
blocchi ed inserisce un metodo alternativo per la rappresentazione dei blocchi di
dimensioni elevate.
Il vettore B viene diviso in blocchi contenenti ognuno L 1. Si costruisce un
vettore Pl di dimensione n/L che contiene la posizione del bit iniziale di questi
blocchi, Pl[i] = select(B, iL), i quali vengono classificati in due gruppi: se la loro
lunghezza (Pl[i + 1] − Pl[i]) e` maggiore di un valore prefissato L2, le posizioni
degli 1 al loro interno vengono tutte memorizzate esplicitamente in un vettore
aggiuntivo Sl; in alternativa, se la dimensione del blocco non supera L2, allora lo
si divide ulteriormente in blocchi piu` piccoli contenenti L3 1 e si memorizzano in
un vettore Ss le posizioni dei loro bit iniziali; questi valori possono essere scritti
utilizzando dlgL2e bit, memorizzando solo la posizione relativa ai valori scritti in
Pl.
Per l’esecuzione di select(B, i) si accede a Pl[bi/Lc] e Pl[bi/Lc] + 1 e si con-
trolla se il superblocco ha dimensione maggiore di L2. In caso affermativo, si
somma il valore in Sl che e` memorizzato esplicitamente; altrimenti si individua
17
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il blocco che contiene i, si legge il valore corrispondente in Ss e si esegue una
ricerca sequenziale nel blocco, sommando i tre valori per ottenere il risultato fi-
nale. rank(B,j) viene eseguita come ricerca binaria della posizione i tale che:
select(B, i) ≥ j, select(B, i− 1) < j.
La dimensione di Pl e` O(
n
L
· dlg ne) bit, quella di Sl e` al massimo nL2 · Ldlg ne
bit e quella di Ss e` al massimo
n
L3
·dlgL2e bit. In [13] i valori scelti per i parametri
sono: L = O(lg2 n), L2 = O(lg
4 n) e L3 = O(lg n).
Teorema 1.2 Esiste una struttura dati che supporta select in tempo O(lg n) e
rank in tempo O(lg2 n) ed occupa O( n
lgn
· lg lg4 n) bit.
L’occupazione di spazio di questa struttura dati risulta essere in pratica minore
di n.
L’implementazione illustrata nel prossimo capitolo utilizza il metodo fin qui
descritto, ma il dimensionamento dei parametri e` stato modificato al fine di
permettere all’utente di specificare l’occupazione di memoria desiderata, che co-
munque rimane o(n) bit.
1.3 Indici per vettori sparsi
Le strutture dati fin qui illustrate permettono di realizzare indici Rank/Select
in grado di rappresentare qualsiasi tipo di vettore, indipendentemente dalla sua
densita`, e di ottenere prestazioni elevate per almeno una delle due operazioni.
Esistono, tuttavia, alcuni indici in grado di sfruttare il caso in cui il vettore
sia sparso, cioe` il caso in cui la sua densita` m/n sia molto bassa; queste soluzioni
permettono di ottenere prestazioni analoghe o comunque paragonabili alle prece-
denti, ma con una occupazione di spazio molto inferiore. Il concetto e` quello di
estrapolare le posizioni degli 1 e rappresentarle in maniera succinta. Ad esempio,
18
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nel caso in cui ci sia la necessita` di eseguire select su di un vettore contenente
k = o(n/ lg n) 1, la soluzione ovvia e` quella di memorizzare direttamente tutte le
risposte in O(kdlg ne) bit e fare a meno del vettore di partenza.
La caratteristica fondamentale di questi indici e` che possono essere classificati
come self-index, poiche´ non necessitano del vettore di partenza per il loro fun-
zionamento, andando ad eliminare dall’occupazione di spazio totale un fattore n.
Mentre per gli indici classici il limite inferiore di occupazione e` stato dimostra-
to essere uguale a Ω(n lg lg n/ lg n) in aggiunta allo spazio occupato dal vettore
stesso, per le rappresentazioni compresse il limite e` di Ω((k/t) lg t) bit totali per
poter rispondere alle query in tempo O(t) [5].
Come nel caso precedente, anche per i vettori sparsi sono state considerate
due alternative, una che privilegia l’esecuzione di rank, l’altra che rende piu` veloce
l’esecuzione di select. Di seguito vengono descritte le caratteristiche teoriche di
queste soluzioni [13], mentre nel capitolo successivo vengono illustrate le modifiche
apportate per una loro realizzazione che permette una certa versatilita` degli indici.
1.3.1 Recursive Rank
La rappresentazione compressa descritta da questo metodo prevede la riduzione
del vettore sparso in un vettore contratto ed in uno piu` denso formato da parti es-
tratte dal vettore di partenza B ; questa riduzione viene applicata ricorsivamente.
Dato un vettore B di dimensione n, con m bit di valore 1, si partiziona B in
blocchi B0, ..., Bn/t di dimensione t. Questi blocchi vengono chiamati ZB (zero
block) se tutti i loro elementi hanno valore 0 e NZ (non-zero block) se contengono
almeno un elemento di valore 1. Il vettore contratto Bc di B, di dimensione n/t,
e` definito come una sequenza di bit tale che Bc[i] = 0 se Bi e` un blocco ZB,
mentre Bc[i] = 1 se Bi e` un blocco NZ. Il vettore di bit estratto Be e` ottenuto
19
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concatenando tutti i blocchi NZ di B in ordine. Questa riduzione puo` essere
applicata ricorsivamente a partire da Be fino a quando questi non raggiunge una
elevata densita`.
Il parametro t influenza il processo di estrazione, in quanto la dimensione
dei blocchi incide sia sulla dimensione di Bc che su quella di Be. Diminuendo il
valore di t la probabilita` per un blocco di essere NZ scende e quindi anche la
dimensione di Be, di contro aumenta il numero di blocchi e quindi la dimensione
di Bc; aumentando il valore la situazione e` inversa.
Indicando con p(B) = m/n la probabilita` di avere un 1 nel vettore B, si vuole
calcolare la dimensione di t in modo da ottenere un vettore Bc molto denso. La
probabilita` di avere t bit tutti di valore 0 e` (1−p)t; di conseguenza il vettore Bc ha
un densita` di 0.5 quando (1 − p)t = 1/2. Sviluppando si ottiene che l’equazione
risulta vera quando t = 1− lg(1−p) ; con blocchi di queste dimensioni, quindi, si
ottiene un vettore Bc di lunghezza n/t = −n lg(1 − p) e di densita` 0.5 ed un
vettore Be di lunghezza n/2.
Applicando questa riduzione u = − lg p volte si ottiene una densita` in Be
maggiore di 1/4. L’occupazione di questo dizionario e` limitata superiormente da
k = 1.44m lg(n/m) +m bit [13].
Per i vettori Bc e Be vengono costruiti degli indici in grado di eseguire rank
in tempo costante; data la densita` dei vettori, gli indici costruiti sono del tipo
descritto nelle sezioni precedenti. Il calcolo di rank viene svolto utilizzando i soli
vettori Bc e Be come rank(B, x) = rank(Be, rank(Bc, bx/tc) · t + (x mod t) ·
Bc[bx/tc]). Questo calcolo viene applicato ad ogni stadio; dato che il numero di
riduzioni e` − lg p = lg(n/m) ed ogni stadio viene risolto in tempo costante [10],
il tempo totale di esecuzione e` O(lg(n/m)). Per select, si applica una normale
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select ad ogni stadio, ricorrendo ad una ricerca binaria.
Teorema 1.3 Esiste una struttura dati che supporta rank in tempo O(lg(n/m))
e select in O(lg(n/m) lg n) ed occupa O(m lg(n/m)) bit, dove m e` il numero di 1
nel vettore binario di dimensione n.
L’utilizzo di questa struttura dati risulta conveniente nei casi in cui m  n,
cioe` nei casi in cui il vettore sia sparso; in alternativa e` consigliato l’utilizzo
dell’indice per rank precedentemente illustrato.
1.3.2 Sparse Select Array
Anche nell’indice per select su vettori sparsi e` prevista la riduzione del vettore di
partenza a due vettori, su uno dei quali verra` utilizzato l’indice base per select.
Dato un vettore B, di dimensione n e contenente m 1 (m  n), si definisce un
vettore x di dimensione m tale che x[i] = select(B, i), 0 ≤ i ≤ m − 1. Per ogni
elemento di x vengono presi i bit della sua rappresentazione binaria e vengono
divisi in superiori ed inferiori ; i bit superiori sono i z = blgmc bit di valore piu`
alto, mentre gli inferiori sono i rimanenti w = dlg(n/m)e bit di valore piu` basso.
I bit inferiori vengono memorizzati esplicitamente in un vettore L, utilizzando
m·dlg(n/m)e bit; i bit superiori sono rappresentati da un vettore H, di dimensione
2m, tale che ∀i,H[xi/sw + i] = 1, mentre tutti i restanti elementi sono 0; questo
puo` essere visto come una codifica unaria dei gap tra i valori dei bit superiori.
Il vettore H viene considerato denso, poiche´ contiene m 1 ed m 0; su H viene
costruito un indice per l’esecuzione di select in tempo costante.
Utilizzando H e L, si puo` calcolare select come select(B, i) = (select(H, i)−
i) · 2w + L[i]; l’indice costruito su H ha le caratteristiche descritte nel Teorema
1.2 e permette di eseguire select in O(lg n); per l’esecuzione di rank, invece, si
ricorre ad una ricerca binaria utilizzando select.
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Per la memorizzazione di L vengono utilizzati m · dlg(n/m)e bit; per H, di
dimensione 2m, si utilizzano gli indici prima illustrati, per una occupazione di
2m+o(m) bit. In totale si ottiene una occupazione pari am·dlg(n/m)e+2m+o(m)
bit.
Teorema 1.4 Esiste una struttura dati per vettori sparsi che supporta select in
tempo O(lgm) e rank in tempo O(lg n lgm) ed occupa O(m lg(n/m)) bit, dove m
e` il numero di 1 nel vettore binario di dimensione n.
L’utilizzo della struttura dati risulta essere conveniente nei casi in cui il vettore
sia sparso, cioe` nei casi in cui si abbiam  n; se questa condizione non e` verificata
e` preferibile utilizzare la soluzione precedente per l’esecuzione di select.
Nel capitolo successivo vengono descritte le implementazioni di questi indici,
con una particolare attenzione alle modifiche apportate ed alle scelte effettuate
per garantirne la massima versatilita`.
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Capitolo 2
Realizzazione di Rank e Select
Lo studio teorico degli indici Rank/Select e` stato tradotto in una implementazione
delle strutture dati proposte, al fine di studiarne i comportamenti, le eventuali
modifiche e di valutarne le prestazioni.
Il linguaggio scelto per la realizzazione degli algoritmi e` Java; questa scelta
e` stata guidata dalla necessita` di un linguaggio object-oriented e dalla prevista
integrazione in una libreria Java gia` esistente, sviluppata dal gruppo del prof.
Ferragina nell’ambito del suo progetto Yahoo! e descritta nel capitolo dedicato
alle applicazioni.
I primi requisiti presi in considerazione sono stati: versatilita`, personaliz-
zazione e facilita` di utilizzo. A queste componenti e` stata data la priorita`, al
fine di avere una libreria adattabile a diversi scenari, che offra ampi margini di
personalizzazione e possibilita` di estensione e che risulti facilmente utilizzabile.
Rendere la libreria versatile significa fare in modo che possa essere utilizzata
su di una varieta` di tipologie di dati il piu` vasta possibile; la soluzione adottata e`
stata quella di considerare come input standard il file, visto come pura sequenza
di bit, in modo da poter astrarre dal tipo di dato che si va ad indicizzare e rendere
sempre possibile l’applicazione delle strutture dati. La versatilita` e` stata garantita
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Figura 2.1: Home page della documentazione del package it.unipi.di.rs.
anche sulla dimensione dei dati, ovvero sulla dimensione dei file; sono supportati
anche file di grandi dimensioni, dell’ordine dei GigaByte (GB) ed oltre.
Con personalizzazione e facilita` di utilizzo si indica la facilita` con cui l’utente
puo` utilizzare gli strumenti messi a disposizione, crearne di propri o manipolare
quelli esistenti. L’utilizzo di un linguaggio object-oriented permette di soddisfare
facilmente i primi due requisiti; per la manipolazione degli indici, invece, e` stata
prevista la possibilita` di scegliere l’occupazione totale di spazio della rappresen-
tazione compressa, in modo da poterla adattare alle proprie esigenze; indicativa-
mente strutture dati piu` compatte otterranno delle prestazioni inferiori rispetto a
quelle con una maggiore occupazione di memoria. Data la tipologia degli indici,
la possibilita` di poter scegliere il rapporto tra occupazione di spazio e prestazioni
ne aumenta ancora di piu` la versatilita` e le possibili applicazioni.
Le implementazioni degli algoritmi per rank e select sono contenute nel pack-
age it.unipi.di.rs; il package (vedi fig. 2.1) e` composto da un’interfaccia e
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cinque classi, per un totale di 2424 linee di codice. L’interfaccia IRankSelect
espone i metodi di base per tutte le classi che realizzano indici Rank/Select ; in
particolare i metodi possono essere classificati in:
• metodi di creazione dell’indice;
• metodi per l’esecuzione di rank e select ;
• metodi per il salvataggio ed il caricamento delle strutture dati;
• metodi per l’accesso alle proprieta` dell’indice: dimensione della sorgente,
numero di 1 e dimensione delle strutture dati.
Questa interfaccia definisce il comportamento di tutti gli indici, in quanto ogni
classe che li realizza e` una sua implementazione.
Il funzionamento di base consiste nella creazione in memoria delle strutture
dati necessarie per l’esecuzione di rank e select ; una volta che l’indice e` stato
creato si possono utilizzare i metodi di interrogazione e quelli di accesso alle
proprieta` dell’indice e del file sorgente. Un’altra funzionalita` resa disponibile
dalla libreria e` quella di poter salvare le strutture dati su file, in modo da poterle
caricare in seguito ed eseguire il processo di creazione un’unica volta a fronte di
molteplici interrogazioni in momenti diversi.
La previsione di utilizzo su file di grandi dimensioni, tuttavia, pone dei limiti
a questo approccio; puo` verificarsi, infatti, che un file generi delle strutture dati
di dimensioni troppo elevate per poter essere mantenute in memoria. Un indice di
base prevede una occupazione di memoria pari a o(n), dove n e` la lunghezza del
vettore in input; se la dimensione del file in input e` di 1TB, allora si ha n = 8Tb1,
una grandezza molto superiore a quella delle odierne memorie a disposizione. Per
11 Terabit
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garantire la possibilita` di utilizzo anche su questi file e` stata prevista una modalita`
di funzionamento su disco, ovvero su di una memoria esterna di qualsiasi tipo.
Al momento della creazione dell’indice si specifica se l’indice va mantenuto
interamente in memoria principale durante l’esecuzione oppure no; nel secondo
caso l’indice viene scritto nella memoria esterna durante la fase di creazione, senza
mai essere caricato completamente in memoria principale; durante l’esecuzione
la memoria principale contiene solo le strutture dati strettamente indispensabili,
mentre le restanti vi vengono caricate nel momento in cui sono richieste; in questo
modo si ottengono indici completamente scalabili.
La composizione dell strutture dati consiste principalmente di oggetti prim-
itivi del linguaggio Java; per non imporre dei limiti alla scalabilita` sono state
utilizzate rappresentazioni a 64 bit invece che a 32 bit per i numeri interi, dove
questo risultava necessario. L’astrazione dal tipo dei dati in input, inoltre, ha
reso indispensabile leggere e scrivere i file come sequenze di byte, per rimanere
ad un livello di implementazione piu` basso possibile. Nei casi in cui era oppor-
tuno utilizzare il numero di bit strettamente indispensabile, invece, sono stati
utilizzati i BitSet, vettori di bit che aumentano la propria dimensione al bisogno
e che forniscono delle operazioni di base sui singoli bit o su gruppi di essi; la
dimensione dei BitSet, tuttavia, non e` mai arbitraria, ma sempre un multiplo
di 64, per cui e` stato preso ogni accorgimento per evitare di incorrere in qualche
fenomeno di frammentazione interna delle strutture dati. Infine, l’ultimo tipo di
dati utilizzato e` stato il Buffer, che e` stato preferito ai vettori tradizionali in tutte
le occasioni in cui va eseguito un accesso sequenziale ai file, in modo da poter
utilizzare i Channel messi a disposizione dal package java.nio, molto efficienti
per questo tipo di operazioni.
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Per poter sfruttare al meglio la combinazione delle varie strutture dati e` stata
realizzata una classe (Basics) contenente solo metodi statici per l’esecuzione di
operazioni primitive su BitSet, array di byte e buffer di byte; i metodi contenuti
in questa classe realizzano operazioni a livello di bit sui vari tipi di oggetti, in
particolare:
• trasformazione di un tipo di dato in un altro, mantenendo invariata la
sequenza di bit che lo rappresenta;
• lettura/scrittura di singoli bit da/in un oggetto;
• caricamento e salvataggio di valori nella struttura dati, nella posizione
indicata ed utilizzando il numero di bit specificato;
• conteggio del numero di 1 nel range specificato di una sequenza di bit;
• ricerca del primo 1 successivo alla posizione indicata in una sequenza di bit.
Oltre a queste operazioni, questa classe e` dotata di una tabella che per ogni
possibile valore che un byte puo` assumere contiene il numero di 1 nella sua
rappresentazione binaria.
L’utilizzo della classe Basics e` di fondamentale importanza per tutte le altre
classi, poiche´ permette di astrarre dalle operazioni sui singoli bit e di avere sempre
a disposizione gli strumenti per la manipolazione degli oggetti utilizzati. Inoltre,
grazie alla tabella con i conteggi, a fronte di una occupazione di memoria di soli
256 byte si ottiene una elevata velocita` nelle frequenti operazioni in cui si deve
eseguire un conteggio sul numero di 1.
Dal punto di vista dell’occupazione di memoria gli indici implementati non
realizzano fedelmente quelli illustrati nel precedente capitolo; una caratteristica
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fondamentale, infatti, e` la possibilita` di specificare qual’e` l’occupazione in spazio
totale che si vuole mantenere; questa peculiarita` modifica profondamente gli indici
per vettori densi, mentre quelli per vettori sparsi rimangono sostanzialmente
inalterati. L’obiettivo che si vuole raggiungere e` quello di rendere le strutture
dati ancora piu` versatili ed applicabili a qualsiasi contesto, potendo privilegiare
le prestazioni oppure l’occupazione in spazio.
Partendo dall’interfaccia IRankSelect ed utilizzando la classe Basics, sono
stati realizzati cinque indici, uno per ogni caso d’uso illustrato ed uno aggiuntivo
per l’esecuzione di entrambe le operazioni Rank e Select in tempo costante su
vettori di qualsiasi tipo. Gli indici, ed i nomi delle classi che li realizzano, sono:
Rank: Indice per l’esecuzione di rank e select su vettori binari di qualsiasi densita`;
rank viene eseguita in tempo O(lg lg n), mentre select in O(lg n);
Select: Indice per l’esecuzione di rank e select su vettori binari di qualsiasi
densita`; select viene eseguita in tempo O(lg lg n), mentre rank in O(lg n);
RankSelect: Indice per l’esecuzione di rank e select su vettori binari di qualsiasi
densita`; sia rank che select vengono eseguite in tempo O(lg n);
SparseRank: Indice per l’esecuzione di rank e select su vettori binari sparsi ; rank
viene eseguita in tempo O(lg lg n), mentre select in O(lg n);
SparseSelect: Indice per l’esecuzione di rank e select su vettori binari sparsi ;
select viene eseguita in tempo O(lg n), mentre rank in O(lg2 n).
Per ognuno di questi indici vengono fornite le caratteristiche chiave e le modifiche
apportate rispetto al modello di base, mentre successivamente vengono riportati i
risultati dei test effettuati. Come gia` detto, con vettore binario in input si intende
il file, letto come sequenza binaria.
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2.1 Rank
L’indice per l’esecuzione veloce di rank prevede la divisione del vettore B in due
livelli di blocchi di lunghezza fissa ed il calcolo del valore di rank nella posizione
di inizio di ogni blocco; la soluzione implementata ha le caratteristiche descritte
dal lemma 1.1.1 e non prevede la memorizzazione di rank(b, i) per ogni posizione
i all’interno di ogni blocco b.
I superblocchi hanno dimensione s ; nel vettore Rs, di dimensione n/s, vengono
memorizzati i valori di rank nelle posizioni di inizio dei superblocchi:
Rs[j] = rank(B, j · s), 0 ≤ j < bn/sc.
Ogni superblocco e` a sua volta diviso in blocchi di lunghezza b; anche per questi
blocchi viene costruito un vettore analogo:
Rb[k] = rank(B, k · b)− rank(B, j · s), 0 ≤ k < bn/bc, j = k · b/s.
Ogni elemento di Rb non indica il valore assoluto di rank, ma quello relativo al
superblocco di appartenenza; per questo motivo per ogni elemento sono necessari
dlg se bit. L’occupazione di memoria di queste strutture dati risulta essere:
n/s · dlg ne+ n/b · dlg se.
L’operazione rank viene eseguita come:
rank(B, i) = Rs[bi/sc] +Rb[bi/bc] + count1(bi/bc · b, i− 1). (2.1)
count1 corrisponde all’operazione di conteggio degli 1 nel range specificato del
vettore B e viene eseguita utilizzando i metodi messi a disposizione dalla classe
Basics. Ovviamente le prestazioni e l’occupazione in spazio sono fortemente
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influenzate dalla scelta dei parametri s e b, ovvero le dimensioni dei blocchi. Au-
mentare la dimensione dei blocchi significa diminuirne il numero e di conseguenza
diminuire l’occupazione in spazio dei vettori Rs ed Rb; di contro avere blocchi di
dimensioni piu` elevate significa dover eseguire l’operazione count1 su range in
media piu` grandi, con conseguente calo delle prestazioni.
Il vettore Rs viene realizzato tramite BitSet, mentre per il vettore Rb si
utilizza un array di BitSet, ovvero uno per ogni superblocco di B ; in questo
modo per il vettore Rs vengono utilizzati esattamente dlg ne bit per ogni suo
valore, mentre per i valori del vettore Rb ne vengono utilizzati esattamente dlg se.
La fase di creazione dell’indice consiste in una singola scansione lineare di tutto
il file sorgente e nel collezionamento dei dati illustrati; una volta che l’indice e`
stato creato e` possibile iniziare ad eseguire le interrogazioni rank e select, oppure
e` possibile salvarlo in un file per poi poterlo caricare in un secondo momento.
Nel caso in cui l’indice venga creato direttamente su disco sono previste due
scansioni del file sorgente, una per collezionare i valori dei superblocchi ed una
per i valori dei blocchi; nella seconda scansione le porzioni del vettore Rb vengono
scritte su disco ogni volta che si termina la lettura di un superblocco, mentre il
vettore Rs viene mantenuto sempre in memoria. In questa modalita` l’operazione
di salvataggio non e` necessaria, poiche´ il file che contiene l’indice viene generato
direttamente nella fase di costruzione.
Come precedentemente illustrato, la strategia e` stata quella di permettere
una personalizzazione totale dell’indice; sfruttando l’overloading dei metodi sono
state create piu` versioni del metodo createIndex, ognuna delle quali permette di
agire in maniera diversa sui parametri s e b. La prima possibilita` e` quella di non
specificare nessun valore ed utilizzare cos`ı quelli di default; la seconda e` quella di
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specificare esplicitamente la dimensione, in numero di bit, dei blocchi; infine si
puo` indicare l’occupazione totale di spazio in percentuale rispetto all’occupazione
del file sorgente. Indicando con c la percentuale di n che si vuole dedicare alle
strutture dati, si calcolano s e b in modo da massimizzare le prestazioni e da
soddisfare il vincolo:
n/s · dlg ne+ n/b · dlg se ≤ c · n.
Inoltre si puo` fare in modo che l’indice interno di un superblocco abbia una
dimensione inferiore ad una pagina del disco, in modo che nelle situazioni di
lavoro su disco gli accessi I/O siano ottimizzati; indicando con d le dimensioni di
una pagina del disco si aggiunge il vincolo:
s/b · dlg se ≤ d.
Per massimizzare le prestazioni si calcola il minimo valore di b che rispetta la
condizione di occupazione di memoria ed il massimo valore di s che permette ad
un indice interno di essere contenuto in un’unica pagina del disco. Una volta
ricavati i valori di s e b vengono eseguiti dei controlli di correttezza ed eventuali
aggiustamenti per verificare che s sia un multiplo di b.
L’esecuzione di rank(B,i) consiste nel leggere i valori opportuni dai vettori Rs
ed Rb e poi aggiungere il valore ritornato dalla scansione del vettore sorgente.
Se l’indice viene mantenuto su disco il BitSet di Rb relativo al superblocco in-
teressato viene caricato in memoria al momento della richiesta. L’indice realizza
comunque un piccolo meccanismo di caching, per il quale viene mantenuto in
memoria l’ultimo blocco utilizzato. L’accesso ai vettori viene eseguito in tempo
costante, a cui va aggiunto il tempo di un accesso I/O per caricare il blocco in-
dividuato ed il tempo di una sua scansione fino alla posizione indicata; in totale
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O(1)+1 I/O+O(b). Nel caso in cui l’indice venga mantenuto su disco va aggiunto
il tempo di un ulteriore accesso I/O per caricare la porzione di Rb necessaria.
Per eseguire select(B,j), invece, viene utilizzata una ricerca binaria per trovare
la posizione i tale che rank(B, i) = j, rank(B, i − 1) = j − 1. La ricerca bina-
ria standard richiederebbe ad ogni passo un accesso ad Rs, uno ad Rb ed una
scansione, con un notevole dispendio di tempo; se l’indice venisse mantenuto su
disco questo si tradurrebbe in due accessi I/O ad ogni passo. Per ottimizzare
le prestazioni la ricerca binaria e` stata modificata in un funzionamento a livelli :
prima di tutto viene effettuata una ricerca binaria sul solo vettore Rs per individ-
uare il superblocco di appartenenza di i ; una volta trovato si esegue una ricerca
binaria sul BitSet di Rb relativo al superblocco per trovare il blocco di apparte-
nenza di i, che viene caricato e letto fino al momento in cui si trova l’esatto valore
di i. In questo modo anche nella ricerca binaria per la select vengono eseguiti lo
stesso numero di accessi I/O che per la rank, con la sola differenza di tempo di
una ricerca binaria all’interno di Rs ed Rb.
Teorema 2.1 Dato un vettore B di dimensione n, una occupazione di memoria
c in percentuale rispetto ad n ed una dimensione d di una pagina disco, si calcola
b = d s lg s
c·s−lgne e s = bd−lgnp c; la struttura dati che ne deriva supporta rank in tempo
O(lg lg n) + 1 I/O e select in tempo O(lg n) + 1 I/O. L’occupazione di spazio di
B e delle strutture dati e` pari ad n+ c · n bit.
Lemma 2.1.1 In caso di esecuzione delle interrogazioni con indice residente su
disco l’overhead di tempo e` pari ad 1 I/O.
2.2 Select
L’indice che privilegia l’esecuzione di select e` del tutto analogo al precedente,
quindi prevede la divisione del vettore in due livelli di blocchi. La differenza
fondamentale sta nella dimensione dei blocchi stessi; mentre nel caso precedente i
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blocchi erano a dimensione fissa, in questo indice la funzione di un blocco e` quella
di raggruppare un certo quantitativo di 1; dato che la loro distribuzione non e`
nota a priori, anche le dimensioni dei blocchi non sono definite ed omogenee,
quindi in generale si avranno blocchi di dimensioni variabili in base alla densita`
delle porzioni di B.
Il vettore di partenza B, di dimensione n e contenente m 1, viene suddiviso
in superblocchi contenenti ognuno s 1, per i quali viene memorizzata nel vettore
Ss la posizione del primo bit:
Ss[j] = select(B, j · s), 0 ≤ j < bm/sc.
Fissato un limite l, i superblocchi vengono divisi in due categorie a seconda
che la loro dimensione sia superiore o inferiore ad l ; per ogni superblocco di
dimensione superiore ad l viene creato un vettore Se che contiene le posizioni
esplicite degli 1 del superblocco:
∀j : Ss[j + 1]− Ss[j] > l;Se[z] = select(B, z), j · s ≤ z < (j + 1) · s.
I rimanenti superblocchi vengono ulteriormente suddivisi in blocchi contenenti b
1; in maniera analoga, anche per questi blocchi viene creato un vettore Sb che
contiene la posizione del loro primo bit:
Sb[k] = select(B, k · b)− select(B, j · s), 0 ≤ k < bm/bc, j = k · bb/sc.
Il risultato di select(B,i) viene calcolato in maniera diversa a seconda della tipolo-
gia del superblocco che contiene l’i -esimo 1; se il superblocco ha dimensione
superiore ad l si ha:
select(B, i) = Ss[bi/sc] + Se[i], (2.2)
mentre nel caso in cui il superblocco abbia dimensione inferiore ad l, si ha:
select(B, i) = Ss[bi/sc] + Sb[bi/bc] + next1(bi/bc · b, i mod b). (2.3)
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L’operazione next1(a,b) esegue una ricerca sequenziale a partire dalla posizione a
e ritorna il numero di posizioni da scorrere prima di raggiungere il b-esimo 1; anche
in questo caso la classe Basics fornisce metodi specifici per la sua esecuzione.
I blocchi di dimensione superiore al limite l sono caratterizzati da una densita`
molto bassa, quindi al loro interno presentano lunghi tratti in cui i bit hanno
tutti valore 0; questo rende il tempo di esecuzione di operazioni next1 su di
essi molto elevato. Sotto queste condizioni la memorizzazione esplicita serve ad
evitare scansioni che potrebbero risultare molto costose in termini di tempo.
Il vettore Ss viene realizzato tramite BitSet, mentre per i vettori Se e Sb si
utilizza un array di BitSet, di dimensione pari al numero dei superblocchi, ovvero
bm/sc; quello che si ottiene e` un BitSet per ogni superblocco, che contiene il
suo indice interno. Questa scelta permette di non dover distinguere dal tipo di
superblocco nelle fasi di salvataggio e caricamento dell’indice. Solo nelle fasi di
creazione ed esecuzione, infatti, viene controllato il superblocco e di conseguenza
viene scelta l’operazione da eseguire.
La fase di costruzione dell’indice viene eseguita necessariamente in due scan-
sioni successive; la prima serve a collezionare le informazioni relative ai superbloc-
chi, mentre la seconda si occupa degli indici interni, avendo gia` a disposizione i
dati per la loro classificazione. Nel caso in cui l’indice venga costruito diretta-
mente su disco, i BitSet generati vengono scritti sul file destinazione e rimossi
dalla memoria principale. In entrambi i casi il vettore Ss viene mantenuto costan-
temente in memoria, mentre nel caso di lavoro su disco i vettori Se e Sb vi vengono
caricati solo parzialmente. Le operazioni di salvataggio e caricamento permettono
inoltre di esportare l’indice anche per utilizzi posticipati.
I vettori Ss e Se utilizzano dlg ne bit per ogni elemento, mentre per gli elementi
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del vettore Sb si utilizzano dlg le bit; anche in questo caso i valori di s e b possono
essere ricavati a partire dallo spazio totale che si desidera riservare all’indice.
In questo calcolo non viene considerata l’occupazione dei blocchi memorizzati
esplicitamente, poiche´ si valuta che siano presenti in numero molto basso; in
caso contrario il vettore e` talmente sparso che una memorizzazione esplicita dei
suoi valori risulta influire poco sulla sua dimensione totale e risulta comunque
conveniente utilizzare la soluzione per vettori sparsi.
Le varie modalita` con cui il metodo createIndex permette di agire sui parametri
sono tre anche in questo caso: la scelta di default, un dimensionamento esplicito
oppure un calcolo in base all’occupazione di memoria che si vuole ottenere. In
quest’ultimo caso, considerando c come la percentuale di n che si vuole utilizzare
per l’occupazione di spazio di Sb, si pone il vincolo:
m/s · dlg ne+m/b · dlg le ≤ c · n.
Analogamente, si calcola s in modo da far occupare al suo indice interno una
quantita` di spazio inferiore ad una pagina del disco, di dimensione d, aggiungendo
il vincolo:
dlg le · s
b
≤ d.
L’esecuzione dell’operazione select(B,i) consiste nell’accedere a Ss e successi-
vamente ad Se o Sb a seconda dei casi; se l’indice e` mantenuto su disco, una volta
individuato il superblocco che contiene l’i -esimo 1 si procede al caricamento del
BitSet che contiene la porzione di indice relativa; inoltre, se la dimensione del
superblocco di appartenenza non supera il limite e` necessario caricare la porzione
di file sorgente corrispondente per la sua scansione, altrimenti il risultato si ricava
direttamente dai vettori Ss e Se. Gli accessi I/O in totale sono assenti nel caso in
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cui il superblocco sia grande, solo uno in caso contrario; quando si lavora su disco
ad entrambi i casi va aggiunto un accesso I/O per il caricamento della porzione di
indice relativa. L’ultima porzione di indice caricata, cos`ı come l’ultimo blocco di
file caricato, vengono mantenuti in memoria e scaricati solo nel momento in cui
ne vengono richiesti altri, in modo da favorire la localita` delle richieste. Il tempo
di esecuzione e` pari al piu` ad una scansione completa di un blocco di dimensione
b, piu` il suo caricamento in memoria.
L’operazione rank(B,i) viene eseguita come ricerca binaria a livelli sull’indice
della select per trovare il valore j : select(B, j) ≥ i, select(B, j − 1) < i; in-
izialmente si esegue una ricerca binaria sul solo vettore Ss al fine di trovare il
superblocco di appartenenza della posizione i ; in seguito si esegue una ricerca bi-
naria nell’indice interno del superblocco e nel caso in cui sia un blocco piccolo si
esegue la scansione della porzione di B corrispondente. In questo modo il numero
di accessi I/O rimane costante e l’incremento di tempo rispetto alla select risulta
essere quello di una ricerca binaria all’interno di due vettori.
Teorema 2.2 Dato un vettore B di dimensione n, una occupazione di memoria
c in percentuale rispetto ad n ed una dimensione d di una pagina disco, si calcola
b = d s lg l
c· n
m
·s−lgne, s = b(d + lg n) · md·nc e l = 20 · s; la struttura dati che ne deriva
supporta select in tempo O(lg lg n) + 1 I/O e rank in tempo O(lg n) + 1 I/O.
L’occupazione di spazio di B e delle strutture dati e` pari ad n+ c · n bit.
Lemma 2.2.1 In caso di esecuzione delle interrogazioni con indice residente su
disco l’overhead di tempo e` pari ad 1 I/O.
2.3 RankSelect
L’indice che permette l’esecuzione di entrambe le operazioni in tempo O(lg lg n) e`
il risultato dell’unione dei due indici precedenti; infatti contiene le strutture dati
di entrambi gli indici e permette di eseguire le stesse operazioni.
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In fase di costruzione vengono richiamati i metodi createIndex degli indici
interni e lo stesso vale per le operazioni di load e store. L’esecuzione delle oper-
azioni viene delegata all’indice corrispondente, in modo da eseguire sia rank che
select in tempo costante. Nel caso si occupazione di memoria specificata a priori,
la quantita` assegnata viene divisa equamente tra i due indici, in modo da non
superare il limite imposto.
Le prestazioni di questo indice, ovviamente, non riescono ad essere le stesse
degli indici precedenti a parita` di occupazione di memoria. Per ottenere le
stesse prestazioni, infatti, e` necessario assegnare all’indice totale una quantita`
di memoria doppia rispetto ad un indice singolo.
Questa soluzione e` stata inserita nel package per semplificare l’utilizzo con-
temporaneo di entrambi gli indici nel caso in cui ve ne sia bisogno.
2.4 SparseRank
La classe SparseRank realizza un indice per vettori sparsi in grado di eseguire
velocemente l’operazione rank ; la base di partenza per la sua realizzazione e`
l’indice Recursive Rank, descritto nel precedente capitolo, al quale sono state
apportate delle modifiche sostanziali.
Partendo da un vettore B sparso, Recursive Rank prevede la costruzione di
due vettori Bc e Be di dimensioni ridotte, attraverso i quali ricavare i risultati
dell’operazione rank, senza la necessita` di dover accedere al vettore di partenza.
Il vantaggio di questo metodo e` proprio la possibilita` di non dover mantenere il
vettore sorgente per l’esecuzione delle operazioni; questo permette un notevole
risparmio di spazio rispetto alle soluzioni tradizionali per vettori densi.
La costruzione dei vettori Bc e Be avviene attraverso un procedimento itera-
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tivo; inizialmente il vettore B viene diviso in blocchi di lunghezza t = 1− lg(1−p) ,
con p pari alla densita` del vettore, e viene costruito il vettore Bc, di dimensione
n/t = −n lg(1− p), cioe` contenente un bit per ogni blocco di B ; si assegna valore
1 ai bit di Bc corrispondenti ai soli blocchi non nulli di B. Il vettore Be, invece,
viene costruito estraendo e concatenando i blocchi non nulli di B ed ha una di-
mensione stimata di n/2. Per i due vettori vengono costruiti degli indici in grado
di poter risolvere rank velocemente; data la densita` dei vettori gli indici utilizzati
sono quelli tradizionali.
L’indice implementato non rispetta fedelmente l’approccio descritto dal teo-
rema 1.3, poiche´ e` stato eliminato il processo iterativo; i vettori vengono generati
una volta soltanto, quindi Bc e Be generati al primo passo sono quelli finali e non
si procede con la successiva trasformazione del vettore Be.
Il metodo createIndex provvede alla lettura di B ed alla generazione dei due
vettori Bc e Be, scrivendoli su disco a blocchi, in modo da non raggiungere una
occupazione di memoria troppo elevata. Una volta che i due vettori sono stati
creati, vengono creati gli indici di supporto descritti dal Lemma 1.1.1; la modalita`
di lavoro su disco in questo caso viene applicata solo a questi due indici, poiche´
i due vettori non vengono mai caricati completamente in memoria e l’indice non
prevede altre strutture dati significative. Allo stesso modo, le operazioni load e
store provvedono a richiamare gli stessi metodi sui due indici di supporto, poiche´
Bc e Be sono gia` salvati in memoria esterna.
L’indice appartiene alla categoria dei self-index, quindi dopo aver eseguito
il procedimento di creazione per la prima volta il vettore sorgente non e` piu`
necessario e si puo` generare un nuovo indice anche a partire solamente da Bc e
Be, oppure si puo` utilizzare la funzione di caricamento.
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Il procedimento per il calcolo di rank risulta essere:
rank(B, x) = rank(Be, rank(Bc, bx/tc) · t+ (x mod t) ·Bc[bx/tc]); (2.4)
nell’algoritmo originale l’operazione va ripetuta ad ogni stadio generato, per un
totale di − lg p = lg(n/m) volte ed un tempo di esecuzione di O(lg(n/m)). Ap-
plicando una sola iterazione, invece, si deve eseguire l’operazione (2.4) una sola
volta ottenendo un tempo di esecuzione di O(lg lg n) + 2I/O, dato che le due
operazioni rank vengono eseguite in tempo O(lg lg n) + 1I/O dagli indici su Bc e
Be.
Per l’esecuzione di select la prima alternativa possibile e` l’esecuzione di una
ricerca binaria sull’indice generale, cioe` l’esecuzione della (2.4) un numero di volte
pari a lg n; questo significa eseguire ad ogni passo due rank, ognuna delle quali
richiede almeno un accesso I/O ed una scansione di un blocco di file, per un
totale di 2 · lg n accessi I/O e relative scansioni. Analizzando la struttura dati,
pero`, si puo` risalire ad un metodo molto piu` efficiente per il calcolo di select :
il vettore Be e` formato da tutti i blocchi che contengono gli 1 di B ; dopo aver
individuato la posizione dell’i -esimo 1 in Be, si puo` risalire alla sua posizione
originale conoscendo il numero di blocchi scartati, annotati nel vettore Bc; il
procedimento risulta essere:
select(B, i) = select(Bc, select(Be, i)/t) · t+ (select(Be, i) mod t), (2.5)
che si traduce nell’esecuzione di due select sui vettori di supporto, ognuna delle
quali richiede un solo accesso I/O ed una sola scansione, oltre ad una ricerca
binaria sulle strutture dati interne.
Le prestazioni dell’indice, sia in termini di tempo di esecuzione che occu-
pazione di spazio, variano a seconda della densita` dell’indice sorgente; per indici
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con una densita` alta i vantaggi rispetto ad un indice tradizionale possono anche
venir meno. Per evitare questa situazione e` stato inserito un limite, superato il
quale l’indice sparso non puo` essere piu` utilizzato sul vettore selezionato. Per il
dimensionamento del limite e` stato calcolato il valore di densita` superato il quale il
parametro t assume un valore inferiore a 3, poiche´ blocchi di dimensione inferiore
a questo valore portano alla generazione di un vettore Bc di dimensione superiore
a n/3, considerata troppo elevata. A partire da t ≥ 3 si ottiene p < 0.206, quindi
il limite di densita` e` stato fissato a 0.20, cioe` il metodo e` applicabile a vettori la
cui percentuale di 1 sia inferiore al 20%.
Teorema 2.3 Dato un vettore B di dimensione n e contenente m bit di valore
1, con p = m/n ≤ 0.20, la struttura dati che ne deriva supporta rank in tempo
O(lg lg n)+2 I/O e select in tempo O(lg n)+2 I/O. L’occupazione di memoria e`
pari a (1 + c)(n
2
− n lg(1− p)) bit, dove 0 ≤ c ≤ 1 e` la percentuale di occupazione
di memoria scelta dall’utente per gli indici sui vettori densi.
2.5 SparseSelect
La realizzazione dell’indice per vettori sparsi in grado di eseguire velocemente
select si basa sullo Sparse Select Array descritto nel capitolo precedente, realizzato
seguendo lo studio teorico.
Anche in questo caso si sfrutta la bassa densita` del vettore di partenza per
generare due vettori compatti, che vengono utilizzati per eseguire select senza
la necessita` di accedere al vettore sorgente, realizzando cos`ı un self-index. I
due vettori, L ed H, vengono generati a partire dalle posizioni esplicite degli
1, memorizzate in un vettore x ; i bit della rappresentazione binaria di queste
posizioni vengono divisi in due gruppi: higher per i z = blgmc bit superiori e
lower per i restanti w = dlg(n/m)e bit (vedi Figura 2.2). I valori ottenuti dai soli
lower bit vengono scritti esplicitamente in L, mentre in H si inserisce una sorta
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B = 01001001000000000010000010100011
x[0...7] = {1,4,7,18,24,26,30,31}
  1 =  000 01
  4 =  001 00
  7 =  001 11
18 = 100 10
24 =  110 00
26 = 110 10
30 = 111 10
31 = 111 11
  i + xi / 2
3  i         xi / 2
3
   0  0  0
   2  1  1
   3   2  1
   7  3  4
 10  4  6
 11  5  6
 13  6  7
 14  7  7
lg8 = 3
}
H = 101100010011011
L  = 0100111000101011
Figura 2.2: Esempio di costruzione di indice per vettori sparsi. x contiene le
posizioni degli 1 in B. Dato che il numero di 1 e` 8, si divide ogni elemento di x
in blg 8c = 3 bit superiori e dlg(32/8)e = 2 bit inferiori.
di codifica unaria dei gap degli higher bit; in particolare, per ogni posizione xi si
assegna H[xi/s
w+ i] = 1. Una volta generati H ed L il vettore sorgente non e` piu`
necessario e sul vettore H viene costruito un indice tradizionale per l’esecuzione
di select in O(lg lg n) (vedi Teorema 1.2).
Il metodo createIndex provvede alla scansione del vettore sorgente ed alla
generazione dei due vettori di supporto, che vengono scritti su disco a blocchi,
in modo da non raggiungere una occupazione elevata della memoria principale;
la fase di costruzione termina con la realizzazione di un indice per vettori densi
su H. Una volta costruito l’indice viene fornita la possibilita` di salvarlo su disco
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per poi caricarlo in seguito; salvataggio e caricamento si limitano a richiamare
i metodi opportuni sull’indice di supporto al vettore H ed a salvare o caricare
alcuni dati per il funzionamento di base dell’indice. I vettori H ed L risiedono
sempre su disco, quindi non vengono influenzati dalle operazioni di salvataggio
o caricamento; anche nel caso in cui l’indice completo venga mantenuto diret-
tamente su disco, la differenza si applica solo all’indice di supporto al vettore
H. Il vettore L impiega m · dlg(n/m)e bit, mentre il vettore H ne richiede 2m;
l’occupazione totale di memoria risulta essere m · dlg(n/m)e+ 2m+ o(m)
Il risultato di select(B,i) viene calcolato come:
select(B, i) = (select(H, i)− i) · 2w + L[i]; (2.6)
considerando che select sul vettore H viene eseguita in O(lg lgm) + 1I/O, allora
questa operazione impiega O(lg lgm) + 2I/O; nel tempo di esecuzione vengono
effettuati due accessi I/O: uno per l’esecuzione di select(H,i) ed uno per il cari-
camento di un valore dal vettore L, che risiede su disco. Nel caso in cui l’indice
venga costruito su disco si deve aggiungere un accesso I/O per il caricamento
della porzione di indice necessaria.
Per l’esecuzione di rank(B,i) si deve procedere con una ricerca binaria sugli 1;
in questo caso il numero di iterazioni risulta essere lgm, per ognuna delle quali
si devono eseguire due accessi I/O, una scansione di un blocco ed una ricerca
binaria sulle strutture dati interne all’indice costruito su H.
Il limite di densita` del vettore sorgente fissato per l’applicabilita` del metodo e`
stato calcolato sperimentalmente. Per una percentuale di 1 pari al 15% si ottiene
una occupazione di memoria del 70% del totale; questo valore e` stato preso come
limite superato il quale il vettore viene considerato denso per questo metodo.
Teorema 2.4 Dato un vettore B di dimensione n e contenente m bit di valore
1, con p = m/n ≤ 0.15, la struttura dati che ne deriva supporta select in tempo
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O(lg lgm) + 2 I/O e rank in tempo O(lg n lgm) + 2 lgm I/O. L’occupazione di
memoria e` pari a m · dlg(n/m)e + (2 + c)m bit, dove 0 ≤ c ≤ 1 e` la percentuale
di occupazione di memoria scelta dall’utente per l’indice sul vettore denso.
Per gli indici specifici per file sparsi non e` stata realizzata una struttura dati
che riesca ad eseguire entrambe le operazioni velocemente, come nel caso prece-
dente; questa scelta e` motivata dal fatto che non risulta conveniente racchiudere
le strutture dati di entrambe le soluzioni in un unico indice, poiche´ la somma delle
loro dimensioni sarebbe elevata al punto da superare quella degli indici classici.
2.6 Test di funzionalita` e prestazioni
Gli indici realizzati sono stati sottoposti a diversi test per verificare il corretto
funzionamento e l’attendibilita` degli studi teorici riportati. Ogni indice e` sta-
to costruito su file di diverse densita` e dimensioni, in modo da coprire il mag-
gior numero di possibilita` di utilizzo e da misurare le prestazioni sotto diverse
condizioni.
I vettori scelti per le verifiche non sono vettori costruiti ad hoc, ma sono stati
generati da applicazioni utilizzate per altri scopi; in questo modo e` stata verifi-
cata l’effettiva efficienza degli indici. Le dimensioni dei file utilizzati variano dai
90MB ai 900MB, mentre le densita` vanno da 0.008 a 0.5; per semplicita` vengono
riportate le prestazioni su due file di caratteristiche diverse, che rappresentano al
meglio tutti i test eseguiti; i due file sono:
f-A: dimensione 819MB, densita` 0.521 (50%);
f-B: dimensione 634MB, densita` 0.008 (0.8%).
Su entrambi i file sono stati costruiti gli indici Rank e Select, in diverse
configurazioni, mentre gli indici SparseRank e SparseSelect sono stati costruiti
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solo sul file f-B, data la sua bassa densita`. Ogni indice e` stato utilizzato per
l’esecuzione di lunghe serie (run) di query, in media 1000000, grazie alle quali
sono state misurate le prestazioni.
Per i test e` stato utilizzato il server brie.di.unipi.it, messo a disposizione
dal Dipartimento di Informatica dell’Universita` di Pisa; per non inficiare sulle
prestazioni, i test sono stati eseguiti in momenti in cui il sistema non stava es-
eguendo altri task importanti; inoltre, prima ed al termine di ogni run sono state
eseguite applicazioni per l’utilizzo intensivo del sistema su grandi file in modo da
eliminare eventuali parti di indice ancora residenti in memoria principale o nella
memoria cache del sistema; tutti i test, quindi, sono stati eseguiti a freddo.
Per entrambe le primitive rank e select sono stati effettuati test in due modalita`:
random e localized ; nel primo caso sono state eseguite query generate casualmente,
mentre nel secondo sono stati generati gruppi di query consecutive; queste due
tipologie di test hanno permesso di verificare il comportamento degli indici in
due situazioni di utilizzo diverse. Gli indici utilizzati sono stati completamente
caricati in memoria durante i test; la variante in cui gli indici vengono caricati
interamente su disco ha lo stesso andamento qualitativo in prestazioni, pur con
dei tempi maggiori dovuti ad un accesso I/O in piu` per ogni esecuzione. Come
gia` specificato, il numero di query eseguite e` di 1000000; nel caso di test local-
ized sono stati eseguiti 1000 run di blocchi composti da 1000 query su indirizzi
consecutivi.
Le prestazioni degli indici sono state paragonate a quelle ottenute utilizzando
la struttura ovvia, cioe` un vettore contenente i puntatori agli 1 del file sorgente;
il paragone e` stato fatto sia in termini di tempo di accesso che di occupazione
di memoria e quindi possibilita` di utilizzo. Le caratteristiche della struttura con
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Figura 2.3: Occupazione di memoria delle strutture dati specifiche per vettori
sparsi paragonata a quella della struttura con puntatori.
puntatori sono una elevata occupazione di memoria, poiche´ richiede 8 byte per
ogni 1, ed ottime prestazioni, poiche´ non vi e` bisogno di accessi I/O e di scansioni
sequenziali di blocchi di file. Questa struttura e` facilmente utilizzabile quando il
vettore e` molto sparso, ma quando la densita` del vettore aumenta si raggiunge
presto una dimensione elevata, calcolabile come s = 64 · m/n = 64d, dove con
d si indica la densita` del vettore; ad esempio se questa assume il valore 0.03 la
struttura occupa circa 2n bit. Sul file f-A questa soluzione non e` applicabile,
poiche´ richiederebbe una dimensione pari a 33 volte quella del file.
In Figura 2.3 viene riportato l’andamento dell’occupazione di memoria delle
strutture dati per vettori sparsi in base alla densita` del file. Per densita` molto
basse (< 0.01) la struttura dati con puntatori risulta migliore dell’indice per
rank, ma questo vantaggio viene meno appena la densita` aumenta; gia` per una
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quantita` di 1 pari al 3% di n, questa struttura dati raggiunge una dimensione
pari al doppio di quella del file originale. L’indice per rank ha una occupazione di
memoria sempre superiore ad n/2, poiche´ questo valore e` proprio la dimensione
di una delle sue componenti; al contrario, l’indice per select si dimostra molto
compatto, poiche´ la sua dimensione e` basata esclusivamente sulla quantita` di 1.
Per densita` inferiori a 0.14 l’indice per select risulta occupare meno di quello per
rank, mentre per valori superiori i risultati si invertono. In generale gli indici per
vettori sparsi permettono di avere un’occupazione di memoria totale inferiore a
quella del file di partenza per valori di densita` inferiori a 0.25.
2.6.1 Prestazioni per rank
Le prestazioni dell’operazione rank sono state misurate utilizzando tutti gli in-
dici a disposizione; tuttavia, vengono riportati solo i risultati degli indici Rank e
SparseRank; le prestazioni degli altri due indici, infatti, non sono state ritenute
indicative, poiche´ il loro scopo principale e` l’esecuzione di select.
Per il file f-A e` stato utilizzato solo l’indice Rank, poiche´ la sua elevata den-
sita` non permette l’utilizzo degli indici per vettori sparsi e della struttura con
puntatori; l’indice e` stato costruito in diverse configurazioni di occupazione di
memoria, che vanno dal 5% al 50% della dimensione totale del file.
In Figura 2.4 viene riportato il grafico delle prestazioni ottenute per l’ese-
cuzione delle query. L’asse delle ascisse indica la percentuale di occupazione di
memoria dell’indice costruito; e` stato utilizzato 100% come base di partenza,
poiche´ va considerato il fatto che l’indice necessita del vettore di base per un cor-
retto funzionamento, quindi alla dimensione dell’indice (in percentuale rispetto
a quella del file) va aggiunta quella del file stesso. L’asse delle ordinate ripor-
ta il tempo di esecuzione di una singola query, indicato in nanosecondi/query
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Figura 2.4: Tempi di esecuzione di rank su file di densita` 0.5.
e ricavato dalla media sull’esecuzione di tutto il run, formato da un milione di
query. Le due funzioni rappresentano i tempi di esecuzione di una query al variare
dell’occupazione di memoria dell’indice.
Come si puo` notare dal grafico, le prestazioni migliorano all’aumentare del-
l’occupazione di memoria; questo e` dovuto al fatto che una maggiore occupazione
implica blocchi di dimensioni piu` piccole e quindi scansioni in media piu` brevi.
Il risultato sperimentale puo` essere definito lineare e conferma quindi gli studi
teorici effettuati.
Le due funzioni rappresentate indicano i tempi di esecuzione di query random
e localized ; la differenza tra le due e` notevole e decisamente a favore di quelle lo-
calized, che vengono eseguite in circa 8nsec; questa differenza rappresenta il fatto
che per il secondo tipo di query gli accessi al disco sono notevolmente inferiori,
poiche´ interrogazioni consecutive accedono principalmente allo stesso blocco; in-
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Figura 2.5: Tempi di esecuzione di rank su file di densita` 0.008.
oltre, questo permette di sfruttare le strutture dati gia` presenti in cache ed un
eventuale prefetching utilizzato dal sistema.
Per il file f-B, invece, e` stato creato anche l’indice SparseRank; come per il
file precedente, l’indice Rank e` stato costruito in configurazioni di memoria che
vanno dal 5% al 50% del totale, mentre per SparseRank e` stata mantenuta solo
la configurazione standard.
La Figura 2.5 riporta graficamente i risultati ottenuti; le caratteristiche del
grafico sono le stesse del grafico precedente; l’asse delle ascisse questa volta riporta
un range piu` ampio, poiche´ l’indice per vettori sparsi ha una occupazione di
memoria inferiore alla dimensione del file sorgente. Le query eseguite sono sempre
1000000 sia nel test random che in quello localized, in cui sono state organizzate
in gruppi di 1000.
L’andamento dell’indice Rank e` lo stesso che si aveva nel caso di vettore denso,
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quindi prestazioni migliori per l’indice con occupazione di memoria maggiore;
anche in questo caso, inoltre, si hanno dei notevoli vantaggi nell’esecuzione dei test
localized. Da notare il fatto che le prestazioni non subiscono variazioni significative
al variare della densita` del vettore, poiche´ la struttura dati per Rank non si basa
sulle posizioni degli 1.
Rispetto all’indice tradizionale, l’indice per vettori sparsi ha una occupazione
di memoria notevolmente inferiore, pari al 70% del file originale, e delle prestazioni
molto migliori nel caso di query random; questo rispecchia il fatto che una mag-
giore compattezza dell’indice permette di ridurre l’overhead dovuto al continuo
caricamento di blocchi da disco. Nel caso di query localized, infatti, gli accessi a
disco diminuiscono e le prestazioni dei due indici tornano ad essere paragonabili.
La struttura con puntatori ha una occupazione di spazio pari al 51% di n e
riesce ad eseguire query in 1 nsec; rispetto ad essa entrambi gli indici ottengono
delle prestazioni inferiori, come e` ovvio, ed occupano una maggior quantita` di
spazio; questo dato, tuttavia, non e` allarmante, poiche´ la struttura con puntatori
non e` applicabile ad indici di densita` anche leggermente superiore; per esempio
gia` nel caso di densita` superiore all’1% la sua occupazione di memoria e` uguale
a quella dell’indice per vettori sparsi.
2.6.2 Prestazioni per select
Anche nel caso dell’esecuzione di select, le prestazioni sono state misurate per
tutti gli indici, ma vengono riportati solo i risultati degli indici specificamente
creati per la sua esecuzione, cioe` Select e SparseSelect.
A partire dal file f-A e` stato costruito l’indice Select utilizzando diverse
occupazioni di memoria, variabili dal 5% al 50% del totale; come nel caso prece-
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Figura 2.6: Tempi di esecuzione di select su file di densita` 0.5.
dente, l’indice per vettori sparsi e la struttura con puntatori non possono essere
utilizzati su questo file, data la sua densita`.
La Figura 2.6 riporta i grafici con l’andamento delle prestazioni degli indici al
variare della loro occupazione di memoria; va ricordato che all’occupazione di base
va aggiunta la dimensione del file, poiche´ l’indice necessita del vettore sorgente
per un corretto funzionamento. Le query eseguite sono sempre 1000000, a partire
dalle quali e` stata ricavata la media del tempo di esecuzione, in nanosecondi.
Anche in questo caso i risultati sperimentali confermano gli studi teorici,
poiche´ si ha un incremento delle prestazioni per gli indici con una maggiore occu-
pazione di memoria, dovuta alla minore dimensione dei blocchi utilizzati. Inoltre
viene confermata anche la differenza di prestazioni tra i test random e quelli
localized, dovuta al minor numero di accessi I/O ed allo sfruttamento di even-
tuale prefetching e dell’utilizzo delle stesse porzioni di strutture dati che vengono
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Figura 2.7: Tempi di esecuzione di select su file di densita` 0.008.
mantenute nella memoria cache del sistema.
Rispetto ai tempi di esecuzione di rank precedentemente illustrati, le prestazioni
di questo indice sono notevolmente migliori nel caso di query random. La dif-
ferenza e` data proprio dalla densita` del vettore; mentre negli indici precedenti la
divisione in blocchi non e` influenzata dalla densita`, in questo caso e` proprio la
densita` a determinarne la dimensione; questo porta i vettori a densita` elevata ad
avere blocchi molto piccoli e quindi tempi molto inferiori per il caricamento e per
la loro scansione sequenziale.
Per quanto riguarda il file f-B, anche in questo caso e` stato utilizzato l’indice
per vettori sparsi, in modo da sfruttare la sua bassa densita`; le prestazioni hanno
lo stesso andamento qualitativo osservato in precedenza. La Figura 2.7 ripor-
ta i risultati dei vari test; le specifiche dei grafici rimangono inalterate, si ha
quindi l’occupazione di memoria in percentuale rispetto al file originale nell’asse
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delle ascisse e il tempo medio di esecuzione in nanosecondi/query nell’asse delle
ordinate.
La caratteristica principale delle prestazioni dell’indice per vettori densi e`
data dalla mancanza di differenze nei tempi di esecuzione delle query random
rispetto a quelle localized ; la bassa densita` del file porta alla costruzione di bloc-
chi di dimensioni elevate e quindi con densita` a loro volta molto bassa; con un
approccio simile a quello degli indici precedenti, questo avrebbe portato a carica-
menti e scansioni di blocchi molto grandi, con un overhead di tempo sostanziale;
in questo caso, invece, i blocchi eccessivamente sparsi vengono gestiti in modo
da evitare questo overhead, memorizzando esplicitamente le posizioni degli 1 da
loro contenuti. Questo metodo permette di evitare il caricamento e la scansione
di blocchi troppo lunghi, con un notevole aumento delle prestazioni.
L’indice per vettori sparsi non ottiene pari prestazioni, ma ha una occupazione
di memoria molto bassa, dovuta al fatto che si basa esclusivamente sul numero
di 1. In questo caso, l’occupazione di memoria e` inferiore anche a quella del-
la struttura con puntatori, a dimostrazione del fatto che l’indice propone una
rappresentazione molto compatta delle posizioni dei bit.
Viene ribadito, quindi, come gli indici per rank non siano suscettibili alla
variazione della densita` del vettore, mentre quelli per select possono risentirne
notevolmente; gli accorgimenti presi in questo senso, tuttavia, fanno in modo che
le loro prestazioni siano sempre elevate. Anche gli indici per select su vettori sparsi
risultano migliori di quelli per rank, poiche´ riescono a sfruttare maggiormente la
bassa densita` del vettore.
I risultati sperimentali ottenuti dai test confermano gli studi teorici e la cor-
retta gestione di tutte le eventualita` prese in esame. In generale viene confermata
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l’applicabilita` degli indici a vettori di dimensioni anche elevate e di diverse den-
sita`. Per quanto riguarda gli indici costruiti e mantenuti su disco anche durante
l’esecuzione, il loro comportamento e` identico agli indici che lavorano in memo-
ria, con un leggero calo delle prestazioni, dovuto come e` ovvio dalla necessita` di
effettuare piu` accessi a dispositivi esterni.
Rispetto alla struttura ovvia con memorizzazione esplicita dei puntatori, gli
indici proposti possono essere applicati a vettori di qualsiasi dimensione e densita`;
inoltre, in presenza di file a bassa densita`, gli indici per vettori sparsi rappresen-
tano un’alternativa molto valida poiche´ permettono una rappresentazione molto
piu` compatta del vettore e in quasi tutti i casi anche della struttura con puntatori
espliciti.
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Capitolo 3
Applicazioni
Tutti i recenti studi sulla compressione ed indicizzazione di grandi quantita` di
dati si sono concentrati sui full-text compressed self-indexes [12, 3, 8, 16, 4], che
consentono di sostituire completamente i dati di partenza, permettendo allo stesso
tempo un accesso veloce. Tutti questi indici fanno un grande utilizzo di rappresen-
tazioni compresse di sequenze di bit per la realizzazione delle funzioni di ricerca;
in particolare, le operazioni richieste sono il conteggio del numero di occorrenze
e la loro localizzazione, cioe` quelle fornite dagli indici Rank/Select.
La necessita` da parte dei piu` moderni strumenti di risolvere certe operazioni
indica come gli indici Rank/Select non abbiano un utilizzo ristretto, ma siano un
importante strumento in un campo in continuo sviluppo.
Un esempio pratico di utilizzo e` la Trasformata di Burrows-Wheeler [2], o
BWT, un algoritmo di compressione che prevede la trasformazione del testo per
ottenere una migliore compressione; questo algoritmo e` di fondamentale impor-
tanza, poiche´ precursore di molti nuovi metodi per la trasformazione, la com-
pressione e l’indicizzazione di stringhe; per un corretto funzionamento, BWT
prevede l’esecuzione di operazioni rank e select velocemente. Inoltre, quasi tutti
i metodi di rappresentazione di suffix array in forma compressa utilizzano le rap-
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presentazioni compresse di sequenze binarie; tutto cio` contribuisce ad aumentare
l’importanza delle strutture dati compresse oggetto di questa tesi.
Come ulteriore applicazione, gli indici realizzati sono stati integrati in una
libreria realizzata al’interno del Dipartimento di Informatica dell’Universita` di
Pisa.
3.1 La libreria SmallText
SmallText ([18]) e` una libreria Java progettata per la compressione e l’accesso a
file testuali di grandi dimensioni a vari livelli di granularita` e con elevata efficienza.
Un file di testo e` logicamente diviso in record, ognuno composto da una sequenza
di field di lunghezza variabile e presenti in numero arbitrario all’interno dei record.
Questa caratteristica permette una elevata flessibilita` dell’approccio, rispetto ai
normali database relazionali (compressi).
Tecnicamente, un record e` una linea del file di testo terminata dal carattere
new line (’\n’) ed i field di un record sono sottostringhe di lunghezza variabile
separate da un carattere definito dall’utente, di default ’\t’. In aggiunta, un field
puo` contenere valori multipli, separati da un carattere specificato dall’utente,
ovviamente diverso dai precedenti. L’accesso a record e field viene eseguito speci-
ficando la loro posizione ordinale nel file; un record e` quindi identificato con la
sua posizione nel file (il numero della linea), mentre un field e` identificato con la
sua posizione all’interno del record (il numero di ’\t’ che lo precedono).
SmallText offre una vasta collezione di tecniche di compressione [17, 1] che for-
niscono diversi trade-off tra qualita` di compressione e tempo di accesso a record e
field del file compresso. La libreria, inoltre, non deve eseguire la decompressione di
tutto il file ad ogni accesso, quindi ottiene prestazioni mediamente migliori rispet-
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20050421 00dkhc50a9quo&b=2      1114123322 US google  1     http://www.google.com
20050421 00boedp07rhsp&b=2      1114121301 CA games   1     http://games.yahoo.com
20050421 00bueikuf5qus&b=2       1114070463 US ebay   1     http://www.ebay.com
20050421 00bueikuf5qus&b=2       1114070523 US gmail   1     http://gmail.google.com
20050421 006v2jp16g973&b=2      1114121517 US play+scripts 10  http://www.myplayscripts.com
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Figura 3.1: Rappresentazione a record e field di un query-log.
to ai normali metodi di compressione (come gzip), che invece devono ricorrere
ad una scansione sequenziale del file compresso (per esempio zcat).
La divisione logica del file in due livelli permette un utilizzo molto versatile
della liberia; questo approccio, infatti, puo` essere applicato a diverse situazioni,
come ad esempio il data mining o la ricerca su web. In Figura 3.1 viene mostrato
come un query-log si presti naturalmente a questa rappresentazione: ogni linea
del query-log corrisponde ad un record, i cui field sono separati dal carattere
’\t’; anche i multiple-value field trovano una applicazione, per esempio nel campo
corrispondente alla query dell’utente. L’accesso a record permette di accedere ad
un singolo log, qualunque sia la sua posizione all’interno del file, oppure ad un
suo singolo field; la struttura, inoltre, permette di eseguire una sorta di proiezione
del file, per esempio nel caso in cui viene richiesto l’i -esimo field di tutti i record
nel range (a, b).
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Figura 3.2: Rappresentazione a record e field di un grafo orientato con etichette
a lunghezza variabile sugli archi.
Un ulteriore esempio, illustrato in Figura 3.2 e` l’applicazione ai grafi; in questo
caso si parte da un grafo orientato, con delle etichette di lunghezza variabile sugli
archi, e si costruisce la sua rappresentazione a liste di adiacenza, ordinando i no-
di in base alla loro etichetta; le liste di adiacenza si adattano naturalmente alla
rappresentazione a record e field: ogni record rappresenta un nodo e contiene la
sua lista di adiacenza, mentre ogni field rappresenta un elemento della lista, che
contiene il nodo destinazione e l’etichetta dell’arco, separati da un carattere speci-
fico in un multiple-value field (rappresentato da ’+’ nell’esempio). Per accedere
alla lista di adiacenza di un nodo e` sufficiente richiedere la posizione del record
che lo rappresenta e leggere ogni suo field come un elemento della lista; inoltre e`
possibile accedere direttamente ad un singolo field di un record. In questo caso e`
di fondamentale importanza avere un modello che riesca a gestire correttamente
la variabilita` del numero di field in un record e della loro dimensione; l’astrazione
a record e field si adatta perfettamente a questo utilizzo, come a qualsiasi altro,
garantendo alla libreria SmallText una elevata versatilita`.
La libreria e` formata da cinque package distinti (vedi Figura 3.3), ognuno dei
quali racchiude una categoria di oggetti; il nucleo della libreria e` la collezione
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Figura 3.3: Elenco dei package inclusi nella libreria Small Text, visualizzati dalla
documentazione della libreria.
delle tecniche di compressione, contenuta nel package it.unipi.di.textdb. Il
package contiene la classe astratta TextDB, che fornisce l’implementazione dei
metodi di base comuni a tutte le tecniche di compressione; queste tecniche sono
implementate da classi che ereditano da TextDB e sono consigliate per specifici
tipi di testo.
All’interno del package it.unipi.di.tokenizer sono presenti Tokenizer che
possono essere utilizzati nella costruzione di textDB basati su dizionario; vengono
forniti un Tokenizer per i file di testo, uno per file contenenti URL ed uno per l’es-
trazione di token a lunghezza fissa. Vi e` comunque la possibilita` di realizzare un
proprio Tokenizer da utilizzare per la compressione, implementando l’interfaccia
Tokenizer.
Il package it.unipi.di.util, invece, presenta alcuni strumenti di base utiliz-
zati da tutti i TextDB; il piu` importante di questi e` sicuramente Directory, una
classe che realizza una directory virtuale di file, fisicamente contenuta in un unico
file su disco. Grazie a questa componente, i file creati durante la costruzione di
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un TextDB vengono racchiusi in un unico file con estensione .tdb, che contiene,
oltre al TextDB stesso, tutte le informazioni necessarie al suo utilizzo, come per
esempio il tipo di TextDB, il tokenizer utilizzato e la configurazione dei parametri.
Dato che tutti i TextDB ereditano dalla stessa classe, nel momento in cui uno di
essi viene caricato si sfrutta la reflection Java per creare un’istanza della classe
corrispondente al file .tdb in uso.
Il package it.unipi.di.rs, precedentemente descritto e contenente tutti gli
indici per l’esecuzione di rank e select, e` stato inserito all’interno della libreria
adattandolo secondo le esigenze; la principale modifica apportata e` stata l’ag-
giunta del supporto agli oggetti Directory, grazie al quale gli indici possono
utilizzare i file racchiusi nelle directory virtuali sia in input che in output; l’uti-
lizzo su file standard e` rimasto invariato. L’interoperabilita` tra indici e directory
permette un loro utilizzo all’interno dei TextDB completamente trasparente al
programmatore.
Come gia` detto, SmallText puo` essere utilizzata in applicazioni di qualsiasi
tipo, come ad esempio la memorizzazione efficiente di grafi i cui vertici ed archi
presentano delle etichette; all’interno del package it.unipi.di.graph vengono
applicati i TextDB per agire in questo senso, permettendo di creare e modificare
grafi per poi memorizzarli in strutture dati compresse ed accedervi velocemente.
L’efficienza del GraphLabeler dipende dall’efficienza, in spazio e in tempo, del
TextDB utilizzato per la compressione delle strutture dati corrispondenti al grafo.
La Figura 3.4 riporta il contenuto del package it.unipi.di.textdb; tutte le
classi incluse ereditano dalla classe TextDB ed implementano differenti tecniche
di compressione, tra le quali:
BucketedGZip: Il file in input viene diviso in blocchi, ognuno formato da
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Figura 3.4: Pagina principale della documentazione del package it.unipi.di.textdb.
un numero prefissato di record; ogni blocco viene compresso utilizzando
gzip. Durante l’interrogazione, il blocco contenente il record richiesto viene
caricato in memoria e decompresso sequenzialmente, utilizzando zcat, fi-
no a quando il record richiesto non viene individuato. Questa tecnica
e` applicabile in diverse situazioni e fornisce ottimi risultati in termini di
compressione, ma non in tempo di accesso.
BucketedHuffword: Questo metodo e` una estensione del classico metodo Huff-
man al caso in cui il dizionario dei simboli e` formato dai termini del file di
input (Huffword); i termini vengono identificati da un tokenizer, che puo`
essere anche definito dall’utente. Il file in input viene inizialmente diviso
in blocchi, formati da un definito numero di record, ed ognuno di essi e`
compresso sostituendo ogni termine con la sua codeword ; Huffword asseg-
na codeword piu` corte ai termini con una maggiore frequenza, utilizzan-
do l’albero di Huffman. Durante l’interrogazione, quando un record viene
richiesto, il blocco di appartenenza viene identificato, caricato in memoria e
decompresso sequenzialmente fino a trovare il risultato. Dato che Huffman
genera un codice prefisso, quindi le codeword possono essere saltate fino a
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quando non si raggiunge il record, diminuendo cos`ı il tempo di decompres-
sione. Questo metodo e` applicabile a qualsiasi file, raggiunge buoni risultati
in tempo di accesso e occupazione di spazio vicina all’entropia di ordine 0
(dei termini).
FrontCoding: Parte dall’ipotesi che i record del file in input siano ordinati
lessicograficamente. Questo metodo di compressione sostituisce i prefissi
condivisi da record consecutivi con una codifica della loro lunghezza. Per
supportare una decodifica efficiente, i record sono divisi in blocchi ed il
primo record di ogni blocco viene memorizzato esplicitamente. Durante
l’interrogazione, quando un record (o un gruppo di record) viene richiesto,
il blocco corrispondente viene identificato e caricato in memoria; in seguito
viene eseguita una scansione lineare ed i record sono ricostruiti al volo ap-
pendendo i loro prefissi compressi; la procedura continua fino al momento
in cui viene trovato il record richiesto. La compressione puo` essere aumen-
tata applicando gzip ad ogni blocco compresso; tuttavia, l’esecuzione viene
rallentata a causa dell’aggiuntivo livello di compressione. Lo schema Front
Coding e` indicato per i record che condividono lunghi prefissi, come nel
caso di URL o termini in un dizionario ordinato.
I TextDB che utilizzano le primitive rank e select in aggiunta ai normali
metodi di compressione sono illustrati dettagliatamente nelle sezioni successive.
La modalita` di utilizzo e` omogenea tra tutti i TextDB, cos`ı come il loro com-
portamento; la componente di base e` il metodo statico build, che provvede alla
lettura del file sorgente, alla sua compressione ed alla costruzione del file .tdb
contenente tutte le informazioni necessarie; questo metodo puo` richiedere dei
parametri per la caratterizzazione di certi aspetti del TextDB. Prima di poter es-
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eguire qualsiasi altra operazione sul TextDB, va richiamato il metodo open, che si
occupa di caricare in memoria od inizializzare le strutture dati necessarie; questo
metodo puo` essere richiamato direttamente dalla classe TextDB, che sfruttando
la reflection provvede ad istanziare il corretto TextDB sfruttando le informazioni
contenute nel file. Le richieste che possono essere inoltrate sono essenzialmente
di tipo get, ed includono interrogazioni su singoli record, su gruppi di essi o su
specifici field. Infine, ogni TextDB fornisce un metodo main, che permette di
lanciare la costruzione del .tdb direttamente da linea di comando, anche con la
possibilita` di specificare i vari parametri.
3.1.1 RSHuffword: Huffword con Select
Gli indici Rank/Select trovano una importante applicazione nei metodi classici
di compressione di file, come quelli forniti dalla libreria SmallText ; il vantaggio
che operazioni come rank e select possono portare e` principalmente legato al
problema della ricerca delle parti di testo.
La differenza nella velocita` di accesso a parti di file nei vari metodi di com-
pressione e` dovuta necessariamente ai tempi di decodifica del file compresso; in
particolare e` di fondamentale importanza la quantita` di informazioni che si de-
vono decodificare ad ogni richiesta per ottenere il risultato. Una caratteristica
dei metodi di compressione, infatti, e` quella di non prevedere un accesso casuale
ai record; questo problema e` stato in parte risolto in SmallText applicando una
divisione a blocchi del file sorgente, in modo da avere accesso casuale ai blocchi
del file, che vengono poi decodificati sequenzialmente fino al raggiungimento del
risultato.
L’utilizzo degli indici Rank/Select permette di eliminare la necessita` i decom-
primere interi blocchi, fornendo cos`ı accesso casuale ai record; il concetto di base
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per la loro applicazione e` quello di costruire un vettore binario, da affiancare al
vettore compresso, che venga utilizzato per la localizzazione dei singoli record
nel file; a partire dal vettore binario aggiuntivo si possono creare degli indici
Rank/Select per una sua rappresentazione compressa ed un accesso veloce alle
sue informazioni e quindi alla localizzazione esatta delle parti di file nel vettore
compresso.
In via sperimentale, gli indici Rank/Select sono stati applicati al metodo di
compressione basato su Huffword, dando vita ad un nuovo TextDB: RSHuffword.
Il concetto di base di RSHuffword e` lo stesso di BucketedHuffword, in cui e` stata
eliminata la divisione del file a blocchi; la procedura di costruzione del TextDB,
illustrata in Figura 3.5, e` essenzialmente divisa in due fasi: generazione del codec
e compressione del file; i dati generati vengono inclusi nel file .tdb associato al
TextDB attraverso l’oggetto Directory.
L’obiettivo della prima fase e` la generazione di un codice di Huffman, che
viene poi utilizzato per la compressione. Al file sorgente viene associato un
Tokenizer, che si occupa dell’estrazione dei termini; il tipo di Tokenizer da uti-
lizzare puo` anche essere scelto dall’utente, purche´ sia un’implementazione dell’in-
terfaccia Tokenizer presente all’interno del package it.unipi.di.tokenizer;
quello utilizzato di default, FieldTermTokenizer, e` stato realizzato esplicita-
mente per RSHuffword e permette il riconoscimento dei caratteri speciali per la
separazione dei record e dei field. Il Tokenizer analizza le stringhe del file di testo
e separa i termini in corrispondenza dei caratteri non alfanumerici; il carattere
’\n’ e quello di separazione dei field, di default ’\t’, vengono considerati termini
a se´ stanti; gli spazi vengono appesi al termine che li precede.
La scelta di non considerare gli spazi separatamente e` stata verificata speri-
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Figura 3.5: Costruzione di RSHuffword:
a) Creazione dell’Huffman codec e salvataggio nel file .tdb;
b) Costruzione del file compresso.
mentalmente; inglobare gli spazi nel termine che li precede porta alla generazione
di un dizionario piu` grande e con delle ridondanze, ma permette di ottenere una
compressione migliore; in termini di occupazione di spazio, i vantaggi che si otten-
gono in compressione sono maggiori degli svantaggi che si hanno per un dizionario
piu` grande; ovviamente se viene impostato lo spazio come separatore per i field
verra` considerato come termine a se´ stante.
Tutti i termini estratti dal file vengono collezionati in un Dizionario insieme
alla loro frequenza; il Dizionario e` realizzato tramite una Map, che permette di
associare dei valori a delle chiavi e che utilizza una funzione hash per un accesso
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veloce alle chiavi. Le collezioni Java per la realizzazione di Map non permettono
di utilizzare tipi primitivi, ma solamente oggetti, obbligando ad utilizzare le clas-
si Wrapper del linguaggio, che servono ad inglobare proprio i tipi primitivi in
oggetti; ogni elemento di un oggetto HashMap ha una struttura del tipo:
int hash;
Object key;
Object value;
HashBucket next;
la cui occupazione di memoria e` data da: 16 byte per i dati in ogni bucket, piu` 8
byte per l’overhead degli oggetti; la chiave e` una stringa, quindi 8 byte di over-
head, 4 per la lunghezza, 4 per l’offset, 4 per il puntatore all’array di char, 12
per l’overhead dell’array ed infine 2 byte per ogni carattere (in media 6 caratteri
per stringa); il valore e` un Integer, quindi 8 byte di overhead e 4 per il valore;
in totale si hanno in media 80 byte per ogni elemento del dizionario. Applicare
queste collezioni a dizionari che possono raggiungere dimensioni molto elevate non
e` consigliabile; per risolvere questo problema e` stata utilizzata la libreria GNU
Trove [22], che fornisce implementazioni veloci e leggere delle collezioni Java sui
tipi primitivi del linguaggio; la libreria e` open source e rilasciata sotto la licenza
LGPL [23]. Grazie alla libreria trove e` stato possibile realizzare HashMap di tipi
primitivi, attraverso oggetti di tipo TObjectIntHashMap<char[]>, che utilizzano
char[] come chiavi e int come valori, per un risparmio di almeno 24 byte per
ogni oggetto.
Il Dizionario dei termini, quindi, permette di associare ogni termine al numero
delle sue occorrenze nel testo; le frequenze vengono copiate in un array e sostituite
nella Map da una codeword numerica, che indica la posizione della frequenza
66
3. Applicazioni
nell’array. A questo punto il Dizionario contiene i termini con le codeword a
loro associate, che permettono di conoscerne la frequenza nel testo; l’associazione
termine - codeword viene copiata in un altro Dizionario, stavolta utilizzando le
codeword come chiave ed i termini come valore, in modo da avere un accesso
veloce attraverso le codeword; anche questo Dizionario viene realizzato con la
libreria trove e viene scritto direttamente nel file .tdb, poiche´ viene utilizzato
solo in fase di decodifica.
Per la realizzazione del codice di Huffman viene utilizzata la libreria mg4j [20],
che fornisce metodi di base per la manipolazione e l’indicizzazione di documenti
di grandi dimensioni. Utilizzando il vettore delle frequenze si costruisce un albero
di Huffman, che contiene le informazioni per la generazione di un codice prefisso
ottimo. A partire dall’albero di Huffman si generano due strumenti: il Coder ed
il Decoder ; il primo permette di codificare le codeword in sequenze compresse e
viene utilizzato in fase di compressione; il secondo ha la funzione inversa, cioe`
permette di ottenere la codeword associata ad una sequenza compressa in fase di
decompressione. Il Decoder viene scritto nel file .tdb ed eliminato dalla memoria
principale, poiche´ non e` necessario in fase di compressione.
Una volta costruito il codice di Huffman si passa alla compressione vera e
propria del testo; il puntatore interno del Tokenizer viene riportato all’inizio del
file, che viene scandito una seconda volta. Ogni termine estratto dal Tokenizer
viene ricercato nel dizionario per trovare la codeword associata; la codeword
viene passata al Coder che restituisce la sequenza compressa da scrivere nel file
compresso. Il vettore compresso viene scritto nel file .tdb durante la fase di
costruzione, senza essere mantenuto in memoria principale.
Al vettore compresso (C ) viene affiancato un altro vettore binario, elemento
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Figura 3.6: Vettore R per la localizzazione dei record.
fondamentale per l’applicazione degli indici Rank/Select alla compressione Huff-
word; in Figura 3.6 viene mostrato il processo di costruzione del vettore binario
R. Il vettore di supporto ha la stessa dimensione del vettore compresso ed e` for-
mato per la maggior parte da bit di valore 0; in fase di compressione i due vettori
vengono generati simultaneamente e nel momento in cui in C si scrive la prima
codeword compressa di un nuovo record, in R viene inserito un 1; il vettore R
presenta quindi bit di valore 1 in corrispondenza della posizione di inizio di ogni
record nel vettore C. Grazie ad R e` quindi possibile localizzare esattamente le
posizioni di inizio dei record, in modo da poter eseguire direttamente la scansione
ed evitare il caricamento e la decodifica di interi blocchi di file.
Sul vettore R viene costruito un indice Rank/Select per ottenere un accesso
veloce alle sue posizioni e quindi a quelle dei record nel file. Dato che l’operazione
predominante in questa applicazione e` sicuramente select, l’indice viene scelto tra
quelli che ne privilegiano l’esecuzione; inoltre, una caratteristica fondamentale
del vettore R e` la bassa densita`, che permette di applicare gli indici specifici per
vettori sparsi ed eliminare completamente il vettore. L’occupazione di partenza
del vettore R e` pari a quella del vettore C, quindi porterebbe ad un notevole calo
nella qualita` della compressione; l’indice per vettori sparsi permette di ovviare
a questo problema, poiche´ il vettore di partenza puo` essere eliminato. Inoltre
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Figura 3.7: Vettori R ed F per la localizzazione dei record e dei field.
l’indice per select ha una occupazione di memoria basata sulla quantita` di 1
nel vettore, che sperimentalmente e` stata verificata non essere superiore a 0.01;
questo porta alla generazione di un indice di dimensioni molto compatte, inferiore
al 7% del vettore originario.
Quello che si e` ottenuto e` un accesso in tempo costante ai record, cioe` un ac-
cesso indipendente dalla loro posizione all’interno del file, a fronte di un overhead
di spazio molto ridotto.
Per interrogazioni riguardanti i field, il TextDB illustrato si limita a caricare
il record che li contiene ed analizzarlo per fornire il risultato; questo comporta-
mento e` proprio di tutti i TextDB contenuti nella libreria. La flessibilita` ottenuta
utilizzando gli indici Rank/Select, tuttavia, permette di modificare l’approccio al
fine di ottenere un accesso casuale anche ai field stessi.
Ai vettori R e C viene affiancato un ulteriore vettore (F ), che permette di
identificare l’inizio di tutti i field; il vettore F e` realizzato in fase di compressione,
ha la stessa dimensione di C e contiene 1 in tutte le posizioni corrispondenti
all’inizio di un field in C. Il vettore R viene modificato per contenere un bit
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per ogni field; il valore 1 viene assegnato ai bit che identificano il primo field
di ogni record. In Figura 3.7 viene riportato un esempio di generazione dei due
vettori; come si puo` notare il vettore R ha dimensioni molto compatte, mentre
F ha le stesse dimensioni di C. Su entrambi i vettori vengono costruiti indici per
l’esecuzione di select ; in questo caso si possono utilizzare indici per vettori sparsi
sul vettore F, mentre sul vettore R questo non e` garantito.
In questa configurazione l’occupazione di memoria e` sicuramente maggiore,
poiche´ la piu` alta densita` del vettore F rispetto al vettore R del caso precedente
porta ad un indice per select di dimensioni maggiori. Questo TextDB, tuttavia,
fornisce accesso in tempo costante ai singoli field, funzionalita` che nessun altro
TextDB della libreria mette a disposizione.
In entrambi i casi la procedura di costruzione puo` essere eseguita invocando il
metodo statico build della classe RSHuffword; i parametri del metodo includono
il nome del file da comprimere, il Tokenizer da utilizzare ed un valore binario per
scegliere se supportare accesso in tempo costante ai field oppure no. In alternativa
RSHuffword implementa un metodo main, per poter richiamare la procedura di
costruzione direttamente da linea di comando e quindi anche da script ; il parsing
dei parametri passati attraverso la linea di comando viene eseguito sfruttando le
funzionalita` offerte dalla libreria jargs [19].
Il file .tdb generato contiene sia le strutture dati che compongono il TextDB
sia informazioni sulle sue proprieta` fondamentali, quali: il tipo di TextDB utiliz-
zato, il numero di record, le codeword di separazione dei record e dei field e le
caratteristiche di densita` dei vettori R ed F (se presente) per la scelta dell’indice
da utilizzare. A partire da questo file e` possibile ricostruire tutto il TextDB e
quindi il file di partenza, che non ha piu` alcuna utilita` e puo` essere anche rimosso.
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Per l’utilizzo del TextDB e` necessario eseguire la procedura di caricamento
delle strutture dati in memoria; il primo passo e` la creazione di un oggetto TextDB
del tipo relativo al file .tdb che si intende utilizzare. Nel caso in cui il TextDB
utilizzato per la costruzione del file non sia noto, si puo` utilizzare il metodo
FromTDBFile della classe TextDB, che legge la parte di file contenente il nome
della classe, ne richiama il costruttore e restituisce l’oggetto creato. Il metodo
open di RSHuffword legge i parametri di funzionamento del TextDB e carica
in memoria tutte le strutture dati necessarie: il Dizionario per l’associazione
delle codeword ai termini, il decoder per l’estrazione delle codeword e gli indici
per l’esecuzione di select sui vettori di supporto, per i quali viene richiamato il
metodo load; infine il file compresso viene mappato in memoria per un accesso
rapido alle sue parti.
Dal momento in cui il TextDB e` caricato completamente in memoria e` possibile
eseguire i vari metodi di interrogazione, che permettono di specificare richieste di
diverso tipo; i metodi principali sono:
get: restituisce il record richiesto oppure un suo singolo field;
getRange: restituisce un range di record oppure un singolo field per ogni record
nel range;
getSequential: dato un array ordinato di posizioni, restituisce i record cor-
rispondenti oppure un singolo field da ognuno di essi;
getFieldValues: dato un field a valori multipli ed un separatore, restituisce i
singoli valori del field.
Il calcolo del risultato varia nel caso in cui venga fornito o meno il supporto per
l’accesso in tempo costante ai singoli field. Nel caso in cui cio` non sia garantito
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e` presente il solo vettore di supporto R (vedi Figura 3.6); alla richiesta di un
record i seguono due interrogazioni: x = select(R, i) e y = select(R, i + 1); x
rappresenta la posizione esatta di inizio del record i nel vettore compresso C,
mentre y e` la posizione di inizio del record successivo. Il primo vantaggio di
questo approccio si presenta subito nella fase di caricamento dei dati in memoria;
conoscendo x ed y, infatti, e` possibile caricare in memoria la quantita` di dati
strettamente indispensabile, poiche´ si conoscono esattamente l’inizio e la fine del
record. La quantita` di dati in eccesso che viene caricata e` pari al massimo a
14 bit, nel caso in cui il primo e l’ultimo byte non appartengano completamente
al record i, mentre nel normale caso di organizzazione del file a blocchi sarebbe
necessario caricare in memoria interi blocchi anche per la ricerca di un singolo
record; inoltre la fase di decodifica richiederebbe la scansione del blocco a partire
dall’inizio, mentre in questo caso si inizia la decodifica direttamente dal record,
con un risparmio pari in media al tempo necessario a decodificare meta` blocco.
A partire dalla sequenza compressa corrispondente esattamente al record
richiesto si inizia la decodifica; utilizzando il Decoder per il codice di Huffman
si estraggono le codeword corrispondenti e con una ricerca nel Dizionario si ot-
tengono i termini, che vengono concatenati per formare il record da restituire;
nel caso in cui la richiesta sia di un singolo field allora questo viene selezionato
dividendo il record sul carattere di separazione dei field. Per richieste multiple
di record il procedimento viene iterato, mentre per richieste su range di record
viene effettuata un’unica ricerca sul vettore di supporto di tutto il range, che
viene caricato completamente in memoria e decodificato sequenzialmente; anche
in questo caso se vengono richiesti i singoli field si ricavano da una divisione dei
record.
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Nel caso in cui e` supportato l’accesso in tempo costante ai field, i vettori di
supporto presenti sono due: R e F (vedi Figura 3.7). Per la localizzazione di un
record i si esegue x = select(R, i) al fine di trovare la posizione in F del primo
field del record i ; successivamente si esegue y = select(F, x) per individuare
la posizione di inizio record nel file compresso; il procedimento viene ripetuto
per il record successivo, in modo da accedere direttamente alla porzione di file
necessaria, senza dover caricare in memoria e decodificare interi blocchi di record.
Una volta ottenuta la sequenza compressa corrispondente al record richiesto si
procede con una sua decodifica, utilizzando il Decoder ed il Dizionario come nel
caso precedente. Se si ha una richiesta su uno specifico field j di un record i, la
procedura varia leggermente: si calcola sempre x = select(R, i), mentre il calcolo
di y viene eseguito come y = select(F, x + j), in modo da individuare il j -esimo
field (partendo da 0) del record i nel vettore C. Per le richieste multiple di record
o field si agisce in maniera analoga al caso precedente, iterando il procedimento
o caricando porzioni piu` ampie nel caso di richiesta di range.
Il TextDB illustrato implementa un compressore basato su codici di Huffman,
aggiungendo l’utilizzo di indici per select, che permettono di velocizzare l’accesso
al file e di ottenere accesso ai record in tempo costante a fronte di un calo min-
imo nella qualita` di compressione del file. In Figura 3.8 viene riportato l’elenco
dei metodi pubblici della classe RSHuffword, oltre a quelli ereditati dalla classe
TextDB; in totale la classe consta di 580 linee di codice, senza considerare il codice
per Tokenizer, Directory e classe principale. Le prestazioni in compressione e in
velocita` di accesso sono descritte in seguito in una apposita sezione.
Teorema 3.1 Dato un file di testo B contenente m record, si calcola l’occu-
pazione del file compresso con Huffword H e si indica con n = |H| la cardinalita`
del vettore compresso. La struttura dati RSHuffword garantisce accesso in tempo
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Figura 3.8: Elenco dei metodi della classe RSHuffword, come da documentazione.
costante ai record ed occupa H +m(2 + c + dlg(n/m)e) bit, dove 0 ≤ c ≤ 1 e` la
percentuale di occupazione di memoria scelta per l’indice sul vettore denso.
Lemma 3.1.1 Dato un file di testo B contenente m record e k field, si calcola
l’occupazione del file compresso con Huffword H e n = |H| la cardinalita` del
vettore compresso; la versione di RSHuffword che garantisce accesso in tempo
costante a record e field occupa H + k(2 + c+ dlg(n/k)e) +m(2 + c+ dlg(k/m)e)
bit, dove 0 ≤ c ≤ 1 e` la percentuale di occupazione di memoria scelta per gli indici
sui vettori densi.
Dal punto di vista sperimentale si osserva che l’aggiunta della funzionalita` di
accesso ai field richiede uno spazio extra di circa il 10% per quanto riguarda i file
da noi testati (si veda sez. 3.2).
3.1.2 PrunedRSHuffword
I codici di Huffman sono stati scelti in RSHuffword come metodo di compres-
sione date le loro caratteristiche che permettono di ottenere un risultato vicino
all’entropia di ordine 0 dei termini e quindi l’ottimo tra i codici prefissi; tuttavia,
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vi sono delle caratteristiche applicative che non permettono a questi codici di
rendere al meglio delle loro possibilita`. Il problema principale che si pone nei
TextDB e` la dimensione del dizionario, intesa come numero di termini che lo
compongono; in file come query-log di grandi dimensioni il dizionario tende ad
aumentare notevolmente; inoltre la distribuzione delle frequenze dei termini e`
quella tipicamente descritta dalla legge di Zipf, per cui pochi termini sono molto
frequenti e moltissimi sono rari ed hanno frequenza anche pari ad 1.
L’utilizzo di Huffword su dizionari con queste caratteristiche porta a delle se-
quenze compresse in genere molto lunghe, soprattutto per i termini caratterizzati
da una frequenza molto bassa; in alcuni casi potrebbe persino verificarsi che la
lunghezza della sequenza compressa sia maggiore di quella del termine stesso.
Queste considerazioni hanno portato all’individuazione di un metodo per evitare
l’utilizzo di sequenze compresse nel caso in cui questo non sia vantaggioso.
il TextDB sviluppato in questo senso e` una variante di RSHuffword a cui
viene applicato pruning del dizionario e prende il nome di PrunedRSHuffword.
La modifica apportata prevede l’eliminazione dal Dizionario dei termini per i
quali una compressione risulterebbe svantaggiosa; in fase di compressione questi
termini vengono memorizzati esplicitamente in un vettore aggiuntivo, che viene
a sua volta dotato di un vettore di supporto per la localizzazione tramite select.
Il procedimento di costruzione del TextDB ricalca quello di RSHuffword, de-
scritto in Figura 3.5, con modifiche soprattutto nella compressione. Durante la
fase di creazione del codec si procede normalmente alla costruzione del Dizionario
dei termini con la loro frequenza; prima passare alle operazioni successive il
Dizionario viene esaminato completamente per eliminare i termini la cui com-
pressione non porta benefici. Per ogni termine, data la frequenza f, la probabilita`
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p e la lunghezza l, vengono valutate le seguenti equazioni:
x = 1.2 · f · dlg 1
p
e+ 8 · l; (3.1)
y = 1.2 · f · (8 · l + 8). (3.2)
L’equazione 3.1 rappresenta l’occupazione totale di memoria di un termine nel
caso in cui venga compresso con Huffword: il logaritmo dell’inverso della sua
probabilita` e` l’occupazione della sequenza compressa che Huffman associa al ter-
mine, che va moltiplicato per il numero di occorrenze del termine stesso e suc-
cessivamente per un fattore 1.2 che aggiunge l’occupazione nell’indice del vettore
di supporto R; a questo valore va aggiunta la memorizzazione del termine nel
dizionario, pari alla sua lunghezza in bit. L’equazione 3.2, invece, rappresenta
l’occupazione totale di memoria del termine nel caso in cui venga memorizzato
esplicitamente: in questo caso la frequenza ed il fattore di correzione per il vet-
tore di supporto vengono moltiplicati per la lunghezza del termine in bit, piu` la
lunghezza di un carattere speciale che viene inserito nel vettore compresso.
Le due equazioni vengono confrontate e nel caso in cui l’occupazione com-
pressa di un termine sia maggiore di quella esplicita, cioe` se x e` maggiore di y, il
termine viene eliminato dal dizionario. Alla fine del procedimento il Dizionario
risulta troncato di alcuni termini, che risultano essere quelli di frequenza piu` bas-
sa; il Dizionario ridotto viene memorizzato nel file .tdb e le operazioni successive
vengono eseguite normalmente. Quello che si ottiene con questa modifica e` un
Dizionario piu` piccolo, ma soprattutto un codec che genera sequenze compresse
molto piu` corte. Le frequenze dei termini eliminati vengono sommate ed asseg-
nate ad una codeword specifica, chiamata escape codeword che viene aggiunta al
Dizionario.
76
3. Applicazioni
PrunedRSHuword Compression
le
tokenizer Coder
File .tdb
C
term CW
Pruned
Dictionary
tokens codewords
compressed
codewordsstrings
Select
index
In
Dictionary
?
yes
no
tokens
E
tokens escape codeword
Re R
Select
index
Figura 3.9: Costruzione del file compresso in PrunedRSHuffword.
La compressione del file risulta essere piu` articolata (vedi Figura 3.9): ogni
volta che un token viene estratto dal Tokenizer si controlla se e` presente nel
Dizionario troncato; in caso affermativo il procedimento prosegue normalmente
con l’utilizzo del codec e la scrittura nel file compresso C ; nel caso in cui il
termine sia stato eliminato dal Dizionario, viene scritto esplicitamente nel vettore
aggiuntivo E dei termini espliciti, seguito da un carattere di terminazione; nel
vettore C viene scritta la codifica della escape codeword, in modo da marcare la
presenza di un termine esplicito; entrambi i vettori C ed E vengono scritti nel
file .tdb.
Il vettore binario R di supporto a C viene costruito come nel caso precedente,
cioe` inserendo degli 1 nelle posizioni corrispondenti all’inizio dei record (vedi
Figura 3.6); alla fine del procedimento viene costruito e salvato nel file .tdb
l’indice per l’esecuzione di select su di esso. Il vettore E e` costituito dai termini
espliciti separati da un carattere speciale di terminazione e viene anch’esso fornito
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di un vettore binario di supporto: il vettore Re; Re ha le stesse funzioni di R,
infatti serve ad individuare la divisione in record all’interno del file dei termini
espliciti. In fase di costruzione E ed Re vengono costruiti simultaneamente ed
hanno la stessa dimensione; ogni volta che un termine viene inserito in E, una
sequenza di 0 della stessa lunghezza del termine viene inserita in Re; se il termine
da inserire in E e` il primo esplicito di un record, allora la sequenza binaria inizia
per 1; se un record non contiene termini espliciti allora viene inserito un carattere
di terminazione, con la corrispondente sequenza che inizia per 1; anche per Re
viene costruito un indice per l’esecuzione di selectsu vettori sparsi.
Utilizzando i vettori R ed Re e` possibile risalire alla posizione di inizio del
record in C e dei suoi termini espliciti in Re, mantenendo l’accesso in tempo
casuale ai record; data una richiesta di un record i, l’interrogazione sul file C
rimane invariata, cioe` si calcola l’inizio e la fine del record tramite select su R e
si carica in memoria; la stessa operazione viene eseguita sul vettore Re: si calcola
l’inizio e la fine dei termini espliciti relativi al record i e si carica in memoria la
stringa corrispondente. La sequenza compressa di C viene decompressa estraendo
un codice alla volta e decodificandolo per ottenere la sua codeword; se la codeword
e` di un termine qualsiasi allora questo viene cercato nel dizionario ed appeso al
risultato, altrimenti se la codeword e` la escape codeword allora si inizia a scorrere
la sequenza di termini espliciti estratta da E aggiungendo il termine al risultato.
Per l’accesso ai field si parte dalla stringa contenente il record e si procede ad
una sua divisione sui caratteri di separazione.
Per la costruzione con il supporto diretto ai field si aggiungono due vettori
binari, F ed Fe, per la localizzazione diretta dei field in C ed E ; il procedimento
e` del tutto analogo a quello illustrato per RSHuffword (vedi Figura 3.7). I due
78
3. Applicazioni
vettori di localizzazione dei record si riducono a contenere un bit per ogni field,
dove il valore 1 e` assegnato ai bit corrispondenti al primo field di ogni record;
questi vettori sono molto piu` compatti ed hanno in media un densita` molto piu`
alta dei vettori per i field; in fase di costruzione viene eseguito un controllo sulla
densita` per verificare l’applicabilita` di indici per vettori sparsi, in caso contrario
vengono utilizzati gli indici di base. Il calcolo del risultato nelle interrogazioni
consiste nel localizzare il field di partenza in C attraverso i due vettori R ed
F ; lo stesso procedimento viene eseguito per E, individuando il primo termine
esplicito del field da analizzare; la decodifica si applica alla sequenza caricata da
C, estraendo i termini presenti in E quando si incontra una escape codeword.
PrunedRSHuffword permette di eliminare gli svantaggi dovuti all’applicazione
di Huffword ad un Dizionario di dimensione troppo elevata; i termini memo-
rizzati esplicitamente non comportano una perdita in compressione, mentre un
Dizionario piu` piccolo porta ad una generazione di sequenze compresse in media
piu` corte da parte del coder ; dal punto di vista teorico, si puo` dire che la com-
pressione di PrunedRSHuffword sia migliore rispetto a quella di RSHuffword;
per quanto riguarda le prestazioni, si potrebbe subire un aumento dei tempi di
risposta, dovuto alla necessita` di eseguire piu` interrogazioni su vettori diversi.
3.1.3 RePair + RSHuffword
In molte implementazioni di metodi di compressione basati su Dizionario la codifi-
ca viene effettuata online, aggiustando il contenuto del Dizionario dopo la trasmis-
sione di ogni frase e permettendo la sua trasmissione implicita; il coder ed il de-
coder agiscono in maniera simultanea sul Dizionario, modificandolo ad ogni passo
della compressione o decompressione.
Un approccio alternativo, utilizzato anche da RSHuffword, e` quello di analiz-
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zare completamente il testo per la creazione a priori del Dizionario ed includerne
una rappresentazione esplicita come parte del messaggio compresso. Il vantag-
gio di questo approccio oﬄine e` che avendo accesso a tutto il testo e` possi-
bile ottimizzare la scelta dei termini del Dizionario in modo da massimizzare la
compressione.
Il metodo preso in esame per l’ottimizzazione del Dizionario e` RePair [11]; in
questo metodo l’algoritmo di derivazione delle frasi prevede un Recursive Pairing
dei termini, che consiste nella sostituzione della coppia di termini piu` frequente
nel testo con un nuovo termine, eseguendo di nuovo la valutazione delle frequenze
di tutte le coppie in base al nuovo alfabeto e ripetendo il processo iterativamente.
I passi dell’algoritmo sono i seguenti:
1. Identificazione dei simboli a e b tali che ab e` la coppia di simboli adiacenti
piu` frequente nel testo. Se nessuna coppia ha una frequenza maggiore ad 1
l’algoritmo si ferma.
2. Introduzione di un nuovo simbolo A e sostituzione di tutte le occorrenze di
ab con A.
3. Iterazione dal punto 1.
Il messaggio viene cos`ı trasformato in una nuova sequenza di simboli, ognuno dei
quali rappresenta un unico simbolo o una coppia di simboli definiti ricorsivamente.
A questo punto il Dizionario delle coppie viene trasmesso ed al messaggio viene
applicato un codice di compressione che si avvicini all’entropia di ordine 0, come
per esempio un codice di Huffman.
L’algoritmo di estrazione delle coppie di RePair e` stato adattato alle esigenze
di un TextDB ed applicato ad RSHuffword, dando vita ad un nuovo TextDB:
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Figura 3.10: Costruzione del codec in RepairRSHuffword.
RepairRSHuffword, inserito nel package it.unipi.di.textdb; l’obiettivo di Re-
pairRSHuffword e` il miglioramento della compressione e delle prestazioni di RSHuf-
fword. Le modifiche effettuate al metodo di base sono volte a migliorare l’efficien-
za dell’algoritmo, evitare una fase di costruzione del TextDB troppo dispendiosa
in termini di tempo e di risorse computazionali ed eliminare eventuali passi di
ricorsione che sarebbero poco efficienti in fase di interrogazione.
La costruzione di RepairRSHuffword agisce esattamente come quella di RSHuf-
fword, mostrando solo alcuni passaggi aggiuntivi per la creazione del Dizionario
(vedi Figura 3.10). Inizialmente si procede come di consueto all’estrazione dei ter-
mini dal testo utilizzando un Tokenizer ed alla compilazione del Dizionario; per la
formazione delle coppie vengono utilizzati solamente i termini con frequenza piu`
alta, poiche´ termini con frequenza bassa portano necessariamente alla costruzione
di coppie con frequenza bassa. Dal Dizionario vengono estratti i k termini con
frequenza piu` alta, dove k viene dimensionato in base al numero di occorrenze
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del Dizionario.
I top-frequency term vengono memorizzati in un ulteriore Dizionario, che co-
munque rimane di dimensioni ridotte dato il basso numero di termini selezionati.
Il Tokenizer viene posizionato all’inizio del file e si effettua una ulteriore scan-
sione, durante la quale vengono collezionate le frequenze delle coppie formate dai
soli top-frequency term; l’estrazione delle coppie avviene trattenendo in memoria
il termine precedente a quello che viene estratto ed aggiungendo la coppia in un
apposito Dizionario nel caso in cui entrambi siano termini frequenti. La gestione
degli spazi in questo caso e` implicita, poiche´ il Tokenizer provvede ad appenderli
al termine che li precede e la coppia viene formata concatenando i due termini,
lasciando l’eventuale spazio in mezzo.
Alla fine di questo procedimento, si hanno tutte le coppie formate da termini
frequenti, con tanto di numero di occorrenze per ognuna; l’algoritmo implemen-
tato, tuttavia, non prevede l’accettazione di tutte le coppie, ma solo quelle che
superano una valutazione preventiva. Per ogni coppia, dato il numero totale
dei termini t, la sua frequenza f e la media della frequenza dei termini che la
compongono ft, si valutano le seguenti equazioni:
x = 2 · f · (dlg t
ft
e); (3.3)
y = f · (dlg t
f
e). (3.4)
L’equazione 3.3 rappresenta l’occupazione di spazio dei termini nelle occorrenze
della coppia nel file compresso; la sua valutazione prevede il calcolo approssi-
mato della lunghezza della sequenza che un codice di Huffman assegnerebbe ad
un termine di frequenza pari alla media delle frequenze dei due termini; questo
valore viene moltiplicato per il numero di occorrenze della coppia e per il numero
dei termini. L’equazione 3.4, invece, rappresenta l’occupazione di spazio che si
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avrebbe nel caso di scelta della coppia e viene calcolata moltiplicando la lunghez-
za della sequenza compressa associatale da un codice di Huffman per il numero
delle occorrenze. Se si verifica che l’occupazione di memoria nel caso di utilizzo
dei singoli termini e` maggiore di quella nel caso di utilizzo della coppia, allora
la coppia viene inserita nel Dizionario delle coppie approvate, altrimenti viene
scartata.
Una modifica apportata in seguito e` stata l’introduzione di un limite alla
dimensione del Dizionario delle coppie in modo da evitare il raggiungimento di
un’occupazione di memoria troppo elevata; il tetto massimo di occupazione di
memoria raggiungibile e` stato imposto pari ad un decimo dell’occupazione di
memoria di quello dei termini. Nel momento in cui il Dizionario delle coppie rag-
giunge questo limite, viene interrotto il processo e le coppie non ancora valutate
vengono scartate; questa opzione e` del tutto sperimentale e puo` essere utilizzata
o meno in base alle esigenze specifiche.
Nel momento in cui il Dizionario aggiuntivo con le coppie e` stato costruito,
viene inglobato nel Dizionario di base per la costruzione del Dizionario inverso e la
sua memorizzazione nel file .tdb; quindi si procede con la costruzione del codice
di Huffman a partire dalle frequenze collezionate, come nel caso di RSHuffword.
Anche la fase di costruzione dell’indice viene modificata per l’utilizzo delle
coppie estratte: durante la scansione del testo viene sempre mantenuto il termine
precedente a quello corrente; se la coppia ottenuta concatenando i due termini e`
presente nel Dizionario allora questa viene codificata e scritta nel file compresso,
altrimenti il primo termine viene codificato singolarmente ed il secondo viene
mantenuto per il confronto successivo. Nel caso in cui venga raggiunta la fine di
un record o di un field i termini non ancora scritti vengono codificati e scritti nel
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compresso e si procede allo svuotamento del buffer temporaneo. La costruzione
dei vettori di supporto e dei relativi indici non viene modificata, cos`ı come la
possibilita` di fornire o meno il supporto aggiuntivo per l’accesso in tempo costante
ai field.
Una volta costruito il file .tdb, il procedimento rimane inalterato sia per
quanto riguarda l’apertura del TextDB sia per quanto riguarda l’esecuzione delle
interrogazioni. Il calcolo del risultato non viene alterato per quanto riguarda
l’individuazione delle porzioni di file da caricare attraverso gli indici di supporto;
la decodifica avviene normalmente, utilizzando il Decoder per la trasformazione
delle sequenze binarie in codeword ed anche l’estrazione finale dei termini non
subisce modifiche, poiche´ il termine corrispondente alla codeword viene estratto
dal Dizionario e concatenato al risultato sia nel caso che si tratti di un termine
singolo, sia nel caso che corrisponda ad una coppia di termini.
Il TextDB RepairRSHuffword permette di sfruttare la creazione oﬄine del
Dizionario per una sua ottimizzazione in fase di scelta dei termini; rispetto all’uti-
lizzo di un Dizionario normale, questo permette di raggiungere risultati migliori in
compressione, poiche´ il guadagno dovuto alla codifica di meno termini e` maggiore
del costo aggiuntivo per la maggior dimensione del Dizionario. La costruzione di
RepairRSHuffword risulta essere molto piu` lenta rispetto a quella di RSHuff-
word, data la necessita` di eseguire una scansione in piu` dell’intero testo; tuttavia,
questo costo puo` essere trascurato, poiche´ la costruzione va eseguita una sola vol-
ta, indipendentemente dall’utilizzo che si fara` del TextDB. Inoltre, la presenza di
coppie di termini nel Dizionario porta a dei vantaggi in fase di esecuzione, poiche´
nei casi in cui si estrae una coppia vengono eseguiti una decodifica ed un accesso
al Dizionario in meno rispetto all’estrazione dei due termini che la compongono;
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quindi RepairRSHuffword permette di ottenere una migliore compressione ed in
media prestazioni piu` elevate.
3.2 Test di funzionalita` e prestazioni
I test per la verifica del corretto funzionamento dei TextDB e per la valutazione
delle loro prestazioni sono stati eseguiti in maniera esaustiva e molto accurata,
al fine di coprire tutte le possibilita` di utilizzo. La caratteristica principale dei
TextDB realizzati e` principalmente la versatilita`, soprattutto per quanto riguarda
i campi applicativi; questo porta ad una non facile scelta del set di verifica da
utilizzare.
Per l’esecuzione dei test sono stati scelti testi con caratteristiche diverse per
quanto riguarda contenuti, struttura e dimensioni, in modo da monitorare il com-
portamento dei TextDB sotto condizioni variabili ed in casi di utilizzo anche com-
pletamente diversi. I file di testo presi in esame spaziano da un query-log ad un
testo inglese ad un file contenente URL.
L’adattabilita` del TextDB a tutte queste tipologie di file e` data non solo
dall’approccio a record e field, ma anche dall’utilizzo di Tokenizer appositi per
ogni file; grazie alla sua configurazione, infatti, il TextDB puo` indicizzare qualsiasi
tipologia di file, purche´ venga fornito un Tokenizer per il riconoscimento dei suoi
termini. Dal momento in cui il Tokenizer estrae le parti di testo dal file sorgente,
il TextDB continua il suo lavoro trattandole come semplici stringhe e quindi ne
puo` ignorare completamente la conformazione.
In questa sede vengono riportati i risultati dei test effettuati su un query-log
di dimensione 300MB e su dei file di testo in lingua inglese di diverse dimensioni
che vanno da 1GB a 4GB; il query-log e` stato preso dai file messi a disposizione
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da Yahoo! per il progetto SmallText, mentre il file di testo e` stato seleziona-
to tra quelli messi a disposizione dal progetto Pizza&Chili [21], che prevede la
realizzazione di indici compressi e fornisce alcuni testset per l’esecuzione dei test.
L’obiettivo principale dei test e` il monitoraggio delle prestazioni dei TextDB
che utilizzano gli indici per select, oggetto di questa tesi; in particolare il termine
di paragone per questi TextDB e` BucketedHuffword, che realizza una compres-
sione Huffword standard con puntatori ed e` stato il punto di partenza per la
costruzione dei nuovi TextDB; in questo modo viene resa possibile la misurazione
dei benefici, ove presenti, portati dall’introduzione di una nuova tecnica di ricer-
ca sul file compresso. Sia la compressione che le prestazioni, quindi, sono state
valutate in base al risultato ottenuto da un metodo Huffword, che rappresen-
ta il massimo raggiungibile in termini di compressione con codici prefissi senza
contesto.
I test sono stati effettuati sul server brie.di.unipi.it, sempre in momenti in
cui non vi erano altri processi importanti in esecuzione, in modo da non inficiare
sui risultati dei test. La modalita` di esecuzione dei test prevede la costruzione
dei vari TextDB su di uno specifico file, dalla quale si ricavano subito i dati sulla
compressione; in seguito viene lanciata una applicazione che richiede un utilizzo
intensivo del sistema ed il caricamento di molti dati da disco in memoria, per
eliminare eventuali parti di file rimaste in memoria principale o in memoria cache
ed eseguire cos`ı i test a freddo. Questa applicazione viene lanciata anche tra un
test ed un altro, in modo da ripetere i vari test sotto le stesse condizioni.
Se un TextDB puo` essere costruito in diverse configurazioni, allora viene scelta
quella che puo` portare maggiori benefici in termini di prestazioni, anche eseguendo
sperimentalmente la valutazione. Una volta che si hanno i TextDB relativi ad un
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determinato file si procede all’esecuzione dei test veri e propri, secondo il seguente
schema:
1. costruzione di un testset che verra` utilizzato da tutti i TextDB relativi al
file;
2. esecuzione della procedura di caricamento di un TextDB;
3. prima esecuzione delle interrogazioni selezionate e calcolo delle prestazioni;
4. seconda esecuzione delle interrogazioni, per il calcolo delle prestazioni a
caldo;
5. chiusura del TextDB;
6. invocazione del metodo di warmdown del sistema;
7. ripartenza dal punto 2 con un diverso TextDB o con un diverso gruppo di
query.
Per ogni TextDB sono stati eseguiti test su query generate casualmente oppure su
query ordinate in modo crescente; inoltre, come illustrato, il test viene eseguito
due volte, per valutarne le prestazioni sia a caldo che a freddo.
La qualita` delle compressione viene misurata in termini di percentuale di
spazio rispetto al file originale, mentre le prestazioni vengono misurate in base al
throughput, cioe` il numero di stringhe restituite nell’unita` di tempo, considerata
pari ad un millisecondo. In media il numero di query eseguite e` pari a 50000.
La configurazione di RSHuffword utilizzata e` quella che prevede blocchi della
dimensione di 50 record.
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3.2.1 Compressione
Tra le caratteristiche di un indice la capacita` di compressione e` di fondamentale
importanza, poiche´ e` necessario che la rappresentazione dei dati sia compatta
prima di tutto; ovviamente l’aumento della compressione deve essere tale per cui
non si abbia un calo eccessivo in prestazioni.
L’obiettivo principale dei TextDB realizzati e` quello di fornire buone prestazioni,
riuscendo a mantenere una compressione molto vicina a quella dei migliori metodi
di compressione conosciuti; il metodo di base utilizzato e` Huffword, quindi ci si
aspetta che le caratteristiche di compressione siano simili a quelle ottenute da un
codice prefisso senza contesto. In particolare, nella libreria SmallText, questo tipo
di compressione e` implementato dall’indice BucketedHuffword, che viene quindi
utilizzato come termine di paragone.
Oltre ai TextDB basati su Huffword, e` stato utilizzato anche un TextDB che
impiega z-code per la compressione; z-code non e` un metodo di compressione
vero e proprio, ma una rappresentazione compatta di numeri interi, come γ-code
e δ-code. Per il suo utilizzo, il Dizionario dei termini viene ordinato in base
alla frequenza; come compressione, il codice si limita a rappresentare in maniera
compatta il rank dei termini nel Dizionario; anche in questo caso il file viene
diviso in blocchi e tutta la gestione del TextDB e` basata su di essi; nel momento
in cui viene inoltrata un’interrogazione al TextDB, il blocco corrispondente viene
caricato in memoria ed analizzato fino a trovare il record richiesto. Rispetto
ad Huffword, questo metodo garantisce migliori prestazioni a fronte di una piu`
bassa qualita` di compressione; l’aumento delle prestazioni e` dovuto alla facilita`
di decodifica delle sequenze compresse, che non richiede l’utilizzo di un Decoder.
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Figura 3.11: Risultati in compressione ottenuti dai TextDB.
Negli RSTextDB1 la compressione Huffword e` la componente principale, alla
quale vengono aggiunte delle strutture dati per la localizzazione veloce dei record;
la compressione ottenuta, quindi, sara` sicuramente inferiore a quella di Bucket-
edHuffword. Questa differenza e` stata misurata per valutare il costo che si paga
in compressione e rapportarlo alla differenza di prestazioni tra i vari TextDB.
In figura 3.11 viene riportato il grafico che mostra la compressione ottenuta
dai vari TextDB quando applicati a diverse tipologie di file; la misura della com-
pressione e` la dimensione del TextDB in percentuale rispetto alla dimensione del
file originale.
L’andamento qualitativo e` lo stesso per tutti i tipi di file, quindi le differenze
di compressione tra i vari TextDB sono simili indipendentemente dal tipo di dati
indicizzato; dal punto di vista quantitativo, invece, si hanno delle forti variazioni
in base al contenuto del file, a rappresentazione del fatto che alcuni dati si prestano
1TextDB che utilizzano indici per select
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di piu` alla compressione rispetto ad altri.
In generale i testi sono facilmente comprimibili dato che la distribuzione dei
termini risulta essere skewed2 ed il Dizionario non e` molto vasto; questo giustifica
la compressione nettamente superiore per il testo inglese. Al contrario, file in cui
il Dizionario e` molto grande a causa della presenza di molti termini si prestano
di meno alla compressione, poiche´ generano codici in media piu` lunghi; il file
contenente URL, infatti, ha una variabilita` molto alta dei termini, quindi risulta
difficilmente comprimibile. In questo caso l’adozione di un Tokenizer specifico per
URL apporta dei benefici, ma comunque la dimensione dell’indice rimane molto
elevata.
Come previsto BucketedHuffword ottiene la compressione migliore tra tutti
i TextDB; l’RSTextDB di base ha un overhead abbastanza consistente, dovuto
all’aggiunta delle strutture dati per la localizzazione dei record; questo overhead
si attesta intorno al 5% per file come il query-log e scende al 2% per il file in lingua
inglese. L’aggiunta della funzionalita` di accesso ai field aumenta l’occupazione
di spazio, a causa della presenza di un vettore di supporto molto denso; nel file
di testo la divisione in field non ha senso, poiche´ non e` presente un termine di
separazione all’interno dei record; nel query-log, che si presta molto bene a questa
classificazione, l’overhead per i field si attesta intorno all’8% del file originale.
I TextDB ottenuti dalle modifiche di RSHuffword hanno delle caratteristiche
differenti tra di loro e non sempre ottengono i risultati teorizzati. PrunedRSHuf-
fword applica un troncamento al Dizionario ed una memorizzazione esplicita dei
termini la cui compressione puo` risultare sconveniente; questo approccio non si
dimostra valido in tutti i casi, contrariamente a quanto si poteva ipotizzare; la
2applicato alla legge di Zipf significa che la curva della distribuzione delle frequenze rimane
molto bassa.
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compressione ottenuta, infatti, risulta peggiore di RSHuffword quasi in tutti i
tipi di file. La causa di questo calo di compressione e` proprio il troncamento
del Dizionario, o piu` precisamente la scelta dei termini da memorizzare esplicita-
mente; nel momento in cui si controllano i termini, si valuta la loro occupazione
di spazio nel file nel caso in cui questi vengano compressi (vedi equazione 3.1);
questa valutazione puo` risultare non veritiera, poiche´ non e` possibile calcolare con
precisione la lunghezza della sequenza associata ad un termine da un codice Huf-
fword prima della generazione del codice stesso; in particolare l’elemento dlg 1
p
e e`
una sua approssimazione per eccesso, quindi porta ad una valutazione per eccesso
dell’occupazione di spazio, con il rischio di eliminare dal Dizionario termini che
vi andrebbero mantenuti.
Per quanto riguarda RepairRSHuffword, invece, l’ottimizzazione del Dizionario
riesce ad ottenere buoni risultati; la compressione e` sempre migliore di quella
ottenuta da RSHuffword e soprattutto si avvicina molto a quella di Bucketed-
Huffword. Per file particolari, inoltre, RePair permette di sfruttare l’altissima
frequenza di alcune coppie e riesce quasi ad ottenere la stessa compressione di
un Huffword standard; in questo caso il file di URL si presta particolarmente
all’applicazione di RePair, poiche´ vengono sfruttate combinazioni molto comuni,
come ad esempio http + :// o www + ..
Il TextDB basato su z-code ottiene dei buoni risultati in compressione, nonos-
tante il metodo non sia ottimo come Huffword; la compressione e` sempre inferiore
a quella di BucketedHuffword, ma in generale migliore di quella dei RSTextDB;
solo RepairRSHuffword riesce ad ottenere una compressione uguale o migliore
ad esso. Questa caratteristica inserisce i due TextDB tra i migliori disponibili
nella libreria, poiche´ ottengono delle buone prestazioni a fronte di una perdita in
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Figura 3.12: Distribuzione di spazio degli oggetti all’interno di un TextDB.
compressione minima rispetto a BucketedHuffword.
In Figura 3.12 viene mostrata la distribuzione di spazio interna ai vari RS-
TextDB; per ogni struttura dati si riporta l’occupazione di spazio in percentuale
rispetto al totale. In generale si vede come il file compresso sia la componente
predominante, con un’occupazione di memoria intorno al 70% di tutto il TextDB,
mentre l’indice per la localizzazione dei record occupa il 10% del totale; il restante
20% e` occupato dal Dizionario dei termini e dal decoder del codice Huffword.
Rispetto ad RSHuffword, RepairRSHuffword riserva piu` spazio al Dizionario dei
termini, che contiene le coppie aggiuntive; il miglioramento in compressione si
e` dimostrato tale da compensare l’aumento di dimensione del Dizionario. Per
quanto riguarda PrunedRSHuffword, invece, si ha una diminuzione del numero di
termini nel Dizionario; questo porta ad un codice con sequenze piu` corte, ad un
file compresso piu` piccolo e quindi anche ad un indice per select piu` compatto;
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tuttavia la dimensione del vettore che contiene i termini espliciti e quella del suo
indice per select annullano questi vantaggi e portano in generale ad una peggior
compressione.
3.2.2 Prestazioni
Le prestazioni sono state misurate su TextDB creati a partire dal query-log e dal
file di testo in lingua inglese; in particolare sono state utilizzate loro versioni di
diverse dimensioni, in modo da monitorare l’andamento delle prestazioni anche in
base alla variazione della dimensione del file in input. I test sono stati eseguiti su
BucketedHuffword, preso come punto di riferimento, sui tre RSTextDB realizzati
e sulla versione di BucketedHuffword che impiega z-code.
I test effettuati consistono in una serie di interrogazioni al TextDB e nel sal-
vataggio dei risultati; le interrogazioni possono essere random o sequenziali, in
modo da controllare tutte le modalita` di utilizzo. L’esecuzione dei test, inoltre, e`
stata effettuata sia a freddo che a caldo, per poter conoscere come si comportano
i TextDB sotto diverse condizioni; i test a caldo, infatti, simulano il comporta-
mento dei TextDB dopo un loro utilizzo prolungato nel tempo. I run eseguiti
comprendono un numero di 50000 query, i cui dati sono stati salvati per poter
eseguire lo stesso test su tutti i diversi TextDB; per l’esecuzione di test sequenziali
ci si limita ad ordinare in ordine crescente un set di query generate casualmente.
In figura 3.13 vengono riportati i grafici delle prestazioni ottenute dai test
eseguiti utilizzando random query su un sistema freddo. Nell’asse delle ascisse
viene riportata la dimensione dei file originali prima della compressione, mentre
nell’asse delle ordinate viene riportato il throughput, misurato come il numero di
record che il sistema riesce ad accedere in un millisecondo.
Nel caso di test eseguiti a freddo, i risultati migliori si ottengono da Bucket-
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Figura 3.13: Esecuzione di random query a freddo.
edHuffword con codifica z-code, con un leggero calo nel caso di codifica Huffword.
Gli RSTextDB hanno prestazioni peggiori rispetto ai due precedenti; tra questi
si notano le stesse prestazioni per RShuffword e RepairRSHuffword, mentre si
hanno risultati nettamente inferiori per PrunedRSHuffword. Nel caso di Prune-
dRShufword incide molto la necessita` di eseguire operazioni su due vettori diversi
e quindi il numero di operazioni da eseguire raddoppia, come gli accessi a dispos-
itivi di I/O. Il calo delle prestazioni per i restanti RSTextDB puo` essere spiegato
dal tempo che viene impiegato per l’interrogazione degli indici di supporto, che
non viene compensato dal guadagno che porta la localizzazione diretta dei record.
Tuttavia, va notato l’andamento qualitativo delle prestazioni: mentre i TextDB
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Figura 3.14: Esecuzione di random query a caldo.
tradizionali subiscono un calo all’aumentare delle dimensioni del file, gli RS-
TextDB non risentono di questo fattore e ottengono dei risultati piu` o meno
costanti; questo aspetto rispecchia l’accesso casuale fornito dagli indici per select
ed il fatto che il caricamento dei soli record in memoria permette di gestire allo
stesso modo tutti i tipi di file. Per BucketedHuffword lavorare con file di piccole
dimensioni permette di sfruttare i blocchi gia` caricati in memoria per l’esecuzione
di diverse query ; quando si passa a file di dimensioni piu` grandi e` meno probabile
che una query si riferisca ad un blocco gia` caricato in memoria, quindi si ha il
calo di prestazioni che viene riportato nel grafico.
Nel caso di test eseguiti a caldo, i risultati subiscono delle variazioni notevoli,
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riportate in Figura 3.14; il test a caldo simula i risultati che il TextDB ottiene
dopo un utilizzo prolungato. In generale, rimane l’andamento costante per gli
RSTextDB ed un calo di prestazioni per i normali TextDB per file di dimensioni
superiori ad 1GB; in questo caso, tuttavia, gli RSTextDB riescono a sfruttare la
maggiore velocita` degli indici per select su test a caldo e soprattutto l’eventuale
caching degli indici; si ottengono quindi dei risultati migliori di BucketedHuffword
con codifica Huffword, a dimostrazione del fatto che per per utilizzo intensivo del
TextDB il beneficio della localizzazione diretta dei record e` notevole.
Viene confermata, inoltre, la buona qualita` di RepairRSHuffword, che ha delle
prestazioni leggermente inferiori a RSHuffword, ma ha dimostrato una maggiore
capacita` di compressione; per quanto riguarda PrunedRSHuffword, invece, la
necessita` di accedere due vettori distinti ed ai relativi indici grava pesantemente
sulle prestazioni. Molto interessante risulta il fatto che i migliori RSTextDB
abbiano delle prestazioni molto vicine a quelle di un TextDB che non utilizza una
compressione vera e propria, come nel caso di BucketedHuffword con z-code.
L’esecuzione di query sequenziali (vedi Figura 3.15) risulta molto simile a
quella di test eseguiti a caldo. In BucketedHuffword query sequenziali permettono
di ottimizzare il caricamento di blocchi in memoria, con un buon risultato in
termini di prestazioni; negli RSTextDB, invece, si riesce ad ottimizzare l’utilizzo
degli indici di supporto. In caso di esecuzione di select, infatti, e` stato dimostrato
sperimentalmente che l’esecuzione di query localizzate permetteva di diminuire
l’accesso a dispositivi I/O e quindi di aumentare il throughput.
In generale tutti i test confermano i buoni risultati ottenuti dagli RSTextDB.
In file di piccole dimensioni il normale approccio a blocchi ha dei vantaggi, che
vengono meno quando l’utilizzo di blocchi gia` caricati in memoria non e` piu` molto
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Figura 3.15: Esecuzione di query sequenziali.
frequente; inoltre, nel caso di un utilizzo intensivo e prolungato del sistema, gli
indici di supporto riescono a rendere al meglio e permettono agli RSTextDB di
ottenere ottime prestazioni, superiori anche a quelle di un normale codice Huff-
word. La codifica z-code rimane sempre migliore in prestazioni, ma il termine di
paragone principale e` Huffword, che viene notevolmente migliorato dall’adozione
di indici per select.
Tra tutti gli RSTextDB si dimostra l’ottimalita` di RepairRSHuffword, che
ottiene delle prestazioni quasi pari a quelle di RSHuffword, ma con una migliore
qualita` di compressione; si puo` considerare non ottimale PrunedRSHuffword, che
al calo delle prestazioni non associa il miglioramento in compressione che si era
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ipotizzato.
In generale per le caratteristiche di compressione il TextDB migliore risulta es-
sere BucketedHuffword, seguito da RepairRSHuffword e z-code, che ottengono dei
risultati molto simili, e da RSHuffword; per quanto riguarda le prestazioni, invece,
il throughput migliore appartiene a z-code, ma RSHuffword e RepairRSHuffword
riescono ad ottenere dei risultati molto vicini quando il sistema viene utilizza-
to intensamente. RepairRSHuffword si dimostra essere una valida alternativa ai
tradizionali TextDB, in quanto garantisce un buon compromesso tra compres-
sione e prestazioni ottenute.
L’applicazione di indici Rank/Select ad un compressore basato su Huffword
permette la localizzazione diretta dei record e dei field nel file compresso e quin-
di evita la necessita` di applicare l’approccio a blocchi. Questa caratteristica si
e` dimostrata vantaggiosa ed i test hanno confermato che il normale codice di
Huffword e` stato migliorato, con una perdita minima in compressione.
Le caratteristiche di RepairRSHuffword dimostrano che l’ottimizzazione del
Dizionario puo` portare dei benefici sia in compressione che in prestazioni; questo
processo, tuttavia, deve essere studiato e valutato a fondo, altrimenti si rischia di
ottenere l’effetto contrario, come nel caso di PrunedRSHuffword. Questo risultato
invita a focalizzare l’attenzione sullo studio di altri metodi di ottimizzazione del
Dizionario, che promettono di migliorare notevolmente le qualita` dei TextDB e
di tutti i metodi di compressione oﬄine basati su Dizionario.
Per quanto riguarda i risultati ottenuti da z-code, si puo` dire che e` sorprendente
la sua capacita` di compressione se rapportata alle ottime prestazioni che riesce ad
ottenere; in generale questo e` possibile ogni volta che la distribuzione dei termini
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risulta essere molto skewed. Sicuramente l’utilizzo di z-code risulta piu` conve-
niente di quello di qualsiasi altro TextDB; tuttavia, questo non deve sminuire
le qualita` degli RSTextDB, poiche´ l’obiettivo primario di migliorare Huffword e`
stato raggiunto; al contrario, questi dati invitano ad investigare l’applicazione
degli indici Rank/Select alla compressione z-code, poiche´ e` probabile che si pos-
sa ottenere un ulteriore miglioramento delle prestazioni eliminando l’approccio a
blocchi.
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Conclusioni
In questa tesi si prendono in esame le strutture dati compresse per l’esecuzione di
rank e select su sequenze binarie e la loro applicazione alla compressione di testi.
Le soluzioni proposte per la realizzazione di indici Rank/Select sono molteplici e
non e` ancora stata identificata la soluzione migliore in pratica; in particolar modo
tutti gli sforzi sono mirati ad una riduzione dello spazio delle strutture dati per il
raggiungimento del limite teorico dell’entropia di ordine 0, lasciando in secondo
piano l’aspetto legato alle prestazioni.
L’obiettivo di questa tesi e` stato quello di studiare le migliori soluzioni note ed
implementarne delle varianti che sono in grado di fornire un ottimo compromesso
tra occupazione di spazio e prestazioni. La principale novita` introdotta rispetto
agli strumenti esistenti e` la versatilita` degli indici, che permettono di specificare
a priori l’occupazione di spazio che si desidera raggiungere, pur mantenendo delle
prestazioni elevate (vedi Teoremi 2.1-2.2 e Teoremi 2.3 - 2.4).
Tutte le strutture dati realizzate sono robuste ed efficienti su vettori di grandi
dimensioni (vedi sez. 2.6); questa caratteristica rende gli indici utilizzabili da
tutte le applicazioni che attualmente fanno uso di grandi quantita` di dati, come
ad esempio nel campo dei DB testuali e dei motori di ricerca.
Infine, gli indici sviluppati sono stati applicati agli strumenti di compressione
messi a disposizione dalla libreria SmallText ; il risultato e` una serie di nuovi com-
Conclusioni
pressori Huffman-based che riescono ad ottenere accesso casuale e decompressione
efficiente di una qualunque porzione di testo (vedi Teorema 3.1). Le prestazioni
ottenute da questi DB testuali sono eccellenti sia in termini di compressione che
tempi di risposta (sez. 3.2), a dimostrazione del fatto che le potenzialita` degli
indici Rank/Select sono notevoli e possono portare dei benefici in molti campi
applicativi.
Gli sviluppi futuri sono mirati alla progettazione di una struttura dati com-
pressa che sia in grado di ottenere le stesse prestazioni su entrambe le primitive
rank e select senza perdite in termini di occupazione di spazio. L’obiettivo sara`
inoltre quello di valutare le prestazioni reali di alcune strutture presentate in
letteratura [6].
Per quanto riguarda la compressione di testi, in questa tesi abbiamo posto
l’accento sui benefici introdotti dall’ottimizzazione del Dizionario utilizzato dai
compressori oﬄine; un ambito di ricerca potrebbe essere lo studio di ulteriori
metodi di ottimizzazione, per un miglioramento sia della qualita` della compres-
sione che delle prestazioni in accesso e decompressione di porzioni di testo. Inoltre
si potrebbe pensare di introdurre l’utilizzo degli indici Rank/Select anche a com-
pressori basati su altri metodi, per valutare i benefici che queste strutture dati
possono apportare ad essi.
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