This paper considers the critical periods of third-order planar Hamiltonian systems. It is assumed that the origin of the system is a center. With the aid of symbolic and numerical computations, we show the existence of seven local critical periods. This is the maximal number of local critical periods that a cubic Hamiltonian system can have.
Introduction
Periodic motion or oscillation is a common phenomenon which exists in almost all disciplines of physical and engineering systems. Limit cycle is one of the source generating periodic motion, and its study plays an important role in the research of nonlinear dynamical systems. A related wellknown problem to limit cycle is Hilbert's 16th problem [Hilbert, 1902] , which has attracted many mathematicians and scientists. Though the problem is far away from being completely solved, some progress has been recently achieved (e.g. see the review articles [Han, 2002; Li, 2003; Yu, 2006] ). To be more specific, consider the following differential equations: ẋ = P n (x, y, α),
where the dot denotes differentiation with respect to time, t, P n (x, y) and Q n (x, y) represent the nth-degree polynomials of x and y, and α ∈ R k is a k-dimensional parameter vector. One direction in this research is to study small-amplitude limit cycles bifurcating from Hopf critical point, based on the computation of the normal form of Hopf bifurcation (or focus value or Lyapunov constant). Suppose the origin of system (1) is a fixed point with Hopf singularity. Then, we wish to ask what is the maximal number of limit cycles which can bifurcate from the origin. Bautin [1954] proved that a general quadratic system can at most have three smallamplitude limit cycles bifurcating from an isolated Hopf critical point. Recently, with the aid of computer algebra system Maple, the method of normal forms was employed to obtain 12 small-amplitude limit cycles in cubic polynomial planar systems [Yu & Han, 2004 , 2005a , 2005b . Another interesting problem is the bifurcation of limit cycles from equilibria of center type, since the monotonicity of periods of closed orbit surrounding a center is a nondegeneracy condition of subharmonic bifurcation for periodically forced Hamiltonian systems [Chow & Hale, 1982] . Suppose the origin of system (1) is a fixed point and further it is a nondegenerate center. (If the Jacobian of the system does not have a double zero eigenvalue at the origin, then the origin is called a nondegenerate center.)
Let T (h, α) be the minimum period of closed orbit of system (1) surrounding the origin for 0 < h 1. Then the origin is said to be a weak center of finite order k of the system for the parameter value α = α c if
The origin is called an isochronous center if (∂ k T (0, α c ))/(∂h k ) = 0 ∀ k ≥ 1, i.e. T (h, α) = constant. A local critical period is defined as a period corresponding to a critical point of the period function T (h, α) which bifurcates from a weak center. For the quadratic system:
Chicone and Jacobs [1989] discussed weak centers and critical periods which may bifurcate from weak centers. They showed that a general quadratic system can have maximal two local critical periods as well as other possibilities such as one critical period and isochronous center. In the same paper [Chicone & Jacobs, 1989] , the authors also studied the following special Hamiltonian system:ẅ
where V is a 2n-degree polynomial of w. Let w = x andẇ = y. Then the Hamiltonian of system (4) is given by
Chicone and Jacobs [1989] have shown that system (4) can have at most n − 2 critical periods bifurcating from the origin.
Later, Rousseau and Toni [1993] studied a special cubic system with third-degree homogeneous polynomials only, given by
They similarly discussed weak centers and bifurcation of critical periods from weak centers. Recently, Zhang et al. [2000] obtained some results on cubic revertible polynomial systems. A system is said to be revertible if it is symmetric with respect to a line. Up to translation and rotation of coordinates, any revertible cubic differential systems can be written in the form (e.g. see [Zhang et al., 2000] ):
where a ij and b ij are constant parameters. Note that although system (7) has only seven parameters (coefficients), one can further reduce one parameter by a proper scaling. It was shown [Zhang et al., 2000] that system (7) can have at most four local critical periods. However, for system (7) we have recently obtained six local critical periods, which is the maximal number of local critical periods that any cubic revertible system may have [Yu & Han, 2007] . Maosas and Villadelprat [2006] recently considered a Hamiltonian system with the following Hamiltonian function:
where a and b are constants, and b = 0. It is shown [Maosas & Villadelprat, 2006] that system (8) can at most have one critical period. It should be noted that system (8) is not a special case of system (5), since the term g(x) = x 0 V (s)ds in H(x, y) of (5) is a (2n + 1)-degree polynomial.
In this paper, we will particularly consider the bifurcation of local critical periods from weak center of cubic-order Hamiltonian system with the following Hamiltonian function:
which contains nine coefficients h ij . We will show that a system with Hamiltonian (9) can have maximal seven local critical periods. Also, we will give some conditions under which the Hamiltonian system has isochronous centers. The method used in this paper is based on normal form theory, with the aid of both symbolic and numerical computations. However, a complete solution for identifying all possibilities, in particular for isochronous center, is still open.
In the next section, the general formulas are presented. The main results for the local critical periods of cubic-order Hamiltonian systems are given in Sec. 3. A numerical example is presented in Sec. 4, and finally, the conclusion is drawn in Sec. 5.
General Formulation
The Hamiltonian system considered in this paper is described as
where the Hamiltonian H(x, y) is given in Eq. (9). It is noted that the Hamiltonian has nine coefficients. But in fact, one can reduce them to seven coefficients. To show this, we start from a general cubic system with a fixed point at the origin, which can be written as 
where a ij 's and b ij 's are real constant coefficients (parameters). The system has a total of 18 parameters, however not all of them are independent. First, note that we may use a linear transformation such that system (11) can be rewritten as 
which has 16 parameters, where β and ν (> 0) are used to represent the eigenvalues of the linearized system of (11). Note that the other coefficients in (12) should be different from that of system (11), but we use the same notation for convenience. Here, when the negative sign is taken, the origin is a focus point or a center (if β = 0); otherwise, it is a saddle point or node. Suppose the origin of system (12) is a center (i.e. β = 0). Then we can apply a time scale, t = νt , into system (12) to obtain           ẋ = y + a 20 x 2 + a 11 xy + a 02 y 2 + a 30 x 3 + a 21 x 2 y + a 12 xy 2 + a 03 y 3 ,
where again the same notations for the new parameters are used. Now, system (13) has only 14 parameters. Further, by a rotation we can further eliminate one more parameter [Bautin, 1952; Lloyd et al., 1988] from system (13), which can be written in the general form:
This form (14), with 13 parameters, is perhaps the simplest form in the literature for cubic systems having a linear center at the origin [Lloyd et al., 1988] . Now, assume that system (14) is a Hamiltonian system. Then, it is easy to find that the Hamiltonian of the system is given by
It is clear to see that the Hamiltonian function given in (15) has only eight parameters, because the coefficients of the terms x 3 and xy 2 are not independent.
Comparing the Hamiltonian (15) with the original Hamiltonian (9) shows that h 12 = −3h 30 . This one more parameter reduction is due to rotation (since no rotation is considered in the Hamiltonian given by Eq. (9)). In other words, one can directly apply a rotation to system (10) to reduce one more parameter. Thus, for convenience we still use Eq. (9) in the following analysis, but assume
In this paper, we apply normal form theory to study local critical periods of system (10). There are many methods for computing normal forms (e.g. see [Marsden & McCracken, 1976; Guckenheimer & Homes, 1992; Ye, 1986; Nayfeh, 1993; Chow et al. 1994] ). Here, we use a perturbation technique based on multiple time scales [Nayfeh, 1993; Yu, 1998 ], which has been proved to be an efficient computational method [Yu & Han, 2004 , 2005a , 2005b ]. We will not discuss the details of the approach here (interested readers may find more details in [Yu, 1998] ).
Suppose the normal form of system (10) with the Hamiltonian given by Eq. (9) is obtained in polar coordinates as follows:
where v k is usually called the kth-order focus value or Lyapunov constant; r and θ represent the amplitude and phase of motion, respectively; v 0 and b 0 correspond to the linear part of system (10) when it contains perturbation parameters. For our study in this paper, v 0 = b 0 = 0. Equation (17) (or the focus values) can be used to determine the existence and number of small-amplitude limit cycles that system (9) can have, as what is employed in finding the small limit cycles of Hilbert's 16th problem (e.g. [Yu & Han, 2005b] ). Equation (18), on the other hand, can be applied to find the period of the periodic solutions and to determine the critical periods of the solutions.
In the following, we describe how to use Eq. (18) to express the period of periodic motion and how to determine the local critical periods. For convenience, let h = r 2 > 0 and
Then Eq. (18) can be written as
Let the period of motion be T (h). Then integrating the above equation on both sides from 0 to 2π yields
which gives
Now, the local critical periods are determined by
Thus, for 0 < h 1 (meaning that we consider small-amplitude limit cycles), the local critical periods are determined by
Similar to the discussion in determining the number of small-amplitude limit cycles, we can find the sufficient conditions for the polynomial p (h) to have maximal number of zeros. If
. . , b k , (remember that they are expressed in terms of the coefficients of the Hamiltonian (9)) can be perturbed appropriately to have k real roots. We give a theorem below without proof (see references [Yu & Han, 2004 , 2005a , 2005b ). This theorem can be used to determine the maximal number of real roots of p (h) = 0. Assume that b i depends on k independent system parameters:
where α 1 , α 2 , . . . , α k represent the parameters of the original system (10).
. . , α kc ) = 0, and 
Critical Periods of Cubic Hamiltonian System
In this section, we consider the local critical periods of general cubic Hamiltonian system, described by system (10) with the Hamiltonian function given by Eq. (9) 
which has eight parameters (coefficients). However, in general, we can further reduce one more parameter. To achieve this, assume that h 21 = 0 (in case h 21 = 0, the system has only seven parameters), then we can use the following scaling:
to obtain the following new system (when h 21 = 0):
System (27) has only seven independent parameters. In other words, h 21 can be chosen arbitrarily (except h 21 = 0) if we use the original Hamiltonian system (10). This implies that for the cubic Hamiltonian polynomial system (27) (or for the original Hamiltonian (10)), in general, the maximal number of local critical periods that the system can have is seven.
Note that the advantage of the above scaling reduces the number of system parameters by one, making computation simpler. However, we then need to consider one more possibility h 21 = 0. When h 21 = 0, there are only seven parameters. We may assume h 30 = 0, and apply a similar scaling to obtain a system like (27) with only six independent parameters. This clearly show that such a "degenerate" system has less independent parameters and so in general has less number of local critical periods. By doing this, we may have four different cases:
Case (i). h 21 = h 30 = h 03 = 0 the corresponding system is given by (no scaling) ẋ = y + a 4 x 3 + 2a 5 x 2 y + 3a 6 xy 2 + 4a 7 y 3 ,
where a 3 = h 40 , a 4 = h 31 , a 5 = h 22 , a 6 = h 13 , a 7 = h 04 . This system is actually a special Hamiltonian system with only cubic homogeneous polynomials. Note that the advantage of not using scaling in (28) is that one does not necessarily specify one of the five parameters to be nonzero, and five parameters can be handled by computation.
Case (ii). h 21 = h 30 = 0, h 03 = 0: the system is described by ẋ = y + 3y 2 + a 4 x 3 + 2a 5 x 2 y + 3a 6 xy 2 + 4a 7 y 3 , y = −x − 4a 3 x 3 − 3a 4 x 2 y − 2a 5 xy 2 − a 6 y 3 . 
Case (iv). h 21 = 0: the system is given by Eq. (27). In order to compare with Case (i) which has only cubic terms, we consider one more special case which has only quadratic terms.
Case (v)
. h ij = 0, i + j = 3: quadratic Hamiltonian system, described by the following general form (a simpler system can be directly obtained from (25) 
In the following, we consider the above five cases one by one.
Case (i ):
h 21 = h 30 = h 03 = 0 (no scaling)
The system describing this case is given by (28) which has five parameters. Employing the Maple program [Yu, 1998] we easily obtain the exact expressions of the coefficients b i . In particular,
Setting b 1 = 0 yields
and further computation gives
This clearly shows that the only solution satisfying b 2 = 0 is a 3 = a 4 = a 5 = a 6 = 0, and thus a 7 = 0, leading to a linear system. There exist infinite number of nontrivial solutions such that b 1 = 0, but b 2 = 0. For example, let a 3 = a 4 = a 6 = 0, a 5 = 0 and choose a 7 = −(1/3)a 5 , then b 1 = 0, and b 2 = −(2/3)a 2 5 < 0. Then, giving a small perturbation to a 5 such that a 5 ⇒ a 5 − ε (0 < ε 1), we obtain
Thus, we may choose a 5 and ε > 0 such that b 1 b 2 < 0 and 0 < b 1 −b 2 . In summary, we have the following theorem for Case (i). 
Case (ii ): h
The system for this case is described by (29), which, like Case (i), has only five independent parameters. However, comparing Eq. (29) with Eq. (28), there is an extra term 3y 2 in the first equation, and thus system (29) may exhibit more critical periods. In fact, applying the Maple program results in
Setting b 1 = 0 we obtain
and then,
6 + 54a 4 a 6 + 45a 
Having determined a 7 and a 6 , b 3 , b 4 and b 5 are expressed in terms of a 3 , a 4 , a 5 and Q:
Eliminating Q from equations:
F1:= 4722*a5*a3^2*a4^2+863*a5^2*a3*a4^2+132573/8*a5*a3*a4^2+48*a5*a3*a4^4 +1344*a5*a3^3*a4^2+144*a3^2*a4^4+136/3*a5^3*a3*a4^2+328*a5^2*a3^2*a4^2 +2880*a3^4*a4^2-166005/2*a5^2*a3+849009/128*a5*a4^2-242655/8*a5*a3^2 -526617/64*a3*a4^2-64860075/32*a5-390913425/64*a3+104056155/64*a5*a3 +368757585/256*a3^2-2735271/32*a4^2+18832905/64*a5^2+91035*a3^3-45115/4*a5^3 +8145/16*a4^4+309204*a3^4-37177/24*a5^3*a3+223797/2*a5*a3^3+1407*a5^2*a4^2 +183267/4*a3^2*a4^2+10899/2*a5^2*a3^2+826/9*a5^4*a3-4312*a5^2*a3^3+491/6*a5^3*a4^2 -5376*a5*a3^4-392*a5^3*a3^2+99*a5*a4^4+522*a3*a4^4+13284*a3^3*a4^2-4123/12*a5^4 +140/9*a5^5+32256*a3^5+9216*a3^6+5*a5^2*a4^4-104/9*a5^4*a3^2-112*a5^2*a3^4 +10/3*a5^4*a4^2-416/3*a5^3*a3^3+40/27*a5^5*a3+2304*a5*a3^5+25/81*a5^6+278723025/64: F2:= ... F3:= ... 
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Next, eliminating a 4 from the three equations F i = 0, i = 1, 2, 3, we obtain the equation:
(1 05 55 920 + 9 95 328a 5 a 3 + 103 680a for determining a 4 , as well as two resultant equations:
Further, eliminating a 5 from the above two equations yields solution
and the final resultant equation
from which we obtain four real solutions, satisfying
These four solutions are (numerical computation using Maple command fsolve is up to 100 digit points): 
Further calculating the Jacobian given in Eq. (24) at the above four critical points shows that
Therefore, there exist four solutions for Case (ii), described by system (29), to have five local critical periods. Moreover, through the above solution procedure, we did not find solutions such that the origin is an isochronous center (except for the linear center under the conditions: a i = 0, i = 3, 4, 5, 6, 7). The above results are summarized in the following theorem. 
Case (iii ):
The system for this case is described by Eq. (30), which has six independent parameters. So it is possible to have six local critical periods. Computation here is more involved. So after determining a 7 from the equation:
as
we apply a numerical computation scheme, built in Maple, to find a solution (a 2 , a 3 , a 4 , a 5 , a 6 ) such that {b2,b3,b4,b5,b6}, {a2,a3,a4,a5,a6}) :
we obtain the following solution (up to 100 digit points): Theoretically speaking, the above b i , i = 1, 2, . . . , 6 should be exactly equal to zero. However, due to numerical computation error, they are only very close to zero, which does not affect the conclusion. The above result indicates that we can have at most six local critical periods. Further, substituting the above critical values into the Jacobian results in 
Case (iv ): h 21 = 0
Now, we consider the most general case h 21 = 0, described by Eq. (27). Since the system has seven independent parameters, we thus expect to have seven possible local critical periods bifurcating from the weak center (the origin). If all the parameters are chosen free, then pure symbolic computation becomes intractable. First, a 7 can be easily determined from b 1 = 0, where
Then, we employ the built-in Maple command fsolve:
with(linalg): Mysolution := fsolve ({b2,b3,b4,b5,b6,b7}, {a1,a2,a3,a4,a5,a6}) :
to obtain (up to 100 digit points): Note that the result given in the above theorem is only a partial result of the general conclusion: A quadratic Hamiltonian system does not have critical period and the period function monotonically increases for h > 0 (e.g. see [Li, 1989] ).
A Numerical Example
In the previous sections, we have established several theorems for the properties of local critical periods and isochronous center of cubic Hamiltonian systems. In this section, we present a numerical example to demonstrate how to perturb the parameters from the critical point to obtain the exact number of local critical periods as given in the theorems.
Although Theorem 1 guarantees the existence of k local critical periods if the conditions given in the theorem are satisfied, it is not easy in practice to find a set of appropriate perturbations to obtain a numerical realization. If the parameters can be perturbed one by one separately for each of b i 's, the process is straightforward. However, when the perturbation parameters are coupled in solving equations b i = 0, such as those cases considered in Secs. 3.2-3.4, it is very difficult to find such perturbations. In particular, when more parameters are coupled, like the case of seven local critical periods (Theorem 5), it is extremely difficult to obtain a numerical set of perturbations.
In the following, for an illustration, we present an example chosen from Case (ii) which has five local critical periods (see Theorem 8 given in Sec. 3.2). For this case, h 21 = h 30 = 0, while h 03 = 0. The period T (h) for this example is given by 
in which the subscript 6 denotes that p(h) is a sixthdegree polynomial of h. Note that for this example the parameters a 3 , a 4 and a 5 are coupled in the three equations: (a 3 , a 4 , a 5 ) = F 2 (a 3 , a 4 , a 5 ) = F 3 (a 3 , a 4 , a 5 ) = 0.
Although we obtain the exact expressions: a 4 (a 3 , a 5 ) and a 5 = a 5 (a 3 ), we cannot treat these three parameters independently. Thus, we have to find the perturbations simultaneously for b 3 , b 4 and b 5 , by using a 3 , a 4 and a 5 . Having determined perturbations on a 3 , a 4 and a 5 , we can determine the perturbations on a 6 and a 7 one by one since they are separated.
It has been shown in Sec. 3.2 that we have four real solutions of a 3 for the four local critical periods. The complete set of critical values of (a 3c , a 4c , a 5c , a 6c , a 7c ) are given in Eqs. (40) First, consider perturbations simultaneously on a 3c , a 4c and a 5c for b 5 , b 4 and b 3 . Following the procedure given in [Yu & Han, 2005b] , we obtain (computed with up to 100 digit points, but here only list the first 30 digits for brevity): 
