Recent progress has been made in using attention based encoder-decoder framework for image and video captioning. Most existing decoders apply the attention mechanism to every generated word including both visual words (e.g., "gun" and "shooting") and non-visual words (e.g., "the", "a"). However, these non-visual words can be easily predicted using natural language model without considering visual signals or attention. Imposing attention mechanism on non-visual words could mislead and decrease the overall performance of visual captioning. Furthermore, the hierarchy of LSTMs enables more complex representation of visual data, capturing information at different scales. Considering these issues, we propose a hierarchical LSTM with adaptive attention (hLSTMat) approach for image and video captioning. Specifically, the proposed framework utilizes the spatial or temporal attention for selecting specific regions or frames to predict the related words, while the adaptive attention is for deciding whether to depend on the visual information or the language context information. Also, a hierarchical LSTMs is designed to simultaneously consider both low-level visual information and high-level language context information to support the caption generation. We design the hLSTMat model as a general framework, and we first instantiate it for the task of video captioning. Then, we further instantiate our hLSTMarefine it and apply it to the imioning task. To demonstrate the effectiveness of our proposed framework, we test our method on both video and image captioning tasks. Experimental results show that our approach achieves the state-of-the-art performance for most of the evaluation metrics on both tasks. The effect of important components is also well exploited in the ablation study.
INTRODUCTION
V ISUAL captioning, i.e., image and video captioning, is to automatically generate a natural language sentence given an image or video. The sentence is required to be fluent and describe objects and scene in the image or video. Previously, visual content understanding [1] and natural language processing (NLP) are not correlative with each other. Integrating visual content with natural language learning to generate descriptions for visual data, especially for videos, has been regarded as a challenging task. Video captioning is a critical step towards machine intelligence and many applications in daily scenarios, such as image and video retrieval [2] , video understanding, blind navigation and automatic video subtitling.
Thanks to the rapid development of deep Convolutional Neural Network (CNN), recent works have made significant progress for image captioning [3] , [4] , [5] , [6] , [7] . However, compared with image captioning, video captioning is more difficult due to the diverse sets of objects, scenes, actions, attributes and salient contents. Despite the difficulty there have been a few attempts for video description generation [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , which are mainly inspired by recent advances in translating with Long Short-Term Memory (LSTM). The LSTM is proposed to overcome the vanishing gradients problem by enabling the network to learn when to forget previous hidden states and when to update hidden states by integrating memory units. LSTM has been successfully adopted to several tasks, e.g., speech recognition, language translation and image captioning [8] , [16] . Thus, we follow this elegant recipe and choose to extend LSTM to generate the video sentence with semantic content.
Early attempts were proposed [8] , [9] , [10] , [11] to directly connect a visual convolution model to a deep LSTM networks. For example, Venugopalan et al. [8] translate videos to sentences by directly concatenating a deep neural network with a recurrent neural network. More recently, attention mechanism [17] is a standard part of the deep learning toolkit, contributing to impressive results in neural machine translation [18] , visual captioning [4] , [10] and question answering [19] . Visual attention models for video captioning make use of video frames at every time step, without explicitly considering the semantic attributes of the predicted words. For example, some words (i.e., "man", "shooting" and "gun") belong to visual words which have corresponding canonical visual signals, while other words (i.e., "the", "a" and "is") are non-visual words, which require no visual information but language context information [5] . In other words, current visual attention models make use of visual information for generating each work, which is unnecessary or even misleading. Ideally, video description not only requires modelling and integrating their sequence dynamic temporal attention information into a natural language but also needs to take into account the relationship between sentence semantics and visual content [20] , which to our knowledge has not been simultaneously considered.
Although the encoder-decoder framework with attention mechanisms has been widely applied to solve other sequence generation tasks, e.g., machine translation [21] and image annotation [22] . In standard sequence generation tasks, an input is encoded to a vector embedding, and then decoded to an output string of words using RNNs, e.g., LSTM. However, such framework is in essential an onepass forward process. When a model predicts the next word, it can only leverage the generated words but not the future unknown words. To humans, deliberation action is a common behaviour in their daily, e.g., reading, writing or understanding an image. During the process, global information of both the past and future are leveraged. Xie et al. [23] designed a deliberation network which included two levels of decoders, and it is proved to be effective for neural machine translation. The first one generates a coarse sentence and corresponding hidden states. The second decoder refines the sentence with deliberation. In the network, the second decoder could leverage the global information of both the past and future parts. Also, the success of deep neural networks is commonly attributed to the hierarchy that is introduced due to the several layers. Each layer processes some part of the task we wish to solve, and passes it on to the next. However, most of the current visual captioning tasks utilize LSTM with a single layer.
To tackle these issues, in this paper we propose a unified encoder-decoder framework (see Fig. 1 ), named hLSTMat, a Hierarchical LSTMs with adaptive temporal attention model for visual captioning. Specifically, first, in order to extract more meaningful visual features, we adopt a deep neural network to extract region-level or frame-level 2D CNN features for each video or image. Next, we integrate a hierarchical LSTMs consisting of two layers of LSTMs and adaptive attention to decode visual information and language context information to support the generation of sentences for video and image description. Moreover, the proposed novel adaptive attention mechanism automatically decides whether to rely on visual information or not.
It is worthwhile to highlight the main contributions of this proposed approach: 1) We introduce a novel hLSTMat framework which automatically decides when and where to use visual information, and when and how to adopt the language model to generate the next word for visual captioning. Specifically, the spatial and temporal attention is used to decide where to look at visual information and the adaptive attention decides when to rely on language context information. 2) A hierarchical LSTMs is designed to enrich the representation ability of the LSTM. Specifically, when the two LSTMs are connected at each time step, the hierarchical LSTMs can obtain both low-level visual information and high-level language context information. On the other hand, when the two LSTMs are connected sequentially, the second LSTM can be considered as a deliberation process to refine the first LSTM because it is based on the rough global features captured by the first LSTM. 3) Extensive experiments are conducted on mainstream benchmark datasets for both video and image captioning tasks. Experimental results show that our approach achieves the state-of-the-art performance for most of the evaluation metrics on both tasks. The effect of important components is also well exploited in the ablation study.
The rest of our paper is organized as follows: First, works about visual captioning are introduced in Section 2. Then we describe the details of our proposed model hLSTMat in Section 3. We first instantiate our hLSTMat for the task of video captioning in Section 4, and show its experimental results in Section 5. Then we further instantiate our hLSTMat for the task of image captioning in Section 6, and show its experimental results in Section 7. Finally, we conclude our method in Section 8.
RELATED WORK
Image and video captioning, which automatically translates images and videos into natural language sentences to describe their content, is a very important task. Recent years, we have witnessed the significant growth of captioning and previous work is mainly focusing on two aspects: feature extraction and model innovation.
Feature Extraction
Local feature or local image descriptor is at the core of many computer vision tasks, and classical methods such as HOF, HOG and SIFT have been extensively used in various computer vision applications such as image classification, object detection, image retrieval and segmentation. With the development of large collected dataset in the past decade, more and more learning based descriptors appear, such as AlexNet Fig. 1 . The framework of our proposed hLSTMat for visual captioning. Given an input image or video, an encoder is first applied to extract the features. Then hierarchical LSTM with adaptive attention component plays the role of an decoder, by using the hierarchical LSTM to extract different level of information, and an adaptive attention to decide whether to depend on the visual information or the language context information. The losses are defined on the generated captions and the groundtruth to guide the learning of network parameters. Note that when this framework is applied to different visual captioning tasks, i.e., image and video captioning, there are differences in terms of feature extractor, network structure and losses.
[24], GoogLenet [25] , VGG [26] and ResNet [27] . Different from handcrafted descriptors which are mostly driven by intuitions or domain expert knowledge, learning based methods are driven by the large scale annotated datasets and the rapid development of GPU [28] . To date, deep learning has revolutionized almost the whole computer vision field and even other areas such as natural language processing and medical image research. Inspired by the success of recurrent neural network (RNN) in neural machine translation and deep convolutional neural network in various visual analysis tasks, image captioning is proposed since associating image captioning with machine translation makes sense. They can be placed in the same framework, called Encoder-Decoder framework. As a result, numerous discriminative CNN features have been proposed and adopted in image captioning task to extract appearance features, such as AlexNet [24] , GoogLenet [25] , VGG [26] and ResNet [27] . Compared with learning based image descriptor, video descriptor has not yet seen the substantial gains due the lack of large high-quality datasets. But some significant video architectures come into our vision gradually in recent years and they can generate video representation. C3D [29] , [30] model is proposed to explore temporal information and good at extracting motion information. Wang et al. proposed the temporal segment network (TSN) [31] , which divides the input video into several segments and extracts two stream features from randomly selected snippets. Non-local neural network [32] adopts nonlocal operations as a generic family of build blocks for capturing long range dependencies and its video representation achieves a significant improvement in video classification challenge. In this paper, we adopt CNNs to extract image/ frame appearance feature and C3D model to capture video motion information.
Model Innovation
Except improving the image/video captioning with better features, researchers are also focusing on captioning model innovation, which plays an irreplaceable role in improving the performance.
Stage 1: Basic Encoder-Decoder. At the earlier stage of visual captioning, several models such as [3] , [9] , [33] have been proposed by directly bring together previous advances in natural language processing and computer vision. More specifically, semantic representation of an image is captured by a CNN network and then decoded into a caption using various architectures, such as recurrent neural networks. For example, Venugopalan et al. [9] proposed a S2VT approach, which incorporates a stacked LSTM by first reading the visual sequence, comprised of RGB and/ or optical flow CNN outputs, and then generating a sequence of words. Oriol et al. [3] presented a generative model based on a deep recurrent neural network. This model consists of a vision CNN followed by a language generating RNN, and is trained to maximize the likelihood of the target description sentence given the training image. In [33] , the proposed framework consists of three parts: a compositional semantics language model, a deep video model and a joint embedding model. In the joint embedding model, the distance of the outputs of the deep video model and compositional language model is minimized in the joint space.
Stage 2: Visual Attention. Later on, researchers found that different regions in images and frames in videos have different weights, and thus various attention mechanisms are introduced to guide captioning models by telling where to look at for sentence generation, such as [4] , [10] , [34] , [35] . Yao et al. [10] proposed to incorporate both the local dynamic of videos as well as their global temporal structure for describing videos. For simplicity, they were focusing on highlighting only the region having the maximum attention. A Hierarchical Recurrent Neural Encoder (HRNE) [34] , was introduced to generate video representation with emphasis on temporal modelling by applying a LSTM along with attention mechanism to each temporal time step. In [36] , it combines multiple forms of attention for video captioning. Temporal, motion and semantic features are weighted via an attention mechanism. Also, multiple features, e.g., motion, appearance and audio, are usually simultaneously considered to improve the performance of video captioning [37] , [38] .
Stage 3: Semantic Attention. Semantic attention has been proposed in previous work [39] , [40] by adopting attributes or concepts generated by other pre-trained models to enhance captioning performance. Basically, semantic attention is able to attend to a semantically important concepts or attributes or region of interest in an image, and able to weight the relative strength of attention paid on multiple concepts [39] . In addition, Yao et al. presented Long Short-Term Memory with Attributes (LSTM-A) to integrates attributes into the successful CNNs and RNNs for image captioning. Variant architectures were constructed to feed image features and attributes into RNNs in different ways to explore the mutual but also fuzzy relationship between them. Moreover, Pan et al. [40] proposed Long Short-Term Memory with Transferred Semantic Attributes (LSTM-TSA), which takes advantages of incorporating transferred semantic attributes learnt from images and videos into sequence learning for video captioning.
Stage 4: Deep Reinforcement Learning Based Approaches. Recently, several researchers have started to utilize reinforcement learning to optimize image captioning [41] , [42] , [43] , [44] . To collaboratively generate caption, Ren et al. [44] incorporated a "policy network" for generating sentence and a "value network" for evaluating predicting sentence globally, and they improved the policy and value networks with deep reinforcement learning. Furthermore, Liu et al. [43] proposed to improve image captioning via policy gradient optimization of a linear combination of SPICE and CIDEr, while Rennis et al. [42] utilized the output of its own test-time inference algorithm to normalize the rewards it experiences. All the previous methods show that reinforcement learning has the potential to boost image captioning.
HIERARCHICAL LSTM WITH ADAPTIVE ATTENTION FOR VISUAL CAPTIONING
In this section, we first briefly describe how to directly use the basic Long Short-Term Memory as the decoder for visual captioning task. Then we introduce our novel encoder-decoder framework, named Hierarchical LSTM with Adaptive Attention (hLSTMat) (See Fig. 1 ) for both video and image captioning.
A Basic LSTM for Visual Captioning
To date, modelling sequence data with Recurrent Neural Networks (RNNs) has shown great success in the process of machine translation, speech recognition, image and video captioning [8] , [9] etc. LSTM is a variant of RNN to avoid the vanishing gradient problem [45] . In this paper, we use h t ; m t ¼ LSTMðy t ; h tÀ1 ; m tÀ1 Þ as the computation function for updating the LSTM internal state. Visual Captioning. Given an input video or image x, an encoder network f E encodes it into a representation space
(
where f E usually denotes a CNN neural network. Here, LSTM is chosen as a decoder network f D to model V to generate a description z ¼ fz 1 ; . . . ; z T g for x, where T is the description length. In addition, the LSTM unit updates its internal state h t and the tth word z t based on its previous internal state h tÀ1 , the previous output y t and the representation V h t ; z t ð Þ¼f D ðh tÀ1 ; y t ; VÞ:
In test stage, the previous output z tÀ1 is the current input vector y t . And the initial y 0 represents the begin of the sentence ðBOSÞ.
In addition, the LSTM updates its internal state recursively until the end-of-sentence tag is generated. For simplicity, we named this simple method as basic-LSTM.
Hierarchical LSTMs with Adaptive Temporal Attention for Visual Captioning
In this section, we introduce our hLSTMat framework, which consists of three major components: 1) an encoder; 2) an attention based hierarchical LSTM decoder; and 3) the losses.
CNN Encoders
The goal of an encoder is to compute features that are compact and representative and can capture the most related visual information for the decoder. Thanks to the rapid development of CNNs, a great success has been made in large scale image recognition task [27] , object detection [46] and visual captioning [8] . High-level features can be extracted from upper or intermediate layers of a deep CNN network. Therefore, a set of well-tested CNN networks, such as the ResNet-152 model [27] which has achieved the best performance in ImageNet Large Scale Visual Recognition Challenge, can be used as a candidate encoder for our framework. Depending on the type of input, different types of features can be extracted. For example, we can extract frame-level features for videos and we can extract regionlevel features for images. The details of feature extraction are task-specific, and will be given in each specific task in Sections 4 and 6.
hLSTMat Decoder
In the basic model, a LSTM is used as the decoder to predict the captions. The vanilla LSTM model is comprised of a single hidden LSTM layer followed by a standard feedforward output layer. However, the success of deep neural networks is commonly attributed to the hierarchy that is introduced due to the several layers [47] . Therefore, we proposed a hierarchical LSTM based decoder. It can be seen as a processing pipeline, in which each layer solves a part of the task before passing it on to the next, until finally the last layer provides the output. Also, we define an adaptive attention layer based on the hierarchical LSTM for deciding whether to depend on the visual information or the language context information.
Losses
After the top MLP layer predicts the probability distribution of each word in the vocabulary, maximum likelihood estimation (MLE) loss is usually utilized to guide the learning of parameters
where z t is the tth word in the ground truth caption, z < t are the first t-1 words in the ground truth caption, T denotes the total number of words in sentence, V denotes the features of the corresponding input, and Q are model parameters. Therefore, Eq. (2) is regarded as the MLE loss function to optimize the model. There are also other types of losses for visual captioning. We consider our method introduced above as "agent" to interact with external environment (i.e., words, visual features), and Q as the policy to conduct an action to predict a word. After the whole caption is generated, the agent observers a reward. Since CIDEr is proposed to evaluate the quality of visual captioning model. We can design our reward functions using CIDEr, and the loss based on deep reinforcement learning can be defined.
HLSTMAT FOR VIDEO CAPTIONING
In this section, we instantiate our hLSTMat and apply it to the task of video captioning. As shown in Fig. 2 , there are three major components: 1) a CNN Encoder, 2) an attention based hierarchical LSTM decoder and 3) the losses. We give the details for each component below.
CNN Encoders
Inspired by [10] , we preprocess each video clip by selecting equally-spaced 28 frames out of the first 360 frames and then feeding them into a CNN network proposed in [27] . Thus, for each selected frame we obtain a 2,048-D feature vector, which are extracted from the pool5 layer. For simplicity, given a video x, we extract L ¼ 28 frame-level features V, represented as V ¼ v 1 ; . . . ; v L f g . Motion features catches the long range dependencies of video, which is quite essential for video analysis. We utilize C3D [29] to capture the motion features. It reads 16 adjacent frames as a segment and catches a 4096-D motion feature vector as output. For each video, we attain 10 segment features to represent the whole video.
Attention Based Hierarchical Decoder
Our decoder (see Fig. 3 ) integrates two LSTMs. The bottom LSTM layer is used to efficiently decode visual features, and the top LSTM is focusing on mining deep language context information for video captioning. We also incorporate two attention mechanisms into our framework. A temporal attention is to guide which frame to look, while the adaptive temporal attention is proposed to decide when to use visual information and when to use sentence context information. The top MLP layer is to predict the probability distribution of each word in the vocabulary.
Unlike vanilla LSTM decoder, which performs mean pooling over 2D features across each video to form a fixeddimension representation, attention based LSTM decoder is focusing on a subset of consecutive frames to form a fixeddimensional representation at each time t.
Bottom LSTM Layer. For the bottom LSTM layer, the updated internal hidden state depends on the current word y t , previous hidden state h tÀ1 and memory state m tÀ1
where y t ¼ E½y t denotes a word feature of a single word y t . MeanðÁÞ denotes a mean pooling of the given feature set v i . W ih and W ic are parameters that need to be learned.
Top LSTM Layer. For the top LSTM, it takes the output of the bottom LSTM unit output h t , previous hidden state h tÀ1 and the memory state m tÀ1 as inputs to obtain the hidden state h t at time t, and it can be defined as below
Attention Layers. In addition, for attention based LSTM, context vector is in general an important factor, since it provides meaningful visual evidence for caption generation [10] . In order to efficiently adjust the choice of visual information or sentence context information for caption generation, we defined an adaptive temporal context vector c t and a temporal context vector c t at time t as below
where c denotes the function of our adaptive gate, while ' denotes the function of our temporal attention model. Moreover, c t denotes the final context vector through our adaptive gate, and c t represents intermediate vectors calculated by our temporal attention model. These two attention layers will be described in details in Sections 4.4 and 4.6. MLP layer. To output a symbol z t , a probability distribution over a set of possible words is obtained using h t and our adaptive temporal attention vector c t
where U p , W p , b p and d are parameters to be learned. Next, we can interpret the output of the softmax layer p t as a probability distribution over words P ðz t jz < t ; V; QÞ;
where V denotes the features of the corresponding input video, and Q are model parameters. Similarly, it has three major components, i.e., 1) a CNN Encoder, 2) an attention based hierarchical LSTM decoder and 3) the losses. First, we extract appearance and motion features for videos. Then, the hierarchical LSTM with adaptive attention component extracts both low and high-level video information, and decides whether to depend on the visual features or language context information. A MLE loss is utilized to guide the learning of network parameters.
Losses
To learn Q in our modal, we minimize the MLE loss defined in Eq. (2) . After the parameters are learned, we choose BeamSearch [3] method to generate sentences for videos, which iteratively considers the set of the k best sentences up to time t as candidates to generate sentence of time t þ 1, and keeps only best k results of them. Finally, we approximates D ¼ argmax D 0 PrðD 0 jXÞ as our best generated description. In our entire experiment, we set the beam size of BeamSearch as 5.
Temporal Attention Model
As mentioned above, temporal context vector c t is an important factor in encoder-decoder framework. To deal with the variability of the length of videos, a simple strategy [8] is used to compute the average of features across a video, and this generated feature is used as input to the model at each time step
However, this strategy effectively collapses all framelevel features into a single vector, neglecting the inherent temporal structure and leading to the loss of information. Instead of using a simple average strategy (see Eq. (8)), we wish to take the dynamic weight sum of the temporal feature vectors according to attention weights a i t , which are calculated by a soft attention. For each v i at t time step, we use the follow function to calculate c t
where at t time step P L l¼1 a l t ¼ 1. In this paper, we integrate two LSTM layers, a novel temporal attention model for computing the context vector c t in Eq. (5) proposed in our framework. Given a set of video features V and the current hidden state of the bottom layer LSTM h t , we feed them into a single neural network layer, and it returns an unnormalized relevant scores " t . Finally, a softmax function is applied to generate the attention distribution over the L frames of the video
where w T , W a , U a and b a are parameters to be learned. a t is the attention weight which quantifies the relevance of features in V. Different from [10] , we utilize the current hidden state instead of previous hidden state h t generated by the first LSTM layer to obtain the context vector c t , which focuses on salient feature in the video.
Spatial Attention Model
As temporal attention mentions above, different frames play different roles when generating caption. It is intuitive to think that different regions also have different weights in video captioning. Frame-level image feature extract the global feature of the whole frame. Compared with global feature, spatial features of the image contains more details in the image and we use attention mechanism to select important regions for visual captioning. For each frame of a video, we extract res5c layer from pre-trained ResNet model which denotes the region feature of a video frame. Each frame has 36 region features. For each step, we can calculate the spatial context vector using current hidden state h t as
a n t r n ; (11) where N is the number of regions, r i is the spatial feature of video. Similar to temporal attention, softmax function is used to generate the spatial attention map as Eq. (10). However, spatial attention model use region feature R instead of frame level feature.
Adaptive Temporal Attention Model
In this paper we propose an adaptive temporal attention model to compute a context vector c t in Eq. (5), shown in Fig. 3 , to encourage that a decoder uses nearly no visual information from video frames to predict the non-visual words, and use the most related visual information to predict visual words. In our hierarchical LSTM network, the hidden state in the bottom LSTM layer is a latent representation of what the decoder already knows. With the hidden state h t , we extend our temporal attention model, and propose an adaptive model that is able to determine whether it needs to attend the video to predict the next word. In addition, a sigmoid function is applied to the hidden state h t to further filter visual information.
where W s denotes the parameters to be learned and b t is adaptive gate at each time t. In our adaptive temporal attention model, b t is projected into the range of ½0; 1. When b t ¼ 1, it indicates that full visual information is considered, while when b t ¼ 0 it indicates that no visual information is considered to generate the next word.
Multiple Features Based hLSTMat
Some visual words (e.g., "gun" and "dog") and verbs (e.g., "shooting" and "eating") can be identified from a still image from the appearance alone, while others, (e.g., distinguishing "yawing" from "singing" or "walking" from "running") require motion cues as well. The hLSTMat using single appearance feature cannot accurately generate video captions. In this section, we consider three architectures for fusing appearance and motion features. hLSTMat with Concatenation Fusion (ConF). In order to make use of two types of features (i.e., appearance and motion cues), a concatenation fusion is introduced by first concatenating appearance and motion features to form a new video feature, see Fig. 4 . In other words, the hLSTMat takes an integrated video feature as input to generate video descriptions.
Two-Stream hLSTMat Networks (Two-Stream). Two-stream architecture has been widely used in video recognition, and it can achieve very good performance [48] . Motivated by this, we utilize two different pre-trained hLSTMat models. Each hLSTMat model is trained by taking one type of video feature as the input. As a result, each model separately generates a distribution of the words. For two models, their generated distributions are represented as p t1 and p t2 , respectively. To predict the word at time t, it uses the following function Eq. (14) to calculate the final distribution p t
Here, we devise our video captioning architecture accordingly, dividing it into two streams, as shown in Fig. 4 . Each stream is implemented using a hLSTMat network. Parallel Adaptive Temporal Attention Model (ParA). Twostream hLSTMat Networks fuse the distribution scores using averaging, and the experimental results show that twostream hLSTMat significantly outperforms hLSTMat. However, a limitation of two-stream hLSTMat is that it has too many parameters. In order to solve this problem, we propose a parallel adaptive temporal attention model, which enables hLSTMat to make use of complementary information for word prediction. The model is shown in Fig. 4 .
As illustrated in Fig. 4 , appearance (V a ) and motion (V m ) features are sent to two parallel attend components to extract meaningful appearance and motion evidences. Next, we propose an adaptive temporal model to compute the context vector, which is defined as c t . It is a mixture of the video spatial and temporal features as well as the language context information. Mathematically, the ParA model is defined as follows:
where b t1 , b t2 , b t3 are the new sentinel gates at time t. c t1 and c t2 represents the "appearance sentinel" vector and the "motion sentinel" vector, respectively.
This implies that no visual information is considered, and only the evidence of appearance and motion are considered. In other words, the model can predict visual words and non-visual words on the basis of weight of appearance, motion and language context information. In addition, all the sentinel gates are computed by a softmax, where W s are parameters to be learned.
In terms of initialization of h 0 , we define it as follows:
where W ih and W ic are parameters that need to be learned. Note that this model can be easily extended to support multiple features. The operation modules, which we use in our hLSTMat, ParA and Two-stream model, are listed as 
EXPERIMENTS FOR VIDEO CAPTIONING
We evaluate our algorithm on the task of video captioning. Specifically, we first study the influence of CNN encoders. Second, we explore the effectiveness of the proposed components. Next, we compare our results with the stateof-the-art methods on three benchmark datasets.
Datasets
We consider three publicly available datasets that have been widely used in previous work. The Microsoft Video Description Corpus (MSVD). This video corpus consists of 1,970 short video clips, approximately 80,000 description pairs and about 16,000 vocabulary words [49] . Following [9] , [10] , we split the dataset into training, validation and testing set with 1,200, 100 and 670 videos, respectively.
MSR Video to Text (MSR-VTT). In 2016, Xu et al. [50] proposed the largest video benchmark for video understanding, and especially for video captioning. This dataset contains 10,000 web video clips, and each clip is annotated with approximately 20 natural language sentences. In addition, it covers the most comprehensive categorizes (i.e., 20 categories) and a wide variety of visual content, and contains 200,000 clip-sentence pairs.
Large Scale Movie Description Challenge (LSMDC). It is a dataset of movies with aligned descriptions sourced from movie scripts [51] . Also, it is based on the two previous datasets: the MPII Movie Description dataset (MPII-MD [52] ) and the Montreal Video Annotation Dataset (M-VAD [53] ). In total, this dataset contains a parallel corpus of 118,114 sentences and 118,081 video clips from 202 movies. In our experiments, it is divided into training, validation, public test, and blind test set, and each contains 10,1079, 7,408, 10,053, and 9,578 videos, respectively.
Implementation Details

Preprocessing
For MSVD dataset, we convert all descriptions to lower cases, and then use wordpunct_tokenizer method from the NLTK toolbox to tokenize sentences and remove punctuations. Therefore, it yields a vocabulary of 13,010 in size for the training split. For MSR-VTT dataset, captions have been tokenized, thus we directly split descriptions using blank space, thus it yields a vocabulary of 23,662 in size for training split. For LSMDC, vocabulary is composed of 25,610 words, which are extracted from captions by the NLTK toolbox. Our code is available at: 1
Training Details
In the training phase, in order to deal with sentences with arbitrary length, we add a begin-of-sentence tag < BOS > to start each sentence and an end-of-sentence tag < EOS > to end each sentence. In the testing phase, we input < BOS > tag into our attention-based hierarchical LSTM to trigger video description generation process. For each word generation, we choose the word with the maximum probability and stop until we reach < EOS > .
In addition, all the LSTM unit sizes are set as 512 and the word embedding size is set as 512, empirically. Our objective function Eq. (2) is optimized over the whole training video-sentence pairs with mini-batch 64 in size of MSVD 256 in size of MSR-VTT and LSMDC. We adopt adadelta [54] , which is an adaptive learning rate approach, to optimize our loss function. In addition, we utilize dropout regularization with the rate of 0.5 in all layers and clip gradients element wise at 10. We stop training our model until 500 epochs are reached, or until the evaluation metric does not improve on the validation set at the patience of 20.
Evaluation Metrics
To evaluate the performance, we employ three different standard evaluation metrics: BLUE [55] , METEOR [56] , and CIDEr [57] .
The Effect of Different CNN Encoders
To date, there are 6 widely used CNN encoders including C3D, GoogleNet, Inception-V3, ResNet-50, ResNet-101 and ResNet-152 to extract visual features. In this sub-experiment, we study the influence of different CNN encoders on our framework. The experiments are conducted on the MSVD and MSR-VTT datasets, and the results are shown in Tables 2 and 3 .
From Table 2 , we find that by taking ResNet-152 as the visual decoder, our method performs the best with 82.9 percent B@1, 72.2 percent B@2, 63.0 percent B@3, 53.0 percent B@4 and 33.6 percent METEOR, while Inception-v3 is a strong competitor, with 82.7 percent B@1, 72.0 percent B@2, 62.5 percent B@3, 51.9 percent B@4 and 33.5 percent METEOR. However, the gap between ResNet-152 and Inception-v3 is very small. Compared with other appearance features, C3D obtains the lowest scores for both BLUE and METEOR. Unlike GoogleNet, Inception and ResNet, which can be pre-trained on a large still image classification dataset (e.g., ImageNet), the C3D is trained on video dataset [29] , and the available datasets for video action classification (e.g., Sport1M and UCF101) are still rather small. Therefore, we can conclude that in general, GoogleNet is worse than ResNet, and for ResNet, deeper networks result in a better We use different features to verify our hLSTMat method. We use different features (i.e., C3D, Inception-v3 and ResNet-152) to further verify our hLSTMat.
1. https://github.com/lixiangpengcs/Spatial-Temporal-Adaptive-Attention-for-Video-Captioning performance. Also, the appearance features outperform the motion features for video captioning.
To further evaluate the performance of different features, we conducted more experiments on the MSR-VTT dataset by comparing C3D, Inception-v3 and ResNet-152, and show the results in Table 3 . We can have similar observation to Table 2 that ResNet-152 performs the best and C3D obtains the worst results.
Architecture Exploration and Comparison
In this sub-experiment, we explore the impact of three proposed components, the hierarchical LSTMs, temporal attention, and adaptive attention. Specifically, we compare the basic LSTM proposed in Section 3.1 "basic LSTM", "basic +adaptive attention" which adds adaptive attention to the basic LSTM, "hLSTMt" which removes the adaptive mechanism from the hLSTMat, and "hLSTMat", as well as comparing them with the state of the art methods: MP-LSTM [8] and SA [10] . In order to conduct a fair comparison, all the methods take ResNet-152 as the encoder. We conduct the experiments on the MSVD dataset and the results are shown in Table 4 . Table 4 shows that in general, our hLSTMat achieves the best results in all metrics with 82.9 percent B@1, 72.2 percent B@2, 63.0 percent B@3, 53.0 percent B@4, 33.6 percent METEOR and 73.8 percent CIDEr. By comparing "basic LSTM" with "SA" which adds temporal attention to the basic LSTM, we can observe that the temporal attention can improve the performance of video captioning. Specifically, the performance is improved by 1 percent B@1, 1 percent B@2, 1.9 percent B@3, 1.7 percent B@4, 0.6 percent METEOR and 2.1 percent CIDEr. Moreover, by comparing "basic LSTM" with "basic+adaptive attention", and "hLSTMt" with "hLSTMt", we find that adaptive attention plays an important role for video captioning. This indicates that the adaptive attention mechanism deciding whether to look at the visual information or language context information is beneficial for more accurate caption prediction. However, the performance improvement of adaptive attention is not as significant as temporal attention. By comparing "hLSTMt" with "SA", it is observed that the a significant improvement is achieved by the hierarchical LSTMs. The performance is improved by 0.9 percent B@1, 1.6 percent B@2, 0.4 percent B@3, 0.8 percent B@4, 0 percent METEOR and 1.5 percent CIDEr.
The Effect of Multiple Features Based hLSTMat
In this section, we aim to evaluate the performance of our proposed multiple features based hLSTMat: Two-stream and ParA, introduced in Section 4.7. We compare them with baselines: hLSTMat and ConF which is the simplest extension of hLSTMat. C3D (C) and ResNet-152 (R) are utilized in our experiments. By default, we use temporal attention and ResNet-152 for video captioning. In the first group of experiments, we use C3D and ResNet-152 as multiple features, and in the second group, we utilize temporal attention (T) and spatial attention (S) on ResNet-152 features as multiple features. The experiments are conducted on two datasets: MSVD and MSR-VTT. The results are shown in Tables 5 and 6.
In the first part of Table 5 , we observe that in general, combining multiple features can achieve better performance than using single feature for most of the evaluation metrics of video captioning, and achieves 83.4 percent B@1, 73.4 percent B@2, 64.1 percent B@3, 54.0 percent B@4, 33.2 percent METEOR and 33.2 percent CIDEr. Interestingly, using the single appearance feature achieves the best performance for CIDEr. C3D performs worse than the appearance features, probably due to lacking of enough training datasets. Therefore, simply concatenating these two features "ConF(C+R)" achieves worse performance than using appearance features only. Another observation is that Two-stream consistently outperforms ParA and ConF for all evaluation metrics. This is reasonable since the number of parameters in Two-stream is much larger than that of ParA and ConF. In the second part of Table 5 , we find that using temporal attention and spatial attention has similar performance, with an exception of CIDEr, where temporal attention outperforms spatial attention by 1.5 percent. Also, simultaneously considering temporal and spatial attention can usually improve the performance of video captioning, and Two-stream is better than ParA for most of the evaluation metrics. We can have the similar observations from Table 6 on MSR-VTT dataset. When using multiple features, Twostream (C+R) achieves the best results with 75.2 percent B@1, 62.7 percent B@2, 50.3 percent B@3, 38.7 percent B@4, and 26.8 percent METEOR. And when using temporal and spatial attention as multiple features, Two-stream (S+T) achieves the best performance with 76.2 percent B@1, 62.9 percent B@2, 50.6 percent B@3, 39.7 percent B@4, and 27.0 percent METEOR. Interestingly, the best performance of CIDEr (43.4 percent) is achieved by using temporal attention on single appearance features.
Compare with the-State-of-the-Art Methods
Results on MSVD Dataset
In this section, we show the comparison of our approach with the baselines on the MSVD dataset. Some of the above baselines only utilize video features generated by a single deep network, while others (i.e., S2VT, LSTM-E and p-RNN) make uses of both single network and multiple network generated features. Therefore, we first compare our method with approaches using static frame-level features extracted by a single network. In addition, we compare our spatialtemporal approaches with methods utilizing two deep features. The results are shown in Table 7 and we have the following observations: 1) For using a single feature for video captioning, our method hLSTMat(T) achieves the best performance by using temporal attention on the appearance features. Compared with the best counterpart (i.e., p-RNN), our method significantly outperforms it by 3.2 percent B@1, 
Results on MSR-VTT Dataset
We compare our model with the state-of-the-art methods on the MSR-VTT dataset, and the results are shown in Table 8 . Our Two-stream model performs the best on all metrics with 39.7 percent @B4 and 27.0 percent METEOR. Compared with the strong competitor MMVD [38] , our Two-stream(S+T) improves the performance by 0.8 percent for @B4, and 0.1 percent for METEOR. In addition, our Two-stream(S+T) increases the state-of-the-art method SA (V+C) by 3.1 percent on B@4 and 1.1 percent METEOR. This verifies the effectiveness of our hLSTMat. Besides, We compared our method with the MSR-VTT 2016 challenge results 2 and we can see that our method can attain comparable performance. The Rank-1 result is better than our Two-stream(S+T) by 1.1 percent for @B4, and 1.2 percent for METEOR. However, these methods utilize more features than our model, and several undisclosed tricks (e.g., data augment and reinforcement learning) may be adopted for the challenge purpose.
Results on LSMDC Dataset
In this section, we report the performance of different methods on the LSMDC dataset, see Table 9 . we also evaluate our model on online evaluation server on public test set and the results are shown as. 3 All the previous methods are LSMDC participants, which have no obligation to disclose their identities or used technique. In general, our method Two-steam (S+T) achieves comparable results to the state-of-the-art methods. Different methods have different advantages, as reflected in the scores of different evaluation metrics. Among these methods, our Two-stream(S+T) obtains the highest CIDEr (10.4 percent). In terms of B@4 and ROUGE, CT-SAN [61] ranks the first with 0.8 and 15.9 percent, respectively. And BUPT CIST AI lab achieves the best performance on METEOR with 7.5 percent. In addition, compared with MSR-VTT (i.e., each video contains approximately 20 natural language sentences), the LSMDC dataset does not contain sufficient descriptions for each video. For 118,081 video clips, it only has 118,114 sentences. In average, each video only has one language description. However, in reality, human can provides multiple natural language sentences for describing a video. In other words, a video can be described from different aspects, but the the ground truth only provides one description. This might be the major reason why all the methods gain low performance scores on this dataset in terms of all evaluation metrics.
Qualitative Analysis
In this section, we display the qualitative results of video captioning using different methods, i.e., MP-LSTM, SA, hLSTMat(T) and ParA(S+T) in Fig. 5 . Their sentences are in green, purple, blue and red respectively and we also show groundtruth sentence in black. Compared with state-of-the-art methods MP-LSTM and SA, our proposed method can describe the videos more precisely. Specifically, when the background is complex, MP-LSTM and SA fail to recognize the object of "bird" and action of "fighting". ParA(S+T) has superior performance than hLSTMat(T) for generating some objects and actions, e.g., "bird" instead of "dog", and "walking" instead of "running". For some given videos, all the methods can generate fairly good captions, e.g., the right example in the second row. Of course, current video captioning models are not perfect and they cannot understand what happens in some complex videos. Some examples are shown in the last row in Fig. 5 . All the models fail to recognize the actions "dancing" and "playing back flips", and our ParA (S+T) regards them as "playing", which is inaccurate.
Feature Weights Analysis
In this section, we discuss the feature weights learned by the spatial-temporal framework: ParA by demonstrating some examples in Fig. 6 . More specifically, we aim to answer how ParA leverages the three important factors including the motion feature (C3D), appearance feature (ResNet-152) and language context information (i.e., hidden state value), and what are the their weight trends in a captioning generation process? Fig. 6 provides five video captioning examples and each shows the weights change of ResNet-152 (R), C3D (C) and hidden state (H). The generated natural language sentences are shown under the horizontal time axis, and each word is positioned at the time step when it is generated. The vertical axis stands for the weight scores and their sum weights equals to 1. From the five examples, we can see that the syntactic information is quite essential to captioning and the weight of language content information is always larger than other two feature weights. This is because the H not only contains the syntactic information but also contains the previous appearance and motion information.
If we look at the trend over time, we can see that 1) when generating non-visual words such as "a", "the","are" and "is", the over all trend of H is upwards. This indicates that context information plays a more important role in nonvisual words generation. In the second example, weights of H is quite high (i.e., both more than 0.7) for generating "a" and "the". 2) when generating the subjective in a sentence, such as "man", "cat","dog", "men" or "women", the trend of R grows dramatically, while the trend of C goes down. 3) when generating actions such as "plays the piano", "playing chess" and "slicing a lemon", the trend of C is upwards. In general, by comparing appearance and motion features, an interesting phenomenon is found: appearance feature's weight tends to be larger in generating nouns such as "man", "cat", "dog" and "horse", while motion feature's weight tends to be higher in generating verbs such as "walking", "plays" and "barking".
Human Evaluation
In this section, we conduct the human evaluation on our proposed method and several state-of-the-art methods. Due to the large amount of human evaluation work, we sample 100 sentences in MSVD test set randomly and conduct human evaluation on these selected sentences. To evaluate generated sentences more scientifically, we followed COCO captioning challenge 2015 4 and adopted M1, M2, M3, M4 and M5 to evaluate the ability of generated sentences. M1 denotes the percentage of captions that are evaluated as better or equal to human caption. M2 denotes percentage of captions that pass the Turing Test. M3 denotes average correctness of the captions on a scale 1-5 (incorrect-correct). M4 denotes average amount of detail of the captions on a scale 1-5 (lack of details-very detailed). M5 denotes the percentage of captions that are similar to human description. We invited 10 people from different backgrounds for this evaluation. And the evaluation results are shown as Table 10 .
Although the human evaluation results are objective, it is obvious that our proposed hLSTMat outperforms than SA [10] and aLSTMs [59] . Besides, our two-stream model achieves better performance than hLSTMat, which demonstrates the two-stream model can explore different level of features and describe videos more precisely.
HLSTMAT FOR IMAGE CAPTIONING
In this section, we instantiate our hLSTMat and apply it to the task of image captioning. As shown in Fig. 7 , there are three major components: 1) a CNN Encoder, 2) an attention based hierarchical LSTM decoder and 3) the losses. We give the details for each component below.
CNN Encoder
In this paper, we adopt a pretrained ResNet-101 [27] (pool5) to extract global visual feature, and use Faster R-CNN [46] to produce bounding boxes and then apply them on the pretrained ResNet-101 to extract L region features. For simplicity, given an image x, we extract L þ 1 image features, represented as v g ; V È É , where v g is the global visual feature and V ¼ v 1 ; . . . ; v L f gindicates the L region visual features.
Hierarchical LSTM with Adaptive Attention
Our hLSTMat consists of two LSTM blocks. The first LSTM aims to prepare the hidden states and visual attention for generating a preliminary version of the captions, while the second LSTM is applied as a proofreading process to refine them. Both LSTMs are built upon the basic LSTM. For the tth time step, y t is the input vector of the LSTM unit, h t is the output vector of the LSTM unit, and h tÀ1 is the output of the LSTM unit at the t-1 time step. For simplicity, we refer to the operation procedure of basic LSTM with the following notation:
The First LSTM
We modify the basic LSTM to generate an initial text sequence feature as depicted in Fig. 7 . We define the input of the LSTM unit as
where v g is the global image visual feature, h 2 tÀ1 is the output of the second LSTM layer, at the t-1 time step, and w t is the feature of the current word derived by embedding an one-hot word vector. It is easy to understand that the current hidden states are based on the global visual feature, the previous hidden states and the tth word. We further use h 2 tÀ1 from a higher-level LSTM in order to utilize the more precise information to guide the learning of h 1 t . The we get
Traditionally, the hidden state of the LSTM is directly applied to guide which region should be focused on. The LSTM provides a temporal shortcut path to avoid vanishing gradients. Here, we provide an additional word shortcut from the tth high frequency word for efficient training. As a result, we use a residual shortcut connection to further reduce vanishing gradients
where h 1 t is the hidden states at the tth step, W rd is the parameter to be learned, and [;] is a concatenation operation.
Given L image region visual features v 1 ; . . . ; v L f gand the hidden stateh 1 t , we aim to selectively utilize certain region visual features by defining a visual attention mechanism below
where V ¼ ½v 1 ; v 2 . . . ; v L indicates the L image region features. And w T e1 ; W v1 ; W h1 are parameters to be learned. a 1 t 2 R L is the attention weight, which is then applied on region features to locate the important visual information
wherev 1 t is the attended visual information which can be used together withh 1 t to generate the primary tth word.
The Second LSTM with Adaptive Attention
By integrating the softmax layer and the loss functions to the first LSTM layer, we can generate a preliminary word at each step. In this section, we design a second LSTM layer with adaptive attention as a deliberate process to further purify the captioning results. Similar to Eq. (13), we first define the language context information s t as
where W x ; W h are parameters to be learned, y 2 t is the input of the LSTM unit. is an element-wise product and s represents the logistic sigmoid activation. More specifically, In this paper, we utilize two datasets including COCO [64] and Flickr30K [65] to evaluate the performance of our hLSTMat for image captioning. COCO. It is the largest dataset for image captioning, which consists of 82,783, 40504 and 40,775 images for training, validation and testing, respectively. In COCO dataset, each image has 5 captions annotated by human beings. Following previous work [5] , [39] , [62] , [66] , we use the "Karpathy" splits proposed in [67] . In this split, 113,287, 5,000 and 5,000 images are used for training, validation and testing, respectively.
Flickr30K. It consists of 31,783 images collected from Flickr. In particular, each image is associated with 5 crowd-scoured descriptions. Most of the images are about human beings performing activities. Following previous work [5] , we use 29k images for training, 1k for validation and 1k for testing.
For both COCO and Flickr30K dataset, we conduct a preprocessing procedure by first truncating captions longer than 16 words. Next, all modified captions are converted to lower case. For each dataset, we build a vocabulary. The vocabulary contains 9,487 words for COCO, and 7K words for Flickr30K.
Evaluation Metric
Five generally used evaluation metrics are adopted to evaluate the performance of image captioning, including BLUE [68] , ROUGEL [69] , METEOR [21] , CIDEr [70] and SPICE [71] . More specifically, for the COCO dataset, we also report the SPICE subclass scores on 5k validation sets, including Color, Attribute, Cardinality, Object, Relation and Size. All the SPICE subclass scores are scaled up by 100.
Implementation Details
To extract the global visual feature, we use pre-trained ResNet-101 [27] to process the input image and the output of "pool5" (2048-D) is used as global appearance feature. In terms of region visual features, we utilize the same region features used in [66] . As a result, for each image, we obtain 36 region features and the dimension for each region feature is also 2048-D. In addition, the hidden state size of two LSTM in our hLSTMat is set to be 512.
To compute the contrastive loss, we use RNN as the text encoder to extract caption features and use pool5 of ResNet-101 to extract image features. The dimension of word embedding is 512, the RNN hidden state size is set as 1024 and the dimension of embedded image feature is 1024. To train the model for calculate contrastive loss, we set epochs as 27 for both COCO and Flicker30K.
In the training process, MLE is first used to pre-train the hLSTMat model. Next, we train it with reinforcement learning by using CIDEr and CL as a reward value. For MLE training, the epoch is set as 150 for both COCO and Flickr30K, while for reinforcement learning the epoch is set as 200 for COCO and 150 for Flickr30K. All models are trained by using Adam and the batch size is set as 128. We initialize the learning rate as 5e-4 and update it by a decreasing factor 0.8 in every 15 epochs. When conduct testing, beam search is applied to predict captions, with beam size of 5.
Ablation Study
In order to figure out the contribution of each component, we conduct the following ablation studies on the COCO dataset. Specifically, we remove the second LSTM (hLSTM), adaptive attention (AA) and reinforcement learning (RF) respectively from our hLSTMat model, and have six experiments: hLSTMat-hLSTM-RF, hLSTMat-hLSTM, hLSTMat-AA-RF, hLSTMat-AA, hLSTMat-RF and hLSTMat. The experimental results are shown in Table 11 .
The Influence of Hierarchical LSTMs. From Table 11 , we can see that with or without reinforcement learning, our hLSTMat models, including hLSTMat and hLSTMat-RF, perform better than hLSTMat-hLSTM models (hLSTMat-hLSTM-RF and hLSTMat-hLSTM). More specifically, hLSTMat-RF outperforms hLSTMat-hLSTM-RF on all 12 metrics, in particular with an increase of 2 percent on BLUE4, 1 percent on METEOR, 1.6 percent ROUGE, 7 percent CIDEr and 1.1 percent SPICE. In addition, compared with hLSTMat-hLSTM, hLSTMat obtains higher performance on all 12 metrics. This verifies the importance of our hierarchical LSTM component.
In order to further demonstrate the role of hierarchical LSTMs, we show four visual examples in Fig. 8 . In Fig. 8 , each image contains two descriptions. The first sentence is generated by the hLSTMat-hLSTM and the second sentence is generated by the hLSTMat model. We can see that without the hierarchical LSTM, the model can generate a sentence which contains error information (e.g., "a hair with a hair") or inconsistent semantic information, e.g., "a dog looking out of a car mirror". With the hierarchical LSTM component, our hLSTMat model can provide more precise description, such as "a yellow food truck" instead of "a yellow bus"; and a more reasonable description: "a women taking a picture of a dog in a car mirror" instead of "a dog looking out of a car mirror". These examples also show that the first residual attention based layer can detect primary objects (e.g., girl, hair) and activities (e.g., holding), while the second residual attention based layer can refine the activities (e.g., brushing) and detect the relationship between objects (e.g., "a women taking a picture of a dog" and "a dog in a car mirror").
The Influence of Adaptive Attention. It is also clearly demonstrated in Table 11 that Adaptive Attention component is important for image captioning. Compared with hLSTMat-AA, hLSTMat improves its performance by 0.5 percent on BLUE4, 0.5 percent on METEOR, 0.3 percent ROUGE, 0.6 percent CIDEr and 3.5 percent SPICE. In addition, Fig. 9 shows the attended image regions of the first residual based hLSTM: hierarchical LSTM model, AA: Adaptive Attention, RF: Reinforcement Learning. Fig. 8 . Examples of image captions generated by our hLSTMat. For each image, the first and second sentences are generated by the first-pass (hLSTMat-hLSTM) and the second-pass respectively (hLSTMat). This demonstrates that our hierarchical LSTMs can generate more precise concepts (e.g., "food truck" versus "bus") and more reasonable descriptions (e.g., "a women taking a picture of a dog in a car mirror" versus "a dog looking out of a car mirror").
attention of the hLSTMat. For each generated word, we visualize the attention weights on individual pixels, outlining the region with the maximum attention weight in orange. Moreover, for each word, we display the corresponding visual weight of second residual based attention layer. From Fig. 9 , we find that our first layer attention is able to locate the right objects, which enables the hLSTMat to accurately describe objects occurred in the input image.
On the other hand, the weights of the visual information are obviously higher when our model predicts words related to objects (e.g., "car" and "pizza") then that of non-visual words (e.g., "a", "to" and "of"). The Influence of Reinforcement Learning. From Table 11 , we can see that the results clearly show the advantage of our reinforcement learning. From the first block of In order to further demonstrate the discriminability, we show some qualitative results in Fig. 10 . By observing the two images, a human can aware that two men are performing the same activity (i.e., doing a tricks on a skateboard), but they are playing at different places (i.e., on a street and on a park).
The first man plays skateboard on the street, while the second man plays skateboard on a park. From Fig. 10 , we can see that hLSTMat-RF generates the same description for both images, while hLSTMat is able to generate precise caption to describe their difference (i.e., on a street or on a park). This indicates the reinforcement learning with contrastive loss improves the discriminability of our hLSTMat.
Comparing with State-of-the-Art
In this section, we use hLSTMat to represent our model hLSTMat for convenience.
Flickr30K. For Flickr30K dataset, we compare our hLSTMat with DeepVS [72] , Hard-Attention [4] , ATT-FCN [39] and Adaptive-Attention [5] and the comparison results are shown in Table 12 . From Table 12 , we can see that our hLSTMat outperforms the counterparts by a large margin. Specifically, compared with Adaptive [5] , hLSTMat has 6.1 percent BLUE-1, 5.7 percent BLUE-2, 4.9 percent BLUE-3, 4.3 percent BLUE-4, 2.6 percent METEOR and 13.5 percent CIDEr increases. The improvement is significant, especially for BLUE-n and CIDEr.
COCO. We conduct two types of evaluations on the COCO dataset. The first is conducted offline by using the "Karpathy" split that have been widely used in prior work. The second one is conducted online and the captioning results are obtained on the online MSCOCO test server.
For offline evaluation, all the image captioning models are single-model. Here, we compare hLSTMat with SCST: Att2in [63] , SCST:Att2all [63] , ATTN+C+D(1) [62] and Up-Down [66] . The offline evaluation results are shown in Table 13 . It is clear that our hLSTMat performs the best on the widely used evaluation metrics, e.g., BLUE4, METEOR, ROUGE, CIDEr and SPICE scores. Up-Down [66] is a strong competitor, and it performs the best for "Card" and "Rel". For online evaluation, we compare with previous published works, including Review Net [73] , Adaptive [5] , PG-BCMR [74] , SCST:Att2all [63] , LSTM-A3 [75] , Up-Down [66] . The experimental results are shown in Table 14 .
From Table 14 , we can see that beside METEOR, Up-down in general performs the best. In fact, both Up-Down and SCST:Att2All are an ensemble of 4 models, while our hLSTMat uses a single-model. Although LSTM-A3 utilizes better visual features extracted from the ResNet-152, our hLSTMat with ResNet-101 visual features obtains higher performances, especially the METEOR scores reaching 28.2 percent on c5 and 37.0 percent on c40. We believe that the performance of hLSTMat could be further boosted via an ensemble of multiple hLSTMat-based models.
Qualitative Analysis
Here, we show some qualitative results in Fig. 11 . From the above Tables (i.e., Tables 12, 13 and 14), we can see that the previously Adaptive [5] performs the best on the Flicker30k while Up-Down [66] performs the best on the COCO dataset. Due to the reason that Up-Down [66] releases the code while Adaptive [5] does not, we show some captioning examples obtained by our hLSTMat and Up-Down. The first column with two examples show that both hLSTMat and Up-Down are able to provide accurate description. For the middle column, we can see that our hLSTMat provides more accurate descriptions, especially for describing the relationships among objects. In this case, Up-Down fails to detect all objects and the relationships among them. The third column shows two images and both of them have complex background and their corresponding descriptions contain rich semantic information. For those two images, both hLSTMat and Up-Down fails. One possible reason is that a human being can conduct reasoning based on his or her background knowledge while at this stage both hLSTMat and Up-Down cannot. This proposes a potential research direction for image captioning. hLSTMat is a single model, both SCST:Att2all and Up-Down are an ensemble of 4 models. LSTM-A3 utilizes Resnet-152 based visual feature while hLSTMat uses RestNet101 based visual feature. Fig. 11 . Examples of image captions generated by Up-Down, hLSTMat and human beings. The first column, both Up-Down and our hLSTMat provide accurate descriptions. The middle column shows that in some cases our hLSTMat is able to provide better descriptions, while the third column indicates that in complex situations both Up-Down and hLSTMat fail.
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