INTRODUCTION
Device simulation has become a fundamental part in the development and optimization of electronic devices. Next to standard approaches such as the Drift
Diffusion method ], which has lead to several commercial software packages, newer techniques are also available, ranging from hydrodynamic approaches to particle-based simulations, such as the Monte Carlo or the Cellular Automaton methods [2, 3] .
In general, one pays the enhanced physical content of the latter approaches with a heavier computational load. Thus is particularly true in the presence of high electric fields. While physical simulators require an accurate description of high energy effects, Drift Diffusion methods can rely on simplified phenomenological approaches.
The aim of this paper is to show the inadequacy of some of these approaches, by focusing on the process which is the main responsible for the breakdown of devices, namely impact ionization (II). Furthermore [4, 5] , which perfectly reproduced available experimental results both on the multiplication factor as well as on the electroluminescence spectra of the device in a nearbreakdown regime [6, 7] . There, a three valley nonparabolic model was implemented for electrons and holes, together with the Kane model for II. The (4) are usually introduced referring to a constant electric field, but can be extended to a generic field shape by assuming the II coefficients to be function of the local electric field.
Within the LM, the II process in a given semiconductor under a specified electric field is fully characterized by a pair of real numbers, namely the ionization coefficients.
Equations (4) (5) can be used to link the lI coefficients (i.e. the inverse of the carriers mean free path between ionizing collision) to macroscopically observable quantities, such as the multiplication fac-071 --=--Canali et al. [18] 106.
--o--Ritter et al. [17] , , i l f [6] --e--Bulmann et al: [8] . % 10 0 5 10 F " xl0 a rn V) in the simulation. In Fig. 2 , the number of ionizing collisions (per unit time and volume) is plotted as a function of position. Two types of processes are considered: the first ('primary') collisions of the carriers entering the high field region, and all other ('secondary') collisions, either of the primary carriers or ,of those that are generated within the field region. Figure 2 clearly illustrates a fundamental physical feature of II process, that is the "dead-space" effect: a carrier must travel a certain distance before reaching the threshold energy for II. The "cold" injected primary electrons are not immediately available for II.
Thus, a dead-space zone (dn) where no ionizing collisions occur is present near the contact. Equivalently, the dead-space effect can be described by the associated energy (Eth,n gained from the carriers over the d n length. For a constant electric field, threshold energy and dead-space are related by the equations Eh,p q" IFl-dp; Eh,, q. IFI" d, (6) for holes and electrons respectively. It is often more convenient to speak of threshold energy because such quantity is generally less sensitive to the field value than d i, and often, as a first approximation, it is considered to be constant for a given semiconductor. Eth, represents the energy that a carrier must receive from the fi.eld to appreciably initiate II.
Secondary carriers come into existence only after the primary ones collide, that is not before x d n. As it can be seen on the figure, they also cannot ionize before another dead-space, that is around x 2d n.
The reason of such behaviour can be understood in the light of the microscopy of the ionizing event.
When the primary carrier impinges on the valence electron, it release its energy almost completely to generate a hole-electron pair roughly in rest condition. Accordingly, all secondary carriers can be assumed to start their motion close to zero kinetic energy. This behaviour, totally neglected in the LM, must be taken into account to adequately reproduce the II process. The mean free path between ionizing collision is only a first order description of the process. The dead space concept gives further information and, if considered in a suitable form, can add in accuracy to an adopted model, as we will see shortly.
DELAY MODEL: DESCRIPTION AND

IMPLEMENTATION
We will refer here to a region with a step-constant, positive electric field, E We further assume, for the sake of simplicity, that carriers are approximately in the same rest condition after suffering an ionizing collision, or after being generated by an ionizing collision.
Under these hypothesis a very general procedure for II modeling can start by considering the spatial probability density of the ionization event,
Pn(x) (Pp(x)), for a rest electron (hole) entering the field region at x 0 10]. Clearly, Pn (x) 0, x > 0 and Pp(x) 0, x < 0. Field edge inclusion is easily accomplished with the further assumption of zero II probability soon after the field falls to 0. Under the previous assumption Eqs. (5) De -'(x-dt'), x >_ dp
Pp(x)
O,
x < dp that is, to assume that the probability of a hole (electron) initiated II event occurring between x and x + dx (x dx) is 0 until the carrier travels a dead space length, and 5D dx (c D dx) afterwards [10] . The reason for such an assumption can be supported by the observation that the shape of the curve referred to as "primary" in Fig. 2 [9] (see also [19] where carriers are used instead of currents) dJp dJn dx qG atDJn + DJp dx (10)
x-dp Equations (10) (11) (12) are valid if II is the only relevant generation-recombination mechanism. The appropriate boundary conditions are o,
The DM is actually equivalent to the model developed in [10, 20] to study the mean gain of avalanche photodiodes. Equations (10) (11) (12) can be easily inserted in Drift Diffusion simulators, whose solution can still be accomplished via an iterative scheme, as proposed by Gummel [21 ] . Within the DM, the II characteristic of a given semiconductor under a specified electric field are expressed by two pairs of parameters: the ionization coefficients and the threshold energies for electrons and holes, respectively. Those parameters are linked to the mean free path between ionizing through Eqs. (14) The d terms are usually negligible in the lower field range, but their contribution increases with field strength. Similar results were reported for the first time in [19] by Y. Okuto A series of improvements can be thought of in order to enhance the method convergence and accuracy, depending on the particular device that provided the experimental data. The fundamental point is that, thanks to this method, we can successfully extract a set of highly reproducible parameters that can be used to describe II process in a given semiconductor. If we restrict our attention to structures with low overall multiplication factor (M 1 << 1), many simplifications can be done on the full DM, that allow a faster parameter extraction.
We have applied the described algorithm to experimental data measured on npn InP/In.53Ga.47As HBTs [17, 18] . In such transistors, the electron current injected from the base grows in the collector region because of II processes, the strength of multiplication depending on collector bias. The electron multiplication factor, M n, is defined as the ratio between the col-lector current and the electron current injected from the base into the collector With a suited procedure [18, 22] the M n dependence on collector polarization for a given device can be extrated with great sensitivity. Both structures considered in 17, 18] are operating in the range of collector biases that satisfy the relation M n-1 < < 1. For sake of simplicity, we have made the widely accepted assumption to consider Eth,n independent on the local electric field (at least for the range of fields considered). The procedure to extract an estimate of the OD(F) and dn(F) functions proceeds by applying the algorithm described above. We calculated the field shapes in the collector region for the device reported in 18] by means of a Drift Diffusion simulator, using doping data obtained with C-V measurements [22] . For the structure reported in [17] we referred to the nominal dbping value, reported in the original work.
In Fig. 3we 
