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Abstrakt: 
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bylo navrhnout detektor obličejů s možnost nasazení ve videosekvencích. 
 
Abstract: 
My diploma thesis deals about face detection in picture. I try to outline problems of computer 
vision, artificial intelligence and machine learning. I described in details the proposed 
detection by Viola and Jones, which uses AdaBoost learning algorithm. This method was 
deliberately chosen for speed and detection accuracy. This detector was made in programming 
language C/C++ using the OpenCV library. To a final learning was used database of faces 
images „MIT CVCL Face Database“.  The main goal was to propose the face detector 
utilizable also in video-sequences. 
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1. ÚVOD 
Mým úkolem v diplomové práci bylo realizovat algoritmus pro detekci 
obličeje ve videosekvenci v reálném čase. Práce byla rozdělena na tři semestry. 
V semestrálním projektu 1 jsem zjišťoval metody, které lze použít a snažil jsem se 
zohlednit i možnost přesné detekce rysů na obličeji. V druhém semestrálním projektu 
jsem zúžil svůj obor působení převážně na metodu Viola-Jones a potřebné algoritmy 
jsem realizoval v prostředí Matlab. Jelikož se mně zdála tato metoda perspektivní, 
zvolil jsem ji ke zhotovení detektoru tváří.  
V třetím semestrálním projektu jsem měl za úkol zvolit vhodné programové 
prostředky pro celkovou realizaci detektoru tváří a pokusit se ji aplikovat ve videu. 
Jelikož výpočetní nároky byly příliš vysoké, zvolil jsem programovací jazyk 
C/C++, v kterém jsem algoritmy realizoval. Celý vývoj detektoru obličeje byl tvořen 
v operačním systému Linux. 
 
Diplomovou práci jsem rozdělil na šest dílčích kapitol. V první kapitole jsem 
snažil objasnit pojem počítačové vidění (hlavně z hlediska detekce) a obory, ve 
kterých figuruje. Nahlédl jsem zde částečně i do problematiky předzpracování a to 
především možnosti detekce kůže v obraze. 
Jelikož mnou zvolené algoritmy jsou řazeny mezi algoritmy strojového učení, 
věnoval jsem se ve třetí kapitole především umělé inteligenci a strojovému učení. 
Rozebral jsem zde dílčí části metody detekce navržené Violou a Jonesem. Nastínil 
jsem zde i problematiku chyby modelu a její výpočet. 
Ve třetí kapitole jsem se věnoval knihovně OpenCV, pomocí které jsem 
detektor tváří realizoval v jazyce C/C++. Popsal jsem základní datové typy, pomocí 
kterých je obraz reprezentován. Vysvětlil jsem využití několika základních OpenCV 
funkcí pro práci s obrazem a videem, které jsou pro realizaci nepostradatelné.  
Ve čtvrté kapitole jsem se zabýval implementací algoritmů v prostředí 
Matlab. Popsal jsem vývoj několika funkcí jak po stránce návrhu, tak po stránce 
použití. 
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V páté kapitole jsem se zaměřil již na konečný vývoj klasifikátoru v jazyce 
C/C++, popsal jsem zde celý postup návrhu s popisem funkcí, které jsem vytvořil. 
Natrénoval jsem několik klasifikátorů, které jsem zde spolu s výsledky zhodnotil. 
V neposlední řadě se zde snažím popsat mou myšlenku na zpřesnění metody (ve fázi 
trénování) v případě statické kamery (např. připevněné na stěně budovy). 
V poslední části (závěru) jsem shrnul celkové řešení. 
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Řešení těchto problémů spadá pod vědní obory zpracování obrazu, analýza 
obrazu a porozumění obrazu. Zpracování obrazu se zabývá různými způsoby 
transformace obrazu (např. změna rozlišení, filtrace, zvýšení kontrastu…). Analýza 
obrazu zase zkoumá jednotlivé části obrazu a jejich vlastnosti (například detekce 
hran, lokalizace objektů a sledování jejich pohybu…). Obor porozumění obrazu se 
snaží porozumět a pochopit vstupní obraz (rozpoznání objektů v záběru, celková 
interpretace snímaného obrazu…). Všechny zmíněné obory můžeme zařadit do 
všeobecné vědní disciplíny s názvem počítačové vidění [1]. 
Výzkum ve vzpomínaných oblastech trvá již téměř čtyři desetiletí. Jeho 
výsledkem jsou mnohé velmi důležité oblasti aplikací jako například [1]: 
 
• Průmyslové zpracování obrazu – řízení procesu, řízení kvality, 
geometrické měření 
• Robotika – autonomní systémy, navigace 
• Dohled – rozpoznání událostí, bezpečnostní systémy, sběr údajů, 
inteligentní domácnosti 
• Analýza dokumentů – rozpoznání rukou psaného písma, rozpoznání 
plánů, technických výkresů  
• Medicínské zpracování obrazu – vylepšení vlastností obrazu, 
rozpoznání nádorového tkaniva, pomoc pro chirurgii a mikrochirurgii 
• Vyhledávání obrazů – obrazové databáze, vyhledávání na webu, 
informační systémy 
• Virtuální realita – generování obrazů, konstrukce modelů  
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2.1 DETEKCE 
Všeobecný model detekce a zpracování tváře by se dal znázornit tak, jak je 
uvedeno na obr. 2. 
 
Obr.  2: Blokové schéma detekce a analýzy obrazu lidské tváře [1,2] 
Ačkoliv člověk dokáže rozpoznat lidskou tvář od pozadí bez sebemenších 
potíží, jde o složitý problém.  
Problémy související s detekcí tváře se dají shrnout následovně[1]: 
 
• Různorodost výrazu tváře 
Lidská tvář se může měnit v závislosti na výrazu – úsměv, otevřené ústa, 
zvrásněné čelo, zavřené oči. 
 
• Natočení hlavy 
Lidská tvář se může měnit v závislosti od natočení hlavy v rovině obrazu 
nebo mimo rovinu (tvář z profilu). Pokud je tvář natočená jen v rovině 
obrazu, hovoříme o takzvaném frontálním obrazu tváře 
 
• Různorodost osvětlení 
Vzhled tváře se může měnit od počtu, intenzity a orientaci světelných zdrojů. 
 
• Různorodost velikosti tváře 
Tvář může mít v obraze různou velikost v závislosti od vzdálenosti od 
objektivu 
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• Překrytí tváře 
Tvář v obraze může být překryta jinými objekty, případně jinými tvářemi 
 
• Zdánlivě zobrazení tváře 
Některé oblasti pozadí můžou zdánlivě připomínat lidskou tvář a můžou často 
vést k nesprávným detekcím. 
 
Mnohdy nestačí pouze detekovat obličej, ale je potřeba určit přesnou polohu 
jednotlivých rysů (oči, nos, rty atd.). Příklad takové detekce je zobrazen na obr. 3. 
S touto detekcí je úzce spojena úloha sledování pohybu obličejových rysů ve 
videosekvencích. 
 
 
Obr.  3: Ukázka různých způsobů detekce jednotlivých rysů na obličeji [1]. 
 
2.2 ROZDĚLENÍ METOD PODLE PŘÍSTUPU K PROBLEMATICE 
Při studiu různých článků a prací, které se zabývají detekcí obličeje a 
obličejových rysů jsem narazil na různé možnosti, jakými lze danou problematiku 
řešit. Při detekci přesné polohy rysů je důležité znát přesnou polohu částí obličeje, 
která s rysy úzce souvisí. Je tedy nutné dobře určit polohu očí, nosu, rtů, obočí a 
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popřípadě vrásek. K problematice získání těchto informací z obrazu lze přistupovat 
následujícími metodami[1, 2, 3].: 
 
• Znalostní metody 
Tyto metoda využívá stanovených pravidel rozmístění jednotlivých částí 
obličeje, na základě nichž je tvář hledaná. Tyto pravidla určují vztahy mezi 
jednotlivými částmi obličeje. Nevýhodou této metody je, že vyžaduje velmi 
důkladnou lokalizaci jednotlivých příznaků, což vede k použití velmi 
složitých algoritmů. Aplikace takových algoritmů je složitá a většinou 
nedosahuje požadovaný výsledků [2]. 
• Pomocí invariantních rysů 
Tato metoda využívá obecně platné rysy lidské tváře, které nepodléhají 
změně osvětlení nebo natočení obličeje. Mezi tyto rysy patří oči, rty, ústa, 
textura nebo barva obličeje. Výhodou těchto metod je snadná a rychlá 
implementace [2]. 
• Pomocí tvarových modelů 
Do této skupiny spadají hlavně metody, od kterých se očekává detekce přesné 
pozice jednotlivých rysů. Tyto metody vyžadují informaci o přibližné poloze 
obličeje. Na tuto pozici je potom umísťován tvarový model, který se mění a 
hledá se taková poloha a deformace, aby byl model co nejvíce přizpůsobený 
tvaru detekované oblasti. Tyto metody jsou poměrně přesné a při vhodné 
implementaci i rychlé [1][3].  
• Pomocí vzhledových modelů 
Jde o podobnou metodu jako u tvarových modelů. Na rozdíl od předešlé 
metody upravuje parametry modelu tak, aby výsledný obraz co možná 
nejlépe reprezentoval celkový obraz tváře a ne jenom jeho tvar [3]. 
• Pomocí srovnávání šablon 
K hledání využívá korelaci obrazu s přednastavenými šablonami buď celého 
obličeje nebo jeho částí. Značnou nevýhodou této metody je to, že je nutné 
mít v paměti uchované jednotlivé šablony. Tyto šablony se většinou vytváří 
ručně, což je pracné a časově náročné[2].  
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2.3 PŘEDZPRACOVÁNÍ – DETEKCE KŮŽE V OBRAZE 
Jak již bylo znázorněno na obr. 2, tak detekcí předchází předzpracování, které 
může mít mnoho podob, jako je úprava jasu, ostrosti, kontrastu nebo detekce hran, 
barvy pokožky atd. Jako velmi zajímavá metoda může být, detekce barvy kůže, 
protože ji můžeme považovat za poměrně charakteristickou i přes mnoho variací, 
jakých může nabývat. Tyto variace jsou způsobené odlišnými typy pokožky, různými 
parametry snímání a osvětlení [5]. 
 
 Každá barva reprezentovaná v obraze se skládá z několika barevných složek 
podle toho, jaký barevný prostor používáme (RGB, YCbCr,  HSI,…)  
 Z obrazu můžeme vybírat jednotlivé barevné body a klasifikovat jejich barvu 
a následně zjišťovat, zda jde o kůži. Výsledné barevné oblasti (shluky pixelů 
označené jako kůže) můžeme dále vyhodnocovat již jako celky. 
 Tato metoda detekce se používá jako předzpracování při detekci obličeje a 
jeho výhodou je jednoduchá implementace a rychlost[5]. 
 
2.3.1 Barevný prostor RGB 
RGB se skládá ze tří barevných složek: červená, zelená, modrá. Mícháním 
těchto tří složek můžeme získat libovolnou barvu. Tento barevný model můžeme 
reprezentovat krychlí znázorněnou na obrázku obr. 4. 
RGB modelem se reprezentují barvy v počítačové grafice. Ve 24-bitech je na 
každou složku rezervováno 8b, kdy nejvyšší intenzita je zapsána hodnotou 255. Tedy 
například červená je definována jako (255,0,0) [5]. 
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Obr.  4: Barevný prostor RGB 
 
2.3.2 Barevný prostor YCbCr 
Tento barevný prostor se používá u videí nebo digitálních fotografií. Y zde 
reprezentuje luminanci jasu a Cb s Cr jsou modrá a červená chrominanční složka. 
Náplní Y je odlišení luminance. YCbCr není absolutní barevný model. Je to způsob 
kódování RGB informací. Přímé zobrazení barev záleží na aktuálním užití barev 
RGB v signálu [5]. 
 
2.3.3 Barevný prostor HSI 
HSI je barevný model, který nejvíce odpovídá lidskému vnímání.  HSI (Hue, 
Saturation, Intensity) definuje barevný tón, sytost barvy a hodnotu jasu. Barevná 
rozložení s cylindrickými souřadnicemi je znázorněno na obr. 5. Barva H je 
reprezentována jako úhel od 0 do 360 stupňů. Sytost S odpovídá poloměru od 0 do 1 
a intenzita I se mění podél osy Z v intervalu od 0 do 1, kde 0 je černá a 1 bílá [5] 
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Obr.  5: Dvojitý kuželový HSI prostor[5] 
 
.  
2.3.4 Klasifikace barev 
Klasifikace barvy kůže spočívá ve vyhodnocování všech tří výše zmíněných 
barevných modelů (obr. 6), kde každý vyhodnocujeme jednotlivě [5]. 
 
• Detekce kůže v barevném prostoru RGB 
Tato metoda využívá faktu, že se barva kůže mění relativně s osvětlením. 
Barvu kůže můžeme detekovat využitím normalizovaného histogramu, kde 
vektory [R,G,B] konvertujeme na normalizované vektory [r,g], pomoci nichž 
můžeme kůži klasifikovat [5]. 
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Obr.  6: Detekce kůže z různých barevných modelů [5]. 
 
• Detekce kůže v barevném prostoru YCbCr 
U YCbCr barevného modelu využíváme složky Cb a Cr, u nichž stanovujeme 
meze, do kterých spadá kůže. Stanovujeme hranice [Cr1, Cr2] a [Cb1, Cb2] a 
klasifikujeme, zda odstín spadá do stanovených mezí. Výhoda této metody, 
založené na Cb a Cr je, že tyto hodnoty poskytují pokrytí různých lidských 
ras [5]. 
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• Detekce kůže v barevném prostoru HSI 
U barevného modelu HSI klasifikujeme kůži podobně jako u YCbCr. Bereme 
v potaz odstín H a sytost S, kde stanovujeme práh [H1, S1] a [H2 S2]. Pixel 
klasifikujeme jako kůže, pokud spadá do stanovených mezí[5] 
 
Kombinací výše zmíněných barevných modelů je možné dosáhnout dobrých 
výsledků v detekci kůže [5]. 
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3. UMĚLÁ INTELIGENCE A STROJOVÉ UČENÍ 
Při detekci tváří se mnohdy používají metody a algoritmy založené na 
strojovém učení. 
Strojové učení (Machina Learning) je vědní disciplína, která umožňuje 
strojům proces učení. Je to nauka o algoritmech, které umožňují učení umělých 
objektů. Učením se rozumí automatické zlepšování se na základě zkušeností. [10]. 
Nadřazeným oborem strojového učení je umělá inteligence (Artificial 
Intelligence). Marvin Minský definoval umělou inteligenci jako vědu, která se 
zabývá problémem, jak přimět stroje chovat se inteligentně.  
Pojem „inteligentní“ je poměrně široký. Z toho důvodu existuje takzvaný 
Turingův test. Ten spočívá v tom, že člověk klade otázky a dostává se mu odpovědi. 
Na základě těchto odpovědí se rozhoduje, zda komunikuje se strojem či člověkem. 
Pokud stroj při tomto testu oklame člověka, je inteligentní[10]. 
 
Inteligenci z pohledu stroje můžeme dělit na dva druhy [10]: 
• Slabá inteligence: Dokáže odpovědět, ale obsahu nerozumí (odpovědi 
vyhledává v nějaké databázi) 
• Silná inteligence: Chápe obsahu podobně jako člověk 
 
 
3.1 PERCEPTRON 
Je mnoho způsobu, jak klasifikovat. Jedním z nejjednodušších aparátů je 
perceptron. 
Jednovrstvý perceptron je nejjednodušší síť neuronů, do které se sbíhá n 
spojů (axonů), které reprezentují buď výstupy jiných neuronů nebo podněty 
z vnějšího okolí (obr. 7) [8].  
Každým z těchto vstupů přichází v daném okamžiku informace ve formě 
čísla. Jde o číselné vyjádření hodnoty nějakých příznaků. 
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Obr.  7: Perceptron 
Každý spoj je navíc vážen vahou w a každý neuron má svůj práh θ. Tyto 
vstupy jsou spolu s prahem sečteny a přivedeny na vstup přenosové funkce neuronu 
[8]. 
ܻ ൌ ܵ ൭෍ሺݓ௜. ݔ௜ െ 
ே
௜ୀଵ
Θሻ൱                    ሺ1ሻ 
 
Přenosová funkce má obvykle tvar: 
• Skoková přenosová funkce  
Vrací pro vstup menší než daná mez nulu, pro větší vrací jedna.  
f(x) = 0 pro x < Θ a f(x) = 1 pro x ≥ Θ 
 
• Funkce signum 
Vrací pro vstup menší než daná mez -1, pro větší vrací 1.  
f(x) = -1 pro x < Θ a f(x) = 1 pro x ≥ Θ 
 
• Sigmoidální přenosová funkce 
Je ve tvaru ݂ሺݔሻ ൌ  ଵ
ଵା௘షೖೣ
 Její hodnoty se blíží nule v minus nekonečnu a 
jedničce v nekonečnu. Pro nulu je hodnota 0,5.  
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• Přenosová funkce hyperbolické tangenty 
Je ve tvaru ݂ሺݔሻ ൌ  ଶ
ଵା௘షೖೣ
െ 1. Její hodnoty se blíží -1 v minus nekonečnu a 
jedničce v nekonečnu. Pro nulu je hodnota 0. 
 
• Přenosová funkce radiální báze  
Je ve tvaru ݂ሺݔሻ ൌ  1 ൅ ݁ି௞௫. Její hodnoty se blíží nule v minus nekonečnu a 
nule v nekonečnu. Pro nulu je maximální hodnota 1. 
 
Sítě s mnoha neurony lze dělit podle různých hledisek. Jedno je dáno 
topologií sítě, druhé způsobem práce.  
 Podle prvního hlediska rozeznáváme sítě rekurentní (výstupy některých 
neuronů se vrací jako stimuly zpět do sítě). Z dalších jsou nejdůležitější vrstvené, 
které mají neurony rozdělené do vrstev [8]. 
 
 
3.2 VIOLA-JONES 
Viola-Jonesův objektový detektor, který byl poprvé představen P. Violou a 
M. Jonesem v roce 2001. Tento detektor pracuje se šedotónovým obrazem. Patří 
mezi příznakově orientované metody a často se používá k detekci tváří [7].  
Tento detektor se skládá ze tří základních částí (budou podrobně popsány 
v dalších kapitolách): 
 
• Integrální obraz 
Pomocí převodu klasického obrazu na obraz integrální zásadně zrychlíme 
výpočet Haarových příznaků. 
 
• Haarovy příznaky 
Slouží k získání množiny příznaků, na které se natrénuje AdaBoost 
algoritmus. 
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• AdaBoost algoritmus 
Jedná se o klasifikační algoritmus vycházející ze strojového učení. 
 
Výhodou tohoto detektoru je rychlost, dostatečná spolehlivost a značná 
nezávislost na osvětlení a velikosti sledovaného objektu. Z těchto důvodů je v praxi 
často používán a vzniká velká řada jeho modifikací [7]. 
Aby bylo možné tento detektor realizovat, je nutné mít trénovací množinu 
vzorů. Tato množina se skládá ze vzorů pozitivních a negativních. Pozitivními vzory 
se v našem případě rozumějí obličeje a negativními vzory naopak pozadí (obr. 8). 
Z této množiny vstupních vzorů je nutné vytvořit sadu příznaků, jejichž 
hodnoty se používají při trénování AdaBoost algoritmu [6, 7]. 
 
 
Obr.  8: Ukázka trénovacích vzorů (vlevo pozitivní, vpravo negativní).  
 
3.2.1 Adaboost 
AdaBoost (Adaptive Boosting) je algoritmus strojového učení, který 
formulovali Yoav Freundem a Robert Schapire. Je to algoritmus, který může být 
použit spolu s mnoha jinými učícími algoritmy, které pak zlepšují jeho výkon. 
Vychází z metody zvané boosting [6]. 
Cílem metody boosting je zlepšení klasifikační přesnosti libovolného 
algoritmu strojového učení. Základem je vytvoření více klasifikátorů označovaných 
jako slabí žáci (weak learners) nebo slabé klasifikátory. Tyto klasifikátory vznikají 
pomocí výběru vzorků ze základní trénovací množiny. První klasifikátor má přesnost 
jen o málo větší než je přesnost odhadu (tj. přes 50% v případě dvoustavového 
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klasifikátoru). Postupně jsou pak přidávány další klasifikátory s obdobnou mírou 
přesnosti, čímž je vygenerován sada klasifikátorů označovaný jako silný žák (strong 
learner), jehož celková klasifikační přesnost je libovolně vysoká vzhledem ke 
vzorkům v trénovací množině [7]. 
Jak již bylo napsáno, tato metoda využívá množinu slabých klasifikátorů ht(x) 
které jsou vybírány z množiny klasifikátorů H a jejichž lineární kombinací vzniká 
silný klasifikátor H(x). Vstupem tohoto algoritmu je trénovací množina S, která je 
složena z dvojic (xi,yi). Tato dvojice udává vždy hodnotu příznaku xi a k ní třídu 
příznaku, do které má klasifikovat: 
ݕ௜ א ሼെ1; 1ሽ                    ሺ2ሻ 
AdaBoost, na rozdíl od základního algoritmu boosting, používá vážení 
trénovací množiny vahami Dt, které jsou ze začátku nastaveny rovnoměrně. V každé 
iteraci algoritmu se pak provádí následující [6, 7]: 
• Výběr slabého klasifikátoru s nejmenší chybou klasifikace 
• Ověření, že chyba klasifikátoru nepřesáhla hodnotu 0,5 (tedy klasifikátor má 
přesnost lepší než 50%) 
• Vypočet koeficientu slabého klasifikátoru 
• Aktualizace jednotlivých vah Dt. 
 
Aktualizace vah zapříčiní, že váha špatně klasifikovaného měření se zvětší a 
váha dobře klasifikovaného se zmenší. To znamená, že v následujícím kroku se bude 
hledat takový klasifikátor, který bude lépe klasifikovat doposud chybně provedené 
měření [7]. 
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3.2.2 Matematická interpretace AdaBoost klasifikace. 
Jak již bylo zmíněno, na vstupu klasifikátoru jsou množiny příznaků x1t – xmt 
a k nim náležející třídy klasifikace y1 – ym.  
 
ܵ ൌ ൮
ݔଵଵ …
ݔଶଵ …
ݔଵ௧       ݕଵ
ݔଶ௧       ݕଶ
ڭ ڭ
ݔ௠ଵ …
ڭ     ڭ
ݔ௠௧       ݕ௠
൲                    ሺ3ሻ 
 
kde ݐ א ۃ1, ݊ۄ,  n je celkový počet příznaků a m počet obrázků v trénovací množině. 
 
Než dojde k samotnému procesu hledání slabých žáků, musí být 
inicializovány váhy. 
 
ܦଵሺ݅ሻ ൌ
1
݉
                    ሺ4ሻ 
 
kde m je počet obrázků v trénovací množině. Dojde tedy k 
počátečnímu rovnoměrnému rozložení vah, kde každému obrázku připadá právě 
jedna z nich. 
Váhy jsou při procesu hledání odpovídajícího klasifikátorů měněny, aby při 
iteračním hledání došlo k potlačení již nalezených klasifikátorů a nebyl stále 
nacházen tentýž. Zvýší se tím šance, že další nalezený klasifikátor bude úspěšnější 
v množině dat, kde předešlý zklamal. 
Jako slabý klasifikátor jsem zvolil lineární perceptron (obr. 7) s jedním 
vstupem a přenosovou funkcí signum.  
Ten měl za úkol zjistit velikost vážené míry separability. K úplné separabilitě 
nedochází takřka vůbec, proto musíme vybírat takové klasifikátory, který mají 
váženou separabilitu největší [7]. 
Váženou mírou separability se rozumí, jak musí být nastavena váha 
(popřípadě práh) lineárního perceptronu, aby přímka dělila množiny hodnot s co 
nejmenší chybou. Ideální případ je znázorněn na obr. 10. 
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Lineární perceptron natrénujeme na jedné sadě příznaků a zpětně ověříme, do 
jaké míry je schopen klasifikovat. 
Rovnice lineárního perceptronu je: 
 
݄ሺݔ௜ሻ ൌ ݏ݅݃݊ሺݓ . ݔ௜  െ  ߠሻ                    ሺ5ሻ 
 
kde ݄ሺݔ௜ሻ je výstup perceptronu, ݔ௜ je hodnota i-tého vzoru, ߠ je prah a ݓ je 
váha. 
Blokové schéma je znázorněno na obrázku obr. 9. 
 
Obr. 9: Lineární perceptron s přenosovou funkcí signum 
Proces trénování spočívá v úpravě váhy w, a to na základě dvojic z trénovací 
množiny S. Dvojicí se myslí množina příznaků pro jeden obraz a třída klasifikace (1 
nebo -1). 
ݓ ൌ ݓ ൅ ݕ௜. ݔ௜            ݌݋݇ݑ݀ ݄ሺݔ௜ሻ ് ݕ௜                    ሺ6ሻ 
ݓ ൌ ݓ                          ݌݋݇ݑ݀ ݄ሺݔ௜ሻ ൌ ݕ௜                    ሺ7ሻ 
Toto učení se postupně opakuje pro všechny dvojice z matice S, a to ve více 
iteracích.  Na obr. 10 je znázorněna geometrická reprezentace lineárního 
klasifikátoru na množině vstupních dat. Jedná se o nalezení optimální směrnice w. x 
separační přímky s hodnotou ߠ v bodě x = 0 [7]. 
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Obr.  10: Grafické znázornění separace dat pomocí lineárního perceptronu [7] 
Po natrénování se výsledky klasifikace perceptronu ௝݄ሺݔ௜ሻ a vektoru ݕ௜ 
porovnají. Součet těch vah ܦ௧(i), při kterých nebyla klasifikace rovna skutečné 
hodnotě, dávalo výslednou chybu klasifikace [6][7]. 
௝߳ ൌ ෍ ܦ௧
௠
௜ୀଵ
ሺ݅ሻܫൣݕ௜ ്  ௝݄ሺݔ௜ሻ൧                    ሺ8ሻ 
Výraz ܫൣݕ௜ ്  ௝݄ሺݔ௜ሻ൧ vrací 1, když platí ݕ௜ ്  ௝݄ሺݔ௜ሻ, jinak 0. To znamená, 
že buď se s vahou ܦ௧ሺ݅ሻ v sumě počítá, nebo ne. Ve výsledné chybě jsou tedy 
zohledněny pouze špatné klasifikace. 
Postup zjišťování chyby ௝߳ se provádí tolikrát, kolik je extrahovaných 
příznaků z obrazu. Po celé této operaci je vybrán ten slabý klasifikátor (slabý žák), 
který má tuto chybu nejmenší. Pokud je chyba větší než 0,5, čili úspěšnost je menší 
než 50%, výpočet je ukončen (nebyl nalezen žádný vhodný slabý klasifikátor). 
Za jiných okolností se vypočítá váha slabého klasifikátoru ߙ, která je potřeba 
při výpočtu silného klasifikátoru. 
ߙ ൌ
1
2
 ݈݋݃ ൬
1 െ ߳௧
߳௧
൰                    ሺ9ሻ 
Při každém hledání nového slabého klasifikátoru je nutné přepočítat váhy 
vstupních obrazů, a to dle následujícího vztahu: 
ܦ௧ାଵሺ݅ሻ ൌ
ܦ௧ሺ݅ሻ݁ିఈ೟௬೔௛೟ሺ௫೔ሻ
ܼ௧
,                    ሺ10ሻ 
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kde 
ܼ௧ ൌ ෍ ܦ௧ሺ݅ሻ݁ିఈ೟௬೔௛೟ሺ௫೔ሻ
௠
௜ୀଵ
.                    ሺ11ሻ 
 
Při hledání slabých klasifikátorů je důležité si zapamatovat, na kterém 
příznaku (indexu příznaku) byl nalezen.  
Výše zmíněným postupem zjistíme umístění jednoho klasifikátoru, který má 
pro danou trénovací množinu nejlepší klasifikační vlastnosti. Tento proces 
opakujeme, dokud nebudeme mít takových slabých klasifikátorů dostatek.  
Počet těchto slabých klasifikátorů může být buď dán před samotným 
procesem trénování anebo je odvozen od požadované úspěšnosti klasifikace 
trénovací množiny vzorů (počet slabých klasifikátorů se neustále zvyšuje, dokud není 
dosaženo požadované úspěšnosti klasifikace)[6]. Při každém takovém iteračním 
vyhledání je třeba přepočítat vektor vah ܦ௧ሺ݅ሻ. 
Výsledný silný klasifikátor je pak dán následujícím vzorcem: 
 
ܪ ൌ ݏ݅݃݊ ൭෍ ߙ௧. ݄௧ሺݔ௧ሻ
்
௧ୀଵ
൱                    ሺ12ሻ 
 
Kde ݄௧ሺݔ௧ሻ je slabý klasifikátor odpovídajícímu t-tému příznaku, jehož 
hodnota je ݔ௧,  ߙ௧ je váha daného slabého klasifikátoru[6, 7]. 
 
 
3.2.3 Haarovy příznaky 
Při klasifikaci obrazu je možné použít více přístupů. Jedním z nich je 
vykonávání klasifikace přímo na základě hodnot intenzit klasifikovaného obrazu. 
Jiným přístupem je klasifikace na základě příznaků. Její výhoda spočívá v tom, že 
příznaky v sobě obsahují informaci o charakteru vybrané oblasti obrazu. Pokud se dá 
tato informace vyjádřit jednoduchým způsobem, dostaneme metodu, která vykazuje 
vysokou rychlost[6, 7].  
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Vstupem do klasifikačního algoritmu AdaBoost je množina příznaků. Na 
velikosti této množiny závisí přesnost klasifikace. K získání velké množiny příznaků 
můžeme použít postup založený na rozdílu ploch intenzit v obraze [6]. Tyto plochy 
mohou být tvořeny dvěma, třemi, nebo čtyřmi obdélníkovými oblastmi, viz obr. 11, 
které jsou postupně aplikovány na obraz. Hodnota takového příznaku se vypočítá 
jako rozdíl sum intenzit pixelů světlé a tmavé části (od světlé plochy odečítám 
plochu tmavou). Velikost těchto obdélníkových oblastí je iteračně měněna. Tím 
můžeme dostat opravdu velké množství příznaků. Z toho dostáváme pro každý obraz 
velkou sadu příznaků, které jsou vstupem učícího algoritmu AdaBoost [6, 7]. 
 
 
Obr.  11: Ukázka obdélníkových oblasti pro výpočet příznaků. Odečítáme sumu 
intenzit pixelů oblasti světlé od oblasti tmavé [6] 
 
 
  
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně
 
 
 
31 
3.2.4 Integrální obraz 
V Haarových příznacích dochází k neustálému odečítání dvou ploch intenzit. 
Algoritmus, který sumy ploch počítá je iteračně velmi náročný a nevhodný pro 
detekci v reálném čase. Na zrychlení tohoto výpočtu slouží integrální obraz. Jde o 
transformaci původního obrazu do takové podoby, z které bez složitějších iteračních 
výpočtů sumu intenzit získáme [6, 7].  
Každý bod integrálního obrazu odpovídá součtu hodnot všech 
předcházejících bodů dle následující rovnice tak, jak je znázorněno na obr. 11. 
 
 
 
 
Obr.  12: Hodnota integrálního obrazu v bodě (x,y) je dána sumou všech 
předešlých hodnot jasu pixelů označené oblasti [6] 
 
 
Z takto přepočítaného obrazu jsme potom pomocí jednoduché algebry 
schopni plochu oblastí vypočítat bez potřeby složitých cyklů. Výpočet je znázorněn 
na obr. 13. Hodnota 1 je definována jako suma všech intenzit oblasti A. Hodnota 2 
potom jako součet oblasti A a B, hodnota 3 jako A + C a hodnota 4 je definována 
jako součet všech čtyř oblastí. Plochu D pak můžeme vypočítat jako 4 + 1 - (2 + 3) 
[6]. 
ܫ௜௡௧ሺݔ, ݕሻ ൌ ܫ௜௡௧ሺݔ െ 1, ݕሻ ൅ ݏሺݔ, ݕሻ ሺ14ሻ 
ݏሺݔ, ݕሻ ൌ ݏሺݔ, ݕ െ 1ሻ ൅ ܫሺݔ, ݕሻ ሺ13ሻ 
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Obr.  13: Suma pixelů v oblasti D může být spočítána jako ૝ ൅ ૚ െ ሺ૛ ൅ ૜ሻ [6] 
 
3.3 CHYBA KLASIFIKACE 
Předpokládejme, že máme natrénovaný model, na základě kterého 
klasifikujeme. Důležitým faktorem modelu je jeho chyba. Tu zjistíme tak, že 
porovnáme predikovanou hodnotu s hodnotou skutečnou. Pokud tedy natrénujeme 
model a zpětně ověříme na trénovacích datech úspěšnost klasifikace, získáme tzv. 
trénovací chybu ERRtrain. 
Chyba zjištěná na datech použitých při trénování se nazývá resubstituční 
chyba a vede k podhodnocení skutečné chyby. 
Skutečnou chybu modelu můžeme zjistit několika způsoby. Nejjednodušší je 
rozdělit trénovací data na dvě skupiny (např. v poměru 2/3 : 1/3), kde na první model 
natrénujeme a na druhé otestujeme. Tato metoda získání chyby předpokládá velké 
množství dat, což nemusí být vždy splněno. Existuje zde i riziko, že rozdělení 
vytvoří neodpovídající rozložení[10, 14].  
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3.3.1 Bootstrap 
Bootstrap je postup, jak rozdělit data na trénovací a testovací a získat odhad 
skutečné chyby modelu vytvořeného ze všech dat. 
Základní princip spočívá v tom, že se vygeneruje velký počet trénovacích 
souborů ܤ௜ o četnosti N prvků výběrem s opakováním ze základního souboru všech 
dostupných dat. Doporučený počet těchto ܤ௜ souborů je 50 až 2000. Může jich být 
však i řádově více. Soubory ܤ௜ budou opakovaně použity jako trénovací [14]. 
Ve statistice slouží bootstrap k robustnímu určení intervalů spolehlivosti 
základních charakteristik vzorků (průměr, rozptyl, medián, korelační koeficienty…) 
Tato metoda se často používá v případech, kdy máme nedostatek 
dostupných dat (např. N<30) [14]. 
 
ܧݎݎ௕௢௢௧ ൌ
1
ܰ
1
|ܤ|
෍ ෍ ܮܨሺݕ௜, መ݂஻ೕሺݔ௜ሻሻ
ே
௜ୀଵ
|஻|
௝ୀଵ
,                  ሺ15ሻ 
 
kde መ݂஻ೕ je model naučený na ܤ௝-tý výběr a testuje se na původním souboru a LF je 
chybová funkce, která představuje rozdíl mezi predikovanou a skutečnou hodnotou 
[14]. 
 
 
3.3.2 Křížová validace 
Křížová validace (Cross Validation) je metoda sloužící k odhadu skutečné 
chyby modelu, tedy k posouzení hypotézy, do jaké míry data odpovídají danému 
modelu. Princip spočívá v tom, že je datový soubor rozdělen na určitý počet, pokud 
možno stejně velkých disjunktních množin K. Na základě tohoto dělení je N-krát 
nastaven a vyhodnocen model tak, že je postupně vždy jedna množina použita na 
testování a sjednocení ostatních množin jako trénovací soubor dat. Je tak získáno 
N různě natrénovaných modelů[14]. 
Součet všech vypočtených odchylek slouží k určení skutečné chyby modelu 
vytvořeného na základě použitých dat. 
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Celková chyba modelu metodou křížové validace je dána průměrem chyby 
Err všech dílčích modelů: 
 
ܧݎݎ஼௏ ൌ
1
ܰ
෍ ܧݎݎ ቀݕ௄ሺ௜ሻ, ሚ݂ି௄ሺ௜ሻ൫ݔ௄ሺ௜ሻ൯ቁ
ே
௜ୀଵ
,                   ሺ16ሻ 
 
kde N je počet podmnožin vytvořených z úplného datového souboru, ܭሺ݅ሻ je 
i-tá podmnožina, ݕ௄ሺ௜ሻ a ݔ௄ሺ௜ሻ jsou výstupní a vstupní data obsažená v podmnožině 
ܭሺ݅ሻ a ሚ݂ି௄ሺ௜ሻ je model natrénovaný na data bez použití podmnožiny ܭሺ݅ሻ 
 
 
Obr.  14: Křížová validace – schéma [14] 
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Leave-one-out 
Jedná se o metodu křížové validace s dělením odpovídajících počtů 
samotných prvků. Naučíme model na N-1 prvků a na posledním ověříme klasifikaci. 
Takto to uděláme se všemi daty, vždy jeden (jiný) nezahrneme do trénování a na tom 
otestujeme. Trénujeme tolikrát, kolik je v trénovací množině prvků. Jde o 
nejpřesnější určení skutečné chyby modelu plynoucí z dostupných dat. Nevýhoda 
této metody je obrovská časová náročnost [14]. 
 
ܧݎݎ஼௏ ൌ
ଵ
ே
∑ ܮ ቀݕ௄ሺ௜ሻ, ሚ݂ି௄ሺ௜ሻ൫ݔ௄ሺ௜ሻ൯ቁே௜ୀଵ                    ሺ17ሻ 
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OpenCV bylo navrženo tak, aby se dalo použít v následujících vývojových 
nástrojích:  
• Borland C++ 
• MSVC++ 
• Intel kompilátory 
4.1 INSTALACE 
OpenCV požaduje pro správný chod na operačním systému Linux následující 
balíčky: 
• GCC 4.x nebo novější. 
• CMake 2.6 nebo vyšší  
• Verzovací (SVN) klient  
• GTK+ 2.x nebo novější, libgtk2.0-dev 
• pkgconfig  
• libpng, zlib, libjpeg, libtiff, libjaspers 
• Python 2.3 nebo novější s vývojovými balíčky (python-dev)  
• SWIG 1.3.30 nebo novější 
• libavcodec z ffmpeg 0.4.9-pre1 nebo novější 
• libdc1394 2.x pro práci s IEEE1394 kamerami 
 
Zdrojové kódy OpenCV pořídíme z repositářů pomocí příkazu: 
svn co https://opencvlibrary.svn.sourceforge.net/svnroot 
/opencvlibrary/trunk 
 
Tím se nám stáhnou zdrojové kódy do aktuálního adresáře. Ve staženém 
adresáři musíme vytvořit adresář release a v něm s patřičnými parametry spustit 
cmake. 
 
cd ~/<pracovni_adresar>/opencv 
mkdir release 
cd release 
cmake -D CMAKE_BUILD_TYPE=RELEASE -D CMAKE_INSTALL_PREFIX 
=/usr/local -D BUILD_PYTHON_SUPPORT=ON .. 
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Po konfiguraci spustíme kompilaci a instalaci pomocí následujících příkazů: 
 
Podrobný popis instalace a konfigurace je popsán na internetových stránkách 
projektu: http://opencv.willowgarage.com 
 
4.2 ZÁKLADNÍ DATOVÉ TYPY 
Knihovna obsahuje nepřeberné množství datových typů, které jsou určeny 
především pro efektivní uchování obrazových informací. Sdružují vždy všechny 
potřebné údaje, které by mohl uživatel při práci s obrázky potřebovat. 
Nejzákladnější z datových typů je cvPoint, který reprezentuje jeden bod. Je 
to struktura, která obsahuje dvě souřadnice typu integer (x a y). Obdobou tohoto 
typu je cvSize, která oproti souřadnicím obsahuje výšku a šířku (width a 
height). 
 
Na těchto dvou typech je pak založen typ CvRect, který v sobě obsahuje 
souřadnice x, y a width a height (šířku s výškou). Dá se použít například pro 
definování čtvercové oblasti, kde máme souřadnice počátečního bodu a velikost. 
 
 
V neposlední řadě je typ CvScalar, který může reprezentovat až 4 čísla 
typu double. 
typdef struct CvRect{ 
  int x; 
  int y; 
  int width; 
  int height; 
}; 
typdef struct CvSize{ 
  int width; 
 int height; 
}; 
make 
sudo make install 
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Matice je v OpenCV reprezentována jako struktura CvMat: 
 
Type určuje typ jednotlivých hodnot v matici. I přestože matice má x řádků a 
y sloupců, v paměti je reprezentována jako jeden dlouhý řádek. Z toho důvodu je zde 
proměnná step, která odděluje jednotlivé řádky. Proměnná obsahuje počet hodnot 
na jednom řádku.  
Proměnná data určuje ukazatel na pole hodnot. Dále jsou zde definovaný 
počet řádků a sloupců (popřípadě šířka a výška matice). 
Pro odstranění matice z paměti slouží funkce CvReleaseMat 
 
void CvReleaseMat(CvMat **mat); 
 
Vyčítání jednotlivých prvků z matice můžeme dělat dvěma způsoby. Přímým 
vyčítáním čísel, kde indexujeme pole jako  
 
typedef struct CvMat 
    { 
        int type; 
        int step; 
        int* refcount;  
        union 
        { 
            uchar* ptr; 
            short* s; 
            int* i; 
            float* fl; 
            double* db; 
        } data;  
        union 
        { 
            int rows; 
            int height; 
        } 
        union 
        { 
            int cols; 
            int width; 
        }; 
    } CvMat;
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Matrix->data[y*n+x] 
 
kde y je řádek, x je sloupec a n je počet prvků na řádku. 
Druhou variantou je použití sady funkcí cvGetReal[1|2|3]D nebo 
cvGet[1|2|3]D, které vrací hodnotu zadanou souřadnicemi. 
 
 
 
Pro vložení dat do matice slouží ekvivalenty ve funkcích: 
 
 
 
  
double cvSetReal1D(const CvArr *arr, int idx0); 
double cvSetReal2D(const CvArr *arr, int idx0, int idx1); 
double cvSetReal3D(const CvArr *arr, int idx0, int idx1,
int idx2); 
 
double cvSet1D(const CvArr *arr, int idx0); 
double cvSet2D(const CvArr *arr, int idx0, int idx1); 
double cvSet3D(const CvArr *arr, int idx0, int idx1, int
idx2); 
double cvGetReal1D(const CvArr *arr, int idx0); 
double cvGetReal2D(const CvArr *arr, int idx0, int idx1); 
double cvGetReal3D(const CvArr *arr, int idx0, int idx1, 
int idx2); 
 
double cvGet1D(const CvArr *arr, int idx0); 
double cvGet2D(const CvArr *arr, int idx0, int idx1); 
double cvGet3D(const CvArr *arr, int idx0, int idx1, int 
idx2); 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně
 
 
 
42 
4.4 DATOVÁ STRUKTURA IPLIMAGE 
Pro uchování obrazové informace slouží datový typ IplImage. Tato 
datová struktura reprezentuje obrázek v paměti a sdružuje o něm všechny  informace, 
které pro práci s ním potřebujeme.  
 
Definice IplImage je : 
 
Nejdůležitější z nich jsou proměnné šířka (width), výška (height) a 
ukazatel na obrazová data (imageData). Další zajímavou proměnnou ve struktuře 
IplImage je struktura roi (Region of interest). Definuje nám oblast zájmu 
v obraze. Máme-li obrázek (např. o velikosti 640x480) a chceme pracovat pouze 
s jeho výřezem, nemusíme celý obraz ořezávat, ale nastavíme tento region na námi 
požadovanou oblast. Většina funkci v OpenCV ji zohledňuje a aplikuje se jen na 
zvolený region.  
typedef struct _IplImage { 
  int                  nSize; 
  int                  ID; 
  int                  nChannels; 
  int                  alphaChannel; 
  int                  depth; 
  char                 colorModel[4]; 
  char                 channelSeq[4]; 
  int                  dataOrder; 
  int                  origin; 
  int                  align; 
  int                  width; 
  int                  height; 
  struct _IplROI*      roi; 
  struct _IplImage*    maskROI; 
  void*                imageId; 
  struct _IplTileInfo* tileInfo; 
  int                  imageSize; 
  char*                imageData; 
  int                  widthStep; 
  int                  BorderMode[4]; 
  int                  BorderConst[4]; 
  char*                imageDataOrigin; 
} IplImage; 
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Tato struktura se skládá ze souřadnic x, y a dále z výšky (height) a šířky 
(width) zájmové oblasti. Potřebujeme-li tedy obraz procházet nějakým okýnkem, 
pouze nastavíme šířku a výšku ROI a souřadnice x a y měníme iteračně v závislosti 
na pohybu toho okýnka.  
ROI oblast se ukázala jako velice výhodná funkce a velice zjednoduší práci 
s obrazem. Pro její ovládání nám slouží trojice funkcí: 
• cvSetImageROI – nastavení požadovaní oblastí 
• cvGetImageROI – vyčtení souřadnic a velikosti požadované oblasti 
• cvResetImageROI – smazání oblasti 
 
 
void cvSetImageROI( IplImage* image, CvRect rect ); 
CvRect cvGetImageROI( const IplImage* image ); 
void cvResetImageROI( IplImage* image ); 
 
 
Na vytvoření nového, prázdného obrázku nám slouží funkce 
cvCreateImage. 
  
IplImage *cvCreateImage(CvSize size, int depth, 
int chanel); 
 
Prvním argumentem je velikost obrázku definovaná typem CvSize. Druhým 
argumentem je bitová hloubka obrázku. Může být definována jedním z následujících 
maker (nebo číslem od 1 – 7): 
• IPL_DEPTH_8U – bezznaménkový 8bitový integer 
• IPL_DEPTH_8S - znaménkový 8bitový integer 
• IPL_DEPTH_16U - bezznaménkový 16bitový integer 
• IPL_DEPTH_16S - znaménkový 16bitový integer 
• IPL_DEPTH_32S - znaménkový 32bitový integer 
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• IPL_DEPTH_32F - 32bitové reálné číslo (s plovoucí desetinou 
čárkou) 
• IPL_DEPTH_64F - 64bitové reálné číslo (s plovoucí desetinou 
čárkou) 
Poslední argument udává počet kanálů, v kterém je zapsán jeden pixel (1, 2, 3 
nebo 4). Pro každou barevnou složku jeden kanál. Při třech kanálech (RGB) jsou 
barvy definovány od konce (blue, green a red). 
Návratová hodnota funkce je ukazatel na typ IplImage, na kterém se 
nachází nový, námi vytvořený prázdný obrázek. 
 
4.5 NAČTENÍ A ZOBRAZENÍ OBRAZOVÝCH FORMÁTŮ 
OpenCV podporuje několik druhů obrazových formátů: 
• Windows bitmap – BMP,DIB 
• JPEG formát – JPEG,JPG,JPE 
• Portable Network Graphics – PNG 
• Portable image format – PBM, PGM, PPM 
• Sun raster – SR, RAS 
• TIFF formát – TIFF, TIF 
 
Pro načtení obrázku slouží funkce cvLoadImage, která vrací ukazatel na 
obrazový typ IplImage, který obsahuje daný obrázek. Jako argument funkce se 
předává název souboru a barevná informace o obrázku. Pokud zadáme do barevné 
informace (color) nulu, vrácený obrázek bude černobílý, pokud větší než nula, tak 
bude barevný. Parametr ohledně výstupní barvy nemusí být definován. Implicitně je 
nastaven na 1. 
 
IplImage *cvloadImage(const char * filename, int color); 
 
Uložení obrázku obsluhuje funkce cvSaveImage. Jejím argumentem je 
název souboru, do kterého chceme ukládat a ukazatel na obrázek. 
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int cvSaveImage(const char* filename,const CvArr* img); 
 
Pro uvolnění obrázku z paměti slouží funkce cvReleaseImage. Jako 
argument předáváme dvojitý ukazatel (double pointer) na alokovaný obrázek. 
 
void cvReleaseImage(IplImage ** image); 
 
Zatímco většina OpenCV funkcí je určena a navržena pro poměrně 
„nízkoúrovňové“ využití v aplikaci (nejedná se o funkce, které by měli přímo 
obrazový či grafický výstup), část HighGUI je dodatek pro rychlé softwarové 
experimentování. Obecná myšlenka je mít malý soubor přímo použitelných funkcí 
pro rozhraní aplikací počítačového vidění s ohledem na jednoduchost implementace. 
Tedy sadu funkcí, pomocí kterých jednoduše vytvoříme okno a v něm výsledky 
našich experimentů zobrazíme [9, 13]. 
 
Pro vytvoření základního okna slouží funkce cvNamedWindow. První 
argument je název okna a druhý tzv. vlajky (flags), které udává chování okna. 
V současné době je podporována pouze vlajka CV_WINDOW_AUTOSIZE. Pokud je 
nastavena, velikost okna je automaticky nastaven tak, aby vyhovoval zobrazovanému 
obrázku, zatímco uživatel nemůže velikost okna měnit.  
 
int cvNamedWindow(const char* name, int flags); 
 
Pro odstranění okna slouží funkce cvDestroyWindow. Má pouze jediný 
argument a tím je název okna. Pro odstranění všech zobrazených oken slouží 
ekvivalent ve funkci cvDestroyAllWindows 
 
void cvDestroyWindow(const char* name); 
void cvDestroyAllWindows(void); 
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Zobrazení obrázku v okně obsluhuje funkce cvShowImage.  Jejími argumenty 
jsou název okna, v kterém bude obrázek zobrazen a ukazatel na proměnnou typu 
CvArr, která obrázek obsahuje. 
 
void cvShowImage(const char* name,const CvArr* img); 
 
Občas je potřeba nastavit přesnou polohu okna. K tomu slouží funkce 
cvMoveWindow. Jejími argumenty jsou název okna a pozice x a y od levého 
horného rohu obrazovky [9, 13]. 
 
void cvMoveWindow(const char* name, int x, int y); 
 
Při zobrazení obrázků je často potřeba čekání na klávesu. Na to slouží funkce 
cvWaitKey. Její argument je čas v milisekundách, po kterou se čeká. Pokud 
zadáme 0 nebo argument vynecháme, bude se čekat tak dlouho, dokud nebude 
stisknutá libovolná klávesa. Funkce vrací kód stisknuté klávesy [9, 13]. 
 
int cvWaitKey( int delay=0 ); 
 
4.6 PRÁCE S VIDEEM 
OpenCV, konkrétně HighGui, práci s videem zjednodušuje pomocí 
předdefinovaných funkcí. Tyto funkce vrací strukturu CvCapture. Tato struktura 
nemá veřejné rozhraní a užívá se pouze jako parametr pro práci s videem. 
 
typedef struct CvCapture CvCapture; 
 
OpenCV poskytuje dvě funkce na získání videosekvence. První je 
cvCaptureFromFile. Tato funkce inicializuje CvCapture strukturu pro čtení 
videostreamu ze specifikovaného souboru. Pro správnou funkci potřebuje mít 
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k dispozici kodek VfW (Video for Windows) na systému Windows nebo ffmpeg na 
operační systému Linuxu. Jejím argumentem je název souboru [9, 13]. 
 
CvCapture* cvCaptureFromFile(const char* filename); 
 
Druhou možností je pořízení videa přímo z připojené kamery. K tomu slouží 
funkce cvCaptureFromCAM. Tato funkce inicializuje CvCapture strukturu pro 
čtení videostreamu přímo z připojené kamery. V současné době můžou být na 
operačním systému Windows použity dvě rozhraní: Video for Windows (VFM) a 
Matrox Imaging Library (MIL). Na operačním systému Linux je to V4L (video for 
linux) a FireWire (IEEE194).  
Tato funkce má ve svém argumentu číslo kamery. Toto číslo je důležité 
pouze, pokud je k počítači připojeno více jak jedno snímací zařízení. V případě jedné 
kamery se argument může vynechat [9, 13]. 
 
CvCapture* cvCaptureFromCAM( int index ); 
 
Pro uvolnění zařízení slouží funkce cvReleaseCapture. Jako parametr 
je dvojitý ukazatel (double pointer) na strukturu CvCapture. 
 
void cvReleaseCapture( CvCapture** capture ); 
 
Pro získání aktuálního snímku z kamery nebo souboru slouží funkce 
cvQueryFrame. Její argument je proměnná typu CvCapture vrácena funkcí 
cvCaptureFromFile nebo cvCaptureFromCAM. 
 
IplImage* cvQueryFrame( CvCapture* capture ); 
 
Návratová hodnota funkce je pořízený snímek v proměnné typu IplImage. 
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5. TESTOVÁNÍ ALGORITMŮ V MATLABU 
V průběhu semestrálního projektu 2 jsem měl za úkol se zaměřit a vyzkoušet 
algoritmy spojené s metodou navržené Violou a Jonesem a algoritmem strojového 
učení AdaBoost. Pro prvotní testování zmíněných metod jsem použil prostředí 
Matlab s přidruženými funkcemi pro zpracování obrazu. 
 
Jak je popsáno v kapitole 3.2, celá metoda, tak jak byla navržena Violou a 
Jonesem, se skládá ze tří částí: 
 
• Integrální obraz 
• Haarovy příznaky 
• AdaBoost klasifikační algoritmus 
 
Vytvořil jsem si tedy v Matlabu tři klíčové funkce, které tyto kategorie 
reprezentovaly. 
5.1 INTEGRÁLNÍ OBRAZ 
Vytvořil jsem si funkci intobr, kde vstupním argumentem byla matice. 
Jednotlivé prvky této matice reprezentovaly jasovou složku daného pixelu 
šedotónového obrázku. Tuto matici jsem potom dle vztahů v kapitole 3.2.4 přepočítal 
do výsledné matice integrálního obrazu, který funkce vracela jako návratovou 
hodnotu.  
I_int = intobr(img) 
 
Algoritmus výpočtu se dá popsat jako dva cykly. Kde jeden prochází matici 
vertikálně (po sloupcích) a druhý horizontálně (po řádcích). Vývojový diagram je 
znázorněn na obr. 17. 
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Obr.  17: Vývojový diagram pro vytvoření integrálního obrazu 
 
Na začátku inicializujeme proměnnou x a y na 0, což je výchozí pozice 
v obrázku a s_k reprezentuje sumu intenzit v daném sloupci. Proměnná sirka a 
vyska definuje velikost původního obrázku. Suma intenzit se počítá po sloupcích. 
Pokud je dosaženo maximální výšky (y = vyska), přejde se na druhý sloupec. 
V dalších sloupcích (x > 0) se zohledňuje velikost sumy v předešlých sloupcích 
tím, že se k dosavadní sumě v daném sloupci přičte ještě suma ve stejném řádku ze 
sloupce předešlého. Pokud není splněna podmínka, že x < sirka, tedy že se došlo 
na konec obrázku, algoritmus je ukončen a v matici I je uložen výsledný integrální 
obraz.  
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Graficky lze integrální obraz vyjádřit tak jak je na obr. 18. Nejnižší bod 
reprezentuje levý horní a nejvyšší pravý dolní roh obrázku. Kvůli zřetelnějšímu 
zobrazení nárůstu intenzity musel být graf natočen. 
 
 
 
 
Obr.  18: Grafické znázornění integrálního obrazu 
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5.2 HAAROVY PŘÍZNAKY 
Pro extrakci příznaků z množiny obrázků jsem si vytvořil funkci priznaky, 
které jsem předával tři argumenty.  
 
[data_r] = priznaky(tren_mn_poz,tren_mn_neg,graf) 
 
První argument reprezentoval počet pozitivních vzorů, druhý počet 
negativních vzorů a třetí definoval, zda se mají generovat grafy. Pokud je nastaven 
na 0, grafy se nevykreslují. 
Funkce vrací jako návratovou hodnotu matici všech příznaků z celé trénovací 
množiny. Pokud tedy extrahujeme na každém obrázku 2 000 příznaků a trénovací 
množina obsahuje 100 obrázků, bude tato matice mít 2 000 sloupců a 100 řádků. 
Každý řádek reprezentuje jeden obrázek z trénovací množiny. 
Funkce předpokládá, že trénovací množina sje uložena ve stejném adresáři 
jako zdrojový kód. Obrázky musí být uloženy ve tvaru *p.pgm a *n.pgm, kde 
hvězdička reprezentuje pořadové číslo, p definuje pozitivní a n negativní vzor 
obrázku. 
Cyklicky se prochází všechny obrázky a extrahují se příznaky. V Matlabu 
jsem použil pro extrakci pouze první obdélníkovou oblast A znázorněnou na obr. 11.  
Funkce každý obrázek procházela a iteračně měnila pozici x, y a velikost. 
Velikost byla měněna pouze tak, že byly zachovány poměry stran oblastí. Při každé 
změně (pozice či velikosti) byl vytvořen rozdíl světlé oblasti od tmavé (tak jak je 
popsáno v kapitole 3.2.3). Tato hodnota byla ukládána do matice. Po tom, co byly 
všechny obrázky zpracované, byla funkcí vrácena matice, která obsahovala všechny 
příznaky. 
Z jednoho obrázku při velikosti 19 x 19 px bylo tímto způsobem extrahováno 
1140 příznaků. Není to příliš, ale z důvodu časové náročnosti (velkého množství 
iterací) to bylo na první pokusy dostačující. 
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Na následujícím obrázku (obr. 19) jsou extrahované příznaky znázorněny. 
Vstupním obrazem byla tvář o velikosti 32x32 px a byla postupně procházena oknem 
(obr. 11 (A)). Na prvním obrázku mělo okno rozměr 2x2 px takže extrahované 
příznaky mají rozměr 31x31 px (vlivem rozdílu ploch se rozměr zmenšuje).  
Jak byla iteračně měněna velikost procházejícího okna, zmenšoval se počet 
extrahovaných příznaků na jeden průchod obrázkem. Jak je vidět, tak z  velikosti 
31x31 se dostáváme až na velikost 3x3.  
 
 
Obr.  19: Ukázka extrahovaných příznaků z tváře o velikosti 32x32 px 
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Příznaky ve formě, tak jak jsou znázorněné na obrázku v programu skutečně 
nefigurují, jde jen o grafickou interpretaci. Ve skutečnosti jsou všechny příznaky 
ukládány do matice, kde jsou všechny v jednom dlouhém řádku. 
 
5.3 ADABOOST 
V této fázi již předpokládáme, že máme správně extrahované příznaky. Čím 
máme více příznaků k dispozici, tím máme větší šanci nalezení vhodných slabých 
klasifikátorů. Vše se ovšem odráží na čase, za který je slabý klasifikátor nalezen. 
Pro nalezení slabého klasifikátoru jsem si vytvořil funkci adaboost. Jejím 
prvním argumentem je trénovací množina. Tou se rozumí matice příznaků, kde v 
jednotlivých řadách jsou uvedeny všechny extrahované příznaky pro jednotlivé 
obrázky. 
Druhým argumentem je vektor klasifikačních tříd. Tento vektor nabývá pro 
jednotlivé řádky hodnot 1 (klasifikuje jako tvář) a -1 (klasifikuje jako pozadí). Určuje 
nám správný výsledek predikce. Musí mít tolik řádků, kolik bylo na vstupu obrázků 
v trénovací množině. 
Třetím argumentem je vektor vah jednotlivých řádků v trénovací matici. Při 
prvním volání funkce jsou váhy rovnoměrně rozložené dle popisu v kapitole 3.2.2. 
 
[err alfa i h_t w D] = adaboost(Tr_mn, Kl_skup, D) 
 
Funkce vrací 4 výstupní hodnoty. První je chyba, s jakou slabý klasifikátor 
klasifikuje. Je zjištěna na základě porovnání predikované a skutečné hodnoty 
(kapitola 3.2.2). 
Druhá návratová hodnota je alfa, která vyjadřuje váhu slabého 
klasifikátoru.  
Třetí návratová hodnota je index, na kterém byl slabý klasifikátor nalezen. 
Tento index se vztahuje ke sloupcům v trénovací množině (tedy k extrahovaným 
příznakům). 
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Čtvrtou návratovou hodnotou jsou predikce slabého klasifikátoru. Pro další 
účely zbytečné. Vhodné pouze ve fázi testování a ladění algoritmu. 
Pátou návratovou hodnotou je váha w lineárního perceptronu. 
Poslední hodnotou je již přepočítaný vektor vah D, který se vztahuje 
k jednotlivým řádkům trénovací množiny. Vždy, když hledáme nový slabý 
klasifikátor, musíme na vstup funkce vložit vektor vah D vrácený funkcí v předešlém 
kroku. Výjimkou je pouze první iterace, kde je rozložení vah rovnoměrné. 
Výše zmíněná funkce používá k nalezení slabého klasifikátoru lineární 
perceptron. Vždy vezme jeden sloupec (jeden příznak ze všech obrázků) z trénovací 
množiny dat a snaží se na ni lineární perceptron natrénovat. Snaží se naleznout 
přímku, kterou by šly jednotlivé příznaky lineárně separovat. 
Na obr. 20 je znázorněn vývojový diagram pro trénování lineárního 
perceptronu pro jeden sloupec. Jde o dva vnořené cykly. První cyklus iteračně 
trénuje lineární perceptron.  
Experimentováním s počtem těchto cyklů jsem zjistil, že plně dostačuje 
trénování opakovat 5x. Jelikož nejsou množiny lineárně separovatelné, nedojde 
nikdy k nalezení optimální přímku, čili počet cyklů můžeme předem nastavit na 
konstantu. Já zvolil 5 cyklů (Max_iter = 5). 
Druhý cyklus prochází jednotlivé řádky a snaží se naleznout takovou váhu w, 
která by data nejlépe separovala (obr. 10). Prah zde byl nastaven na 0. Vždy vypočítá 
predikovanou hodnotu y a následně otestuje, zda je predikce různá od skutečné 
hodnoty (y != Kl_skup(i)). Pokud je, přepočítá váhu w. Tento cyklus se 
opakuje, dokud se neprojdou všechny řádky (opakuje se, dokud j<vel_tr_mn, 
kde vel_tr_mn je počet řádků). 
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Obr.  20: Vývojový diagram trénování lineárního perceptronu pro nultý sloupec 
trénovací množiny 
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Poté, co je lineární perceptron natrénován na první sloupec, otestuje se jeho 
predikce na trénovací množině a určí se chyba dle vztahu: 
 
௝߳ ൌ ෍ ܦ௧
௠
௜ୀଵ
ሺ݅ሻܫൣݕ௜ ്  ௝݄ሺݔ௜ሻ൧                   ሺ18ሻ 
 
Výraz ܫൣݕ௜ ്  ௝݄ሺݔ௜ሻ൧ vrací 1, když platí ݕ௜ ്  ௝݄ሺݔ௜ሻ, jinak 0. To znamená, 
že buď se s vahou ܦ௧ሺ݅ሻ v sumě počítá, nebo ne. Ve výsledné chybě jsou tedy 
zohledněny pouze špatné klasifikace. 
Tato chyba se spočítá pro všechny sloupce trénovací množiny (vývojový 
diagram na obr. 20 musí proběhnout tolikrát, kolik je sloupců (extrahovaných 
příznaků)). 
Z těchto chyb se následně vybere nejmenší a otestuje se, zda je menší než 0,5. 
Pokud ano, přepočítá se vektor vah D a určí váha slabého klasifikátoru 
alpha(kapitola 0). Index je místo (sloupec), kde byl slabý klasifikátor nalezen.  
Slabé klasifikátory iteračně hledáme a při každé iteraci získáme jeden nejlepší 
klasifikátor s tím, že vždy modifikujeme vektor vah.  
 
5.3.1 Vytvoření silného klasifikátoru 
Předpokládejme, že máme dostatečný počet slabých klasifikátorů. 
Potřebujeme z nich získat jeden silný. Toho dosáhneme tak, že necháme rozhodnout 
všechny slabé klasifikátory s tím, že bereme v potaz jejich váhu. Signum celkové 
sumy predikcí (tedy 1 a -1) udává výslednou klasifikaci. 
 
ܪ ൌ ݏ݅݃݊ ൭෍ ߙ௧. ݄௧ሺݔ௧ሻ
்
௧ୀଵ
൱                   ሺ19ሻ 
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5.4 ZHODNOCENÍ TESTOVANÝCH ALGORITMŮ 
Při programování algoritmů v prostředí Matlab jsem měl za cíl otestovat 
především funkčnost a rychlost klasifikace. Při testování se ukázala slabá stránka 
vývojového prostředí Matlab a to hlavně v rychlosti iteračně opakujících se 
algoritmů. Oproti tomu maticové operace zvládá velmi rychle. 
Jelikož postup trénování vyžaduje extrémní množství neustále opakujících se 
iterací, vývojové prostředí Matlab se ukázalo pro tuto aplikaci (především trénovaní) 
jako nevhodné. Hledání slabých klasifikátorů z trénovací množiny o velikosti pouze 
20 obrázků, kde bylo extrahováno jen 1140 příznaků, trvalo několik minut. S tímto 
časem a velikostí trénovací množiny jsem se nemohl spokojit. Takto získané slabé 
klasifikátory nemají příliš velkou cenu. I přesto, že zpětná klasifikace na trénovací 
množině ukazovala 100 % úspěšnost (čili resubstituční chyba byla rovna 0), tak při 
tak malém množství vstupních vzorů jsem nemohl očekávat nasazení v jiných 
obrázcích (chyba zde byla příliš vysoká). 
 
 
 
  
6. 
Alg
rychlost p
extrahovat
velikosti 
OpenCV 
uživatelsk
klasifikaci
možnosti v
 
6.1
Při
CVCL Fa
negativníc
Uk
 
Obr.  21: 
 
 
 
ÚSTA
Faku
IMPL
oritmy pro
rogramovac
 velké mno
několika ti
jako nástro
y přívětivo
 pomoci m
e video-se
 TRÉNO
 realizaci k
ce Databa
h vzorů po
ázka z této 
Ukázka tré
V AUTOM
lta elektrot
Vyso
EMENT
cesu trénov
ího jazyka
žství přízn
síc obrázk
j, ve kter
u aplikaci,
etody navr
kvencích. 
VACÍ MN
lasifikátor
se, která 
zadí v rozli
databáze je
novací da
ATIZAC
echniky a 
ké učení t
ACE V
ání popsan
, v kterém b
aků (řádov
ů. Zvolil j
ém klasifik
 nýbrž knih
žené Violou
OŽINA 
u bylo vyu
obsahuje 
šení 19 x 19
 na obr. 21
tabáze MIT
E A MĚŘ
komunika
echnické v 
 JAZYC
é v kapitol
yly vytvoř
ě desítky t
sem si ted
aci vytvoř
ovnu, kter
 a Jonesem
žito trénov
2429 pozi
 pixelů. 
. 
 CVCL F
ICÍ TECH
čních techn
Brně
E C/C+
e 3.2.1 maj
eny. Obzvlá
isíc) a trén
y jazyk C
ím. Nebyl
á bude sdr
 a testova
ání množin
tivních vz
ace Databa
NIKY 
ologií 
+ 
í vysoké ná
ště, pokud
ovat na mn
/C++ s kn
o účelem 
užovat fun
t jejich kla
y z databá
orů tváří 
se [2] 
5
roky na 
 chceme 
ožině o 
ihovnou 
vytvořit 
kce pro 
sifikační 
ze MIT 
a 4548 
 
8 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně
 
 
 
59 
6.2 SEZNAM NEJDŮLEŽITĚJŠÍCH FUNKCÍ 
Celá realizace klasifikátoru se v jazyce C/C++ skládá ze 3 souborů: 
• face.c  
• face.h 
• main.c 
 
Soubor face.c obsahuje všechny funkce potřebné pro klasifikaci či zobrazení 
a soubor face.h seznam všech hlaviček funkcí ze souboru face.c. Soubor main.c se 
stará o samotný chod programu a volá, dle požadavků uživatele, funkce ze souboru 
face.c. 
V následujícím přehledu je uveden seznam nejdůležitějších funkcí, které jsou 
obsaženy v souboru face.c: 
• print_img – tiskne intenzity jednotlivých pixelů 
• integralImage - tvoří integrální obraz 
• haar - extrahuje Haarovy příznaky 
• adaboost - samotný AdaBoost algoritmus 
• find_w_l - hledá slabé klasifikátory iteračním voláním funkce 
adaboost 
• test – na definované množině tváří testuje úspěšnost klasifikace 
• read_W_L – načte ze souboru slabé klasifikátory 
• write_W_L – uloží do souboru slabé klasifikátory 
• speed_haar_cl – extrahuje pouze příznaky potřebné ke klasifikaci a na 
základě nich klasifikuje  
• img_face - prochází obrázek a hledá tváře 
• cam_face – prochází snímky pořízené kamerou a hledá tváře 
 
6.3 EXTRAKCE PŘÍZNAKŮ 
Jako první funkci, kterou jsem vytvořil, byla print_img. Tato funkce 
sloužila na tisk obrázku v textové podobě.  
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void print_img(IplImage *img,int typ); 
 
Ve dvou cyklech (první prochází řádky, druhý sloupce) projde obrázek a 
postupně tiskne intenzity jednotlivých pixelů. Její využiti je potřeba spíše jen ve fázi 
ladění a testování. 
 
Integrální obraz je tvořen stejným algoritmem, jak bylo popsáno v kapitole 
5.1. Iteračně se prochází obraz dle vývojového diagramu na obr. 17.  
 
void integralImage(IplImage *img, IplImage *&intimg, 
int init = 1); 
 
Argumenty funkce integralimage jsou: 
• Vstupní obraz načtený do proměnné typu IplImage 
• Výstupní obraz typu IplImage, do kterého se integrální obraz 
vytváří 
• Proměnná init definuje, zda výstupní proměnná pro integrální obraz 
byla již dříve inicializována. Pokud ne, funkce jej sama inicializuje. 
Slouží na to OpenCV funkce cvCreateImage. 
 
Po zavolání této funkce máme ve výstupní proměnné hodnoty integrálního 
obrazu. Integrální obraz může číselně nabývat hodnot tak, jak je znázorněné na obr. 
22. 
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Obr.  22: Vyčíslené hodnoty integrálního obrazu 
 
Z obrázku je patrné, že hodnoty směrem k  pravému dolnímu rohu narůstají 
tak, jak bylo graficky znázorněno na obr. 18. 
Integrální obraz nám slouží ke zrychlení extrakce jednotlivých příznaků.  
K tomu jsem vytvořil funkci haar, která příznaky extrahuje.  
 
int haar(IplImage *img, CvMat *&P_haar, int num_r, 
int gen_win=0); 
 
Prvním argumentem předáváme funkci integrální obraz, z kterého se příznaky 
extrahují. Druhým argumentem je výstupní matice do které se ukládají již vypočtené 
příznaky. Třetí argument udává řádek v matici P_haar, na který se příznaky 
ukládají. Tuto proměnnou inkrementujeme v případě, že dávkově zpracováváme 
sadu obrázků a můžeme tak postupně vytvářet matici příznaků o n řádcích. 
Poslední, nepovinný argument slouží k vygenerování souboru všech možných 
kombinací tvarů oken, na základě nichž příznaky extrahujeme. Vygeneruje se tak 
pole pozic a velikostí oken a uloží se do souboru haar.tvar. Tyto informace jsou 
důležité při výsledné klasifikaci. Nemusíme vždy totiž extrahovat všechny příznaky, 
ale zjistíme si pouze, na základě jakého tvaru a pozice byl daný příznak vytvořen 
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(mluvíme o příznaku již vybraným jako součást slabého klasifikátoru, tedy ve fázi 
klasifikace), a pak pouze daný příznak extrahujeme. Pokud máme 200 slabých 
klasifikátorů, stačí nám určit jen 200 příznaků dle tvarů v uloženém souboru. Tento 
soubor stačí vygenerovat jen jednou a mít ho uložený v aktuálním adresáři. Slouží 
pro urychlení klasifikace (bude popsáno dále). Ve fázi hledání slabých klasifikátorů 
musíme vždy extrahovat všechny příznaky. 
Při programování v C/C++ si již můžeme dovolit generovat větší množství 
slabých klasifikátorů na základě daleko většího množství dat než v prostředí Matlab. 
Použil jsem proto čtyři druhy oken, kterými jsem příznaky získával. První tři jsou 
znázorněné na obr. 11 (A, B, C) a čtvrtý je oblast C natočená o 90° (do horizontální 
polohy). 
V jedné iteraci jsem vždy jednorázově extrahoval příznaky oknem A a C. Po 
projití celého obrazu jsem vytvořil inverzní obraz (překlopil jsem ho kolem 
diagonály) a na něm jsem postup zopakoval. Tím jsem zajistil extrakci na základě 
zbylých dvou tvarů.  
Postupně byla měněna pozice a velikost oken s tím, že nebyl zachováván 
poměr stran tak, jako v Matlabu, ale procházely se všechny možné kombinace výšky 
a šířky okna v obraze. Tím jsem získal daleko větší množství příznaků. Z jednoho 
obrázku o velikosti 19 x 19 pixelů se podařilo extrahovat 61 446 příznaků.  
Ve fázi hledání slabých klasifikátorů musíme tyto příznaky extrahovat pro 
každý obrázek z trénovací množiny. Tím nám značně rostou nároky na paměť.  
Zvážíme-li matici o 4000 obrázcích, kde je z každého extrahováno 61 446 
příznaků dostaneme se k počtu 245 784 000 čísel typu integer. Při velikosti integeru 
4B nám tato matice naroste do neuvěřitelné velikosti téměř 1 GB. I přesto, že 
disponuji počítačem s pamětí 3GB, narazil jsem zde na omezení knihovny OpenCV, 
která nedovolila alokovat prostor pro matici větší než 1GB. Řešením je nevytvářet 
jednu obrovskou matici, ale rozdělit příznaky na více skupin (zvlášť pozitivní a 
negativní).  
Celková databáze MIT, která obsahuje 6077 obrázků, vyžaduje 1,74GB 
paměti. 
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6.4 ZPRACOVÁNÍ PŘÍZNAKŮ A HLEDÁNÍ SLABÝCH 
KLASIFIKÁTORŮ  
Pro zpracování příznaků a následné vyhledání nejlepšího slabého žáka 
s definovaným nastavením vah jsem vytvořil funkci adaboost. Tato funkce vrací 
jeden nejlépe hodnotící slabý klasifikátor ve tvaru struktury week_l. Ta je 
definována jako: 
 
Obsahuje chybu klasifikace err_min (vypočtenou na základě výpočtů 
uvedených v kapitole 3.2.2), index na kterém byl slabý klasifikátor nalezen, váhu 
lineárního perceptronu (weight), ukazatel na matici výsledků predikcí na trénovací 
množině (h_t) a váhu slabého klasifikátoru alpha. 
 
week_l adaboost(CvMat *P_haar, CvMat *tr_kl, CvMat *&D); 
 
Prvním argumentem funkce je matice příznaků formátovaná tak, aby 
jednotlivé řádky odpovídaly obrázkům a v jednotlivých sloupcích byly příznaky 
extrahovány vždy stejným způsobem. 
Druhým argumentem je vektor predikcí, který vždy k jednomu řádku přiřadí 
třídu, do které se má daný obrázek klasifikovat. 
Posledním argumentem je vektor vah D. Ten definuje každému řádku svou 
váhu. Při hledání prvního slabého klasifikátoru je váha rovnoměrně rozložena a 
každým voláním se váhy modifikují dle rovnic v kapitole 3.2.2. 
struct week_l 
{ 
 float err_min; 
 int index; 
 float weight; 
 CvMat *h_t; 
 float alpha; 
}; 
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Tuto funkci vždy iteračně voláme dle toho, kolik slabých klasifikátorů 
hledáme. 
Hledání slabých žáků je obrovsky časově náročná operace. Při velikosti 
trénovací množiny 4000 obrázků a extrakci 61 446 příznaků trvalo nalezení 200 
slabých klasifikátoru téměř 7 hodin. 
Nalezenou množinu slabých klasifikátorů jsem si vždy na konci hledání uložil 
do souboru. K ukládání klasifikátorů jsem si vytvořil funkci write_W_L, která do 
zvoleného binárního souboru slabé klasifikátory ukládá. 
 
int write_W_L(char *path,int num_wl,int num_p, int 
num_n, week_l *w_l); 
 
Prvním argumentem je název souboru. Druhý je počet slabých klasifikátorů. 
Třetí a čtvrtý argument určuje, počet pozitivních a negativních obrázků, na základě 
kterých byly slabé klasifikátory určeny (do souboru se ukládají pouze z informačního 
důvodu). Posledním argumentem je ukazatel na pole slabých klasifikátorů. 
Do souboru se na první místo uloží počet klasifikátorů, následně počet 
pozitivních a negativních obrázků a nakonec celé pole slabých klasifikátorů. 
Jelikož je potřeba klasifikátory ze souboru načítat, vytvořil jsem pro to funkci 
read_W_L.  
 
week_l *read_W_L(char *path, int &num); 
 
Funkce vrací ukazatel na pole (první prvek v poli) slabých klasifikátorů. Jako 
prvním argumentem je cesta k souboru. Druhý udává proměnnou, na kterou se uloží 
počet načtených klasifikátorů. 
Celá tato procedura od načtení obrázků, integrálního obrazu, extrakce 
příznaků až po hledání slabých klasifikátorů je součástí funkce find_w_l, ze které 
jsou výše uvedené funkce volány. Jde pouze o zapouzdření této části do jedné entity. 
 
int find_w_l(int argc,char *argv[]); 
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Jejím argumentem je pouze počet parametrů předaných programu při spuštění 
a pole těchto parametrů. 
Funkce očekává, že trénovací množina je uložena ve zvláštním adresáři. 
Pozitivní obrázky (obrázky tváří) v adresáři face a negativní (obrázky pozadí) 
v adresáři non-face. 
Funkce při hledání postupně vypisuje informace o nalezených klasifikátorech. 
Na obr. 23 je znázorněn výpis programu při procesu načítání obrázků a hledání 
slabých klasifikátorů. 
 
 
Obr. 23: Výpis programu při zpracování obrázků a hledání slabých 
klasifikátorů 
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6.5 KLASIFIKACE A TESTOVÁNÍ KLASIFIKÁTORU 
Jelikož jsem nikdy nehledal klasifikátory na celé dostupné databázi MIT, měl 
jsem vždy k dispozici obrázky, na kterých šlo klasifikátor otestovat. Jak ve fázi 
hledání slabých klasifikátorů, tak i v klasifikaci je potřeba vždy extrahovat příznaky 
z  obrázku.  
Při klasifikaci již není potřeba extrahovat všech 61 tisíc příznaků, tak jako při 
hledání slabých klasifikátorů. Zde se již stačí zaměřit na příznaky, které jsou 
důležité. K tomu nám slouží soubor všech možných tvarů a pozic ze souboru 
face.tvar, jak již bylo naznačeno v kapitole 6.3. 
Pro uchování informace pro tvar okna, na základě kterého se příznaky 
extrahují, jsem si vytvořil strukturu haar_win.  
 
Ta obsahuje sloupec s a řádek r, které odpovídají pozici a velikost v ose x 
(size_x) a y (size_y). Proměnná shape udává číselně tvar od 1 do 4, 
v závislosti na tom, jaký tvar reprezentuje.  
 
Máme-li například 200 slabých klasifikátorů, zajímá nás pouze k nim 
náležících 200 příznaků. Jelikož známe index, na kterém byl nalezen, známe i index 
okna v poli tvarů haar_win načtených ze souboru face.tvar. Z pole vyčteme o jaký 
tvar jde, jakou měl pozici a velikost. Na základě těchto informací příznak 
extrahujeme. Tento postup zopakujeme tolikrát, kolik máme slabých klasifikátorů.  
V první fázi návrhu jsem při klasifikaci vždy extrahoval všechny příznaky, 
což bylo dost časově náročně. Při tomto vylepšení jsem schopen extrahovat jedním 
průchodem všech 200 příznaků za zlomek původního času. 
 
struct haar_win 
{ 
 int s; 
 int r; 
 int size_x; 
 int size_y; 
 int shape; 
}; 
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Pro tuto rychlou extrakci příznaků a okamžitou klasifikaci jsem navrhl funkci 
speed_haar_cl. 
 
int speed_haar_cl(IplImage *int_image, week_l *w_l, 
haar_win *win, int num) 
 
Argumenty této funkce jsou: 
• Integrální obraz 
• Ukazatel na pole (první prvek v poli) slabých klasifikátorů 
• Ukazatel na pole pozic a velikostí oken 
• Počet slabých klasifikátorů 
Návratová hodnota funkce je přímo třída 1 nebo -1 (tvář nebo pozadí) 
Funkce se stará o to, aby nalezla jen potřebné příznaky, a pomocí pole 
slabých klasifikátorů určí třídu klasifikace dle postupu popsaného v kapitole 3.2.2. 
Pro testování klasifikace (určeno pro obrázky z databáze MIT nebo obrázky o 
velikosti 19x19 px) byla vytvořena funkce test. 
Jejím úkolem je testovat klasifikátor. Funkce dávkově zpracuje množinu 
vzorů (například trénovací množinu) a určí počet pozitivních a negativních 
klasifikací. Tato funkce byla určena především pro ověřování klasifikace a určování 
chyby. Její definice je: 
 
void test(int argc, char *argv[]) 
 
Argumentem je počet parametrů předané programu při spuštění a jednotlivé 
parametry. Součástí parametrů je i množina vzorů, které chceme testovat. Funkce 
cyklicky projde všechny zvolené vzory a klasifikuje je dle zvoleného klasifikátoru 
načteného ze souboru. Ke klasifikaci volá funkci speed_haar_cl. Výsledkem 
funkce je počet pozitivních a počet negativních klasifikací vypsaných na výstup. 
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6.5.1 Klasifikace obrazu 
Při vlastní detekci se nezpracovává vstupní obraz jako celek, ale po částech.  
Jedna z možností je, že jsou tyto části vybírány pomocí posuvného podokna, 
které mění svoji pozici x a y napříč obrazem a zároveň mění i svoji velikost ݏ · ݓ 
v závislosti na předpokládané velikosti detekovaného objektu (obr. 25). Kde x a y 
jsou počáteční souřadnice daného podokna, w je základní velikost okna odpovídající 
velikosti trénovacích vzorů a s je faktor zvětšení daného podokna[7]. 
 
 
Obr. 25: Příklad umístění podokna v testovaném obraze 
Já jsem zvolil trochu jiný postup. Místo zvětšování posuvného podokna 
zmenšuji vstupní obraz. 
Pro zpracování vstupního obrazu jsem naprogramoval funkci img_face. Ta 
postupně mění velikost vstupního obrazu a prochází jej podoknem o velikosti 19x19 
px. 
void img_face(char *argv[]); 
Vstupem jsou parametry, s kterými byl program spuštěn (tedy název souboru, 
který chceme zpracovávat). Funkce sama zajistí: 
• normalizaci velikosti  
• převod na šedotónový obraz  
• postupné procházení podokna obrazem 
• klasifikaci jednotlivých podoken 
• zobrazení pozitivních nálezů 
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Rychlost této funkce je značně ovlivněna mnoha faktory. Prvním z nich je 
velikost zpracovávaného obrázku. Tu můžeme ovlivnit ve fázi normalizace. 
Zmenšením obrázku značně snížíme počet cyklů potřebný pro procházení obrázku 
podoknem.  
Druhým faktorem je procházení obrázku. Můžeme procházet obraz pixel po 
pixelu, anebo si necháváme mezi sebou rozestupy. Testováním jsem zjistil, že stačí 
zvolit krok (např. 4px) a po tomto kroku procházet. 
Třetím faktorem je krok změny velikosti procházeného obrázku. Není potřeba 
měnit velikost původního obrázku vždy jen o 1 pixel. 
Čtvrtým je předpoklad velikosti hledaného obličeje. Můžeme si zvolit meze a 
dle nich obličej hledat. 
Funkce img_face prochází obraz po kroku 4 px a mění velikost 
procházeného obrázku s krokem 8px. Pro změnu velikosti obrázku jsem zde využil 
OpenCV funkci cvResize, která na základě nastavených roi oblastí obrázku 
(kapitola 4.4)  změní jeho velikost. 
Klasifikace se provádí na základě volání funkce speed_haar_cl po 
každé změně pozice podokna. Pozitivní klasifikace jsou potom vykresleny pomocí 
funkce cvRectangle do původního barevného obrázku ve formě čtvercového 
ohraničení. Při klasifikaci dochází v oblasti tváře k několikanásobné detekci v 
závislosti na změně velikosti podokna. Obličej je na místě tváře klasifikován třeba i 
10krát. Do výsledného obrázku jsem vykresloval vždy jen největší z nalezených 
oblastí v jednom místě. Ukázka detekce je na obr. 26. V hlavním okně je zobrazen 
barevný výřez detekované tváře a v malém pravém okýnku je zmenšený výřez 
podokna, který byl předkládán ke klasifikaci.  
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Obr.  26: Výsledek detekce obličeje pomocí funkce img_face 
 
6.5.2 Detekce ve videosekvenci 
Na detekci ve videosekvencích jsem vytvořil funkci cam_face. Tato funkce 
obsluhuje připojenou internetovou kameru a zajišťuje snímání jednotlivých snímků. 
 
void cam_face(char *W_L) 
 
Jejím argumentem je cesta k souboru s uloženými slabými klasifikátory. 
Funkce postupně snímá jednotlivé snímky pomocí funkce cvQueryFrame. 
Tyto snímky jsou potom podrobeny stejné proceduře jako při detekci tváří na 
statickém obrázku. 
 Zde jsem se snažil vytvořit vylepšení ve formě definování pracovní oblasti, 
ve které se může tvář nacházet. Celkovému prohledávání jsem podrobil pouze každý 
10. snímek. Po každém takto prohledaném snímku jsem nastavoval ROI oblast 
následujících snímků na okolí detekované tváře. Tím jsem značně snížil výpočetní 
nároky. Předpokládal jsem totiž, že tvář před objektivem nedělá tak prudké pohyby, 
že by se ze zvolené roi oblasti v průběhu deseti snímků dostala. 
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6.6 OVLÁDÁNÍ PROGRAMU 
Celá aplikace je navržená jako konzolová a taky se tak ovládá. Veškeré volby 
se provádí přes parametry spuštění programu. Chování a ovládání programu je 
naprogramováno v main.c. Zde se podle zvolených parametrů volají funkce ze 
souboru face.c. 
Pokud spustíme program bez parametrů, vypíše nápovědu s jednotlivými 
možnostmi spuštění. 
 
 
Obr.  27: Spuštění programu bez parametrů 
První možnost spuštění je za účelem hledání slabých klasifikátorů. K tomu 
slouží přepínač –l a očekávají se za ním vzory trénovací množiny. 
 
./main –l face/* non-face/* 
 
Pozitivní vzory se očekávají v adresáři face a negativní v adresáři non-
face. Hvězdička udává, že se berou v potaz všechny obrázky v adresáři umístěné. 
Program se dotáže na počet slabých klasifikátorů, které chceme hledat, a následně 
zpracuje všechny obrázky.  
Po nalezení odpovídajícího počtu slabých klasifikátoru se program zeptá na 
název souboru, do kterého bude klasifikátor uložen.  
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Program na základě přepínače -l volá funkci find_w_l, kterému předá 
argumenty načtené při startu. 
Výpis programu ve fázi hledání je znázorněn na obr. 23. 
 
Pokud chceme klasifikátor otestovat na množině vzorů, spustíme jej 
s parametrem –t. Tím zajistíme zavolání funkce test s potřebnými argumenty. 
Volba –t očekává jako další parametr cestu k souboru s klasifikátorem a dále 
sadu obrázků, na které chceme klasifikátor testovat. Očekávají se obrázky velikosti 
19x19 px, stejně jako při fázi hledání slabých klasifikátorů. Výsledkem je pouze 
vypsání počtu nalezených pozitivně a negativně určených vzorů. 
 
 
Obr.  28: Výstup programu při testování klasifikátoru 
 
Na obrázku obr. 28 je znázorněn výstup programu s uloženým klasifikátorem 
v adresáři WL s názvem face_200_2000x2000 a testují se všechny obrázky 
v adresáři „face“. 
Na výstupu je vidět, že byly špatně určeny pouze 4 obrázky z 2429, což je 
velice dobrý výsledek. 
Zde použitý klasifikátor byl trénován na množině 2000 obličejů a 2000 
obrázků pozadí. Testován byl na kompletní množině vzorů, kde jsou zahrnuty jak 
trénovací, tak zbylé vzory. Tedy pouze 429 pro klasifikátor neznámých obrázků (z 
celkových 2429). Ale i tak můžeme podotknout, že jde o klasifikaci s velice dobrým 
výsledkem. Chyba na celé množině je zde 0.16 % a chyba na neznámých vzorech, je 
0.93%. 
Další možností, jak program spustit, je s parametrem –T, kde za parametr 
dáme cestu ke klasifikátoru a obrázek, který chceme klasifikovat. Program zavolá 
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funkci img_face a předá ji potřebné argumenty. Výsledkem je okno s obrázkem, 
kde je orámovaný obličej a malé okýnko, na základě kterého byla pozitivní 
klasifikace určena. Okno je znázorněno na obr. 26 a program byl spuštěn jako: 
./main -T WL/face_150_64_500x500 ja.png 
Poslední možnou volbou programu je zpracování obrazu z připojené kamery. 
K tomu slouží parametr –c, za kterým se očekává název (cesta) ke klasifikátoru. 
Program zavolá funkci cam_face, která obsluhuje klasifikaci na snímcích 
pořízených z internetové kamery. 
 
6.7 ZHODNOCENÍ VÝSLEDKŮ 
Metoda navržená Violou a Jonesem detekuje obličeje na základě nalezených 
slabých klasifikátorů pomocí metody AdaBoost. Pro vytvoření klasifikátorů jsem 
zhotovil program popsaný v předešlé kapitole. 
Slabé klasifikátory jsem hledal na základě trénovací množiny MIT CVCL 
Face Database, která obsahuje 2429 vzorů tváří a 4548 vzorů pozadí v rozlišení 19 x 
19 pixelů 
Snažil jsem se vytvořit několik klasifikátorů, které byly vždy trénovány na 
jinak velké trénovací množině a měli různý počet slabých klasifikátorů. Tím jsem 
mohl porovnat vliv trénovací množiny na proces klasifikace. 
První klasifikátor se trénoval na množině 430 tváří a 493 pozadí. Bylo 
hledáno 150 slabých žáků. 
Při určování chyby byl klasifikátor otestován prvně na trénovací množině. 
Zde měl 100% úspěšnost (resubstituční chyba byla 0% - z trénovací množiny byly 
správně klasifikovány všechny vzory). 
Horší to ovšem bylo při testování na celé dostupné množině. Výsledky jsou 
uvedeny v tabulce 1: 
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Tab. 1: Chyba klasifikátoru  (trénování: 430 tváří, 493 pozadí, 50 slabých 
klasifikátorů) 
 Správně klasifikované Špatně klasifikované Chyba 
Pozitivní vzory 2237 192 8.58% 
Negativní vzory 4216 390 9.25% 
Všechny vzory 6453 582 9.01% 
 
Z tabulky jde vidět, že při tak malé trénovací množině nejsou výsledky příliš 
dobré. Dalším experimentem jsem se snažil potlačit počet pozitivních klasifikací i na 
místech, kde tvář není. Domníval jsem se, že pozadí, které může být daleko 
různorodější než tvář, by mělo být v trénování zastoupeno více. 
Zvolil jsem tedy trénovací množinu o 430 tvářích a 2799 pozadí a bylo 
hledáno 100 slabých klasifikátorů. Výsledek je znázorněn v následující tabulce: 
Tab. 2: Chyba klasifikátoru (trénování: 430 tváří, 2799 pozadí, 100 slabých 
klasifikátorů) 
 Správně klasifikované Špatně klasifikované Chyba 
Pozitivní vzory 1918 511 26,6% 
Negativní vzory 4471 135 3.01% 
Všechny vzory 6389 646 10.11% 
 
Výsledky klasifikace na trénovací množině opět 100% odpovídaly 
skutečnosti (resubstituční chyba 0%). 
Je vidět, že rozložení pozitivních a negativních vzorů se neukázalo jako příliš 
vhodné, potlačili jsme sice množství pozitivních klasifikací na negativních vzorech, 
ale na druhou stran neúměrně narostla chyba při klasifikaci obličejů. 
 
Další volbou trénovací množiny bylo 1000 pozitivních a 1000 negativních 
vzorů, z kterých bylo extrahovaných 50 slabých klasifikátorů.  
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Resubstituční chyba natrénovaného klasifikátoru byla opět nulová (všechny 
vzory trénovací množiny byly klasifikovány správně). Výsledky na celé množině 
vzorů jsou sepsány v následující tabulce: 
Tab. 3: Chyba klasifikátoru (trénování: 1000 tváří, 1000 pozadí, 50 slabých 
klasifikátorů) 
 Správně klasifikované Špatně klasifikované Chyba 
Pozitivní vzory 2212 217 9.81% 
Negativní vzory 4283 323 7.54% 
Všechny vzory 6495 540 8.31% 
 
V dalším experimentu jsem se snažil zjistit, jak moc se na přesnosti 
klasifikace projeví velikost trénovací množiny. Zopakoval jsem předešlé měření 
s tím rozdílem, že jsem zvolil 2000 pozitivních a 2000 negativních vzorů. 
Resubstituční chyba v tomto případě již nebyla nulová, výsledky na vzorech pouze 
z trénovací množiny jsou uvedeny v tabulce 4. 
Tab. 4: Resubstituční chyba (trénování: 2000 tváří, 2000 pozadí, 50 slabých 
klasifikátorů) 
 Správně klasifikované Špatně klasifikované Chyba 
Pozitivní vzory 1987 13 0,64% 
Negativní vzory 1972 28 1,41% 
Všechny vzory 3959 41 1,02% 
 
V následující tabulce jsou pak naměřené hodnoty na celé množině vzorů: 
Tab. 5: Chyba klasifikátoru (trénování: 2000 tváří a 2000 pozadí, 50 slabých 
klasifikátorů)  
 Správně klasifikované Špatně klasifikované Chyba 
Pozitivní vzory 2408 21 0,8% 
Negativní vzory 4322 284 6,57% 
Všechny vzory 6730 305 4,53% 
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U pozitivních vzorů je nutné si uvědomit, že jsme trénovali na 2000 vzorech 
z 2429, čili neznámých vzorů bylo pouze 429. Chyba pouze na neznámých vzorech 
je v tomto případě 1,8% (8 špatných klasifikací). 
Dalším experimentem jsem se snažil určit, jak se projeví množství slabých 
žáků na chybě klasifikace. Zopakoval jsem předešlé měření s jedinou změnou, a to 
navýšení počtu klasifikátorů na 200. Resubstituční chyba se navýšením 
klasifikátorů dostala opět na 0%. Chyba na celé množině vzorů je shrnuta 
v tabulce 6. 
Tab. 6: Chyba klasifikátoru (trénování: 2000 tváří a 2000 pozadí, 200 slabých 
klasifikátorů) 
 Správně klasifikované Špatně klasifikované Chyba 
Pozitivní vzory 2425 4 0,16% 
Negativní vzory 4395 211 4,8% 
Všechny vzory 6820 215 3,15% 
 
Jak v předešlém případě, tak i zde bylo u tváří jen 429 nových (neznámých) 
vzorů. Chyba pouze na neznámých pozitivních vzorech zde činila 0.93%. 
 
Ať již byl klasifikátor sebelepší, tak vždy (ať ve videu či obrázku) docházelo 
k nesprávným klasifikacím. Je to z toho důvodu, že nad každým obrázkem který 
zpracováváme, dochází k několika tisícům klasifikací. Z toho důvodu se není čemu 
divit, že se v tak široké škále špatné klasifikace občas najdou. Jedna z možností, jak 
zpřesnit klasifikaci, je ve fázi předzpracování, a to detekcí kůže. Tím se nám 
prohledávaný prostor značně zmenší a s ním i šance na špatnou klasifikaci. 
Ve volném čase jsem se snažil detekci barvy kůže realizovat. Jednoduché 
metody založené pouze na barvě a na poměrech mezi nimi se změnou osvětlení spíše 
uškodily.  
Snažil jsem se taky detekovat pohyb a na pohybujících částech obličej hledat. 
Pohyb sedícího člověka před kamerou je ovšem tak malý, že v množství šumu 
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vzniklého při pořízení levnou internetovou kamerou nemá smysl pohyb zohledňovat . 
Metoda, kterou jsem zkoušel pracovala na základě rozdílu po sobě jdoucích snímků. 
 
V průběhu návrhu a testování klasifikátorů jsem zjistil, že vždy můžu 
natrénovat klasifikátor tak, aby ve zvoleném prostředí klasifikoval správně. Zjistil 
jsem, že metoda neklasifikuje někdy chybně z důvodu malého množství obličejů ve 
fázi trénování, nýbrž v různorodosti pozadí.  
Tento fakt mně vnuknul myšlenku natrénovat klasifikátor na pozadí, ve 
kterém se kamera nachází. Dle předpokladů byla klasifikace výborná. 
Je spousta možností, kde může být potřeba detekovat obličeje na místech se 
statickou kamerou (při vstupu do objektů, na letišti, …). V takových aplikacích 
vidím jako velice perspektivní myšlenku automatického trénování až na místě, kde je 
kamera instalována. V tomto případě by se nemuselo jednat o několikahodinové 
trénování. Pozadí, které je snímáno, není tak složité, aby se muselo trénovat na tolika 
vzorech. Většinou se na pozadí nachází spousta stejných míst, které by pokryl jeden 
vzorek. Dalo by se navrhnout předzpracování pozadí, kdy proběhne analýza a vytvoří 
se ováhovaná množina obrázků podle toho, jak je v pozadí zastoupena. V případě, že 
by tam byla jedna velká bílá stěna, tak analýzou v předzpracování by se nastavila 
malému vzoru (odpovídající velkému bílému pozadí) vysoká váha. Takto by se 
vytvořila množina ováhovaných vzorů odpovídající danému pozadí. Ve fázi 
trénování by se musela tato váha zohledňovat. 
Celý vývoj a experimenty byly prováděny na notebooku HP Pavilion dv6000 
s následující HW konfigurací: 
Paměť:   3,0 GB 
Procesor:   Intel® Core™2 Duo 2,4GHz 
Jádro:    Linux 2.6.28-11-generic 
Desktopové prostředí: Kde 4.2.3 
 
I přes poměrně slušný výkon trénování trvalo několik hodin. Záleželo na 
počtu slabých klasifikátorů a velikosti trénovací množiny. 
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7. ZÁVĚR 
Cílem diplomové práce bylo nastudovat a seznámit se s problematikou 
detekce tváří a navrhnout detektor s ohledem na možnosti detekce ve 
videosekvencích. Snažil jsem se vybrat vhodnou metodu, kterou dále pomocí 
vhodných prostředků zrealizovat. Zvolil jsem metodu objektového detektoru 
představenou P. Violou a M. Jonesem.  
První realizace za účelem otestování algoritmů proběhla v prostředí Matlab. 
Jelikož výpočetní náročnost byla příliš velká (hlavně z důvodu příliš mnoha iterací 
algoritmu), zvolil jsem jako vhodný programovací jazyk C/C++ spolu s knihovnou 
OpenCV.  
Trénovací množinu vzorů jsem bral z databáze MIT CVCL Face Database, 
která byla k tomuto účelu vytvořena. Natrénoval jsem několik klasifikátorů, z různě 
velké trénovací množiny a s jiným počtem slabých klasifikátorů. V kapitole 6.7 jsem 
pak dané výsledky zhodnotil. Snažil jsem se poukázat na to, jak s nárůstem vzorů a 
počtů slabých klasifikátorů roste úspěšnost klasifikace. V nejlepším případě, kdy 
jsem extrahoval z trénovací množiny (o velikosti 2000 tváří a 2000 pozadí) 200 
slabých žáků, jsem dostal celkovou chybu 3,15%. V této konfiguraci modelu jsem se 
na pozitivních vzorech dostal až na velikost chyby 0.93%, což už je oproti prvním 
pokusům dobrá přesnost. 
Při testování klasifikace na běžných obrázcích se ukázalo, že i tato přesnost 
sama nemůže zaručit klasifikaci na velkém obrázku s přesností blížící se 100%. Nad 
vstupním obrázkem se totiž musí udělat několik tisíc (až desítek tisíc) klasifikací. 
Z tohoto kvanta vždy vyjdou i nějaké chybné klasifikace. Ve většině případů dochází 
k označení tváře i na místě, kde tvář není. To je způsobeno obrovskou různorodostí 
pozadí. Pozadí, na rozdíl od obličejů, které si jsou vždy podobné, může mít daleko 
víc kombinací a obsáhnout je v trénovací množině není možné. 
Ve fázi předzpracování lze danou metodu zpřesnit pomocí detekce kůže, která 
nám zmenší prohledávanou oblast a tím i počet možných špatných klasifikací 
v obraze. 
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V kapitole 6.7 jsem popsal svou myšlenku zpřesnění na základě trénování na 
prostředí, ve kterém se kamera nachází. Tento postup jsem otestoval a zjistil, že jsem 
schopen vždy natrénovat klasifikátor tak, aby v daném prostředí klasifikoval správně.  
Samotná klasifikace je opravdu rychlá a je možné ji použít pro klasifikaci ve 
video sekvenci. Nejpomalejší část je převod obrázku na integrální obraz. Zde jsem 
zvolil postup, kdy jsem převáděl vždy danou aktuální podoblast obrázku zvlášť. 
To se neukázalo jako příliš vhodné, jelikož neustálé volání funkce pro převod bylo 
poměrně pomalé. Lepší postup je převést obrázek na integrální obraz celý 
jednorázově a pak s ním pracovat.  
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9. SEZNAM SYMBOLŮ 
B trénovací soubor metodou Bootstrap výběrem s opakováním 
D váha jednotlivých obrázků v trénovací množině 
Err chybová funkce pro metodu křížové validace 
ܧݎݎ௕௢௢௧ chyba modelu metodou BootStrap 
ܧݎݎ஼௏ chyba modelu metodou křížové validace 
መ݂஻ೕ model naučený na ܤ௝-tý výběr 
ሚ݂ି௄ሺ௜ሻ model natrénovaný na data bez podmnožiny ܭሺ݅ሻ 
H  silný klasifikátor 
hሺxሻ výsledek predikce lineárního perceptronu pro vstup x 
ܫ௜௡௧ሺx,yሻ výsledek integrálního obrazu pro pixel na souřadnici x, y 
LF chybová funkce pro metodu BootStrap 
m počet obrázků v trénovací množině 
N počet prvků v souboru sestaven výběrem s opakováním 
S trénovací množina, kde poslední sloupec definuje třídu klasifikace 
s suma intenzit pro daný sloupec 
T počet slabých klasifikátorů 
w váha lineárního perceptronu 
x vstup lineárního perceptronu 
x souřadnice v ose x 
y skutečná hodnota klasifikace 
y souřadnice v ose y 
α váha slabého klasifikátoru 
ε chyba slabého klasifikátoru 
θ práh lineárního perceptronu 
 
 
 
