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1. Introduction and statement of the main results
The problem for searching ﬁrst integrals of a polynomial differential system is classical, which was already studied by
Poincaré [16]. Up to now, many different methods have been involved in the study of integrability of a given differential
system, such as the Painlevé analysis [1,19], the Noether symmetries [2], the Lie symmetries [14] and the Darboux theory
of integrability [6,7,13], etc.
For two-dimensional vector ﬁelds a ﬁrst integral completely determines its phase portrait. But usually it is very diﬃcult
to detect if a planar vector ﬁeld is integrable or not. In this paper we will use Abel differential equations to ﬁnd new classes
of integrable polynomial differential systems, and to ﬁnd algebraic limit cycles of these integrable systems.
Consider real planar polynomial differential systems
dx
dt
= x˙ = Pm(x, y) + Pm+n(x, y) + Pm+2n(x, y) := P (x, y),
dy
dt
= y˙ = Qm(x, y) + Qm+n(x, y) + Qm+2n(x, y) := Q (x, y), (1.1)
where Pi(x, y) and Q i(x, y) are homogeneous polynomials of degree i in the variables x and y with Pm+2n(x, y) and
Qm+2n(x, y) satisfying xQm+2n(x, y) − yPm+2n(x, y) ≡ 0 or equivalently Pm+2n(x, y) = xF (x, y) and Qm+2n(x, y) = yF (x, y)
for some homogeneous polynomial F (x, y) of degree m + 2n − 1. Such a system is called degenerate inﬁnity system, because
its inﬁnity is fulﬁlled of singularities. Degenerate inﬁnity systems were studied by many authors (see e.g. [4] and references
therein). In this paper we shall study a subclass of systems (1.1) which are Darboux integrable and may have algebraic limit
cycles.
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(or analytic) integrable on U if there exists a nonconstant smooth (or analytic) function H :U → R, called a ﬁrst integral of
the systems on U , such that X H ≡ 0 on U , where
X = P (x, y) ∂
∂x
+ Q (x, y) ∂
∂ y
,
is the vector ﬁeld associated to systems (1.1). A nonzero smooth function R(x, y) :U → R is an integrating factor of X if
X (R) = −R div(P , Q ). A nonzero smooth function V (x, y) :U → R is an inverse integrating factor of X if X (V ) = V div(P , Q ).
We note that {V (x, y) = 0} is formed by orbits of the vector ﬁeld X (e.g. [8]).
A function of the form f λ11 · · · f
λp
p exp(h/g) with f i ∈ C[x, y] irreducible for i = 1, . . . , p, h, g ∈ C[x, y] relatively coprime
and λi ∈ C, is a Darboux function. Recall that C[x, y] is the ring of polynomials in the variables x and y with coeﬃcients
in C. Systems (1.1) are called Darboux integrable if they have a ﬁrst integral or an integrating factor which is a Darboux
function, which is called a Darboux ﬁrst integral or a Darboux integrating factor. We remark that a real polynomial differential
system may have a Darboux ﬁrst integral or a Darboux integrating factor in which f i , g , h are possibly complex.
A limit cycle of systems (1.1) is an isolated periodic orbit of systems (1.1) (e.g. [18]). A limit cycle is algebraic if it is
contained in the zero set of some irreducible invariant algebraic curve.
For presenting our main results we take the polar coordinate changes x = r cos θ and y = r sin θ , system (1.1) becomes
r˙ = fm+1(θ)rm + fm+n+1(θ)rm+n + fm+2n+1(θ)rm+2n,
θ˙ = gm+1(θ)rm−1 + gm+n+1(θ)rm+n−1, (1.2)
where
f i(θ) = cos θ Pi−1(cos θ, sin θ) + sin θQ i−1(cos θ, sin θ),
gi(θ) = cos θQ i−1(cos θ, sin θ) − sin θ Pi−1(cos θ, sin θ).
In the region W = {(r, θ): (gm+1(θ) + gm+n+1(θ)rn) > 0}, system (1.2) can be written in
dr
dθ
= fm+1(θ)r + fm+n+1(θ)r
n+1 + fm+2n+1(θ)r2n+1
gm+1(θ) + gm+n+1(θ)rn . (1.3)
We remark that there are a large classes of systems (1.1) satisfying gm+1(θ) ≡ 0. By the invertible change of variable
ρ = (gm+1(θ)rn)/(gm+1(θ) + gm+n+1(θ)rn), (r, θ) ∈ W , (1.4)
we can transform (1.3) into the Abel differential equation
dρ
dθ
= A(θ)ρ3 + B(θ)ρ2 + C(θ)ρ, (1.5)
with
A(θ) = n
g3m+1(θ)
(
g2m+1(θ) fm+2n+1(θ) + fm+1(θ)g2m+n+1(θ) − gm+1(θ)gm+n+1(θ) fm+n+1(θ)
)
,
B(θ) = 1
g2m+1(θ)
(
ngm+1(θ) fm+n+1(θ) − 2n fm+1(θ)gm+n+1(θ) + g′m+1(θ)gm+n+1(θ) − gm+1(θ)g′m+n+1(θ)
)
,
C(θ) = n fm+1(θ)
gm+1(θ)
.
We remark that the idea for using this kind of transformation goes back to Cherkas [5].
We must mention that the class of polynomial differential systems studied in [12] is formally more general than sys-
tems (1.1). Inside this class the authors identify a new subclass of Darboux integrable systems and present Theorem 1.2 in
which three limit cycles contained in the domain of deﬁnition of the inverse integrating factor are proved under additional
conditions. However, in this paper the subclass of systems (1.1) is different from that in [12]. We remark that these different
subclasses are derived from different integrable cases of the Abel differential equation, see, for instance, [9].
In systems (1.1), if we take m = 1, P1(x, y) = λx − y and Q 1(x, y) = x + λy, systems (1.2) have g2(θ) = 1. This case
was studied in [3,9,10] for characterizing its Darboux integrability and the existence of algebraic limit cycles, respectively.
In [11] the authors have studied the integrability, degenerate centers, and limit cycles of systems (1.1) with n = 1 satisfying
gm+2(θ) ≡ 0 and gm+1(θ) either > 0 or < 0 for all θ . We note that in all these papers the algebraic limit cycles surround
a focus.
In this paper a new class of Darboux integrable planar polynomial differential systems which have degenerate inﬁnity
are detected. Moreover such integrable systems may have algebraic limit cycles. The results have greatly extended the area
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all polynomial systems (1.1) deﬁne a subclass J if A(θ) and B(θ) in (1.5) satisfy
A′(θ)B(θ) − A(θ)B ′(θ) = sB3(θ) − A(θ)B(θ)C(θ) (1.6)
for some s ∈ R.
Our results are the following.
Theorem 1.1. For systems (1.1) in the subclass J the following statements hold.
(a) If A(θ)B(θ)C(θ) ≡ 0 and s = 0, then
V (ρ, θ) = ρ(ρ2A2(θ)/B2(θ) + ρA(θ)/B(θ) + s), (1.7)
is an inverse integrating factor. In the region where V (ρ, θ) is well deﬁned and θ˙ > 0 (resp. < 0) and gm+1(θ) > 0 (resp. < 0)
for all θ , when m is odd and n is even, system (1.1) can have at most two algebraic limit cycles. Moreover, there exist such systems
which can have 1 or 2 limit cycles.
(b) If A(θ)C(θ) ≡ 0, s = 0 and B(θ) ≡ 0, then
V (ρ, θ) = ρ/2+ ρ3 exp
(
−2
∫
C(θ)dθ
)∫
exp
(
2
∫
C(θ)dθ
)
A(θ)dθ, (1.8)
is an inverse integrating factor. In the region where V (ρ, θ) is well deﬁned and θ˙ > 0 (resp. < 0) and gm+1(θ) > 0 (resp. < 0) for
all θ , when m is odd, system (1.1) can have at most one algebraic limit cycle. Moreover, there exist such systems which can have
1 limit cycle.
(c) If B(θ)C(θ) ≡ 0, s = 0 and A(θ) ≡ 0, then
V (ρ, θ) = ρ + ρ2 exp
(
−
∫
C(θ)dθ
)∫
exp
(∫
C(θ)dθ
)
B(θ)dθ, (1.9)
is an inverse integrating factor. In the region where V (ρ, θ) is well deﬁned and θ˙ > 0 (resp. < 0) and gm+1(θ) > 0 (resp. < 0)
for all θ , when m is odd and n is even, system (1.1) can have at most one algebraic limit cycle. Moreover, there exist such systems
which can have 1 limit cycle.
The proof of Theorem 1.1 will be presented in Section 2.
In the polar coordinates, we must emphasize θ˙ > 0 (resp. < 0) and gm+1(θ) > 0 (resp. < 0) for all θ such that sys-
tems (1.1) inside the subclass J have ﬁrst integrals and algebraic limit cycles surrounding the origin. We will apply our
general theories to the subsystems of systems (1.1)
x˙ = λ0x− y + y
(
λ1x
2 + λ2xy + λ3 y2
)+ x(λ4x4 + λ5x3 y + λ6x2 y2 + λ7xy3 + λ8 y4),
y˙ = x+ λ0 y − x
(
λ1x
2 + λ2xy + λ3 y2
)+ y(λ4x4 + λ5x3 y + λ6x2 y2 + λ7xy3 + λ8 y4). (1.10)
It is easy to check that the above systems with λ0 = 0 have a focus at the origin and satisfy the hypothesis of Theorem 1.1.
The rest of this paper is organized as follows. Section 2 is dedicated to prove Theorem 1.1 and we give some examples
having algebraic limit cycles for m > 1. In Section 3 we present the necessary and suﬃcient conditions for systems (1.10) to
be in the subclass J and the explicit expressions of algebraic limit cycles.
2. Proof of Theorem 1.1
In order to prove Theorem 1.1 we need the following result, its proof is similar to those of [3,11]. The details will be
omitted.
Theorem 2.2. For systems (1.1) belonging to J the following statements hold.
(a) If s = 0 and A(θ)B(θ)C(θ) ≡ 0, then the systems have the Darboux ﬁrst integral H(x, y) given by
H(ρ, θ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ρ exp(− ∫ C(θ)dθ)exp(− 1√
4s−1 arctan
B(θ)+2ρA(θ)√
4s−1B(θ) )√
ρ2A2(θ)/B2(θ)+ρA(θ)/B(θ)+s if s >
1
4 ,
ρB(θ)exp(− ∫ C(θ)dθ)exp B(θ)B(θ)+2ρA(θ)
B(θ)+2ρA(θ) if s = 14 ,
ρ exp(− ∫ C(θ)dθ)|√1−4s+1+2ρA(θ)/B(θ)|(−1+1/√1−4s )/2
|√1−4s−1−2ρA(θ)/B(θ)|(1+1/√1−4s )/2 if s <
1
4 ,
through the changes of variables x = r cos θ , y = r sin θ and the transformation (1.4).
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integral H(x, y) obtained from
H(ρ, θ) =
{
exp(
∫
C(θ)dθ)ρ−1 + ∫ exp(∫ C(θ)dθ)B(θ)dθ if A(θ) ≡ 0,
exp(2
∫
C(θ)dθ)ρ−2 + 2 ∫ exp(2 ∫ C(θ)dθ)A(θ)dθ if B(θ) ≡ 0,
through the changes of variables x = r cos θ , y = r sin θ and the transformation (1.4).
(c) If C(θ) ≡ 0 and A(θ) = B(θ) ≡ 0, then the systems have the Darboux ﬁrst integral H(x, y) obtained from H(ρ, θ) =
ρ exp(− ∫ C(θ)dθ).
The following result, due to Giacomini et al. [8], will also be used in the proof of Theorem 1.1.
Theorem 2.3. Let (P , Q ) be a C1 vector ﬁeld deﬁned in an open subset U of R2 , and let V (x, y) be a C1 inverse integrating factor of
this vector ﬁeld deﬁned in an open subset U ⊂ R2 . If γ is a limit cycle of (P , Q ) contained in U , it must be contained in {(x, y) ∈ U :
V (x, y) = 0}.
Proof of Theorem 1.1. (a) Firstly in order that the 2π periodic function ρ(θ) deﬁnes limit cycles, from the invertible
change (1.6) we must have that ρ(θ) > 0 for all θ ∈ [0,2π). So m+1 must be even, θ˙ > 0 and gm+1(θ) > 0 for all θ ∈ [0,2π).
We note that θ˙ < 0 and gm+1(θ) < 0 for all θ ∈ [0,2π) can also be studied by rescaling the time dt = −dτ . There exists
a relationship between the ﬁrst integral H(ρ, θ) and its associated inverse integrating factor V (ρ, θ) given by
V (ρ, θ) = − P (ρ, θ)
∂H(ρ,θ)
∂θ
= Q (ρ, θ)
∂H(ρ,θ)
∂ρ
.
We know that the inverse integrating factor is not unique. If V (ρ, θ) is an inverse integrating factor, then V (ρ, θ)H(ρ, θ) is
also an inverse integrating factor. If s > 1/4, then the partial derivative of H(ρ, θ) with respect to ρ is
∂H(ρ, θ)
∂ρ
=
exp(− ∫ C(θ)dθ)exp(− 1√
4s−1 arctan
B(θ)+2ρA(θ)√
4s−1B(θ) )√
ρ2A2(θ)/B2(θ) + ρA(θ)/B(θ) + s
s
ρ2A2(θ)/B2(θ) + ρA(θ)/B(θ) + s .
Since
Q (ρ, θ) = 1, 1
V (ρ, θ)
= ∂H(ρ, θ)
∂ρ
,
we have
V (ρ, θ)H(ρ, θ) = 1
s
ρ
(
ρ2A2(θ)/B2(θ) + ρA(θ)/B(θ) + s).
By deleting the coeﬃcient 1/s the equality (1.7) holds. For s 1/4 we can get V (ρ, θ) by applying the same method.
By Theorem 2.3, if systems (1.1) and consequently its associated Abel equation (1.5) have limit cycles in the region where
V (ρ, θ) is well deﬁned and θ˙ > 0 and gm+1(θ) > 0 for all θ , these limit cycles must be contained into the set {V (ρ, θ) = 0}.
From the expression of the inverse integrating factor, the possible limit cycles must be given by
ρ(θ) =
⎧⎨
⎩
(−1±√1−4s )B(θ)
2A(θ) , if s <
1
4 ,
− B(θ)2A(θ) , if s = 14 .
(2.11)
Since the numerator and the denominator of A(θ) (resp. B(θ)) are homogeneous trigonometric polynomials in the variables
cos θ and sin θ of degree 2n+3m+3 and 3m+3 (resp. n+2m+2 and 2m+2), we conclude that n and m+1 must be even
and s  1/4. System (1.1) can have one limit cycle for s = 1/4 and two limit cycles for s < 1/4. Next we provide examples
of system (1.1) which can have one or two algebraic limit cycles.
We consider the systems (1.1) with m = 3 and n = 2 having the form
x˙ = (λ1x− y)
(
x2 + y2)+ x(λ2x4 + λ3x3 y + λ4x2 y2 + λ5xy3 + λ6 y4)
+ x(λ7x6 + λ8x5 y + λ9x4 y2 + λ10x3 y3 + λ11x2 y4 + λ12xy5 + λ13 y6),
y˙ = (x+ λ1 y)
(
x2 + y2)+ y(λ2x4 + λ3x3 y + λ4x2 y2 + λ5xy3 + λ6 y4)
+ y(λ7x6 + λ8x5 y + λ9x4 y2 + λ10x3 y3 + λ11x2 y4 + λ12xy5 + λ13 y6), (2.12)
where λi are arbitrary constants. It is easy to check that systems (2.12) have g4(θ) = 1 and a linearly zero singular point at
the origin. We do not present the necessary and suﬃcient conditions for systems (2.12) to be in the subclass J , because
the expressions are too much tedious. If we take s = 3/16, λ1 = −1/2, λ2 = λ5 = λ6 = 1, λ3 = −1, λ4 = 2, then from the
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condition (1.6) we obtain λ7 = λ8 = λ13 = −λ10 = −585/1024, λ9 = 0, λ11 = λ12 = −1755/1024. Systems (2.12) can be
written in
x˙ =
(
−1
2
x− y
)(
x2 + y2)+ x(y4 + 2x2 y2 + x4 + y3x− yx3)
+ 585
1024
x
(−x6 − yx5 + y3x3 − 3x2 y4 − 3y5x− y6),
y˙ =
(
x− 1
2
y
)(
x2 + y2)+ y(y4 + 2x2 y2 + x4 + y3x− yx3)
+ 585
1024
y
(−x6 − yx5 + y3x3 − 3x2 y4 − 3y5x− y6). (2.13)
It has two algebraic solutions 585(3y5x + x6 + yx5 + 3x2 y4 − y3x3 + y6) − 768(y4 + 2x2 y2 + x4 + y3x − yx3) = 0 and
585(3y5x+ x6 + yx5 + 3x2 y4 − y3x3 + y6)− 256(y4 + 2x2 y2 + x4 + y3x− yx3) = 0. Using Maple, it shows that each of these
two algebraic solutions contains a unique elliptic branch as a limit cycle, see Fig. 1.
If we take s = −3/4, λ1 = λ2 = λ4 = λ6 = 1, λ3 = 1/2 and λ5 = 3/2, then from the condition (1.6) we ob-
tain λ7 = −0.9978082590, λ8 = −0.2069049252, λ9 = −2.447412041, λ10 = −1.299827124, λ11 = −1.833010406, λ12 =
−1.747243533 and λ13 = −0.9930838073. Systems (2.12) can be written as
x˙ = (x− y)(x2 + y2)+ x(x4 + 1/2x3 y + x2 y2 + 3/2xy3 + y4 − 0.9978082590x6
− 0.2069049252x5y − 2.447412041x4 y2 − 1.299827124x3 y3
− 1.833010406x2 y4 − 1.747243533xy5 − 0.9930838073y6),
y˙ = (x+ y)(x2 + y2)+ y(x4 + 1/2x3 y + x2 y2 + 3/2xy3 + y4 − 0.9978082590x6
− 0.2069049252x5 y − 2.447412041x4 y2 − 1.299827124x3y3
− 1.833010406x2 y4 − 1.747243533xy5 − 0.9930838073y6). (2.14)
It has one algebraic solution −0.4138098500x5 y − 2.599654248x3 y3 − 3.494487066y5x − 1.995616519x6 −
4.894824083x4 y2 − 3.666020813x2 y4 − 1.986167615y6 + 1.5x3 y + 4.5y3x + 3x4 + 3x2 y2 + 3y4 = 0. Using Maple, it shows
that the algebraic solution contains a unique elliptic branch as a limit cycle, see Fig. 2.
(b) For systems (1.1) in the subclass J with A(θ)C(θ) ≡ 0, s = 0 and B(θ) ≡ 0, the partial derivative of H(ρ, θ) with
respect to ρ is
∂H(ρ, θ) = −1 exp
(
2
∫
C(θ)dθ
)
ρ−3.∂ρ 2
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So we obtain V (ρ, θ) = −2exp(−2 ∫ C(θ)dθ)ρ3 and
V (ρ, θ)H(ρ, θ) = −4
(
ρ/2+ ρ3 exp
(
−2
∫
C(θ)dθ
)∫
exp
(
2
∫
C(θ)dθ
)
A(θ)dθ
)
.
By deleting the coeﬃcient −4 we get the equality (1.8). By Theorem 2.3, if systems (1.1) and consequently its associated
Abel equation (1.5) have limit cycles in the region where V (ρ, θ) is well deﬁned and θ˙ > 0 and gm+1(θ) > 0 for all θ , these
limit cycles must be contained in the set {V (ρ, θ) = 0}. From the expression of the inverse integrating factor, the unique
possible limit cycles must be given by
ρ(θ) = ± exp(
∫
C(θ)dθ)√
−2 ∫ exp(2 ∫ C(θ)dθ)A(θ)dθ .
In order that this expression of ρ(θ) deﬁnes limit cycles, we must have ρ(θ) > 0 for all θ . Since the numerator and the
denominator of A(θ) are homogeneous trigonometric polynomials in the variables cos θ and sin θ of degree 2n + 3m + 3
and 3m + 3, correspondingly m is odd. For example, if we take s = 0, λ1 = −1, λ7 = λ9 = 1, λ8 = −2, λ10 = λ12 = 3,
λ11 = λ13 = 2, systems (2.12) with B(θ) ≡ 0 are
x˙ = (−x− y)(x2 + y2)+ x(x6 − 2yx5 + x4 y2 + 3y3x3 + 2x2 y4 + 3y5x+ 2y6),
y˙ = (x− y)(x2 + y2)+ y(x6 − 2yx5 + x4 y2 + 3y3x3 + 2x2 y4 + 3y5x+ 2y6). (2.15)
It has one limit cycle given by the elliptic branch of the algebraic solution −1304y6 − 776x6 − 4376x4 y2 − 3944x2 y4 −
2688y3x3 + 1056yx5 − 3104y5x+ 1040x2 + 1040y2 = 0, see Fig. 3. Consequently the number of limit cycles in the domain
of deﬁnition of V (ρ, θ) is at most 1.
(c) For systems (1.1) in the subclass J with B(θ)C(θ) ≡ 0, s = 0 and A(θ) ≡ 0, the partial derivative of H(ρ, θ) with
respect to ρ is
∂H(ρ, θ)
∂ρ
= −exp
(∫
C(θ)dθ
)
ρ−2.
So we obtain V (ρ, θ) = −exp(− ∫ C(θ)dθ)ρ2 and
V (ρ, θ)H(ρ, θ) = −
(
ρ + ρ2 exp
(
−
∫
C(θ)dθ
)∫
exp
(∫
C(θ)dθ
)
B(θ)dθ
)
.
By deleting the coeﬃcient −1 we get the equality (1.9). An inverse integrating factor of its associated Abel differential
equation (1.5) is given by (1.9). By Theorem 2.3, if systems (1.1) have limit cycles in the region where V (ρ, θ) is well
deﬁned and θ˙ > 0 and gm+1(θ) > 0 for all θ , these limit cycles must be contained in the set {V (ρ, θ) = 0}. From the
expression of the inverse integrating factor, the possible limit cycles must be given by
ρ(θ) = − exp(
∫
C(θ)dθ)∫
exp(
∫
C(θ)dθ)B(θ)dθ
.
J. Cao, H. Jiang / J. Math. Anal. Appl. 361 (2010) 177–186 183Fig. 3. Limit cycle of system (2.15).
Fig. 4. Limit cycle of system (2.16).
In order that this expression of ρ(θ) deﬁne limit cycles, we must have ρ(θ) > 0 for all θ . Since the numerator and the
denominator of B(θ) are homogeneous trigonometric polynomials in the variables cos θ and sin θ of degree n + 2m + 2
and 2m + 2, correspondingly both m + 1 and n are even. For example, if we take s = 0, λ1 = 1, λ2 = λ4 = λ6 = −2 and
λ3 = λ5 = −1, system (2.12) with A(θ) ≡ 0 is
x˙ = (x− y)(x2 + y2)+ x(−2x4 − x3 y − 2x2 y2 − xy3 − 2y4),
y˙ = (x+ y)(x2 + y2)+ y(−2x4 − x3 y − 2x2 y2 − xy3 − 2y4). (2.16)
It has a limit cycle given by the elliptic branch of the algebraic solution 81x4 + 91y4 + 164x2 y2 + 22y3x+ 78yx3 − 40x2 −
40y2 = 0, see Fig. 4. Consequently the number of limit cycles in the domain of deﬁnition of V (ρ, θ) is at most 1. This
completes the proof of Theorem 1.1. 
For a quadratic polynomial system there must be one focus inside its limit cycle (e.g. [18]). But it is not true for polyno-
mial vector ﬁelds of higher degree. For example, the cubic Vorobev system x˙ = −y+ax(x2 + y2 −1), y˙ = x+by(x2 + y2 −1)
with ab > −1 and (a − b)2 > 4 has x2 + y2 − 1 = 0 as a limit cycle surrounding a node (e.g. [17]).
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1 − (a − b) sin(2θ)/2 for all θ ∈ [0,2π) has zeros. Now we give a new example which has a limit cycle around a singular
point of nodal type. The system
x˙ = −y + x(x2 + y2 − λ)(x2 + y2 + a),
y˙ = x+ y(x2 + y2 − λ)(x2 + y2 + b), (2.17)
with λ2ab > −1 and λ2(a−b)2 > 4 and λ > 0 has the algebraic solution x2 + y2 −λ = 0 as a limit cycle surrounding a node.
3. Application of Theorem 1.1
In this section, we apply Theorems 1.1 and 2.2 to systems (1.10) for studying its integrability and algebraic limit cycles.
Corollary 3.4. The polynomial systems (1.10) belong to the subclass J if and only if one of the following statements holds.
(a) λ1 = λ2 = λ3 = 0. Then systems (1.10) have a Darboux ﬁrst integral corresponding to Theorem 2.2(b).
(b) λ4 = −λ0λ12 , λ5 = −2λ0λ1λ2 , λ6 = −λ0λ22 − 2λ0λ1λ3 , λ7 = −2λ0λ3λ2 and λ8 = −λ0λ32 . Then systems (1.10) have a Dar-
boux ﬁrst integral corresponding to Theorem 2.2(b).
(c) λ4 = K(−4λ03λ12 + 16λ03sλ12 − sλ0λ22 − 4λ12λ0 + 12λ0sλ12 + 4sλ0λ3λ1 + λ3sλ2 + 3λ1sλ2),
λ5 = 2K(−4λ03λ1λ2 + 16λ03λ1sλ2 + 12λ0λ1sλ2 − 4λ1λ0λ2 − 3sλ12 + 2λ1λ3s + λ32s + sλ22),
λ6 = 2K(−4λ03λ3λ1 +16λ03λ1λ3s−2λ03λ22 +8λ03sλ22 −4λ0λ3λ1 +16sλ0λ3λ1 +5sλ0λ22 −2λ0λ22 −3λ1sλ2 +3λ3sλ2),
λ7 = 2K(−4λ03λ3λ2 + 16λ03λ3sλ2 + 12λ0λ3sλ2 − 4λ3λ0λ2 − sλ12 − 2λ1λ3s − sλ22 + 3λ32s),
λ8 = K(−4λ32λ03 − 4λ0λ32 + 16sλ32λ03 + 4sλ0λ3λ1 − sλ0λ22 + 12sλ0λ32 − λ1sλ2 − 3λ3sλ2),
where K = 1/(4λ20 + 4). Then systems (1.10) have a Darboux ﬁrst integral corresponding to Theorem 2.2(a).
Proof. Taking polar coordinate (r, θ), systems (1.10) can be written in
r˙ = λ0r + f6(θ)r5, θ˙ = 1+ g4(θ)r2, (3.18)
where
f6(θ) = (1/8λ5 − 1/8λ7) sin(4θ) + (1/8λ4 − 1/8λ6 + 1/8λ8) cos(4θ) + (1/4λ5 + 1/4λ7) sin(2θ)
+ (1/2λ4 − 1/2λ8) cos(2θ) + 3/8λ4 + 3/8λ8 + 1/8λ6,
g4(θ) = −1/2λ2 sin(2θ) + (1/2λ3 − 1/2λ1) cos(2θ) − 1/2λ3 − 1/2λ1.
Transforming (3.18) into the Abel differential equation (1.5) we have that
A(θ) = 2 f6(θ) + 2λ0g24(θ), B(θ) = −4λ0g4(θ) − g′4(θ), C(θ) = 2λ0.
Thus Eq. (1.6) can be written in the following form
4
(
3λ0
2(4s − 1)(g4(θ))2 + λ0 f6(θ)) d
dθ
g4(θ) − 2
(
d
dθ
f6(θ)
)(
d
dθ
g4(θ) + 4λ0g4(θ)
)
+ 4λ0(3s − 1)g4(θ)
(
d
dθ
g4(θ)
)2
+ 2( f6(θ) + λ0(g4(θ))2) d2
dθ2
g4(θ)
+ s
(
d
dθ
g4(θ)
)3
− 16λ02g4(θ) f6(θ) + 16λ03(4s − 1)
(
g4(θ)
)3 = 0.
Suﬃciency. (a) If λ1 = λ2 = λ3 = 0, then g4(θ) ≡ 0 and B(θ) ≡ 0. So systems (1.10) belong to the subclass J . Using the
statement (b) of Theorem 2.2 we get the Darbouxian ﬁrst integral.
(b) If λ4 = −λ0λ12, λ5 = −2λ0λ1λ2, λ6 = −λ0λ22 − 2λ0λ1λ3, λ7 = −2λ0λ3λ2 and λ8 = −λ0λ32, then A(θ) ≡ 0. Therefore
systems (1.10) belong to the subclass J . Using the statement (b) of Theorem 2.2 we get the Darbouxian ﬁrst integral.
(c) If λ4, λ5, λ6, λ7 and λ8 are given in the statement (c), then Eq. (1.6) holds. Therefore systems (1.10) are in the
subclass J . Using the statement (a) of Theorem 2.2 we get the Darbouxian ﬁrst integral.
Necessity. (i) If s = 0, g4(θ) ≡ 0 and A(θ) ≡ 0, using Eq. (1.6) we obtain the expressions of λi for i > 3 in the statement (c)
of Corollary 3.4.
(ii) If Eq. (1.6) holds for s = 0, then A(θ) ≡ 0 or B(θ) ≡ 0. Assuming A(θ) ≡ 0 and B(θ) ≡ 0, then Eq. (1.6) is equivalent
to
2 f6(θ) + 2λ0g2(θ) = c1 exp(−2λ0θ)
(−4λ0g4(θ) − g′ (θ)), (3.19)4 4
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tion. So for s = 0 we must have A(θ) ≡ 0 or B(θ) ≡ 0, namely the statement (a) or (b) of Corollary 3.4. This completes the
proof of Corollary 3.4. 
Proposition 3.5. Suppose that systems (1.10) are in the subclass J , namely its coeﬃcients λi ’s satisfy one of the conditions given in
Corollary 3.4. Then the following statements hold.
(a) Systems (1.10) for s 1/4 and s = 0 have the algebraic solutions
Γ1: γ1x
2 + γ2xy + γ3 y2 + γ4 = 0,
Γ2: δ1x
2 + δ2xy + δ3 y2 + δ4 = 0,
where
γ1 = s(−λ3 − 3λ1 + λ0λ2 − 4λ02λ1) + (1+
√
1− 4s )(λ1 + λ1λ02),
γ2 = s(−2λ2 − 2λ0λ1 + 2λ0λ3 − 4λ02λ2) + (1+
√
1− 4s )(λ2 + λ2λ02),
γ3 = s(−3λ3 − λ1 − λ0λ2 − 4λ02λ3) + (1+
√
1− 4s )(λ3 + λ3λ02),
γ4 = (−1−
√
1− 4s )(1+ λ02),
δ1 = s(−λ3 − 3λ1 + λ0λ2 − 4λ02λ1) + (1−
√
1− 4s )(λ1 + λ1λ02),
δ2 = s(−2λ2 − 2λ0λ1 + 2λ0λ3 − 4λ02λ2) + (1−
√
1− 4s )(λ2 + λ2λ02),
δ3 = s(−3λ3 − λ1 − λ0λ2 − 4λ02λ3) + (1−
√
1− 4s )(λ3 + λ3λ02),
δ4 = (−1+
√
1− 4s )(1+ λ02).
Set
μ1 = 6λ12 − 2λ22 − 8λ02λ22 + 20λ1λ3 + 6λ32 + 32λ1λ02λ3 ,
μ2 = −20λ1λ3 − 24λ1λ02λ3 + 6λ02λ22 − 2λ32 + 4λ22 − 2λ12 ,
μ3 = −λ02λ22 + 4λ1λ3 + 4λ1λ02λ3 − λ22 ,
μ4 = 16λ1λ02λ3 − 2λ22 + 12λ1λ3 − 4λ02λ22 + 2λ12 + 2λ32 ,
μ5 = λ22 − 4λ1λ02λ3 − 4λ1λ3 + λ02λ22 ,
μ6 = λ1 + λ3 .
If λ0 = 0, μ1s2 + μ2s + μ3 −
√
1− 4s(μ4s + μ5) > 0 and μ6 > 0 (resp., μ1s2 + μ2s + μ3 +
√
1− 4s(μ4s + μ5) > 0 and
μ6 < 0) systems (1.10) have one limit cycle Γ1 (resp., Γ2).
In polar coordinates the function
H(r, θ) = 2r
2(−λ20 − 1)exp(−2λ0θ)|β1r2 cos(2θ) + β2r2 sin(2θ) + β3r2 + β4|(−1+1/
√
1−4s )/2
|η1r2 cos(2θ) + η2r2 sin(2θ) + η3r2 + η4|(1+1/
√
1−4s )/2 ,
is a Darboux ﬁrst integral deﬁned in R2\Σ with Σ = {(0,0)} ∪ Γ1 or Σ = {(0,0)} ∪ Γ2 , where
β1 = s(λ1 − λ3 − 2λ3λ02 + 2λ1λ02 − λ0λ2) − 12 (1+
√
1− 4s )(λ1 − λ3 + λ1λ02 − λ3λ02),
β2 = s(λ2 − λ0λ3 + λ0λ1 + 2λ2λ02) − 12 (1+
√
1− 4s )(λ2 + λ2λ02),
β3 = s(2λ3λ02 + 2λ1 + 2λ3 + 2λ1λ02) − 12 (1+
√
1− 4s )(λ1 + λ3 + λ3λ02 + λ1λ02),
β4 = (1+
√
1− 4s )(1+ λ02),
η1 = s(λ1 − λ3 − 2λ3λ02 + 2λ1λ02 − λ0λ2) − 12 (1−
√
1− 4s )(λ1 − λ3 + λ1λ02 − λ3λ02),
η2 = s(λ2 − λ0λ3 + λ0λ1 + 2λ2λ02) − 12 (1−
√
1− 4s )(λ2 + λ2λ02),
η3 = s(2λ3λ02 + 2λ1 + 2λ3 + 2λ1λ02) − 12 (1−
√
1− 4s )(λ1 + λ3 + λ3λ02 + λ1λ02),
η4 = (1−
√
1− 4s )(1+ λ02).
(b) If s = 0 and A(θ) ≡ 0, λ0 = 0, 4λ1λ02λ3 − λ02λ22 + λ12 + 2λ1λ3 + λ32 > 0 and λ1 + λ3 < 0, systems (1.10) have one limit
cycle given in (−λ1 − λ3 + λ0λ2 − 2λ02λ1)x2 + 2λ0(−λ1 + λ3 − λ0λ2)xy + (−λ1 − λ3 − λ0λ2 − 2λ02λ3)y2 = 2+ 2λ20 .
In polar coordinates the function
H(r, θ) = exp(2λ0θ)(α1r
2 sin(2θ) + α2r2 cos(2θ) + α3r2 + α4)
r2(−2λ20 − 2)
,
is a Darboux ﬁrst integral deﬁned in R2\Σ with Σ = {(0,0)} ∪ {(r, θ): α1r2 sin(2θ) + α2r2 cos(2θ) + α3r2 + α4 = 0}, where
α1 = −λ0λ1 + λ0λ3 − λ02λ2 , α2 = λ0λ2 + λ02λ3 − λ02λ1 , α3 = −λ1 − λ3 − λ02λ3 − λ02λ1 , α4 = −2− 2λ02 .
Proof. (a) When s 1/4 and s = 0, using Eq. (2.11) we can obtain the expressions of Γ1 and Γ2. When μ1s2 + μ2s + μ3 −√
1− 4s(μ4s + μ5) > 0 and μ6 > 0, the curve Γ1 is an ellipse but Γ2 is not.
We can ﬁnd that the solution of system (1.10) corresponding to Γ1 is
x(t) =
√
−γ1
γ
cos t − γ2
2γ
√
γ 22 − 4γ1γ3
γ
sin t, y(t) =
√
γ 22 − 4γ1γ3
γ
sin t.4 1 4 4
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tems (1.10). So it is a periodic orbit.
Using the corollary in p. 214 of [15] we show that for λ0 = 0,
2π∫
0
(
∂ P (x, y)
∂x
+ ∂Q (x, y)
∂ y
)
dt = 0.
Thus we say that Γ1 is an algebraic limit cycle of system (1.10).
For instance, systems (1.10) with s = −6/25, λ0 = 2, λ1 = 1, λ2 = 2 and λ3 = 5 are
x˙ = 2x− y + x2 y + 2xy2 + 5y3 − 2
25
x
(
55x4 + 202x3 y + 686x2 y2 + 974xy3 + 1195y4),
y˙ = x+ 2y − x3 − 2x2 y − 5xy2 − 2
25
y
(
55x4 + 202x3 y + 686x2 y2 + 974xy3 + 1195y4). (3.20)
It has exactly one limit cycle given by the ellipse 7x2 + 12xy + 35y2 − 5 = 0.
Working in a similar way to the solution Γ1, we get that when s  1/4 and s = 0, λ0 = 0, μ1s2 + μ2s + μ3 +√
1− 4s(μ4s + μ5) > 0 and μ6 < 0, Γ2 is an algebraic limit cycle of system (1.10) but Γ1 is not. It follows from μ6 > 0 or
μ6 < 0 that system (1.10) has at most one algebraic limit cycle Γ1 or Γ2.
(b) If s = 0 and A(θ) = 0, from Theorem 1.1 we obtain that when μ1s2 +μ2s+μ3 −
√
1− 4s(μ4s+μ5) > 0 and μ6 > 0,
the solution curve (−λ1 − λ3 + λ0λ2 − 2λ02λ1)x2 + 2λ0(−λ1 + λ3 − λ0λ2)xy + (−λ1 − λ3 − λ0λ2 − 2λ02λ3)y2 = 2 + 2λ20 is
an ellipse. After tedious calculations we ﬁnd that this solution does not contain singular points of systems (1.10). Moreover
we can check that for λ0 = 0,
∫ 2π
0 (
∂ P (x,y)
∂x + ∂Q (x,y)∂ y )dt = 0. So it is an algebraic limit cycle of systems (1.10).
For example, systems (1.10) with s = 0, λ0 = 2, λ1 = −1, λ2 = −2 and λ3 = −5 are
x˙ = 2x− y − y(x2 + 2xy + 5y2)− 2x(x4 + 4x3 y + 14x2 y2 + 20xy3 + 25y4),
y˙ = x+ 2y + x(x2 + 2xy + 5y2)− 2y(x4 + 4x3 y + 14x2 y2 + 20xy3 + 25y4). (3.21)
It has exactly one limit cycle given by the ellipse x2 + 5y2 − 1 = 0.
From Theorem 2.2 we can obtain the expressions of ﬁrst integrals of systems (1.10). This completes the proof of Propo-
sition 3.5. 
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