DBpedia releases consist of more than 70 multilingual datasets that cover data extracted from different language-specific Wikipedia instances. The data extracted from those Wikipedia instances are transformed into RDF using mappings created by the DBpedia community. Nevertheless, not all the mappings are correct and consistent across all the distinct language-specific DBpedia datasets. As these incorrect mappings are spread in a large number of mappings, it is not feasible to inspect all such mappings manually to ensure their correctness. Thus, the goal of this work is to propose a data-driven method to detect incorrect mappings automatically by analyzing the information from both instance data as well as ontological axioms. We propose a machine learning based approach to building a predictive model which can detect incorrect mappings. We have evaluated different supervised classification algorithms for this task and our best model achieves 93% accuracy. These results help us to detect incorrect mappings and achieve a high-quality DBpedia.
INTRODUCTION
A large number of RDF knowledge bases are created by transforming non-RDF data sources into RDF. Such non-RDF formats include relational databases, CSV files, key-value pairs, etc. A key input to this transformation process is a mapping that defines how to transform the non-RDF source data into RDF. Such mapping specifies how to map the source schema into RDF vocabularies, and possibly other data transformations.
DBpedia [2] , the main hub of the Linked Open Data Cloud, exposes data from Wikipedia as machine-readable Linked Data. Until 2011, only data from the English language Wikipedia was extracted but, since then, several "language-specific" DBpedia chapters were created for other Wikipedia languages. For example, the Spanish DBpedia 1 (esDBpedia) was created in 2012 and currently there are more than 15 other "language-specific" DBpedia chapters.
The DBpedia data extraction process generates RDF data based on the mappings [15] that map: (1) Wikipedia infobox templates to classes of the DBpedia ontology, and (2) infobox template keyvalue pairs of each Wikipedia infobox template to ontology properties. In a large knowledge base such as DBpedia there is a considerably large number of mappings; for instance, DBpedia 2016-04 version has more than 5K template mappings (for all languages) and much larger number of infobox template key-value pairs. As these mappings are created by a diverse community of volunteers using crowd-sourcing techniques, it is frequent to have wrong or inconsistent mappings. Notice that each incorrect mapping produces a plethora of incorrect data because there are thousands of infobox instances for a given infobox template. For instance, if the infobox template for Mountain, which has 16 thousand instances (mountain entries) in the English Wikipedia, has an incorrect mapping for one of its keys (e.g. dbo:height instead of dbo:elevation for the key elevation), all the mountain instances would get an incorrect value for that property.
The wrong mappings can be due to many reasons. The DBpedia ontology is considerably large and evolves in a collaborative manner with significant additions and removals in each version and some mapping contributors do not have knowledge about all the 685 classes and 3500+ properties of the ontology. Further, there are also language issues. Most of the contributors of the languagespecific DBpedia chapters are non-native English speakers and they have influences from their native language when selecting mapping terms. For instance, while in the English DBpedia elevation of an mountain is mapped to the dbo:elevation property most language-specific DBpedia instances map it to dbo:height which is not intended for mountains but for humans. Inconsistencies of the mappings (same semantic relation mapped to distinct properties) can also be caused by duplicate properties in large ontologies such as the DBpedia ontology. For instance, the DBpedia ontology has two properties dbo:formationYear and dbo:foundingYear and both denote the year an organization was established. As both terms are suitable for representing the relation, different DBpedia languagespecific chapters use them in mappings in an inconsistent manner. In such cases, even though the generated data is not semantically incorrect, the proper reuse of data is hindered because it is hard to query the data (the users will have to use all the possible alternatives in queries) and hard to integrate data from multiple languagespecific datasets.
Another problematic type of mappings is mapping more specific relations to generic properties in DBpedia. For instance, for describing the postal code of a city, some mappings use the generic property dbo:code instead of the more specific and most appropriate property dbo:postalCode. Such mappings also create inconsistencies among data from different language-specific DBpedia datasets and make queries across the DBpedia language-specific datasets harder. Thus, all these inaccuracies and inconsistencies in mappings either lead to incorrect data or causes inconveniences for querying or data integration. However, as these inaccuracies and inconsistencies are scattered over a large number of mappings, it is not feasible to analyze each of them manually by a set of experts. Further, most of such inconsistencies are not unveiled when they are inspected individually but rather uncovered only when they are compared to other similar mappings.
The main objective of our work is to propose a data-driven method to detect the aforementioned mapping deficiencies automatically by analyzing: (1) instance data from distinct language-specific datasets, and (2) the ontological axioms of the DBpedia ontology. More concretely, our goal is to build a classifier using a set of features that can be used to identify such deficiencies. In this way we would be able to automatically classify mappings as Correct or Incorrect.
In our approach, we use the intuitive assumption that when a given resource has the same object value for two distinct properties, there is a high probability of having a mapping inconsistency, i.e., the same relation is mapped to two distinct properties. For example, if the English and Spanish DBpedia have the same subject-object pair <Mount_Everest, 8848> related with two distinct properties dbo:elevation and dbo:height, it may be possible that both properties refer to the same relation. To identify such occurences, we use different language-specific DBpedia instances (for example, English DBpedia, Spanish DBpedia, Greek DBpedia, Dutch DBpedia) with similar data with equivalence relations (as owl:sameAs links) among them.
Nevertheless, we also take into account that the possibility of two distinct properties having the same value by coincidence (e.g., birthPlace and deathPlace of a person or largestCity and capital of a country) could have same subject and same object pairs quite frequently even though those relations are not semantically equivalent. We define a set of data-driven metrics taking all these aspects into account. Further, we also define a set of metrics based on the ontological axioms such as the domain and range of a given property and their hierarchical relationships to extract features that can help to determine if a given mapping is incorrect.
Our hypothesis is that we can develop a classifier capable of identifying incorrect mappings with high precision by using the features that we have defined in this study. In order to evaluate this hypothesis we have created a set of test data by manually annotating DBpedia mappings pairs from multiple languages (EnglishSpanish, English-Greek, English-Dutch, Spanish-German). The selection of the languages were driven by the availability of human annotators. We have analyzed a selection of supervised learning classification algorithms. In the best case, the proposed classifier (based on the Random Forest algorithm) has an overall accuracy of 93% (mappings classified correctly as 'Correct' or 'Incorrect').
The main contributions of this work are (a) a feasibility study of using data-driven features for classification of incorrect mappings, (b) a set of test data manually annotated by the DBpedia experts that can be reused for other studies, and (c) a predictive model for detecting incorrect mappings in English, Spanish, Greek, and Dutch DBpedia instances.
PROBLEM DEFINITION
The main research problem studied in this paper is "is it possible to automatically detect incorrect mappings by analyzing two knowledge graphs created using two sets of different mappings?". We assume that the knowledge graphs have an overlap, i.e., some entities are described in both, and the coreferences (owl:sameAs links) can be resolved.
In the DBpedia use case, we can find a large number of datasets that contain similar data, i.e., the language-specific DBpedia knowledge bases and a large portion of the entities present in those knowledge bases are linked by equivalence relationships based on the manually annotated wikilinks contributed by the Wikipedia community. For instance, the entity dbr:Mount_Everest is included in more than 15 other DBpedia language-specific datasets, and the coreferences (i.e., the links that refer to the same entity) annotated using the owl:sameAs relation [8] . All these entities that describe Mount Everest in different DBpedia datases such as English DBpedia, Spanish DBpedia, Greek DBpedia, and German DBpedia mostly contain similar information about it such as its location, Table 1 such relations are mapped correctly to the same corresponding property in all DBpedia language-specific datasets. However, in some cases, due to the errors in the mappings such relations can be mapped to properties not intended for the given relation. For instance, Table 2 shows the property that corresponds to the elevation of the Month Everest in each dataset. As it can be seen from the table, while three of the datasets have mapped that relation to dbo:elevation property, the Spanish DBpedia dataset has mapped it to dbo:height. In our work, we use a set of features extracted from the two datasets to identify such incorrect mappings.
In DBpedia, this data is generated from Wikipedia by mapping Wikipedia infobox keys to DBpedia ontology properties. DBpedia maintains mappings for each language-specific Wikipedia template and those mappings are improved over time by contributers adding mappings to common keys in those infobox templates. At the moment, these mappings are maintained in a specific wiki 2 and the DBpedia contributors with access to the mapping wiki maintain and improve the mappings on regular basis. However, as those mappings are created by a diverse community, inaccuracies and inconsistencies are introduced during this process. In this work, we categorize mappings firstly into two categories: correct and incorrect mappings.
Our hypothesis is that we can develop a classifier capable of identifying incorrect mappings with high precision by using the features that we have defined in this study. In the next section,
APPROACH
This section describes the feature engineering for creating the predictive model, as well as the model preparation process.
Feature descriptions
The features that we used for building the model are of two types: (a) instance-based features, and (b) schema-based features. We will define the features using two RDF graphs, graph G i where
Instance-based features are extracted from ABox information in a data-driven manner. The key advantage of such features is that they can be extracted even when no schema information is available. There are 4 direct features, denoted by M1-M4 and 4 derived features, denoted C1-C4. Direct features can be any whole number, derived features always have a normalized range of
, and S i is same as or equivalent to S j . This gives the frequency of resources having property P i in graph G i while having property P j in G j . The rationale behind this feature is to check how probable is that a resource will have property P j in G j given that the resource has P i in G i . For example, if the elevation of a mountain is mapped to dbo:elevation in English DBpedia, and wrongly mapped to dbo:height in Spanish DBpedia, the instances of mountains having dbo:elevation in English DBpedia and dbo:height in Spanish. Our intuition is if P j is wrongly mapped in G j (to denote P i ) this number should be high.
, S i is equivalent to S j , and also O i is equivalent to O j . Because M 2 only counts occurrences where the objec is also the same, it is even stronger indication that two properties refer to the same relation (see, Table 2 ). Our intuition is that when M 2 is high, there is a higher-probability that those properties may refer to the same relation. For example, if we take M 2 (EN,ES,dbo:elevation,dbo:height), there are 5108 resources with the same object value in two graphs, giving an indication that they might refer to the same relation and one mapping is inconsistent.
This features looks for the opposite of M 2 . The rationale is that it is possible to have false positives in M 2 , for example, people are born and have died in the same place by coincidence (dbo:birthPlace/dbo:deathPlace) or actors who are also directors in given film (dbo:directedBy/dbo:actor). Thus, in this feature we count the number of counter examples. Our intuition is that when we find few matches in M 2 by coincidence, M 3 should be able to find reasonable amount of counter examples.
is defined as the number of S i resources in graph G i that contain both property P i and P j simultaneously in the same graph. The rationale for this feature is similar to M 3 . The intuition is that this is higher when the two properties denote two distinct relation than when they denote the same. For example, more resources have both dbo:birthPlace and dbo:deathPlace properties in same resource simultaneously (denoting two distinct relations) compared to dbo:elevation and dbo:height in same resource.
The derived features are calculated by normalizing M 2 , M 3 , and
Schema-based features are extracted from TBox information. When we manually analyzed mappings, we found that it's common to have generic properties in some wrong mappings, for instance, using dbo:code instead of dbo:postalCode. Further, we noticed wrong mappings could also be due to duplicated properties (for the same relation), for example, dbo:foundingYear and dbo:formationYear. Schema-based features try to capture hints for such cases. There are 11 schema-based features: TB1-TB11.
T B 1 checks if the property P i is a subproperty of P j and T B 2 checks vice versa, i.e., P j is a subproperty of P i . T B 3 checks if the classes corresponding are the same in both graphs. T B 4 checks if the class in G i is a subclass of the class in G j and T B 5 checks vice versa. T B 6 checks if the domains of P i and P j are the same. T B 7 domain(P i ) is subclass of domain(P j ) and T B 8 checks vice versa. Similarly, T B 9 checks if the ranges of P i and P j are the same. T B 10 checks range(P i ) is subclass of range(P j ) and T B 11 checks vice versa.
Model preparation
Because we are using supervised training techniques, it is necessary to collect annotations to train the learning algorithms.
We have asked experts from 4 DBpedia chapters to manually inspect mappings. For selecting the mappings that can possibly contain errors, we have used our previous assumption that when there is a high number of same subject and same object combinations with different properties in two different datasets of DBpedia, this could be because of a wrong mapping. Thus, we selected such mappings from 4 combinations of DBpedia datasets (EN-ES, EN-DE, EN-NL, EN-GR) and asked the language-pair experts to annotate if the mappings were correct or not. The instructions provided to the language-pair experts are available online in the following link 3 .
To facilitate the annotation, for each mapping we provided the Wikipedia infobox template name, infobox key, and the property it is mapped to for each of the language. A snippet from the EnglishSpanish annotation table is shown in Table 3 .
For sake of clarity, we will describe the process for the EnglishSpanish (EN-ES) case. We distinguish between two kinds of objects: IRIs and literals. We start with the literals case, in which 226 annotations have been provided manually by contributors from our institutions, fluent in both languages. Then, we trained a predictive model with these annotations. The data file is publicly available at https://www.openml.org/d/40742, were you also can see a statistic summary for each variable in the dataset. The training set contains 182 mappings annotated as "Correct" and 44 as "Incorrect". Therefore, the simplest classifier (known as ZeroR), which assigns the most popular class value, has an accuracy of 64.29%. This classifier establishes the baseline value that must be enhanced by our model.
We tested several classifiers using a 10-fold cross-validation. Each fold was stratified, that is, keeping class proportions. We used the weka environment (version 3.8.1) [9] and the classifiers use default parameters unless otherwise stated.
The best results for accuracy (correctly classified instances) were for Random Forest (93.36%), Multilayer Perceptron (94.25%) and Support Vector classifier (93.36%). Figure 1 shows the ROC curve for these classifiers. In this figure (and also in columns 'ROC Area' in table 5) we can see that Random Forest has the highest ROC AUC (Area Under the Curve) and, therefore, can be considered the best classifier among the ones considered.
This figure also shows the specific point in which these classifiers reach a 50% threshold. These points are the "working points" for the non-penalty classifiers, that is, the points for which the cost/benefit curve reaches its minimum value. If we are interested in penalizing the false positives (i.e., a higher value than the value assigned to false negatives) the working point of the classifier will move to another point in this curve. Table 4 summarizes some relevant classifier output values for these classifiers. Table 5 shows the detailed accuracy by class as well as the confusion matrix.
RESULTS

Using the predictive model
Prediction on IRIs.
If we apply this predictive model to objects being IRIs, the accuracy (correctly classified instances) is 95.00%, very similar to the 93.36% achieved when objects are literals. Notice that this IRIs dataset, or any other IRI datatset, has not been "seen" by the model in its training. The dataset (80 instances, 71 Correct and 9 Incorrect) is publicly available 4 .
Prediction on datasets in other languages.
It would be great to have a unique model (trained with data annotated in an specific language) capable of predicting incorrect mappings not only in its own language but in other languages. This would be Wrong mapping (note that sometimes the ontology has similar properties for the same thing but this is still a wrong mapping)
Wrong mapping Correct (it happens that the producer is the same person as the artist in some albums by coincidence) For Dutch (EN-NL-IRIs), with 28 annotations (19 Incorrect, 9 Correct) has an accuracy very low as well, only 67.86%. A predictive model with this dataset would get an accuracy of 100%. A detailed analysis, changing the aleatory seed, produces accuracy values around 94%. This dependency on the seed indicates that the number of instances is too low.
For EN-GR-lit, with 64 annotations (30 Incorrect, 33 Correct) we get an accuracy of 77.78%. If we create a predictive model for this data we get an accuracy of 73.02%. All this information is condensed in table 8, were we can see that for the 4 language-pairs studied the model for IRIs is always better than the model for literals. Besides, we can see that the EN-ES-lit model is good predicting incorrect mappings for some language-pairs (such as ES-DE-IRI or EN-GR-IRI), but not so good for another language-pairs (such as EN-NL-lit or EN-NL-IRI). Our conclusion is that is not feasible to have a unique predictive model for all the language-pairs.
Optimizing the model
We have computed a Principal Component Analysis over the EN-ES-lit dataset. This analysis produces a new set of attributes, linear combination of the initial attributes, ranked by its contribution to the data variance, from more relevant to less relevant. Specifically, keeping a variance of 95%, we can move from a dataset with 23 attributes to a dataset with 13 attributes (12 numeric attributes and 1 nominal attribute). If we compute a new model using again Random Forest we achieve an accuracy of 92.4779%, very close to the 93.3628% achieved with all the attributes. Table 9 shows the effect of the progressive elimination of less relevant attributes on the accuracy of the predictive model. The 'Order' column is the variable ID, from lowest to highest variance. For instance, the first row in this table shows that the effect of removing the first lowest variance PCA attribute, having a 0.55 variance (indeed std. dev.), produces a predictive model with accuracy 93.8053%. The second row shows that the effect of removing the 2 lowest variance PCA attributes, in which the second attribute has a variance (std. dev.) of 0.688, produces a predictive model with accuracy 93.8053%. In this table we can see that the effect of removing the 3 lowest variance PCT attributes is the same: a model accuracy of 93.8053%. However, removing the 4 lowest we get lower accuracy (93.3628%), that maintains this value when removing the 5th and 6th lowest variance PCA attributes. But, when we remove the 8th we get an increment in the accuracy. If we remove more PCA attributes we get lower values. The last row shows the effect of removing all the PCA attributes except the one with the highest variance. Using this unique attribute we get a model with accuracy 80.9735%.
It is remarkable that with a reduction from 23 to 4 attributes, the Random Forest classifier obtains a slightly better accuracy (93.8053%) than the initial model with 23 attributes (accuracy 93.3628%).
If we repeat the PCA keeping a variance slightly lower than before, specifically to 90%, we get now 10 PCA attributes. En table 9 we can see that we can remove the 6 attributes with lowest variance while getting a predictive model with accuracy 93.8053%. Again, we get a model with only 4 attributes that produces a predictive model with accuracy 93.8053%. Figure 2 shows a 2D projection of the 4D PCA space after the optimization. Although there is no clear separation for the classes, despite the 93% accuracy of the model, we can see a clear concentration (cluster) for Incorrect instances (dashed black ellipse). This concentration could provide the separation between classes required for such a good classification.
RELATED WORK
Zaveri et al. [16] present a comprehensive systematic review of data quality assessment methodologies applied to LOD. They have extracted 18 quality dimensions and a total of 110 objective and subjective quality indicators. The work presented in this paper is related to the conciseness dimension of the intrinsic data quality. The survey does not contain any specific metric for measuring the inconsistencies in the mappings. Dimou et al. [5] propose a test-driven approach for assessing the mappings and semi-automatic mapping refinements based on the results of the quality assessment. However, in contrast to the work presented in this paper the quality assessment is performed based on the mapping definitions before the RDF data is produced. The work presented in this paper uses a data-driven approach using multiple datasets and the problem addressed in this paper can not be addressed only by analyzing the mapping definitions. Paulheim [13] presents a data-driven approach to discover problems in mappings as well as in the ontology. This approach uses the ontology to check logically inconsistent statements, identify the mapping that was used to generate each inconsistent statement, group the inconsistencies by mappings. Finally, a score is computed for each mapping depending on the frequency of inconsistent mappings. This is the closest to our work considering the objective. However, the approach presented in this paper is based on annotations by the experts and supervised machine learning algorithms.
Previous work that are not focused on evaluating the mappings but rather on data has used variety of approaches such as statistical methods [4, 14] , outlier detection [3, 6, 12] , using external sources of knowledge [7, 11] , crowdsourcing [1] , and gamification [10] . Such approaches detect the errors in data but do not identify the mappings that caused those errors. Further, most of those work are focused on detecting errors in a single dataset and not on detecting inconsistencies among a set of datasets.
CONCLUSIONS
We have analyzed, from a data-driven perspective, the mappings that convert non-structured data to linked data. The method shown in this paper provides 22 numeric features for each mapping in a language-pair basis, and it is applied to several chapters of DBpedia. Additionally we provide non numeric information about each mapping to people fluent in each language-pair, and we ask them to decide if the mapping is correct or incorrect. With the numeric features we trained different supervised learning models, and we selected the random forest as the most appropriate.
The effort required to annotate a given language-pair is remarkable, but annotating a minimal part of all the mappings we achieve a 93% accuracy. A Principal Component Analysis can reduce the number of features to only 4 (linear combinations of the previous 22 features), keeping 93% accuracy, and a 2D projection allow us to see a concentration of 'Incorrect' data in a specific area.
We also explore the possibility of having a unique predictive model for all the language-pairs. However, experiments show that is better to have a model per language-pair. Results also show that models created from mappings having IRIs as objects (IRI models) are better than models created from mappings having literals as objects (lit models). The main reason for this could be the equivalence checking of the objects. When the objects are IRIs, the equivalence checks are more accurate because they are explicit owl:sameAs relations. But when checking literals (e.g., strings, numbers, dates, etc.) small syntactic differences could lead to non-equivalent values, even though they represent the same value.
Concerning challenges, one key problem is data incompleteness. For instance, the attribute 'death_date' is correctly mapped to dbo: deathDate but most of the data only contain the year. However, in our approach it will match with the dbo:deathYear property of the other dataset because both values are death years. In such cases, the mapping could be falsely identified as incorrect because of the inaccuracies in data. Nevertheless, it is important to note that if the mapping is corrected as suggested it will result in more accurate data as the data contains the death year rather than death date.
Another challenge is that some of the annotations require considerable domain knowledge to decide if a mapping is correct or incorrect. For instance, a template for F1 Racing or musical genres, uses a lot of terms specific to the given domain which annotators are not familiar with. This challenge can be mitigated by providing human annotators with a richer user interface. Currently, the annotators see a set of features on a spreadsheet. Some of the annotators claimed a better interface, with more features or examples based on data mappings.
Our future plans include to measure the number of triples with high probability of being incorrect due to an incorrect mapping, as well as applying these predictive models to assist people in the mapping process. The model allows us to assign a cost matrix, for instance to penalize false negatives over false positives, in order to minimize recall.
