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MARCHUK’S MODELS OF INFECTION DISEASES:
NEW DEVELOPMENTS
IRINA VOLINSKY, ALEXANDER DOMOSHNITSKY, MARINA
BERSHADSKY AND ROMAN SHKLYAR
Abstract. We consider mathematical models of infection diseases
built by G.I. Marchuk in his well known book on immunology.
These models are in the form of systems of ordinary delay differential
equations. We add a distributed control in one of the equations
describing the dynamics of the antibody concentration rate. Distributed
control looks here naturally since the change of this concentration
rather depends on the corresponding average value of the difference
of the current and normal antibody concentrations on the time
interval than on their difference at the point t only. Choosing
this control in a corresponding form, we propose some ideas of the
stabilization in the cases, where other methods do not work. The
main idea is to reduce the stability analysis of a given integro-
differential system of the order n, to one of the auxiliary system
of the order n + m, where m is a natural number, which is easily
for this analysis in a corresponding sense. Results for this auxiliary
systems allow us to make conclusions for the given integro-differential
system of the order n. We concentrate our attempts in the analysis
of the distributed control in an integral form. An idea of reducing
integro-differential systems to systems of ordinary differential equations
is developed. We present results about the exponential stability of
stationary points of integro-differential systems, using the method
based on the presentation of solution with the help of Cauchy
matrix. Various properties of integro-differential systems are studied
by this way. Methods of general theory of functional differential
equations developed by N.V.Azbelev and his followers are used.
One of them is the Azbelev W -transform. We propose ideas allowing
to achieve faster convergence to stationary point using a distributed
control. We obtain estimates of solutions, using estimates of the
Cauchy matrices.
1. Introduction
Mathematical models in the form of systems of nonlinear ordinary
differential equations, are used in many fields of science and technology
to describe various phenomena. In medicine the purpose of mathematical
modeling is the analysis and prediction of the development of diseases
and their possible treatment. A comprehensive work on mathematical
models in the field of immunology was summarized by Marchuk in his
book [7]. The models constructed there reflect the most significant
patterns of the immune system acting during these diseases. These
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model was studied in many works. Note, for example, the recent
papers [20], [21] and the bibliography therein. The adding control was
proposed, for example, in [6], [9], [10], [11], [12], [13], [14], [16], [24]. In
the works [5],[8] the basic mathematical model that takes into account
the discrete control of the immune response is proposed. See also the
recent papers [6], [11], [13], where distributed control was considered.
It can be noted that the use of information about behavior of a disease
and the immune system for a long time (defined by distributed control,
for example, in the form of an integral term) looks very natural in
choosing strategy of a possible treatment. Optimal control in the basic
model of the infection disease was considered in the work [5], where the
control function characterizing realization of an immunotherapy which
includes in administration of immunoglobulin or donor antibodies is
proposed. In the work [22], the model of influence of an immunotherapy
on dynamics of an immune response which represents generalization of
basic model was considered. On the basis of the proposed model, the
problem of determination of coefficients on the basis of laboratory dates
was considered and a suitable management was proposed in [5], [23].
Such task was called control in uncertain conditions [9]. A control
algorithm in the uncertain conditions was proposed in the work ([5],
see pages 71-73).
In the recent papers [6], [11], [13] we present new approach for the
study of the model of infection diseases. In this paper we summarize
their results and formulate mathematical problems which look very
natural from the medical point of view.
Our contribution in the modeling is a distributed feedback control
which is added to the equation describing the concentration of antibodies.
This step transforms these systems to functional differential ones. As
a result, we have to study the properties of solutions of these systems
such as asymptotic behavior in the neighborhood of stationary points
and stability of the stationary points. Importance of stationary points
should be stressed. These points describe the conditions of the healthy
body or the chronic disease. The aim of the treatment is to lead the
process to one of the stationary points. Further we try to obtain
estimates of solutions of linear and nonlinear systems of functional
differential equations. One of the ways to these estimates is construction
of the Cauchy matrix. First steps in this direction were proposed in
the recent paper [13].
2. Description of model
In this paper we deal with the system of functional differential equations
x′(t) + (Ax)(t) = (ΦTx)(t), t ∈ [0,∞), x = col{x1, , xn} (2.1)
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where the operators T and A are linear continuous. T,A : Cn[0,∞) →
Ln∞[0,∞) (C
n
[0,∞), L
n
∞[0,∞), are the spaces of continuous, and essentially
bounded vector functions x : [0,∞)→ Rn respectively), F : Ln∞[0,∞) →
Ln∞[0,∞) can be a linear or nonlinear bounded operator. We could
analyze various boundary value problems for equation (2.1). One of
them is the initial value problem. One of the main questions is the
stability of this system [4]. We consider the stationary points for
corresponding operators in the spaces of continuous functions Cn[0,∞) or
essentially bounded functions Ln∞[0,∞). We use our theoretical results
in application to Marchuks model of infection diseases. This model
reflects the most significant patterns of the immune system functioning
during infectious diseases and focuses on the interactions between antigens
and antibodies at different levels. We try to investigate the stability
of stationary points of the immune system and its response to the
treatment. We propose the control in the distributed form and obtain
stabilization in the neighborhood of the stationary point in the model
of infection diseases. From the applications’ point of view, the goal of
the control in the system can be interpreted as a possibility to provide
a corresponding immune response. It is noted in [9] that the immune
response mechanisms provides a key to understanding disease processes
and methods of effective medical treatment [7]. We try to combine
our theoretical results with possible applications. Let us start with a
description of one of these applications. Consider, for example, the
Marchuk model of infection diseases:
dV
dt
= βV (t)− γF (t)V (t)
dC
dt
= ζ (m)αF (t)V (t)− µc (C (t)− C∗)
dF
dt
= ρC (t)− ηγF (t)V (t)− µfF (t)
dm
dt
= σV (t)− µmm (t)
(2.2)
where V (t) the antigen concentration rate, C(t) - the plasma cell
concentration rate, F (t) - the antibody concentration rate, m(t) the
relative features of the body. It is clear that system (2.2) can be
presented in the form of general system (2.1). Let us describe the
coefficients: β - coefficient describing the antigen activity, γ - the
antigen neutralizing factor, µf - coefficient inversely proportional to the
decay time of the antibodies, µm - coefficient inversely proportional to
the organ recovery time, µc -coefficient of reduction of plasma cells due
to aging (inversely proportional to the lifetime), σ - constant related
with a particular disease, ρ - rate of production of antibodies by one
plasma cell. Denote C∗ and F ∗- the plasma rate concentration and
antibody concentration of the healthy body, respectively. It is assumed
that during a certain period of time τ , the plasma is restored as a result
of the interaction between the antigen and the antibody cells. The
product ζ (m)αF (t)V (t) includes the following coefficients: α is the
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stimulation factor of the immune system. The function
ζ (m) =
1, 0 ≤ m < m∗
1−m
1−m∗ , m
∗ ≤ m ≤ 1 ,
is a continuous function, characterizing the health of the organ, which
depends on the relative characteristics m of the body, where m∗ is the
maximum proportion of cells destroyed by antigens in the case that
the normal functioning of the immune system is still possible. This
function is non-negative and does not increase. The function m(t) can
be described as 1− 1−M(t)
1−M∗(t) , where M(t) is the characteristic of a healthy
organ (mass or area) and M∗(t) is the corresponding characteristic of a
healthy part of the affected organ. Let us discuss now every equation in
the model (2.2) in more detail form. The first equation dV
dt
= βV (t)−
γF (t)V (t) presents the block of the virus dynamics. It describes the
changes in the antigen concentration rate and includes the amount
of the antigen in the blood. The antigen concentration decreases as
a result of the interaction with the antibodies. The immune process
characterizes the antibodies, whose concentration changes with time
(destruction rate), is described by the equation: dF
dt
= ρC (t)−ηγF (t)V (t)−
µfF (t). The amount of the antibody cells also decreases as a result of
the natural destruction. However, the plasma restores the antibodies
and therefore the plasma state plays an important role in the immune
process. Thus, the change in concentration rate of the plasma cell is
included in several differential equations describing this system. Taking
into account the healthy body level of plasma cells and their natural
aging, the term µc(C(t) − C∗) is included in the second equation of
system (2.2). The second and third equations present the humoral
immune response dynamics. Concerning the last equation of system
(2.2): dm
dt
= σV (t) − µmm (t). The following can be noted 1) the
value of m increases with the antigen’s concentration rate V (t); 2)
the maximum value of m is unity, in the case of 100% organ damage
or zero for a fully healthy organ. The coefficient µm describes the
rate of generation of the target organ. This model was considered in
the recent work of Skvortsova [10]. Adding the control in the model
introduced in Marchuk’s book [7] is proposed, for example, in the
works by Rusakov and Chirkov [8],[9] where the importance of this
development is explained.
3. Stabilization through a support of the immune system
Our first goal is in stabilization of the process in the neighborhood of
a suitable stationary solution. We make a corresponding linearization
and then use the concepts of the stability theory proposed by N.V.Azbelev
and his followers in the well-known books [2],[3],[4] for linear functional
differential systems. The main idea is to choose close in a corresponding
sense auxiliary linear system, to solve it and to construct its Cauchy
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matrix (see, for example [11], [13], [15]). Then the scheme of the
Azbelev W -transform is used. We propose new ideas in choosing close
systems. For system of the order n, a corresponding close system can
be of the order n + m. Our main idea here is to reduce the analysis
of a given system of the order n to one of the auxiliary system of the
order n + m, which is easily in a corresponding sense. Results for the
auxiliary systems allows us to make conclusions for the given system of
the order n. We essentially concentrate our attempts in the analysis of
the distributed control in an integral form. The integral terms reflect
an orientation on average values in the construction of the control.
Another reason of appearance of the integral terms is in the use of the
”history of the process” to choose a strategy of a possible treatment.
In our model, we demonstrate among other ideas that observation on
the process of diseases can be very important in a treatment. It should
be also noted that the proposed control can be realized practically. To
sum up all these consequences, we can conclude that the control in the
integral form is reasonable from the medical point of view. Stability
properties of integro-differential systems are studied.
Modifying model (2.2), we propose the control in the following form
u (t) = −b
∫ t
0
(F (s)− F ∗ − )e−k(t−s)ds. (3.1)
Adding this control in the third equation of (2.2), we obtain the
following system
dV
dt
= βV (t)− γF (t)V (t)
dC
dt
= ζ (m)αF (t)V (t)− µc (C (t)− C∗)
dF
dt
= ρC (t)− ηγF (t)V (t)− µfF (t) + u(t)
dm
dt
= σV (t)− µmm (t)
(3.2)
where u(t) is defined by (3.1). Let F ∗ be the value of the antibody
concentration rate for a healthy body. While the case of F ∗ > β
γ
is considered by G.I. Marchuk in the book [7]. We try to consider
the ”bad” case where F ∗ < β
γ
. It is clear that system (2.2) could
not be stable in this case in the neighborhood of the stationary point
(0, C∗, F ∗, 0). Consider the following system of five equations
dV
dt
= βV (t)− γF (t)V (t)
dC
dt
= ζ (m)αF (t)V (t)− µc (C (t)− C∗)
dF
dt
= ρC (t)− ηγF (t)V (t)− µfF (t) + u(t)
dm
dt
= σV (t)− µmm (t)
du
dt
= −b(F (t)− F ∗ − ε)− ku(t)
. (3.3)
The following assertion allows us to reduce analysis of system (3.2)
to one of system (3.3).
Lemma 3.1. The components of the solution-vector y(t) = col(v (t) , s (t) , f (t) ,m (t))
of system (3.2) and four first components of the solution-vector x(t) =
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col(v (t) , s (t) , f (t) ,m (t) , u˜ (t)) of system (3.3) satisfying the initial
condition u (0) = 0 coincide.
Theorem 3.1.Let the inequality εγ > β − γF ∗, k > 0, b > 0 be
fulfilled, then the stationary solution (0, C∗, F ∗+ε, 0, 0) of system (3.3)
is exponentially stable.
To prove Theorem 3.1, we reduce the analysis of system (3.2) to one
of system (3.3) by Lemma 3.1, linearize in the neighborhood of the
stationary point
and then the negativity of roots to the characteristic polynomial of
system (3.3) is demonstrated (see, for example, [6]).
Thus, we can stabilize the process at the point (0, C∗, F ∗ + ε, 0, 0).
It means that we have to support the immune system for a long time
and to hold it on the level F ∗ + ε, where ε > β−γF
∗
γ
.
4. Distributed Control and the Lyapunov Characteristic
Exponents
To use the control in order to make convergence to set stationary
state faster is the second goal. Note that the stationary points present
the condition of the healthy body or at least chronical process of disease
which we try to reach. This problem is directly related to the duration
of a possible treatment. In many cases, this may have an important
influence on the choice of treatment method and on the decision on the
acceptability of such treatment in principle.
The goal of this part to obtain faster tending to set stationary state.
Consider the system
dv
dt
= βv (t)− γF ∗f (t) v (t)
ds
dt
= αVm
F ∗
C∗ ζ (m) f (t) v (t)− µc (s (t)− 1)
df
dt
= ρC
∗
F ∗ s (t)− ηγVmf (t) v (t)− µff (t)− bu˜ (t)
dm
dt
= σVmv (t)− µmm (t)
du˜
dt
= f (t)− 1− ku˜ (t)
(4.1)
where
u˜ =
∫ t
0
(f(s)− 1)e−k(t−s)ds
.
Denoting in (4.1)
α1 = β, α2 = γF
∗, α3 = αVm
F ∗
C∗
, α4 = µf =
ρC∗
F ∗
, α5 = µc, α6 = σVm, α7 = µm, α8 = ηγVm,
(4.2)
and linearizing system (4.1) in the neighborhood of stationary point
v = m = u˜ = 0, s = f = 1, we can write system (4.1) in the form
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dx1
dt
= (α1 − α2)x1
dx2
dt
= α3x1 − α5x2
dx3
dt
= −α8x1 + α4x2 − α4x3 − bx5
dx4
dt
= α6x1 − α7x4
dx5
dt
= x3 − kx5
, (4.3)
and to linearize system (2.2) and write it in the form
dx1
dt
= (α1 − α2)x1
dx2
dt
= α3x1 − α5x2
dx3
dt
= −α8x1 + α4x2 − α4x3
dx4
dt
= α6x1 − α7x4
(4.4)
Denote λi, i = {1, 4} the roots of the characteristic polynomial of
systems (4.4), and λ˜ = max1≤i≤4 λi, λ˜∗ = max1≤j≤5Re(λ∗j) of (4.3).
Theorem 4.1. If β < γF ∗, b > 0 and k > 0, then integro-differential
system (4.3) is exponentially stable and if in addition the inequality
k > α4 is fulfilled then λ˜ ≥ λ˜∗.
To prove Theorem 4.1, after reducing analysis of system (3.2) to one of
system (3.3) by Lemma 3.1 and linearizing in the neighborhoods of the
stationary points of system (2.2) and (3.3) respectively, we compare
the roots of characteristic polynomials of system (4.3) and (4.4) (see,
for example [11]).
On Figures 1-4 the solution of model of the pneumonia with the
natural flow of data without the control of disease are presented by
curves of red color, disease in the case of considered distributed control-
by curves of green color.
Figure 1 demonstrates the dynamics in antigen concentration during
the course of the disease. The insert detailing the process in the
first two days was performed on a different scale and demonstrates
the fact that the management transfers the disease from the acute
form to the subclinical one (the antigen concentration only decreases
after injetion). Figure 2 demonstrates the dynamics in plasma cell
concentration during the disease process. It can be seen from the figure
that control leads to a faster increase in the concentration of plasma
cells, which in this case ensures a transition to the subclinical form
of the disease. In addition, it is necessary to note a fourfold increase
in the maximum concentration of plasma cells in the case of control,
compared with the option without control. Figure 3 demonstrates
the dynamics in antibody concentration during the disease process.
The graph shows that the concentration of antibodies in the solution
with control practically does not change, because in this case they
are replaced by donor antibodies, which is what the control actually
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Figure 1. Dynamics of the immune response: antigen
Figure 2. Dynamics of the immune response: plasma
Figure 3. Dynamics of the immune response: antibodies
consists of. The dynamics in the proportion of target organ cells
destroyed by antigen during the disease process is presented on Figure
4. The values for the variant with control are given with an increase of
104 times. Thus, control allows to reduce the maximum proportion of
affected cells of the target organ by more than 2.5× 104 times.
5. Cauchy Matrix
To estimate the size of the neighborhood of the stationary solutions
which usually describe the states of the healthy body is the third goal
of our research. In practical problems it is necessary since we have to
MARCHUK’S MODELS OF INFECTION DISEASES: NEW DEVELOPMENTS 9
Figure 4. Dynamics of the immune response: rate of
the destroyed cells
hold process in a corresponding zone. Process going beyond a certain
admissible neighborhood of a stationary solution may be dangerous for
patients.
In constructing every model, the influences of various additional
factors that have seemed to be nonessential were neglected. The influence
effect of choosing nonlinear terms by their linearization in neighborhood
of stationary solution is also neglected. Even in the frame of linearized
model, only approximate values of coefficients instead of exact ones are
used. Changes of these coefficients with respect to time are not usually
taken into account. It looks important to estimate an influence of all
these factors.
In order to make this we have to obtain estimates of the elements of
the Cauchy matrix of corresponding linearized (in a neighborhood of a
stationary point) system. Consider the system
x′(t) = P (t)x(t) +G(t),
where P (t) is a (n × n)-matrix, G(t) is n-vector. Its general solution
x(t) = col{x1(t), ...xn(t)} can be represented in the form (see, for
example, [2])
x(t) =
∫ t
0
C(t, s)G(s)ds+ C(t, 0)x(0),
where n×n-matrix C(t, s) is called the Cauchy matrix. Its j-th column
(j = 1, ..., n) for every fixed s as a function of t, is a solution of the
corresponding homogeneous system
x′(t) = P (t)x(t),
satisfying the initial conditions xi(s) = δij, where
δij =
{
1, i = j,
0, i 6= j, i = 1, ..., n,
This Cauchy matrix C(t, s) satisfies the following symmetric properties
C(t, s) = X(s)X−1(s), where X(t) is a fundamental matrix, C(t, 0) =
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C(t, s)C(s, 0), and in the case of constant matrix P (t) = P, we have
X(t − s) = C(t, s) is a fundamental matrix for every s ≥ 0. These
definition and properties allow us to construct and estimate C(t, s).
The construction of the Cauchy matrix of system (4.3) can be found,
for example, in [13].
6. Stabilization with the use of uncertain coefficient in
the control
Consider the following system of equations with uncertain coefficient
in the control
dV
dt
= βV (t)− γF (t)V (t)
dC
dt
= ζ (m(t))αF (t)V (t)− µc (C (t)− C∗)
dF
dt
= ρC − ηγF (t)V (t)− µfF (t)− (b+4b(t))u (t)
dm
dt
= σV (t)− µmm (t)
du
dt
= F (t)− F ∗ − ku (t)
(6.1)
where u(t) =
t∫
0
(F (s)− F ∗) e−k(t−s)ds
This system can be rewritten in the form
x′1 = (a1 − a2)x1 + g1 (x1(t), x3(t))
x′2 = a3x1 − a5x2 + g2 (x1(t), x3(t))
x′3 = −a8 x1 + a4x2 − a4x3 − (b+4b(t))x5 + g3 (x1(t), x3(t))
x′4 = a6x1 − a7x4
x′5 = x3 − kx5
,
(6.2)
where gi(x1(t), x3(t)) (t) , 1 ≤ i ≤ 3 results of ”mistakes” we made in
the process of the linearization.
Consider the system
X ′ = AX + ∆B (t)X + F (t) , (6.3)
where
X(t) =

x1(t)
x2(t)
x3(t)
x4(t)
x5(t)
 , ∆B (t) =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 −4 b(t)
0 0 0 0 0
0 0 0 0 0
 .
On the basis of the estimates of the elements of the Cauchy matrix
we obtain the following assertions on the stability of system (6.2).
DenotingQj = ess supt≥0
t∫
0
5∑
i=1
∣∣∣(∆B (t)C(t, s))ij∣∣∣ ds and4b∗ = ess supt≥0 |4b(t)|,
we obtain the estimates:
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Q1 ≤ 4b∗
 ∣∣∣α24(α32−α35)−α25(α32−α34)α15α24(α31−α32) ∣∣∣ 1|λ1|+∣∣∣α24(α31−α35)−α25(α31−α34)α15α24(α31−α32) ∣∣∣ 1|λ2| + ∣∣∣ α25a5α15α24 ∣∣∣
 ,
Q2 ≤ 4b∗
[∣∣∣ α32−α34α24(α31−α32) ∣∣∣ 1|λ1| + ∣∣∣ α31−α34α24(α31−α32) ∣∣∣ 1|λ2| + 1|a5α24|] ,
Q3 ≤ 4b∗
[
1
|α31−α32|
1
|λ1| +
1
|α31−α32|
1
|λ2|
]
,
Q4 = 0,
Q5 ≤ 4b∗
[∣∣∣ α32α31−α32 ∣∣∣ 1|λ1| + ∣∣∣ α31α31−α32 ∣∣∣ 1|λ2|] .
(6.4)
Theorem 6.1. [13] Let k > 0, b > 0 and ai, 1 ≤ i ≤ 8, are
real positive and different, a1 < a2, (a4 − k)2 > 4b and the inequality
max1≤j≤5 {|Qj|} < 1 be true. Then system (6.2) is exponential stable.
Denoting Pj = ess supt≥0
t∫
0
5∑
i=1
∣∣∣(∆B (t)C(t, s))ij∣∣∣ ds, we obtain the
estimates
P1 ≤ 4b∗

∣∣∣β24β35−β25β34β31β15β24 ∣∣∣ 4(a4+k)2 + ∣∣∣β24(β31−β35)−β25(β31−β34)β31β52β24β15 ∣∣∣ 4|a24−k2|
+
∣∣∣ β25β15β24 ∣∣∣ 1|a5| + 1|β15| 1|a1−a2|
 ,
P2 ≤ 4b∗
[∣∣∣ β34β24β31 ∣∣∣ 4(a4+k)2 + ∣∣∣ β31−β34β31β24β52 ∣∣∣ 4|a24−k2| + 1|β24| 1|a5|
]
,
P3 ≤ 4b∗
[
1
|β31|
4
(a4+k)
2 +
1
|β31β52|
4
|a24−k2|
]
,
P4 = 0,
P5 ≤ 4b∗ 1|β52| 4|a24−k2| .
(6.5)
Theorem 6.2. [13] Let k > 0, b > 0 and ai, 1 ≤ i ≤ 8, are
real positive and different, a1 < a2, (a4 − k)2 = 4b and the inequality
max1≤j≤5 {|Pj|} < 1 be true. Then system (6.2) is exponential stable.
DenotingRj = ess supt≥0
t∫
0
5∑
i=1
∣∣∣(∆B (t)C(t, s))ij∣∣∣ ds we obtain estimates
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R1 ≤ 4b∗
 ∣∣∣γ24−γ25γ15γ24 ∣∣∣ 2|a4+k| + ∣∣∣γ24(2γ35−a4+k)+γ25(a4−2a5+3k)γ32γ15γ24 ∣∣∣ 1|a4+k|
+
∣∣∣ γ25γ15γ24 ∣∣∣ 1|a5| + ∣∣∣ 1γ15 ∣∣∣ 1|a1−a2|
 ,
R2 ≤ 4b∗
[
1
|γ24|
2
|a4+k| +
∣∣∣a4−3k+2a5γ24γ32 ∣∣∣ 1|a4+k| + 1|γ24| 1|a5|] ,
R3 ≤ 4b∗ 1|γ32| 2|a4+k| ,
R4 = 0,
R5 ≤ 4b∗
[
2
|a4+k| +
∣∣∣a4−kγ32 ∣∣∣ 1|a4+k|] .
(6.6)
Theorem 6.3. [13] Let k > 0, b > 0 and ai, 1 ≤ i ≤ 8, are
real positive and different, a1 < a2, (a4 − k)2 < 4b and the inequality
max1≤j≤5 {|Rj|} < 1 be true. Then system (6.2) is exponential stable.
Remark 6.1. Note that the approach presented here can be used in
the model of testosterone regulation (see, for example, [12], [17], [18],
[19]).
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