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RANDOM ALMOST HOLOMORPHIC SECTIONS OF AMPLE LINE
BUNDLES ON SYMPLECTIC MANIFOLDS
BERNARD SHIFFMAN AND STEVE ZELDITCH
Abstract. The spaces H0(M,LN ) of holomorphic sections of the powers of an ample
line bundle L over a compact Ka¨hler manifold (M,ω) have been generalized by Boutet
de Monvel and Guillemin to spaces H0J (M,L
N) of ‘almost holomorphic sections’ of am-
ple line bundles over an almost complex symplectic manifold (M,J, ω). We consider the
unit spheres SH0J(M,L
N ) in the spaces H0J(M,L
N ), which we equip with natural in-
ner products. Our purpose is to show that, in a probabilistic sense, almost holomorphic
sections behave like holomorphic sections as N → ∞. Our first main result is that al-
most all sequences of sections sN ∈ SH0J(M,LN ) are ‘asymptotically holomorphic’ in the
Donaldson-Auroux sense that ||sN ||∞/||sN ||2 = O(
√
logN), ||∂¯sN ||∞/||sN ||2 = O(
√
logN)
and ||∂sN ||∞/||sN ||2 = O(
√
N logN). Our second main result concerns the joint probabil-
ity distribution of the random variables sN (z
p), ∇sN (zp), 1 ≤ p ≤ n, for n distinct points
z1, . . . , zn in a neighborhood of a point P0 ∈M . We show that this joint distribution has a
universal scaling limit about P0 as N →∞. In particular, the limit is precisely the same as
in the complex holomorphic case. Our methods involve near-diagonal scaling asymptotics of
the Szego¨ projector ΠN onto H
0
J (M,L
N), which also yields proofs of symplectic analogues
of the Kodaira embedding theorem and Tian asymptotic isometry theorem.
Introduction
This paper is concerned with asymptotically holomorphic sections of ample line bun-
dles over almost-complex symplectic manifolds (M,J, ω). Such line bundles and sections are
symplectic analogues of the usual objects in complex algebraic geometry. Interest in their
properties has grown in recent years because of their use by Donaldson [Don1, Don2], Auroux
[Aur1, Aur2] and others [AuKa, Sik] in proving symplectic analogues of standard results in
complex geometry. These results involve properties of asymptotically holomorphic sections
of high powers of the bundle, particularly those involving their zero sets and the maps they
define to projective space.
We take up the study of asymptotically holomorphic sections from the viewpoint of the
microlocal analysis of the ∂¯ operator on a symplectic almost-complex manifold, and define the
class of ‘almost holomorphic sections’ by a method due to Boutet de Monvel and Guillemin
[Bout, BoGu]. Sections of powers of a complex line bundle LN → M over M are identified
with equivariant functions s on the associated S1-bundle X , and the ∂¯ operator is identified
with the ∂¯b operator on X . In the non-integrable almost-complex symplectic case there are
in general no solutions of ∂¯bs = 0. To define an ‘almost holomorphic section’ s, Boutet
de Monvel and Guillemin define a certain (pseudodifferential) D¯j-complex over X [BoGu]
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[BoSj]. The space H0J(M,L
N ) of almost holomorphic sections is then defined as the space
of sections corresponding to solutions of D¯0s = 0. The operator D¯0 is not uniquely or even
canonically defined, and it is difficult to explicitly write down these almost holomorphic
sections. The importance, and we hope usefulness, of these sections lies in the fact that they
typically have the properties of asymptotically holomorphic sections as defined by Donaldson
and Auroux, as we describe below. We use the term ‘almost holomorphic’ to emphasize that
a priori, they are distinct from ‘asymptotically holomorphic’ sections.
Our main results involve the ‘typical’ behavior of almost holomorphic sections in a prob-
abilistic sense, as in our work with Bleher [BSZ1, BSZ2] and our prior work [ShZe] on
holomorphic sections. A wide variety of measures could be envisioned here, and much of
what we do is independent of the precise choice of measure. However, the simplest measures
are the Haar measures on the unit spheres in the spaces H0J(M,L
N ). To be precise, we use
a hermitian metric h on L and the volume form dV = ω
m
m!
on M to endow H0J(M,L
N) with
an L2 inner product. We denote by SH0J(M,LN) the elements of unit norm in H0J(M,LN )
and by νN the Haar probability measure on the sphere SH
0
J(M,L
N ). We also consider the
essentially equivalent Gaussian measures on H0J(M,L
N). The theme of our work is to obtain
results about almost holomorphic sections by calculating asymptotically (as N → ∞) the
probabilities that sections sN ∈ H0J(M,LN ) do various things. This theme has a variety of
potential applications in geometry, which we hope to pursue in the future.
In this article we focus on two applications. Our first main result gives estimates on
various norms of a typical sequence of almost holomorphic sections of growing degree. Let
us recall that a sequence of sections sN is called asymptotically holomorphic by Donaldson
and Auroux [Don1, Aur1] if
‖sN‖∞ + ‖∂¯sN‖∞ = O(1), ‖∇sN‖∞ + ‖∇∂¯sN |‖∞ = O(
√
N), ‖∇∇sN‖∞ = O(N).
We will prove that almost every sequence {sN} of L2-normalized (‖sN‖2 = 1) almost holo-
morphic sections in the Boutet de Monvel -Guillemin sense is close to being asymptotically
holomorphic in the Donaldson sense. We also let ∇ : C∞(M,LN⊗(T ∗M)⊗k)→ C∞(M,LN⊗
(T ∗M)⊗(k+1)) denote the connection, and we write ∇k = ∇ ◦ · · · ◦ ∇ : C∞(M,LN ) →
C∞(M,LN ⊗ (T ∗M)⊗k). We also have the decomposition ∇ = ∂ + ∂¯; note that here ∂¯
depends on the choice of connection.
Theorem 0.1. Endow the infinite product Π∞N=1SH
0
J(M,L
N ) with the product spherical
measure ν∞ := Π∞N=1νN . Then ν∞-almost every sequence {sN} of sections satisfies the fol-
lowing estimates:
‖sN‖∞ = O(
√
logN), ‖∇ksN‖∞ = O(Nk/2
√
logN),
‖∂¯sN‖∞ = O(
√
logN), ‖∇k∂¯sN‖∞ = O(Nk/2
√
logN), (k ≥ 1) .
Our second main result concerns the joint probability distribution
DN(z1,...,zn) = D
N(x, ξ; z1, . . . , zn)dxdξ
of the random variables
xp = sN(z
p), ξp = N−
1
2∇sN(zp) (1 ≤ p ≤ n) (1)
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on SH0(M,LN), for n distinct points z1, . . . , zn ∈ M . We prove that upon rescaling, this
joint probability distribution has a universal limit which agrees with that of the holomorphic
case determined in [BSZ2].
Theorem 0.2. Let L be a pre-quantum line bundle over a 2m-dimensional compact integral
symplectic manifold (M,ω). Let P0 ∈M and choose complex local coordinates {zj} centered
at P0 so that ω|P0 and g|P0 are the usual Euclidean Ka¨hler form and metric respectively.
Then
DN
(z1/
√
N,...,zn/
√
N)
−→ D∞(z1,...,nn)
where D∞(z1,...,zn) is a universal Gaussian measure supported on the holomorphic 1-jets.
A technically interesting novelty in the proof is the role of the ∂¯ operator. In the holomor-
phic case, DN(z1,...,zn) is supported on the subspace of sections satisfying ∂¯s = 0. In the almost
complex case, sections do not satisfy this equation, so DN(z1,...,zn) is a measure on a higher-
dimensional space of jets. However, Theorem 0.2 says that the mass in the ‘∂¯-directions’
shrinks to zero as N →∞.
An alternate statement of Theorem 0.2 involves equipping H0(M,LN ) with a Gauss-
ian measure, and letting D˜N(z1,...,zn) be the corresponding joint probability distribution on
H0J(M,L
N), which is a Gaussian measure on the complex vector space of 1-jets of sections.
We show (Theorem 5.4) that these Gaussian measures D˜N also have the same scaling limit
D∞, so that asymptotically the probabilities are the same as in the holomorphic case, as
established in [BSZ2]. To be more precise, recall that a Gaussian measure on Rn is a measure
of the form
γ∆ =
e−
1
2
〈∆−1x,x〉
(2π)n/2
√
det∆
dx ,
where ∆ is a positive definite symmetric n×n matrix. It is then easy to see that D˜N(z1,...,zn) =
γ∆N where ∆
N is the covariance matrix of the random variables in (1). To deal with singular
measures, we introduce in §5 generalized Gaussians whose covariance matrices are only semi-
positive definite. A generalized Gaussian is simply a Gaussian supported on the subspace
corresponding to the positive eigenvalues of the covariance matrix. The main step in the
proof is to show that the covariance matrices ∆N underlying D˜N tend in the scaling limit to
a semi-positive matrix ∆∞. It follows that the scaled distributions D˜N tend to a generalized
Gaussian γ∆∞ ‘vanishing in the ∂¯-directions.’
In joint work with Bleher [BSZ3], we use this result to prove universality of scaling limits
of correlations of zeros in the setting of almost holomorphic sections over almost-complex
symplectic manifolds. The analysis underlying Theorem 0.2 should also be useful for calcu-
lating many other kinds of probabilities in the setting of asymptotically holomorphic sections.
For instance, we believe it should be useful for proving existence results for asymptotically
holomorphic sections satisfying transversality conditions.
These results are based on two essential analytical results which have an independent in-
terest and which we believe will have future applications. The first is the scaling asymptotics
of the Szego¨ kernels ΠN(z, w), i.e. the orthogonal projections onto H
0
J(M,L
N). To be more
precise, we lift the Szego¨ kernels to X and the asymptotics are as follows:
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Choose local coordinates {zj} centered at a point P0 ∈ M as in Theorem 0.2 and
choose a ‘preferred’ local frame for L, which together with the coordinates on M
give us ‘Heisenberg coordinates’ on X (see §1.2). We then have
N−mΠN(P0 + u√N ,
θ
N
;P0 +
v√
N
, ϕ
N
)
= 1
πm
ei(θ−ϕ)+u·v¯−
1
2
(|u|2+|v|2)
[
1 +
∑K
r=1N
− r
2 br(P0, u, v) +N
−K+1
2 RK(P0, u, v, N)
]
,
(2)
where ‖RK(P0, u, v, N)‖Cj({|u|+|v|≤ρ}) ≤ CK,j,ρ for j = 1, 2, 3, . . . .
A more precise statement will be given in Theorem 2.3. As more or less immediate
corollaries of these scaling asymptotics, we prove symplectic analogues of the holomorphic
Kodaira embedding theorem and Tian almost-isometry theorem [Tian]; these two results
have previously been proved by Borthwick-Uribe [BoUr1, BoUr2] using a related microlocal
approach. The Borthwick-Uribe proof of the almost-complex Tian theorem was in turn
motivated by a similar proof in the holomorphic case in [Zel].
The proof of (2) is based on our second analytic result: the construction of explicit para-
metrices for Π and its Fourier coefficients ΠN . These parametrices closely resemble those of
Boutet de Monvel - Sjo¨strand [BoSj] in the holomorphic case. The construction is new but
closely follows the work of Menikoff and Sjo¨strand [MenSj, Sjo¨] and of Boutet de Monvel
and Guillemin [Bout, BoGu]. For the sake of completeness, we will give a fairly detailed
exposition of the construction of the zeroth term of the D¯j complex and of the Szego¨ kernel.
Guide for the reader
For the readers’ convenience, we provide here a brief outline of the paper. We begin
in §1 by first describing some terminology from symplectic geometry and then giving an
outline of Boutet de Monvel and Guillemin’s construction [Bout, BoGu] of a complex of
pseudodifferential operators, which replaces the ∂¯b complex in the symplectic setting. The
zeroth term of this complex is used to define sequences of almost holomorphic sections and
Szego¨ projectors analogous to the integrable complex case (§1.3). In §2, we show that
the Szego¨ projectors ΠN are complex Fourier integral operators of the same type as in
the holomorphic case, and we use this formulation to obtain the scaling asymptotics of
ΠN(P0+
u√
N
, θ
N
;P0+
v√
N
, ϕ
N
). Section 3 gives two applications of these asymptotics: a proof
of a ‘Kodaira embedding theorem’ (using global almost holomorphic sections) for integral
symplectic manifolds, and a generalization of the asymptotic expansion theorem of [Zel] to
symplectic manifolds. Section 4 uses the scaling asymptotics to prove that sequences of
almost holomorphic sections are almost surely (in the probabilistic sense) asymptotically
close to holomorphic (Theorem 0.1). Finally, in §5, we determine the joint probability
distributions DN , D˜N and again apply the scaling asymptotics to prove Theorem 0.2.
The following chart shows the interdependencies of the sections:
§1
⇓
§3 ⇐= §2 =⇒ §4
⇓
§5
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We advise the reader who wishes to proceed quickly to the applications in §§3–5 that these
sections depend only on the scaling asymptotics of the Szego¨ kernel stated in Theorem 2.3
and the notation and terminology given in §§1.1–1.3.
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1. Circle bundles and almost CR geometry
We denote by (M,ω) a compact symplectic manifold such that [ 1
π
ω] is an integral co-
homology class. As is well known (cf. [Woo, Prop. 8.3.1]; see also [GuSt]), there exists a
hermitian line bundle (L, h) → M and a metric connection ∇ on L whose curvature ΘL
satisfies i
2
ΘL = ω. We denote by L
N the N th tensor power of L. The ‘quantization’ of
(M,ω) at Planck constant 1/N should be a Hilbert space of polarized sections of LN ([GuSt,
p. 266]). In the complex case, polarized sections are simply holomorphic sections. The
notion of polarized sections is problematic in the non-complex symplectic setting, since the
Lagrangean subbundle T 1,0M defining the complex polarization is not integrable and there
usually are no ‘holomorphic’ sections. A subtle but compelling replacement for the notion
of polarized section has been proposed by Boutet de Monvel and Guillemin [Bout, BoGu],
and it is this notion which we describe in this section. For the asymptotic analysis, it is best
to view sections of LN as functions on the unit circle bundle X ⊂ L∗; we shall describe the
‘almost CR geometry’ of X in §1.2 below.
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1.1. Almost complex symplectic manifolds. We begin by reviewing some terminology
from almost complex symplectic geometry. An almost complex symplectic manifold is a
symplectic manifold (M,ω) together with an almost complex structure J satisfying the
compatibility condition ω(Jv, Jw) = ω(v, w) and the positivity condition. ω(v, Jv) > 0. We
give M the Riemannian metric g(v, w) = ω(v, Jw). We denote by T 1,0M, resp. T 0,1M , the
holomorphic, resp. anti-holomorphic, sub-bundle of the complex tangent bundle TM ; i.e.,
J = i on T 1,0M and J = −i on T 0,1M . We giveM local coordinates (x1, y1, . . . , xm, ym), and
we write zj = xj + iyj . As in the integrable (i.e., holomorphic) case, we let { ∂∂zj , ∂∂z¯j } denote
the dual frame to {dzj, dz¯j}. Although in our case, the coordinates zj are not holomorphic
and consequently ∂
∂zj
is generally not in T 1,0M , we nonetheless have
∂
∂zj
=
1
2
∂
∂xj
− i
2
∂
∂yj
,
∂
∂z¯j
=
1
2
∂
∂xj
+
i
2
∂
∂yj
.
At any point P0 ∈ M , we can choose a local frame {Z¯M1 , . . . , Z¯Mm } for T 0,1M near P0 and
coordinates about P0 so that
Z¯Mj =
∂
∂z¯j
+
m∑
k=1
Bjk(z)
∂
∂zk
, Bjk(P0) = 0 , (3)
and hence ∂/∂zj |P0 ∈ T 1,0(M). This is one of the properties of our ‘preferred coordinates’
defined below.
Definition: Let P0 ∈ M . A coordinate system (z1, . . . , zm) on a neighborhood U of P0 is
preferred at P0 if
m∑
j=1
dzj ⊗ dz¯j = (g − iω)|P0 .
In fact, the coordinates (z1, . . . , zm) are preferred at P0 if an only if any two of the following
conditions (and hence all three) are satisfied:
i) ∂/∂zj |P0 ∈ T 1,0(M), for 1 ≤ j ≤ m,
ii) ω(P0) = ω0,
iii) g(P0) = g0,
where ω0 is the standard symplectic form and g0 is the Euclidean metric:
ω0 =
i
2
m∑
j=1
dzj ∧ dz¯j =
m∑
j=1
(dxj ⊗ dyj − dyj ⊗ dxj) , g0 =
m∑
j=1
(dxj ⊗ dxj + dyj ⊗ dyj) .
(To verify this statement, note that condition (i) is equivalent to J(dxj) = −dyj at P0, and
use g(v, w) = ω(v, Jw).) Note that by the Darboux theorem, we can choose the coordinates
so that condition (ii) is satisfied on a neighborhood of P0, but this is not necessary for our
scaling results.
1.2. The circle bundle and Heisenberg coordinates. We now let (M,ω, J) be a com-
pact, almost complex symplectic manifold such that [ 1
π
ω] is an integral cohomology class,
and we choose a hermitian line bundle (L, h) → M and a metric connection ∇ on L with
i
2
ΘL = ω. In order to simultaneously analyze sections of all positive powers L
N of the
line bundle L, we work on the associated principal S1 bundle X → M , which is defined as
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follows: let π : L∗ → M denote the dual line bundle to L with dual metric h∗, and put
X = {v ∈ L∗ : ‖v‖h∗ = 1}. We let α be the the connection 1-form on X given by ∇; we then
have dα = π∗ω, and thus α is a contact form on X , i.e., α ∧ (dα)m is a volume form on X .
We let rθx = e
iθx (x ∈ X) denote the S1 action on X and denote its infinitesimal generator
by ∂
∂θ
. A section s of L determines an equivariant function sˆ on L∗ by the rule sˆ(λ) = (λ, s(z))
(λ ∈ L∗z, z ∈ M). It is clear that if τ ∈ C then sˆ(z, τλ) = τ sˆ. We henceforth restrict sˆ to X
and then the equivariance property takes the form sˆ(rθx) = e
iθ sˆ(x). Similarly, a section sN
of LN determines an equivariant function sˆN on X : put
sˆN(λ) =
(
λ⊗N , sN(z)
)
, λ ∈ Xz , (4)
where λ⊗N = λ⊗· · ·⊗λ; then sˆN(rθx) = eiNθsˆN (x). We denote by L2N(X) the space of such
equivariant functions transforming by the N th character.
In the complex case, X is a CR manifold. In the general almost-complex symplectic case
it is an almost CR manifold. The almost CR structure is defined as follows: The kernel of
α defines a horizontal hyperplane bundle H ⊂ TX . Using the projection π : X → M , we
may lift the splitting TM = T 1,0M ⊕ T 0,1M to a splitting H = H1,0⊕H0,1. The almost CR
structure on X is defined to be the splitting TX = H1,0 ⊕H0,1 ⊕ C ∂
∂θ
. We also consider a
local orthonormal frame Z1, . . . , Zn of H
1,0 , resp. Z¯1, . . . , Z¯m of H
0,1, and dual orthonormal
coframes ϑ1, . . . , ϑm, resp. ϑ¯1, . . . , ϑ¯m. On the manifold X we have d = ∂b + ∂¯b +
∂
∂θ
⊗ α,
where ∂b =
∑m
j=1 ϑj ⊗ Zj and ∂¯b =
∑m
j=1 ϑ¯j ⊗ Z¯j. We define the almost-CR ∂¯b operator by
∂¯b = df |H1,0. Note that for an L2 section sN of LN , we have
(∇LNsN )̂ = dhsˆN , (5)
where dh = ∂b + ∂¯b is the horizontal derivative on X .
Our near-diagonal asymptotics of the Szego¨ kernel (§2.2) are given in terms of the Heisen-
berg dilations, using local ‘Heisenberg coordinates’ at a point x0 ∈ X . To describe these
coordinates, we first need the concept of a ‘preferred frame’:
Definition: A preferred frame for L → M at a point P0 ∈ M is a local frame eL in a
neighborhood of P0 such that
i) ‖eL‖P0 = 1;
ii) ∇eL|P0 = 0;
iii) ∇2eL|P0 = −(g + iω)⊗ eL|P0 ∈ T ∗M ⊗ T ∗M ⊗ L.
(A preferred frame can be constructed by multiplying an arbitrary frame by a function
with specified 2-jet at P0; any two such frames agree to third order at P0.) Once we have
property (ii), property (iii) is independent of the choice of connection on T ∗M used to define
∇ : C∞(M,L⊗T ∗M )→ C∞(M,L⊗T ∗M⊗T ∗M ). In fact, property (iii) is a necessary condition for
obtaining universal scaling asymptotics, because of the ‘parabolic’ scaling in the Heisenberg
group. Note that if eL is a preferred frame at P0 and if (z1, . . . , zm) are preferred coordinates
at P0, then we compute the Hessian of ‖eL‖:(∇2‖eL‖h)P0 = ℜ (∇2eL, eL)P0 = −g(P0) ;
thus if the preferred coordinates are ‘centered’ at P0 (i.e., P0 = 0), we have
‖eL‖h = 1− 1
2
|z|2 +O(|z|3) . (6)
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Remark: Recall ([BSZ2, §1.3.2]) that the Bargmann-Fock representation of the Heisenberg
group acts on the space of holomorphic functions on (M,ω) = (Cm, ω0) that are square
integrable with respect to the weight h = e−|z
2|. We let L = Cm × C be the trivial bundle.
Then the trivializing section eL(z) := (z, 1) is a preferred frame at P0 = 0 with respect to
the Hermitian connection ∇ given by
∇eL = ∂ log h⊗ eL = −
m∑
j=1
z¯jdzj ⊗ eL .
Indeed, the above yields ∇2eL|0 = −
∑
dz¯j ⊗ dzj ⊗ eL(0) = −(g0 + iω0)⊗ eL(0).
The preferred frame and preferred coordinates together give us ‘Heisenberg coordinates’:
Definition: A Heisenberg coordinate chart at a point x0 in the principal bundle X is a
coordinate chart ρ : U ≈ V with 0 ∈ U ⊂ Cm × R and ρ(0) = x0 ∈ V ⊂ X of the form
ρ(z1, . . . , zm, θ) = e
iθa(z)−
1
2 e∗L(z) , (7)
where eL is a preferred local frame for L→M at P0 = π(x0), and (z1, . . . , zm) are preferred
coordinates centered at P0. (Note that P0 has coordinates (0, . . . , 0) and e
∗
L(P0) = x0.)
We now give some computations using local coordinates (z1, . . . , zm, θ) of the form (7) for
a local frame eL. (For the moment, we do not assume they are Heisenberg coordinates.) We
write
a(z) = ‖e∗L(z)‖2h∗ = ‖eL(z)‖−2h ,
α = dθ + β , β =
m∑
j=1
(Ajdzj + A¯jdz¯j) ,
∇eL = ϕ⊗ eL , hence ∇e⊗NL = Nϕ⊗ e⊗NL .
We let ∂
h
∂zj
∈ H1,0X denote the horizontal lift of ∂
∂zj
. The condition
(
∂h
∂zj
, α
)
= 0 yields
∂h
∂zj
=
∂
∂zj
− Aj ∂
∂θ
,
∂h
∂z¯j
=
∂
∂z¯j
− A¯j ∂
∂θ
. (8)
Suppose sN = fe
⊗N
L is a local section of L
N . Then by (4) and (7),
sˆN(z, θ) = f(z)a(z)
− 1
2 eiNθ . (9)
Differentiating (9) and using (5), we conclude that
ϕ = −1
2
d log a− iβ
= −
m∑
j=1
(
1
2
∂ log a
∂zj
+ iAj
)
dzj −
m∑
j=1
(
1
2
∂ log a
∂z¯j
+ iA¯j
)
dz¯j . (10)
Now suppose that (z1, . . . , zm, θ) are Heisenberg coordinates at P0; i.e., eL is a preferred
frame at P0 and (z1, . . . , zm) are preferred coordinates centered at P0 (with P0 = 0). By
property (ii) of preferred frames, we have ϕ(0) = 0, and hence by (10)
da|0 = d log a|0 = 0, (11)
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Aj(0) = 0 , (1 ≤ j ≤ m) . (12)
By differentiating (10) and applying the properties of preferred coordinates and frames, we
further obtain
m∑
j=1
dz¯j ⊗ dzj = −∇ϕ =
m∑
j=1
d
(
1
2
∂ log a
∂zj
+ iAj
)
⊗ dzj +
m∑
j=1
d
(
1
2
∂ log a
∂z¯j
+ iA¯j
)
⊗ dz¯j at 0.
Thus the following four equations are satisfied at P0 = 0:
1
2
∂2 log a
∂zj∂zk
+ i
∂Aj
∂zk
= 0 ,
1
2
∂2 log a
∂zj∂z¯k
+ i
∂Aj
∂z¯k
= δjk ,
1
2
∂2 log a
∂z¯j∂zk
+ i
∂A¯j
∂zk
= 0 ,
1
2
∂2 log a
∂z¯j∂z¯k
+ i
∂A¯j
∂z¯k
= 0 ,
(13)
at P0. Solving (13) and recalling that a(0) = 1, da|0 = 0, we obtain
∂2a
∂zj∂zk
(0) = 0 ,
∂2a
∂zj∂z¯k
(0) = δjk , (14)
∂Aj
∂zk
(0) = 0 ,
∂Aj
∂z¯k
= − i
2
δjk . (15)
Hence Aj = − i2 z¯j +O(|z|2) and
∂h
∂zj
=
∂
∂zj
+
[
i
2
z¯j +O(|z|2)
]
∂
∂θ
,
∂h
∂z¯j
=
∂
∂z¯j
−
[
i
2
zj +O(|z|2)
]
∂
∂θ
. (16)
1.3. The D¯ complex and Szego¨ kernels. In the complex case, a holomorphic section s
of LN lifts to a sˆ ∈ L2N(X) which satisfying ∂¯bsˆ = 0. The operator ∂¯b extends to a complex
satisfying ∂¯2b = 0, which is a necessary and sufficient condition for having a maximal family
of CR holomorphic coordinates. In the non-integrable case ∂¯2b 6= 0, and there may be no
solutions of ∂¯bf = 0. To define polarized sections and their equivariant lifts, Boutet de
Monvel [Bout] and Boutet de Monvel - Guillemin [BoGu] defined a complex D¯j, which is a
good replacement for ∂¯b in the non-integrable case. Their main result is:
Theorem 1.1. (see [BoGu], Lemma 14.11 and Theorem A 5.9) There exists an S1-invariant
complex of first order pseudodifferential operators D¯j over X
0→ C∞(Λ0,0b ) D¯0→ C∞(Λ0,1b ) D¯1→ · · ·
D¯m−1−→ C∞(Λ0,mb )→ 0 ,
where Λ0,jb = Λ
j(H0,1X)∗, such that:
i) σ(D¯j) = σ(∂¯b) to second order along Σ := {(x, rαx) : x ∈ X, r > 0} ⊂ T ∗X;
ii) The orthogonal projector Π : L2(X) → H2(X) onto the kernel of D¯0 is a complex
Fourier integral operator which is microlocally equivalent to the Cauchy-Szego¨ projector
of the holomorphic case;
iii) (D¯0,
∂
∂θ
) is jointly elliptic.
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The results stated here use only the D¯0 term of the complex; its kernel consists of the
spaces of almost holomorphic sections of the powers LN of the line bundle L, as explained
below. The complex D¯j was used by Boutet de Monvel -Guillemin [BoGu, Lemma 14.14] to
show that the dimension of H0J(M,L
N ) or H2N(X) is given by the Riemann-Roch formula
(for N sufficiently large). For our results, we need only the leading term of Riemann-Roch,
which we obtain as a consequence of Theorem 3.1(a). (The reader should be warned that the
symbol is described incorrectly in Lemma 14.11 of [BoGu]. However, it is correctly described
in Theorem 5.9 of the Appendix to [BoGu] and also in [GuUr]).
We refer to the kernel H2(X) = ker D¯0 ∩ L2(X) as the Hardy space of square-integrable
‘almost CR functions’ on X . The L2 norm is with respect to the inner product
〈F1, F2〉 = 1
2π
∫
X
F1F2dVX , F1, F2 ∈ L2(X) , (17)
where
dVX =
1
m!
α ∧ (dα)m = α ∧ π∗dVM . (18)
The S1 action on X commutes with D¯0; hence H2(X) =
⊕∞
N=0H2N (X) where H2N(X) =
{F ∈ H2(X) : F (rθx) = eiNθF (x)}. We denote by H0J(M,LN) the space of sections which
corresponds to H2N (X) under the map s 7→ sˆ. Elements of H0J(M,LN ) are the almost
holomorphic sections of LN . (Note that products of almost holomorphic sections are not
necessarily almost holomorphic.) We henceforth write sˆ = s and identify H0J(M,L
N ) with
H2N(X). Since (D¯0, ∂∂θ ) is a jointly elliptic system, elements of H0J(M,LN) and H2N(X)
are smooth. In many other respects, H0J(M,L
N) is analogous to the space of holomorphic
sections in the complex case. Subsequent results will bear this out.
We let ΠN : L2(X)→ H2N(X) denote the orthogonal projection. The level N Szego¨ kernel
ΠN(x, y) is defined by
ΠNF (x) =
∫
X
ΠN(x, y)F (y)dVX(y) , F ∈ L2(X) . (19)
It can be given as
ΠN(x, y) =
dN∑
j=1
SNj (x)S
N
j (y) , (20)
where SN1 , . . . , S
N
dN
form an orthonormal basis of H2N(X).
1.4. Construction of the Szego¨ kernels. In this section, we will sketch the construction
of the operator D¯0 of Theorem 1.1 in the special setting of almost complex manifolds, and
in so doing we will describe the symbol of the complex in more detail. This will require the
introduction of many objects from symplectic geometry and from the microlocal analysis of
∂¯b. We will need this material later on in the construction of a parametrix for the Szego¨
kernel.
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1.4.1. The characteristic variety of ∂¯b. In general, we denote by σA the principal symbol
of a pseudodifferential operator A. To describe the principal symbol of ∂¯b, we introduce
convenient local coordinates and frames. Recalling that HX = H1,0X ⊕ H0,1X , we again
consider local orthonormal frames Z1, . . . , Zn of H
1,0X , resp. Z¯1, . . . , Z¯m of H
0,1X , and dual
orthonormal coframes ϑ1, . . . , ϑm, resp. ϑ¯1, . . . , ϑ¯m. Then we have ∂¯b =
∑m
j=1 ϑ¯j ⊗ Z¯j . Let
us define complex-valued functions on T ∗X by:
pj(x, ξ) = 〈Zj(x), ξ), p¯j(x, ξ) = 〈Z¯j(x), ξ〉.
Then
σ∂¯b(x, ξ) =
m∑
j=1
pj(x, ξ)ǫ(ϑ¯j)
where ǫ denotes exterior multiplication. We note that {p¯j, p¯k} = 〈[Z¯j, Z¯k], ξ〉.
To state results, it is convenient to introduce the operator ✷b := ∂¯
∗
b ∂¯b =
∑m
j=1 Z¯
∗
j Z¯j
where Z¯∗j is the adjoint of the vector field regarded as a linear differential operator. To
conform to the notation of [BoGu] we also put q = σ(✷b) =
∑m
j=1 |p¯j|2. The characteristic
variety Σ = {q = 0} of ∂¯b is the same as that of ✷b, namely the vertical sub-bundle of
T ∗X → M. It is the conic submanifold of T ∗X parametrized by the graph of the contact
form, Σ = {(x, rαx) : r > 0} ∼ X × R+. It follows that Σ is a symplectic submanifold. It is
the dual (real) line bundle to the vertical subbundle V ⊂ TX , since α(X) = G(X, ∂
∂θ
).
1.4.2. The positive Lagrangean ideal I. To construct the D¯j-complex replacing the ∂¯b-complex
in the non-integrable case, and to construct the Szego¨ kernel, we will need to study a positive
Lagrangean ideal I whose generators will define the principal symbol of D¯0. For background
on positive Lagrangean ideals, see [Ho¨r].
Proposition 1.2. There exists a unique positive Lagrangean ideal I with respect to Σ con-
taining q. That is, there exists a unique ideal I ⊂ IΣ (where IΣ is the ideal of functions
vanishing on Σ) satisfying:
• I is closed under Poisson bracket;
• Σ is the set of common zeros of f ∈ I;
• There exist local generators ζ1, . . . , ζm such that the matrix
(
1
i
{ζj, ζ¯k}
)
is positive definite
on Σ and that q =
∑
j,k λjk¯ζj ζ¯k, where {λjk¯} is a hermitian positive definite matrix of
functions.
Proof. In the holomorphic case, I is generated by the linear functions ζj(x, ξ) = 〈ξ, Z¯j〉. In
the general almost complex (or rather almost CR) setting, these functions do not Poisson
commute and have to be modified. Since the deviation of an almost complex structure from
being integrable (i.e. a true complex structure) is measured by the Nijenhuis bracket, it is
not surprising that the generators ζj can be constructed from the linear functions 〈ξ, Z¯j〉 and
from the Nijenhuis tensor. We now explain how to do this, basically following the method
of [BoGu].
As a first approximation to the ζj we begin with the linear functions ζ
(1)
j = p¯j on T
∗X . As
mentioned above, the ζ
(1)
j do not generate a Lagrangean ideal in the non-integrable almost
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complex case, indeed
{ζ (1)j , ζ (1)k } = 〈ξ, [Z¯j(x), Z¯k(x)]〉 . (21)
However we do have that
{ζ (1)j , ζ (1)k } = {〈ξ, Z¯j(x)〉, 〈ξ, Z¯k(x)〉} = 0 on Σ.
Indeed, for (x, ξ) ∈ Σ, we have ξ = rαx for some r > 0 so that
{〈ξ, Z¯j(x)〉, 〈ξ, Z¯k(x)〉} = rαx([Z¯j(x), Z¯k(x)])
= rdαx(Z¯j(x), Z¯k(x)) = rπ
∗ω(Z¯j(x), Z¯k(x)) = 0
(22)
since {Z¯j} forms a Lagrangean subspace for the horizontal symplectic form π∗ω. Here,
π : X → M is the natural projection. Moreover if we choose the local horizontal vector
fields Zj to be orthonormal relative to π
∗ω, then we also have:
{ζ (1)j , ζ¯ (1)k }(x, ξ) = 〈ξ, [Z¯j(x), Zk(x)]〉 = rπ∗ω(Z¯j(x), Zk(x))
= irδkj = iδ
k
j pθ(x, ξ) , (x, ξ) ∈ Σ .
(23)
Here, pθ(x, ξ) = 〈ξ, ∂∂θ 〉.
Finally, we have
q =
m∑
j=1
|〈ξ, Zj〉|2 =
m∑
j=1
|ζ (1)j |2 .
Hence the second and third conditions on the ζj are satisfied by the functions ζ
(1)
j . Further-
more, equation (21) tells us that the first condition is satisfied to zero-th order for the ideal
I1 =
(
ζ
(1)
1 , . . . , ζ
(1)
m
)
. In fact, let us precisely describe the error. We consider the orthonormal
(relative to ω) vector fields ZMj = π∗Zj of type (1,0) on M . Recall that the Nijenhuis tensor
is given by
N(V,W ) =
1
2
(
[JV, JW ]− [V,W ]− J [V, JW ]− J [JV,W ]) .
Hence,
N(ZMj , Z
M
k ) = (−1− iJ)[ZMj , ZMk ] = −2[ZMj , ZMk ](0,1) def=
m∑
p=1
NpjkZ¯
M
p . (24)
We note that by definition,
Npjk = N
p
kj . (25)
Furthermore, by the Jacobi identity
{{ζj, ζk}, ζp}+ {{ζp, ζj}, ζk}+ {{ζk, ζp}, ζj} = 0
applied to (x, αx) ∈ Σ, we have
Npjk +N
k
pj +N
j
kp = 0 . (26)
By (22) and (24), we have
{ζ (1)j , ζ (1)k } =
m∑
p=1
f 1p ζ
(1)
p +
m∑
p=1
N¯pjkζ¯
(1)
p . (27)
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We now argue, following [BoGu], that these functions can be successively modified to
satisfy the same conditions to infinite order on Σ. The next step is to modify the functions
ζ
(1)
j by quadratic terms so that they satisfy the conditions {ζj, ζk} ∈ I to first order and the
condition q =
∑
j |ζj|2 to order 3 on Σ. So we try to construct new functions
ζ (2)p = ζ
(1)
p +Rp , Rp =
∑
j,k
νjkp ζ¯
(1)
j ζ¯
(1)
k
so that
{ζ (2)j , ζ (2)k } =
∑
p
f 2p ζ
(2)
p +
∑
α1,α2
µα1α2jk ζ¯
(2)
α1
ζ¯ (2)α2 ; (28)
q =
∑
p
v2pζ
(2)
p +
∑
α
ϕαp ζ¯
(2)
α1
ζ¯ (2)α2 ζ¯
(2)
α3
ζ¯ (2)α4 , (α = (α1, . . . , α4)) . (29)
Let us now solve (28)–(29) for the νjkp . First of all, we choose ν
jk
p = ν
kj
p . We have
{ζ (2)j , ζ (2)k } =
m∑
p=1
f 1p ζ
(1)
p +
m∑
p=1
N¯pjkζ¯
(1) + {ζ (1)j , Rk} − {ζ (1)k , Rj} mod I2Σ .
By (23), we have
{ζ (1)j , ζ¯ (1)k } = iδkj pθ mod IΣ , (30)
and thus
{ζ (1)j , Rk} =
m∑
p=1
2iνpjk pθζ¯
(1)
p mod I
2
Σ .
Therefore,
{ζ (2)j , ζ (2)k } =
m∑
p=1
f 1p ζ
(2)
p +
m∑
p=1
(
N¯pjk + 2i(ν
pj
k − νpkj )pθ
)
ζ¯ (1)p mod I
2
Σ . (31)
Hence
N¯pjk = 2i(ν
pk
j − νpjk )pθ on Σ ,
or equivalently,
νpkj − νpjk =
i
2pθ
N¯pjk mod IΣ . (32)
On the other hand,
q =
∑
p
|ζ (2)p − Rp|2 =
∑
p
v2pζ
(2)
p − Rpζ¯ (2)p
=
∑
p
v2pζ
(2)
p −
∑
j,k,p
νjkp ζ¯
(2)
j ζ¯
(2)
k ζ¯
(2)
p +
∑
α
ϕαp ζ¯
(2)
α1
ζ¯ (2)α2 ζ¯
(2)
α3
ζ¯ (2)α4 .
Hence (29) is equivalent to
νjkp + ν
pj
k + ν
kp
j = 0 . (33)
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Using (25)–(26), we can solve the equations (30) and (32) to obtain
νjkp =
i
6pθ
(
N¯kpj + N¯
j
pk
)
. (34)
Indeed, the solution (34) is unique (modulo IΣ) and hence the Rp are unique modulo I
3
Σ. In
summary,
ζ (2)p = ζ
(1)
p +
i
3pθ
∑
j,k
N¯kpj ζ¯
(1)
j ζ¯
(1)
k . (35)
The passage from the nth to the (n+ 1)st step is similar, and we refer to [BoGu, pp. 147–
149].
Remark: Define pθ(x, ξ) = 〈ξ, ∂∂θ 〉. Since the joint zero set of {ζ1, . . . , ζm} equals Σ and since
pθ 6= 0 on Σ− 0 it follows that {ζ1, . . . , ζm, pθ} is an elliptic system of symbols.
1.4.3. The complex canonical relation. Our eventual goal is to prove that Π is a complex
Fourier integral operator and to construct a parametrix for it. As a preliminary step we
need to construct and describe the complex canonical relation C underlying Π. As is typical
with complex Fourier integral operators, C does not live in T ∗X × T ∗X but rather in its
almost analytic extension T ∗X˜ × T ∗X˜ . Here, N˜ denotes the almost analytic extension of a
C∞ manifold N . Although the language of almost analytic extensions may seem heavy, it is
very helpful if one wishes to understand the full (complex) geometry of C. When N is real
analytic, N˜ is the usual complexification of X , i.e. a complex manifold in which N sits as
a totally real submanifold. The reader may find it simpler to make this extra assumption.
For background on almost analytic extensions, we refer to [MelSj, MenSj].
Since π : X → M is an S1 bundle over M , its complexification π˜ : X˜ → M˜ defines a C∗
bundle over M˜ . The connection form α has an (almost) analytic continuation to a connection
α˜ to this bundle and we may split TX˜ = H˜ ⊕ V˜ , where V˜ → TM˜ is the vertical subbundle
of the fibration X˜ → M˜ and where H˜ → TM˜ is the kernel of α˜.
The (almost) complexification of T ∗X is of course T ∗(X˜). We denote the canonical sym-
plectic form on T ∗X by σ and that on T ∗(X˜ by σ˜; the notation is consistent because it is
the complexification of σ. The symplectic cone Σ complexifies to Σ˜ and it remains symplec-
tic with respect to σ˜. It is given by {(x˜, λ˜α˜x˜) : λ˜ ∈ C∗}. We have a natural identification
L∗ ⇐⇒ Σ given by rx → (x, rαx). We further note that the C∗ bundle L∗ → M is the
fiberwise complexification of the S1 bundle X → M , hence L∗ → M is the restriction of π˜
to π˜−1(M). We will therefore view L∗ as a submanifold of X˜.
1.4.4. Definition of C. Let ζ˜j be the almost analytic extensions of the functions ζj . Then
put
J+ = {(x˜, ξ˜) ∈ T ∗X˜ : ζ˜j = 0 ∀j}. (36)
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It is an involutive manifold of T ∗(X˜) with the properties:
(i) (J+)R = Σ
(ii) q|J+ ∼ 0
(iii) 1
i
σ(u, u¯) > 0, ∀u ∈ T (J+)⊥
(iv) Tρ(J+) = TρΣ˜⊕ Λ+ρ .
(37)
Here, Λ±ρ is the sum of the eigenspaces of Fρ, the normal Hessian of q, corresponding to the
eigenvalues {±iλj}. The null foliation of J+ is given by the joint Hamilton flow of the ζ˜j’s.
The following proposition, proved in [MenSj] and in ([BoGu]),Appendix, Lemma 4.5)
defines the complex canonical relation C:
Proposition 1.3. There exists a unique strictly positive almost analytic canonical relation
C satisfying
diag(Σ) ⊂ C ⊂ J+ × J+. (38)
Indeed,
C = {(x˜, ξ˜, y˜, η˜) ∈ J+ ×J+ : (x˜, ξ˜) ∼ (y˜, η˜)}, (39)
where ∼ is the equivalence relation of ‘belonging to the same leaf of the null foliation of J+.
Thus, C is the flow-out of its real points, diag(Σ), under the joint Hamilton flow of the ζ˜j’s.
It is clear from the description that C ◦C = C∗ = C, i.e. that C is an idempotent canonical
relation. It follows that I∗(X ×X,C) is a ∗-algebra.
1.4.5. Definition of the Szego¨ projector. Having constructed C, we define a Szego¨ projector
Π associated to Σ and C to be a self-adjoint projection Π in the Fourier integral operator
class I∗(X ×X,C) with principal symbol 1 (relative to the canonical 1/2-density of C).
It is simple to prove the existence of such a projection (see [BoGu], Appendix A.4): Since
I∗(X × X,C) is a ∗-algebra, there exists an element A ∈ I∗(X × X,C) with σA = 1 on
diag(Σ), or more precisely with σA equal to a projection onto a prescribed ’vacuum state’.
The principal symbols of A2−A and A−A∗ then vanish, so these operators are of negative
order. It follows that the spectrum of A is concentrated near {0, 1}. Hence there exists
an analytic function in a neighborhood of the spectrum such that F (A) := Π is a true
projection. Since I∗(X × X,C) is closed under functional calculus, this projection lies in
that algebra.
We note that Π is far from unique; given any Π one could set Π′ = eiAΠe−iA where A is
a pseudodifferential operator of order −1. We just fix one choice in what follows.
Remark: In [BoGu] the term Szego¨ projector (or Toeplitz structure) is used for a projection
operator with wave front set on Σ which is microlocally equivalent to the following model
case on R2m+2 × R2m ([Bout, Sec. 5], [BoGu]).
Let us use coordinates y ∈ R2m+2, t ∈ R2m, let η, τ be the symplectically dual coordinates
and consider the operators
Aj := Dyj + iyj|Dt|, A¯j = Dyj − iyj |Dt|.
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Here, Dx =
∂
i∂x
and |Dt| is Fourier multiplication by |τ |. The operators Aj, resp. A¯j, are what
are familiarly known as creation operators, resp. annihilation, operators in the representation
theory of the Heisenberg group. The characteristic variety of the system {A¯j} is given by
Σ0 = {t = τ = 0} ≡ R2m+2. The Hardy space is given by H2 = {f : A¯jf = 0, ∀j} and the
Szego¨ kernel is given by the complex Fourier integral kernel
Π0(t, y, t′, y′) = Cm
∫
Rm
eiΦ|τ |mdτ, Φ = 〈t− t′, τ〉+ i|τ |(|y|2 + |y′|2).
The positive Lagrangean ideal I is generated by the symbols σ(Aj) = ζj = ηj + i|τ |yj.
1.4.6. Construction of the complex. Having defined Π, one first constructs D¯0 so that D¯0Π =
0. In terms of a local frame ϑ¯j of horizontal (0,1)-forms on X , we may write
D¯0f =
m∑
j=1
ζˆj(x,D)fϑ¯j. (40)
The coefficient operators ζˆj(x,D) are first order pseudodifferential operators with principal
symbols equal to ζj and satisfying
ζˆjΠ ∼ 0
modulo smoothing operators. That is, one ‘quantizes’ the ζj’s as first order pseudodifferential
operators which annihilate Π. Let us briefly summarize their construction (following [BoGu,
Appendix]).
We begin with any S1-equivariant symmetric first order pseudodifferential operator D¯′0
with principal symbol equal to
∑m
j=1 ζjϑ¯j . Then D¯
′
0Π is of order ≤ 0 so one may find a zeroth
order pseudodifferential operator Q0 such that D¯
′
0Π ∼ Q0Π (modulo smoothing operators).
Then put: D¯0 = (D¯
′
0−Q0)−(D¯′0−Q0)Π. Clearly, D¯0Π = 0 and σ(D¯0) = σ(D¯′0) =
∑m
j=1 ζjϑ¯j .
The characteristic variety of D¯0 is then equal to Σ. Since pθ is the symbol of
∂
∂θ
and since
the system {σD¯0, pθ} has no zeros in T ∗X − 0 it follows that {D¯0, ∂∂θ} is an elliptic system.
Remark: One can then construct the higher D¯j recursively so that D¯jD¯j−1 = 0. We refer
to [BoGu], Appendix §5, for further details.
2. Parametrix for the Szego¨ projector
In [BSZ2, Theorem 3.1], we showed that for the complex case, the scaled Szego¨ kernel
ΠN near the diagonal is asymptotic to the Szego¨ kernel Π
H
1 of level one for the reduced
Heisenberg group, given by
ΠH1 (z, θ;w, ϕ) =
1
πm
ei(θ−ϕ)+iℑ(z·w¯)−
1
2
|z−w|2 =
1
πm
ei(θ−ϕ)+z·w¯−
1
2
(|z|2+|w|2) . (41)
The method was to apply the Boutet de Monvel-Sjo¨strand oscillatory integral formula
Π(x, y) =
∫ ∞
0
eitψ(x,y)s(x, y, t)dt (42)
arising from a parametrix construction ([BoSj, Th. 1.5 and §2.c]). Let us recall the con-
struction of ψ(x, y) in the integrable complex case. Fix a local holomorphic section eL of
L over U ⊂ M and define a ∈ C∞(U) by a = |eL|−2h . Since L∗|U ≈ U × C we can define
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local coordinates on L∗ by (z, λ) ≈ λeL(z). Then a defining function of X ⊂ L∗ is given by
ρ(z, λ) = 1− |λ|2a(z). Define the function a(z, w) as the almost analytic extension of a(z),
i.e. the solution of ∂¯za = 0 = ∂wa, a(z, z) = a(z) and put ψ(x, y) = i(1 − λµ¯a(z, w)). Then
tψ is a phase for Π.
The object of this section is to show that the universal asymptotic formula of [BSZ2] for
the near-diagonal scaled Szego¨ kernel holds for the symplectic case (Theorem 2.3). To do
this, we first show that the Boutet de Monvel-Sjo¨strand construction can be extended to the
symplectic almost-complex case. Indeed we will obtain (Theorem 2.1) an integral formula of
the form (42) for the symplectic case. In fact, our local phase function ψ will be shown to be
of the form ψ(x, y) = i(1−λµ¯a(z, w)), where a(w, z) = a(z, w) and hence ψ(y, x) = −ψ(x, y).
2.1. Oscillatory integral for Π. In order to obtain our integral formula, we first recall the
notion of parametrizing an almost analytic Lagrangean Λ by a phase function. We assume
ϕ(x, θ) is a regular phase function in the sense of ([MelSj, Def. 3.5]), i.e. that it has no critical
points, is homogeneous of degree one in θ, that the differentials d∂ϕ
θj
are linearly independent
over C on the set
CϕR = {(x, θ) : dθϕ = 0}
and such that ℑϕ ≥ 0. We then let ϕ˜(x˜, θ˜) be an almost analytic extension, put
Cϕ˜ = {(x˜, θ˜) : dθ˜ϕ˜ = 0}
and define the Lagrange immersion
ιϕ˜ : (x˜, θ˜) ∈ Cϕ˜ → (x˜, dx˜ϕ˜(x˜, θ˜)).
The phase ϕ parametrizes Λ if Λ is the image of this map.
The parametrix is an explicit construction of Π(x, y) as a complex Lagrangean kernel.
What we wish to prove now is that C can be parametrized, exactly as in the CR case, by
a phase λψ(x, y) defined on R+ × X × X. This is helpful in analyzing the scaling limit of
ΠN(x, y). In the following we use local coordinates (z, λ) on L
∗ coming from a choice of local
coordinates z on M and a local frame eL(z) of L, and a corresponding local trivialization
(z˜, λ) of X˜ → M˜ . As before, we let a = ‖e∗L‖2.
Theorem 2.1. Let Π(x, y) : L2(X) → H2(X) be the Szego¨ kernel. Then there exists a
unique regular phase function itψ(x, y) ∈ C∞(R+ × X × X) of positive type and a symbol
s ∈ Sm(X ×X × R+) of the type
s(x, y, t) ∼
∞∑
k=0
tm−ksk(x, y)
such that idxψ|x=y = −idyψ|x=y = α and
Π(x, y) =
∫ ∞
0
eitψ(x,y)s(x, y, t)dt.
Furthermore, the almost analytic extension ψ˜ ∈ C∞(X˜ × X˜) of ψ has the form ψ˜(x˜, y˜) =
i(1− λµ¯a˜(z˜, w˜)) with a˜(z, z) = a(z) and a˜(z˜, w˜) = a˜(w˜, z˜).
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Proof. We need to construct a function a(z, w) so that itψ as above parametrizes the canon-
ical relation C, i.e that C is the image of the Lagrange immersion
ιψ˜ : Ctψ˜ = R
+ × {ψ˜ = 0} → T ∗(X˜ × X˜)
(t, x˜, y˜) 7→ (x˜, tdx˜ψ˜; y˜,−tdy˜ψ˜)
(43)
Since C is the unique canonical relation satisfying diag(Σ) ⊂ C ⊂ J+ × J+, the conditions
that ψ˜ parametrize C are the following:
i) {(x, y) ∈ X ×X : ψ(x, y) = 0} = diag(X);
ii) dxψ|x=y = −dyψ|x=y = rα for x, y ∈ X and for some function r(x) > 0;
iii) ζ˜j(x˜, dx˜ψ˜) = 0 = ζ˜j(y˜, dy˜ψ˜) on {ψ˜ = 0}.
Such a ψ˜ is not unique, so we require that r ≡ 1 in condition (ii), i.e.,
dxψ|x=y = −dyψ|x=y = α .
Suppose we have ψ˜(x˜, y˜) = i(1− λµ¯a˜(z˜, w˜)). We observe that
ψ˜ = 0 ⇐⇒ a˜(z˜, w˜) = (λµ¯)−1,
and hence
idx˜ψ˜ = µ¯a˜(z˜, w˜)dλ+ λµ¯dz˜π
∗a˜(z˜, w˜)
= λ−1dλ+ a˜−1dz˜a˜(z˜, w˜) ⇐⇒ ψ˜ = 0.
(44)
The conditions on a are therefore:
a(z, w)λµ¯ = 1 ⇐⇒ (z, λ) = (w, µ) ∈ X ;
(a−1dza + λ−1dλ)|diag(X) = −(a−1dwa+ λ−1dλ)|diag(X) = α
ζ˜j (z˜, λ, λ
−1dλ+ a˜−1dz˜a˜(z˜, w˜)) = 0 = ζ˜j (w˜, µ˜, µ−1dµ+ a˜−1dw˜a˜(z˜, w˜)) , ∀(z, w, λ, µ)
A solution a(z, w) satisfying the first condition must satisfy a(z, z)|λ|2 = 1 on X , so that
a(z, z)|λ|2 is the local hermitian metric on L∗ with unit bundle X , i.e. a(z, z) = a(z).
We now prove that these conditions have a unique solution near the diagonal. We do this by
reducing the canonical relation C by the natural S1 symmetry. The reduced relation Cr has
a unique generating function log a; the three conditions above on a will follow automatically
from this fact.
The S1 action of X lifts to T ∗X as the Hamiltonian flow of the function pθ(x, ξ) := 〈ξ, ∂∂θ 〉.
The ζj are invariant under this S
1 action, hence
{pθ, ζj} = 0 ∀j. (45)
Now consider the level set {pθ = 1} ⊂ T ∗X . Dual to the splitting TX = H ⊕ V we get a
splitting T ∗X = H∗ ⊕ V ∗, where
V ∗(X) = Rα = Ho, H∗(X) = V o
where Eo denotes the annihilator of a subspace E, i.e. the linear functionals which vanish
on E. Thus, pθ = 0 on the horizontal space H
∗(X) and pθ(α) = 1. Since pθ is linear on
the fibers of T ∗X , the set {pθ = 1} has the form {α + h : h ∈ H∗(X)}. We also note that
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pθ(dθ) = 1 in the local coordinates (z, θ) on X defined by λ = e
iθ. Hence {pθ = 1} may also
be identified with {dθ + h : h ∈ H∗(X)}.
Since {pθ = 1} is a hypersurface, its null-foliation is given by the orbits of the Hamiltonian
flow of pθ, i.e. by the S
1 action. We use the term ‘reducing by the S1-action’ to mean
setting pθ = 1 and then dividing by this action. The reduction of T
∗X is thus defined
by (T ∗X)r = p−1θ (1)/S
1. Since p−1θ (1) is an affine bundle over X with fiber isomorphic
to H∗(X) ≈ T ∗M, it is clear that (T ∗X)r ≈ T ∗M as vector bundles over M . We can
obtain a symplectic equivalence using the local coordinates (z, θ) on X . Let (pz, pθ) be the
corresponding symplectically dual coordinates, so that the natural symplectic form σT ∗X on
T ∗X is given by σT ∗X = dz ∧ dpz + dθ ∧ dpθ. The notation pθ is consistent with the above.
Moreover, the natural symplectic form on T ∗M is given locally by σT ∗M = dz ∧ dpz. Now
define the projection
χ : p−1θ (1)→ T ∗M, χ(z, pz , 1, pθ) = (z, pz).
This map commutes with the S1 action and hence descends to the quotient to define a local
map over U , still denoted χ, from (T ∗X)r → T ∗M . Clearly χ is symplectic.
We now reduce the canonical relation C. Thus we consider the C∗ ×C∗ action on T ∗X˜ ×
T ∗X˜ − 0 generated by pθ(x, ξ), pθ(y, η). The reduction of C is given by
Cr = C ∩ (pθ × pθ)−1(1, 1)/C∗ × C∗.
We then use χ × χ to identify Cr with a (non-homogeneous) positive canonical relation in
T ∗(M˜ × M˜). Thus in coordinates,
Cr = {(z˜, p˜z, w˜, p˜w) ∈ T ∗(M˜ × M˜) : ∃λ, µ, (z˜, λ, p˜z, 1; w˜, µ, p˜w, 1) ∈ C}. (46)
Since reduction preserves real points, it is clear that
(Cr)R = CR ∩ (pθ × pθ)−1(1, 1)/C∗ × C∗
= {(z, pz, z, pz) ∈ diag(T ∗(M ×M)) : ∃θ such that αz,eiθ = dθ + pz}.
Let us denote by ζ˜jr the reductions of the functions ζ˜j by the S
1 symmetry. Then ζ˜jr = 0
on either pair of cotangent vectors in Cr. Moreover, by the uniqueness statement on C it
follows that Cr is the unique canonical relation in T
∗(M˜ × M˜) with the given set of real
points and in the zero set of the ζ˜jr’s.
We now observe that Cr has, at least near the diagonal, a unique global generating func-
tion. This holds because the natural projection
Cr ⊂ T ∗(M˜ × M˜)→ M˜ × M˜ (47)
is a local diffeomorphism near the diagonal. Indeed, its derivative gives a natural isomor-
phism
Tρ,ρCr ≈ H∗ ⊕H∗ ≈ T (M˜ × M˜) . (48)
Therefore, there exists a global generating function log a˜ ∈ C∞(M˜ × M˜) i.e.
Cr = {(z˜, dz˜ log a˜, w˜, dw˜ log a˜), z˜, w˜ ∈ M˜}. (49)
Since C∗ = C it follows that C∗r = C
r and hence that a(w, z) = a(z, w).
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Working backwards, we find that the function ψ˜(x˜, y˜) = i(1 − λµ¯a˜(z˜, w˜)) satisfies the
equations ζ˜j(x˜, dx˜ψ˜) = ζ˜j(y˜, dy˜ψ˜) = 0 on ψ˜ = 0. Therefore the Lagrange immersion
iψ˜ : Ctψ˜ = R
+ × {ψ˜ = 0} → T ∗(X˜ × X˜)
(t, x˜, y˜)→ (x˜, tdx˜ψ˜; y˜,−tdy˜ψ˜)
(50)
takes its image inside J+ × J+ and reduces to Cr under the S1-symmetry. To conclude the
proof it is only necessary to show that the real points of the image of iψ˜ equal diag(Σ). We
know however that these real points reduce to (Cr)R and hence that z = w at real points.
But we have
1 = λµ¯a(z, w) = ei(θ−ϕ)
a(z, w)√
a(z)
√
a(w)
, on {ψ˜ = 0}
hence when z = w we have ei(θ−ϕ) = 1 and hence x = y. Since dx˜ψ˜(x, y)|x=y = αx, it follows
that the real points indeed equal diag(Σ). Therefore tψ˜ parametrizes C and hence there
exists a classical symbol for which Π(x, y) has the stated oscillatory integral representation.
To show that the phase is of positive type, we need to describe the asymptotics of a(z, w)
near the diagonal. Note that in the almost-complex case, we cannot describe a(z, w) as the
almost analytic extension of a(z, z). (Of course, a˜(z˜, w˜) is the almost analytic extension
of a(z, w), by definition.) For our near-diagonal asymptotics in the nonintegrable case, we
instead use the following second order expansion of a at points on the diagonal:
Lemma 2.2. Suppose that (z1, . . . , zm) are preferred coordinates and eL is a preferred frame
at a point P0 ∈M . Then the Taylor expansion of a(z, w) at z = w = 0 is
a(z, w) = 1 + z · w¯ + · · · .
Proof. To begin, we recall that a(0, 0) = a(0) = ‖e∗L(P0)‖2 = 1. To compute the first and
second order terms, we return to the equation
ζj
(
z, λ,
dλ
λ
+ dz log a(z, w)
)
= 0, ∀(z, λ;w) ∈ X ×M. (51)
Let us write ζj = ζ
(1)
j + R
(2)
j , where R
(2)
j vanishes to second order on Σ and we recall that
ζ
(1)
j (ξ) = (Z¯j, ξ). Let us also Taylor expand log a:
log a = L(z, w) +Q(z, w) + · · · ,
where L is linear and Q is quadratic. Since eL is a preferred frame at P0, it follows from (6)
that a(z, z) = 1 + |z|2 + · · · and hence
L(z, z) = 0 , Q(z, z) = |z|2 . (52)
Since dz log a|z=w + dλλ = α ∈ Σ, it follows from (51) that
ζ
(1)
j
(
z, λ,
dλ
λ
+ dz log a
)
= −R(2)j (z, λ,
dλ
λ
+ dz log a) = O(|z − w|2). (53)
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Since a(z, w) = a(w, z), we can write
L(z, w) =
m∑
j=1
(bjzj + cj z¯j + c¯jwj + b¯jw¯j) .
Since the zj are preferred coordinates and eL is a preferred frame at P0, we can choose the
Z¯j so that Z¯j(0) =
∂
∂z¯j
and hence by (53),
0 = ζ
(1)
j
(
z, λ,
dλ
λ
+ dz log a
)∣∣∣∣
z=w=0,λ=1
=
(
∂
∂z¯j
, dz log a
)∣∣∣∣
(0,0)
= cj ∀j .
Since L(z, z) = 0, we have bj + c¯j = 0, and hence L = 0.
To investigate the quadratic term Q in (52), we write
(
dλ
λ
+ dz log a)|(z,w) = αz +
m∑
j=1
[
zjU
′
j + z¯jU
′′
j + wjV
′
j + w¯jV
′′
j
]
+O(|z|2 + |w|2) , (54)
where
U ′j =
∑m
k=1
(
∂2Q
∂zj∂zk
dzk +
∂2Q
∂zj∂z¯k
dz¯k
)
, U ′′j =
∑m
k=1
(
∂2Q
∂z¯j∂zk
dzk +
∂2Q
∂z¯j∂z¯k
dz¯k
)
,
V ′j =
∑m
k=1
(
∂2Q
∂wj∂zk
dzk +
∂2Q
∂wj∂z¯k
dz¯k
)
, V ′′j =
∑m
k=1
(
∂2Q
∂w¯j∂zk
dzk +
∂2Q
∂w¯j∂z¯k
dz¯k
)
.
Applying ζ
(1)
k to (54) and using (53) and the fact that ζ
(1)
k (αz) = 0, we have
m∑
j=1
[
zj(Z¯k|z, U ′j) + z¯j(Z¯k|z, U ′′j ) + wj(Z¯k|z, V ′j ) + w¯j(Z¯k|z, V ′′j )
]
= O(|z|2 + |w|2) . (55)
By (3) and (8),
Z¯k|z = ∂
∂z¯k
+
m∑
l=1
Bkl(z)
∂
∂zl
+ Ck(z)
∂
∂θ
, Bkl(0) = 0 .
Hence by (55),
∂2Q
∂zj∂z¯k
=
(
∂
∂z¯k
, U ′j
)
= (Z¯k|0, U ′j) = 0 .
Similarly, ∂
2Q
∂z¯j∂z¯k
= ∂
2Q
∂wj∂z¯k
= ∂
2Q
∂w¯j∂z¯k
= 0. Thus Q(z, w) has no terms containing z¯k. Since
Q(z, w) = Q(w, z), the quadratic function Q also has no terms containing wk, so we can
write
Q(z, w) = B(z, z) +H(z, w¯) +B(w,w) ,
where B, resp. H , is a bilinear, resp. hermitian, form on Cm. Since Q(z, z) = |z|2 (recall
(52)), we conclude that B(z, z) = 0 and hence Q(z, w) = H(z, w¯) = z · w¯.
To complete the proof of Theorem 2.1, it remains to show that the phase is of positive
type; i.e., ℑψ ≥ 0 on some neighborhood of the diagonal in X ×X . Let x ∈ X be arbitrary
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and choose Heisenberg coordinates (z, θ) at P0 = π(x) (so that x has coordinates (0, 0)).
Recalling that λ = a(z)−
1
2 eiθ on X , we have by Lemma 2.2,
1
i
ψ(0, 0; z, θ) = 1− a(0, z)√
a(z)
e−iθ = (1− e−iθ) + e−iθ
[
1
2
|z|2 +O(|z|3)
]
.
Thus,
ℜ
[
1
i
ψ(0, 0; z, θ)
]
≥ 0 for |θ| < π
2
, |z| < ε ,
where ε is independent of the point P0 ∈M .
2.2. Scaling limit of the Szego¨ kernel. The Szego¨ kernels ΠN are the Fourier coefficients
of Π defined by:
ΠN(x, y) =
∫ ∞
0
∫ 2π
0
e−iNθeitψ(rθx,y)s(rθx, y, t)dθdt (56)
where rθ denotes the S
1 action on X . Changing variables t 7→ Nt gives
ΠN(x, y) = N
∫ ∞
0
∫ 2π
0
eiN(−θ+tψ(rθx,y))s(rθx, y,Nt)dθdt . (57)
We now determine the scaling limit of the Szego¨ kernel by the argument of [BSZ2]. For
the sake of completeness, we provide the details of the argument and add some new details
on homogeneities, which are useful in applications. To describe the scaling limit at a point
x0 ∈ X , we choose a Heisenberg chart ρ : U, 0 → X, x0 centered at P0 = π(x0) ∈ M .
Recall (§1.2) that choosing ρ is equivalent to choosing preferred coordinates centered at P0
and a preferred local frame eL at P0. We then write the Szego¨ kernel ΠN in terms of these
coordinates:
ΠP0N (u, θ; v, ϕ) = ΠN(ρ(u, θ), ρ(v, ϕ)) ,
where the superscript P0 is a reminder that we are using coordinates centered at P0. (We
remark that the function ΠP0N depends also on the choice of preferred coordinates and pre-
ferred frame, which we omit from the notation.) The first term in our asymptotic formula
below says that the N th scaled Szego¨ kernel looks approximately like the Szego¨ kernel of
level one for the reduced Heisenberg group (recall (41)):
ΠP0N (
u√
N
,
θ
N
;
v√
N
,
ϕ
N
) ≈ ΠH1 (u, θ; v, ϕ) =
1
πm
ei(θ−ϕ)+iℑ(u·v¯)−
1
2
|u−v|2 .
In the following, we shall denote the Taylor series of a C∞ function f defined in a neighbor-
hood of 0 ∈ RK by f ∼ f0 + f1 + f2 + . . . where fj is the homogeneous polynomial part of
degree j. We also denote by Rfn ∼ fn+1 + · · · the remainder term in the Taylor expansion.
The following is our main result on the scaling asymptotics of the Szego¨ kernels near the
diagonal. Since the result is of independent interest, we state our asymptotic formula in a
more precise form than is needed for the applications in this paper.
Theorem 2.3. Let P0 ∈M and choose a Heisenberg coordinate chart about P0. Then
N−mΠP0N (
u√
N
, θ
N
; v√
N
, ϕ
N
)
= ΠH1 (u, θ; v, ϕ)
[
1 +
∑K
r=1N
−r/2br(P0, u, v) +N−(K+1)/2RK(P0, u, v, N)
]
,
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where:
• br =
∑2[r/2]
α=0
∑[3r/2]
j=0 (ψ2)
αQr,α,3r−2j , where Qr,α,d is homogeneous of degree d and
ψ2(u, v) = u · v¯ − 1
2
(|u|2 + |v|2) ;
in particular, br has only even homogeneity if r is even, and only odd homogeneity if r
is odd;
• ‖RK(P0, u, v, N)‖Cj({|u|≤ρ, |v|≤ρ} ≤ CK,j,ρ for j ≥ 0, ρ > 0 and CK,j,ρ is independent of
the point P0 and choice of coordinates.
Proof. We now fix P0 and consider the asymptotics of
ΠN(
u√
N
, 0;
v√
N
, 0)
= N
∫ ∞
0
∫ 2π
0
e
iN(−θ+tψ( u√
N
,θ; v√
N
,0))
s(
u√
N
, θ;
v√
N
, 0), Nt)dθdt ,
(58)
where ψ and s are the phase and symbol from Theorem 2.1 written in terms of the Heisenberg
coordinates.
On X we have λ = a(z)−
1
2 eiϕ. So for (x, y) = (z, ϕ, w, ϕ′) ∈ X ×X , we have by Theorem
2.1,
ψ(z, ϕ, w, ϕ′) = i
[
1− a(z, w)√
a(z)
√
a(w)
ei(ϕ−ϕ
′)
]
. (59)
It follows that
ψ(
u√
N
, θ;
v√
N
, 0)
= i
1− a( u√N , v√N )√
a( u√
N
, u√
N
)
√
a( v√
N
, v√
N
)
eiθ
 . (60)
We observe that the asymptotic expansion of a function f( u√
N
, v√
N
) in powers of N−
1
2 is
just the Taylor expansion of f at u = v = 0. By Lemma 2.2 and the notational convention
established above, we have
a(
u√
N
,
v√
N
) = 1 +
1
N
u · v¯ +Ra3(
u√
N
,
v√
N
) , Ra3(
u√
N
,
v√
N
) = O(N−3/2) . (61)
The entire phase
tψ( u√
N
, θ; v√
N
, 0)− θ = it
[
1− a(
u√
N
, v√
N
)
a( u√
N
, u√
N
)
1
2 a( v√
N
, v√
N
)
1
2
eiθ
]
− θ (62)
then has the asymptotic N -expansion
it[1− eiθ]− θ − it
N
ψ2(u, v)e
iθ + tRψ3 (
u√
N
,
v√
N
)eiθ . (63)
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As in [BSZ2], we absorb (iψ2 +NR
ψ
3 )te
iθ into the amplitude, so that ΠP0N (
u√
N
, 0; v√
N
, 0) is
an oscillatory integral with phase
Ψ(t, θ) := it(1− eiθ)− θ
and with amplitude
A(t, θ;P0, u, v) := Ne
teiθψ2(u,v)+iteiθNR
ψ
3 (
u√
N
, v√
N
)
∞∑
k=0
Nm−ktm−ksk(
u√
N
,
v√
N
, θ) ;
i.e.,
ΠN (
u√
N
, 0;
v√
N
, 0) =
∫ ∞
0
∫ 2π
0
eiNΨ(t,θ)A(t, θ;P0, u, v)dθdt (64)
Before proceeding, it is convenient to expand exp
[
iteiθNRψ3 (
u√
N
, v√
N
)
]
in powers of N−
1
2
and to keep track of the homogeneity in (u, v) of the coefficients. We simplify the notation
by writing g(t, θ) := iteiθ. By definition,
Rψ3 (
u√
N
,
v√
N
) ∼ N−3/2ψ3(u, v) +N−2ψ4(u, v) + · · ·+N−d/2ψd(u, v) + · · · .
We then have
e
NgRψ3 (
u√
N
, v√
N
) ∼
∞∑
r=0
N−r/2cr(u, v) , (65)
where
cr =
r∑
λ=1
cr,r+2λ(u, v; t, θ) , r ≥ 1 , c0 = c00 = 1 , (66)
with crd homogeneous of degree d in u, v. (The explicit formula for crd is:
crd =
∑{ gn
n!
Πnj=1ψaj (u, v) : n ≥ 1, aj ≥ 3,
∑n
j=1 aj = d,
∑n
j=1(aj − 2) = r
}
, r ≥ 1 .
The range of d is determined by the fact that d =
∑n
j=1 aj = r + 2n with 0 ≤ n ≤ r.)
We further decompose the factor
∑∞
k=0N
m−ktm−ksk( u√N ,
v√
N
, θ) into the homogeneous
terms
∑∞
k,ℓ=0N
m−k−ℓ/2tm−kskℓ(P0, u, v) where skℓ is the homogeneous term of degree ℓ of sk.
Finally, we have
A ∼ NegNRψ3 ( u√N , v√N ,θ)
∞∑
k=0
Nm−ktm−ksk(
u√
N
,
v√
N
, θ)
= Nm+1
∞∑
n=0
N−n/2fn(u, v; t, θ, P0) ,
fn =
∑
r+ℓ+2k=n
crskℓ =
[n/2]∑
k=0
tm−k
(
sk,n−2k +
n−2k∑
r=1
r∑
λ=1
cr,r+2λsk,n−2k−r
)
=
[3n/2]∑
j=0
fn,3n−2j
where fn,d is homogeneous of degree d in (u, v). (The asymptotic expansion holds in the
sense of semiclassical symbols, i.e. the remainder after summing K terms is a symbol of
order m− k − (K + 1)/2.)
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We now evaluate the integral for ΠN by the method of stationary phase as in [BSZ2]. The
phase is independent of the parameters (u, v) and we have
∂
∂t
Ψ = i(1− eiθ)
∂
∂θ
Ψ = teiθ − 1
(67)
so the critical set of the phase is the point {t = 1, θ = 0}. The Hessian Ψ′′ on the critical set
equals (
0 1
1 i
)
so the phase is non-degenerate and the Hessian operator LΨ is given by
LΨ = 〈Ψ′′(1, 0)−1D,D〉 = 2 ∂
2
∂t∂θ
− i ∂
2
∂t2
.
We smoothly decompose the integral into one over |t−1| < 1 and one over |t−1| > 1
2
. Since
the only critical point of the phase occurs at t = 1, θ = 0, the latter is rapidly decaying in
N and we may assume the integrand to be smoothly cut off to |t− 1| < 1. It follows by the
stationary phase method for complex oscillatory integrals ([Ho¨r], Theorem 7.7.5) that
N−mΠP0N (
u√
N
,
v√
N
, θ) = C
J∑
j=0
K∑
n=0
N−n/2−jLj[e−igψ2fn]|t=1,θ=0 + R̂JK(P0, u, v, N), (68)
where
C = N
1√
det(NΨ′′(1, 0)/2πi)
=
√−2πi
and Lj is the differential operator of order 2j in (t, θ) defined by
Ljf(t, θ;P0, u, v) =
∑
ν−µ=j
∑
2ν≥3µ
1
2νijµ!ν!
LνΨ[f(t, θ;P0, u, v)(R
Ψ
3 )
µ(t, θ)] (69)
with RΨ3 (t, θ) the third order remainder in the Taylor expansion of Ψ at (t, θ) = (1, 0). Also,
the remainder is estimated by
|R̂JK(P0, u, v, N)| ≤ C ′N−J−K+12
K∑
n=0
∑
|α|≤2J+2
sup
t,θ
|Dαt,θe−igψ2fn|. (70)
Since LΨ is a second order operator in (t, θ), we see that
Lj [e
−igψ2fn]|t=1,θ=0 = eψ2
∑
α≤2j
(ψ2)
αFnjα . (71)
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Therefore
N−mΠP0N (
u√
N
,
v√
N
, θ) ∼ eψ2
∞∑
n=0
∞∑
j=0
2j∑
α=0
(ψ2)
αN−
n
2
−jFnjα
∼ eψ2
∞∑
r=0
[r/2]∑
j=0
2j∑
α=0
(ψ2)
αN−r/2Fr−2j,j,α
∼ eψ2
∞∑
r=0
2[r/2]∑
α=0
(ψ2)
αN−r/2Qrα . (72)
Thus, as with fn we have the homogeneous expansion:
Qrα =
[3r/2]∑
j=0
Qr,α,3r−2j . (73)
Here, Qr,α,d is homogeneous of degree d in (u, v). (The term ψ2 is distinguished by being
‘holomorphic’ in u and ‘anti-holomorphic’ in v in a sense to be elaborated below.) Thus we
have the desired Taylor series. The estimate for the remainder follows from (70).
3. Kodaira embedding and Tian almost isometry theorem
Definition: By the Kodaira maps we mean the maps ΦN : M → PH0(M,LN)′ defined by
ΦN (z) = {sN : sN(z) = 0}. Equivalently, we can choose an orthonormal basis SN1 , . . . , SNdN
of H0(M,LN ) and write
ΦN :M → CPdN−1 , ΦN(z) =
(
SN1 (z) : · · · : SNdN (z)
)
. (74)
We also define the lifts of the Kodaira maps:
Φ˜N : X → CdN , Φ˜N(x) = (SN1 (x), . . . , SNdN (x)) . (75)
Note that
ΠN (x, y) = Φ˜N (x) · Φ˜N (y) ; (76)
in particular,
ΠN(x, x) = ‖Φ˜N (x)‖2 . (77)
We now prove the following generalization to the symplectic category of the asymptotic
expansion theorem of [Zel] (also proved independently by [Cat] using the Bergman kernel in
place of the Szego¨ kernel) and Tian’s approximate isometry theorem [Tian]:
Theorem 3.1. Let L → (M,ω) be the pre-quantum line bundle over a 2m-dimensional
symplectic manifold, and let {ΦN} be its Kodaira maps. Then:
(a) There exists a complete asymptotic expansion:
ΠN(z, 0; z, 0) = a0N
m + a1(z)N
m−1 + a2(z)Nm−2 + . . .
for certain smooth coefficients aj(z) with a0 = π
−m. Hence, the maps ΦN are well-defined
for N ≫ 0.
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(b) Let ωFS denote the Fubini-Study form on CP
dN−1. Then
‖ 1
N
Φ∗N (ωFS)− ω‖Ck = O(
1
N
)
for any k.
Proof. (a) Using the expansion of Theorem 2.3 with u = v = 0 and noting that br(z, 0, 0) = 0
for r odd, we obtain the above expansion of ΠN(z, 0; z, 0) with ar(z) = b2r(z, 0, 0). (The
expansion also follows by precisely the same proof as in [Zel].)
(b) In the holomorphic case, (b) followed by differentiating (a), using that Φ∗N(∂∂¯ log |ξ|2) =
∂∂¯ log |ΦN |2. In the almost complex case, Φ∗N does not commute with the complex deriva-
tives, so we need to modify the proof. To do so, we use the following notation: the exterior
derivative on a product manifold Y1×Y2 can be decomposed as d = d1+d2, where d1 and d2
denote exterior differentiation on the first and second factors, respectively. (This is formally
analogous to the decomposition d = ∂ + ∂¯; e.g., d1d1 = d2d2 = d1d2 + d2d1 = 0.)
Recall that the Fubini-Study form ωFS on CP
m−1 is induced by the 2-form ω˜m = i2∂∂¯ log |ξ|2
on Cm \ {0}. We consider the 2-form Ω on (Cm \ {0})× (Cm \ {0}) given by
Ω =
i
2
∂∂¯ log ζ · η¯ = i
2
d1d2 log ζ · η¯ .
Note that Ω is smooth on a neighborhood of the diagonal {ζ = η}, and
Ω|ζ=η = ω˜m
(where the restriction to {ζ = η} means the pull-back under the map ζ 7→ (ζ, ζ)).
It suffices to show that
1
N
Φ˜∗NωdN → π∗ω, π : X →M.
To do this, we consider the maps
ΨN = Φ˜N × Φ˜N : X ×X → CdN × CdN , ΨN(x, y) = (Φ˜N(x), Φ˜N (y)) .
It is elementary to check that Ψ∗N commutes with d
1 and d2. By (76), we have
Ψ∗N(log ζ · η¯) = (log ζ · η¯) ◦ΨN = logΠN .
Therefore,
1
N
Ψ˜∗NΩdN =
i
2N
Ψ∗Nd
1d2 log ζ · η¯ = i
2N
d1d2Ψ∗N log ζ · η¯ =
i
2N
d1d2 log ΠN . (78)
Restricting (78) to the diagonal, we then have
1
N
Φ˜∗NωdN =
i
2N
(d1d2 logΠN )|x=y = diag∗(d1d2 log ΠN) ,
where diag : X → X ×X is the diagonal map diag(x) = (x, x).
Using Heisenberg coordinates as in Theorem 2.3, we have by the near-diagonal scaling
asymptotics
1
N
Φ˜∗NωdN
∣∣∣∣
P0
=
i
2N
diag∗d1d2 logΠP0N (
u√
N
,
θ
N
;
v√
N
,
ϕ
N
)
∣∣∣∣
0
=
i
2N
diag∗d1d2 logΠH1 (u, θ; v, ϕ)
∣∣∣∣
0
+O(N−
1
2 ) .
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Finally,
i
2N
diag∗d1d2 logΠH1 (u, θ; v, ϕ)
∣∣∣∣
0
=
i
2N
diag∗d1d2
[
i(θ − ϕ) + u · v¯ − 1
2
(|u|2 + |v|2)]
=
i
2N
m∑
q=1
duq ∧ du¯q = i
2
m∑
q=1
dzq ∧ dz¯q = ω|P0 .(79)
Remark: A more explicit way to show (b) is to expand the Fubini-Study form:
ω˜m =
i
2
|ξ|−4
[
|ξ|2
m∑
j=1
dξj ∧ dξ¯j −
m∑
j,k=1
ξ¯jξkdξj ∧ dξ¯k
]
.
Then
1
N
Φ˜∗NωdN =
i
2
ΠN(x, x)
−2{(ΠN(x, x)d1d2ΠN(x, y)− d1ΠN(x, y) ∧ d2ΠN (x, y)}|x=y ,
and (b) follows from a short computation using Theorem 2.3 as above.
It follows from Theorem 3.1(b) that ΦN is an immersion for N ≫ 0. Using in part an idea
of Bouche [Bch], we give a simple proof of the ‘Kodaira embedding theorem’ for symplectic
manifolds:
Theorem 3.2. For N sufficiently large, ΦN is an embedding.
Proof. Let {PN , QN} be any sequence of distinct points such that ΦN (PN) = ΦN (QN). By
passing to a subsequence we may assume that one of the following two cases holds:
(i) The distance rN := r(PN , QN) between PN , QN satisfies rN
√
N →∞;
(ii) There exists a constant C independent of N such that rN ≤ C
√
N.
To prove that case (i) cannot occur, we observe that∫
B(PN ,rN )
|N−mΠPNN |2dV ≥ 1− o(1)
where ΠPNN (x) = ΠN (·, PN) is the ‘peak section’ at PN . The same inequality holds for
QN . If ΦN (PN) = ΦN (QN) then the total L2-norm of ΠN (x, ·) would have to be ∼ 2Nm,
contradicting the asymptotic ∼ Nm from Theorem 3.1(a).
To prove that case (ii) cannot occur, we assume on the contrary that ΦN (PN) = ΦN (QN),
where PN = ρN(0) and QN = ρN (
vN√
N
), 0 6= |vN | ≤ C, using a Heisenberg coordinate chart
ρN about PN . We consider the function
fN (t) =
|ΠPNN (0, tvN√N )|2
ΠPNN (0, 0)Π
PN
N (
tvN√
N
, tvN√
N
)
. (80)
Recalling that
ΠN (x, y) = Φ˜N (x) · Φ˜N (y) ,
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we see that fN(0) = 1, which is a global and strict local maximum of fN ; furthermore, since
ΦN (PN) = ΦN (QN), we also have fN(1) = 1. Thus for some value of tN in the open interval
(0, 1), we have f ′′N (tN) = 0. By Theorem 2.3,
fN(t) = e
−|vN |2t2
[
1 +N−1/2R˜N (tvN)
]
, (81)
where
R˜N(v) = R1(PN ; 0, v, N) +R1(PN ; v, 0, N)− R1(PN ; v, v, N)− R1(PN ; 0, 0, N) +O(N−1/2) .
The estimate for R1 yields:
‖R˜N‖C2{|v|≤C} = O(1) (82)
Since fN(1) = 1, it follows from (81)–(82) that |vN |2 = O(N−1/2). (A more careful analysis
shows that we can replace N−1/2 with N−1 in (81) and thus |vN | = O(N−1/2).)
Write ex = 1 + x+ x2ϕ(x). We then have
fN(t) = 1− |vN |2t2 + |vN |4t4ϕ(|vN |2t2) +N−1/2R˜N (tvN)
[
1− |vN |2t2 + |vN |4t4ϕ(|vN |2t2)
]
.
Thus by (82),
f ′′N (t) = −2|vN |2 +O(|vN |4) +O(N−1/2|vN |2) , |t| ≤ 1 .
Since |vN | = o(1), it follows that
0 = f ′′N (tN) = (−2 + o(1))|vN |2 ,
which contradicts the assumption that vN 6= 0.
4. Asymptotically holomorphic versus almost holomorphic sections
We now use the scaling asymptotics of Theorem 2.3 to prove Theorem 0.1, which states
that ν∞-almost every sequence {sN} of sections (with unit L2-norm) satisfies the sup-norm
estimates
‖sN‖∞ + ‖∂¯sN‖∞ = O(
√
logN) ,
‖∇ksN‖∞ + ‖∇k∂¯sN‖∞ = O(N k2
√
logN) ,
for k = 1, 2, 3, . . . .
The following elementary probability lemma is central to our arguments:
Lemma 4.1. Let A ∈ S2d−1 ⊂ Cd, and give S2d−1 Haar probability measure. Then the
probability that a random point P ∈ S2d−1 satisfies the bound |〈P,A〉| > λ is (1− λ2)d−1.
Proof. We can assume without loss of generality that A = (1, 0, . . . , 0). Let
Vλ = Vol
({P ∈ S2d−1 : |P1| > λ}) (0 ≤ λ < 1) ,
where Vol denotes (2d − 1)-dimensional Euclidean volume. Our desired probability equals
Vλ/V0. Let σn = Vol(S
2n−1) = 2π
n
(n−1)! . We compute
Vλ =
∫ 1
λ
σd−1(1− r2) 2d−32 2πrdr√
1− r2 = 2πσd−1
∫ 1
λ
(1− r2)d−2rdr
=
πσd−1
d− 1 (1− λ
2)d−1 = σd(1− λ2)d−1 .
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Therefore Vλ/V0 = (1− λ2)d−1.
4.1. Notation. For the readers’ convenience, we summarize here our notation for the various
differential operators that we use in this section and elsewhere in the paper:
a) Derivatives on M :
• ∂
∂zj
= 1
2
∂
∂xj
− i
2
∂
∂yj
, ∂
∂z¯j
= 1
2
∂
∂xj
+ i
2
∂
∂yj
;
• ZMj = ∂∂zj +
∑
B¯jk(z)
∂
∂z¯k
, Z¯Mj =
∂
∂z¯j
+
∑
Bjk(z)
∂
∂zk
, Bjk(P0) = 0,
{Z1, . . . , Zm} is a local frame for T 1,0M .
b) Derivatives on X :
• ∂h
∂zj
= ∂
∂zj
− Aj(z) ∂∂θ = horizontal lift of ∂∂zj , Aj(P0) = 0;
• Zj = horizontal lift of ZMj ;
• dh = ∂b + ∂¯b = horizontal exterior derivative on X .
c) Covariant derivatives on M :
• ∇ : C∞(M,LN ⊗ (T ∗M)⊗k)→ C∞(M,LN ⊗ (T ∗M)⊗(k+1));
• ∇k = ∇ ◦ · · · ◦ ∇ : C∞(M,LN )→ C∞(M,LN ⊗ (T ∗M)⊗k);
• ∇ = ∂ + ∂¯, ∂¯ : C∞(M,LN)→ C∞(M,LN ⊗ T ∗0,1M).
d) Derivatives on X ×X :
• d1j , d2j : the operator ∂
h
∂zj
applied to the first and second factors, respectively;
• Z1j , Z2j : the operator Zj applied to the first and second factors, respectively.
4.2. The estimate ‖sN‖∞/‖sN‖2 = O(
√
logN) almost surely. Throughout this section
we assume that ‖sN‖L2 = 1. We begin the proof of Theorem 0.1 by showing that
νN
{
sN ∈ SH0J(M,LN ) : sup
M
|sN | > C
√
logN
}
< O
(
1
N2
)
, (83)
for some constant C < +∞. (In fact, for any k > 0, we can bound the probabilities by
O(N−k) by choosing C to be sufficiently large.) The estimate (83) immediately implies that
lim sup
N→∞
supX |sN |√
logN
≤ C almost surely ,
which gives the first statement of Theorem 2.3.
We now show (83), following an approach inspired by Nonnenmacher and Voros [NoVo].
Recalling (75), we note that
ΠN(x, y) =
dN∑
j=1
SNj (x)S
N
j (y) = 〈Φ˜N(x), Φ˜N (y)〉 . (84)
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Let sN =
∑dN
j=1 cjS
N
j (
∑ |cj|2 = 1) denote a random element of SH0(M,LN ) = SH2N(X),
and write c = (c1, . . . , cdN ). Recall that
sN(x) =
∫
X
ΠN(x, y)s
N(y)dy =
dN∑
j=1
cjS
N
j (x) = c · Φ˜N (x) . (85)
Thus
|sN(x)| = ‖Φ˜N (x)‖ cos θx , where cos θx =
∣∣∣c · Φ˜N (x)∣∣∣
‖Φ˜N (x)‖
. (86)
(Note that θx can be interpreted as the distance in CP
dN−1 between [c¯] and Φ˜N (x).)
We have by Theorem 3.1(a),
‖Φ˜N(x)‖ = ΠN(x, x) 12 = Nm/2 +O(Nm/2−1) = (1 + εN)Nm/2 , (87)
where εN denotes a term satisfying the uniform estimate
sup
x∈X
|εN(x)| ≤ O
(
1
N
)
. (88)
Now fix a point x ∈ X . By Lemma 4.1,
νN
{
sN : cos θx ≥ CN−m/2
√
logN
}
=
(
1− C
2 logN
Nm
)dN−1
≤
(
e−
C2 logN
Nm
)dN−1
= N−C
2N−m(dN−1) . (89)
We can cover M by a collection of kN balls B(z
j) of radius
RN :=
1
N
m+1
2
(90)
centered at points z1, . . . , zkN , where
kN ≤ O(R−2m) ≤ O(Nm(m+1)) .
By (89), we have
νN
{
sN ∈ SH0J(M,LN) : max
j
cos θxj ≥ CN−m/2
√
logN
}
≤ kNN−C2N−m(dN−1) , (91)
where xj denotes a point in X lying above zj .
Equation (91) together with (86)–(87) implies (by the argument below) that the desired
sup-norm estimate holds at the centers of the small balls with high probability. To complete
the proof of (83), we first need to extend (91) to points within the balls. To do this, we
consider an arbitrary point wj ∈ B(zj), and choose points yj ∈ X lying above the points
wj. We must estimate the distance, which we denote by δjN , between ΦN(z
j) and ΦN (w
j) in
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CPdN−1. Letting γ denote the geodesic in M from zj to wj, we conclude by Theorem 3.1(b)
that
δjN ≤
∫
ΦN∗γ
√
ωFS =
∫
γ
√
Φ∗NωFS ≤
√
N
∫
γ
(1 + εN)
)√
ω
≤ (1 + εN)N 12RN = 1 + εN
Nm/2
. (92)
By the triangle inequality in CPdN−1, we have |θxj − θyj | ≤ δjN . Therefore by (92),
cos θxj ≥ cos θyj − δjN ≥ cos θyj −
1 + εN
Nm/2
. (93)
By (93),
cos θyj ≥ (C + 1)
√
logN
Nm/2
⇒ cos θxj ≥ (C + 1)
√
logN − (1 + εN)
Nm/2
≥ C
√
logN
Nm/2
and thus {
sN ∈ SH0J(M,LN ) : sup cos θ ≥ (C + 1)N−m/2
√
logN
}
⊂ {sN ∈ SH0J(M,LN) : maxj cos θxj ≥ CN−m/2√logN} .
Hence by (91),
νN
{
sN ∈ SH0J(M,LN ) : sup cos θ ≥ (C + 1)N−m/2
√
logN
}
≤ kNN−C2N−m(dN−1) . (94)
By the Riemann-Roch formula of Boutet de Monvel - Guillemin [BoGu, §14] (which is a
consequence of Theorem 1.1), we have the estimate for the dimensions dN :
dN =
c1(L)
m
m!
Nm +O(Nm−1) . (95)
We can also obtain (95) from Theorem 3.1(a) as follows: We note first that∫
X
ΠN(x, x)dVolX =
∫
X
dN∑
j=1
|SNj (x)|2dVolX = dN .
On the other hand, by Theorem 3.1(a),∫
X
ΠN (x, x)dVolX =
[
1
πm
Nm +O(Nm−1)
]
Vol(X) ,
where
Vol(X) = Vol(M) =
∫
M
1
m!
ωm =
πm
m!
c1(L)
m .
Equating the above computations of the integral yields (95).
It follows from (86), (87), (94) and (95) that
νN
{
sN ∈ SH0J(M,LN) : sup
M
|sN | ≥ (C + 2)
√
logN
}
≤ kNN−C2N−m(dN−1) ≤ O
(
Nm(m+1)−
C2
m!+1
)
.
Choosing C = (m+ 1)
√
m! + 1, we obtain (83).
RANDOM ALMOST HOLOMORPHIC SECTIONS ON SYMPLECTIC MANIFOLDS 33
Remark: An alternate proof of this estimate, which does not depend on Tian’s theorem, is
given by the case k = 0 of the Ck estimate in the next section.
4.3. The estimate ‖∇ksN‖∞/‖sN‖2 = O(
√
Nk logN) almost surely. The proof of this
and the other assertions of Theorem 0.1 follow the pattern of the above sup-norm estimate.
First we note a consequence (Lemma 4.3) of our near-diagonal asymptotics. Recall that
a differential operator on X is horizontal if it is generated by horizontal vector fields. In
particular the operators ∇k : C∞(M,LN ) → C∞(M,LN ⊗ (T ∗M)⊗k) are given by (vector
valued) horizontal differential operators (independent of N) on X . By definition, horizontal
differential operators on X ×X are generated by the horizontal differential operators on the
first and second factors. We begin with the following estimate:
Lemma 4.2. Let Pk be a horizontal differential operator of order k on X ×X. Then
PkΠN(x, y)|x=y = O(Nm+k/2) .
Proof. Let x0 = (P0, 0) be an arbitrary point of X , and choose local real coordinates
(x1, . . . , x2m, θ) about (P0, 0) as in the hypothesis of Theorem 2.3 (with zq = xq + ixm+q).
We let ∂
h
∂xq
denote the horizontal lift of ∂
∂xq
to X :
∂h
∂xq
=
∂
∂xq
− A˜q(x) ∂
∂θ
, A˜q = (α,
∂
∂xq
) .
Since ∂
∂xq
∣∣∣
x0
is assumed to be horizontal, we have A˜q(P0) = 0.
We let d1q, d
2
q denote the operator
∂h
∂xq
applied to the first and second factors, respectively,
on X ×X . For this result, we need only the zeroth order estimate of Theorem 2.3:
ΠN (
u√
N
,
s
N
;
v√
N
,
t
N
) = Nmei(s−t)+ψ2(u,v)R(P0, u, v, N) , (96)
where R(P0, u, v, N) denotes a term satisfying the remainder estimate of Theorem 2.3:
‖R(P0, u, v, N)‖Cj({|u|≤ρ, |v|≤ρ} ≤ Cj,ρ for j ≥ 0, ρ > 0, where Cj,ρ is independent of the
point P0 and choice of coordinates.
Differentiating (96) and noting that ∂/∂xq =
√
N∂/∂uq, ∂/∂θ = N∂/∂s, we have
d1qΠN(
u√
N
,
s
N
;
v√
N
,
t
N
)
=
√
N
(
∂
∂uq
−
√
NA˜q(P0 +
u√
N
)
∂
∂s
)(
Nmei(s−t)+ψ2(u,v)R)
= Nm+1/2ei(s−t)+ψ2(u,v)
{[
Lq(u, v)− i
√
NA˜q(
u√
N
)
]
+
∂
∂uq
R
}
= Nm+1/2ei(s−t)+ψ2(u,v)R˜ = O(Nm+1/2) , (97)
where Lq :=
∂ψ2
∂uq
is a linear function. The same estimate holds for d2qΠN . Indeed, the above
computation yields:
djqe
i(s−t)+ψ2(u,v)R(P0, u, v, N) =
√
Nei(s−t)+ψ2(u,v)R˜(P0, u, v, N) , (98)
for j = 1, 2, q = 1, . . . , 2m. The desired estimate follows by iterating (98).
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Remark: The assumption that Pk is horizontal in Lemma 4.2 is necessary, since the operator
∂/∂θ multiplies the estimate by N instead of
√
N .
Lemma 4.3. Let Pk be a horizontal differential operator of order k on X. Then
sup
X
‖PkΦ˜N‖ = O(N m+k2 ) .
Proof. Let P 1k , P
2
k denote the operator Pk applied to the first and second factors, respectively,
on X ×X . Differentiating (84) and restricting to the diagonal, we obtain
P 1k P¯
2
kΠN (x, x) =
∥∥∥PkΦ˜N (x)∥∥∥2 . (99)
The conclusion follows from (99) and Lemma 4.2 applied to the horizontal differential oper-
ator (of order 2k) P 1k P¯
2
k on X ×X .
We are now ready to use the small-ball method of the previous section to show that
‖∇ksN‖∞/‖sN‖L2 = O(
√
Nk logN) almost surely. It is sufficient to show that
νN
{
sN ∈ SH0J(M,LN ) : sup
M
|∇ksN | > C
√
Nk logN
}
< O
(
1
N2
)
, (100)
for C sufficiently large. To verify (100), we may regard sN as a function on X and replace
∇k by a horizontal rθ-invariant differential operator of order k on X .
As before, we let sN =
∑
cjs
N
j denote a random element of SH2N(X). By (85), we have
Pks
N(x) =
∫
X
P 1kΠN (x, y)s
N(y)dy =
dN∑
j=1
cjPkS
N
j (x) = c · PkΦ˜N(x) . (101)
We then have
|PksN(x)| = ‖PkΦ˜N(x)‖ cos θx , where cos θx =
∣∣∣c · PkΦ˜N (x)∣∣∣
‖PkΦ˜N (x)‖
. (102)
Now fix a point x ∈ X . As before, (89) holds, and hence by Lemma 4.3 we have
νN
{
sN ∈ SH2N : |PksN(x)| ≥ C ′
√
Nk logN
}
≤ kNN−C2N−m(dN−1) , (103)
where C ′ = C supN,xN
−(m+k)/2|PkΦ˜N (x)|.
We again cover M by a collection of kN very small balls B(z
j) of radius RN = N
−m+1
2
and first show that the probability of the required condition holding at the centers of all the
balls is small. Choosing points xj ∈ X lying above the centers zj of the balls, we then have
νN
{
sN ∈ SH2N : max
j
|PksN(xj)| ≥ C ′
√
Nk logN
}
≤ kNN−C2N−m(dN−1) . (104)
Now suppose that wj is an arbitrary point in B(zj), and let yj be the point of X above wj
such that the horizontal lift of the geodesic from zj to wj connects xj and yj. Hence by
Lemma 4.3, we have
‖PkΦ˜N (xj)− PkΦ˜N (yj)‖ ≤ sup
M
‖dh(PkΦ˜N )‖rN = O(N m+k+12 )rN = O(N k2 ) . (105)
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It follows as before from (104) and (105) that
νN
{
sN ∈ SH2N : sup
X
|PksN | ≥ (C ′ + 1)
√
Nk logN
}
≤ kNN−C2N−m(dN−1) ≤ O
(
Nm(m+1)−
C2
m!+1
)
.
(Here, we used the fact that |PksN | is constant on the fibers of π : X → M .) Thus, (100)
holds with C sufficiently large.
4.4. The estimate ‖∂¯sN‖∞/‖sN‖2 = O(
√
logN) almost surely. The proof of the ∂¯sN
estimate follows the pattern of the above estimate. However, there is one crucial difference:
we must show the following upper bound for the modulus of ∂¯bΦ˜N . This estimate is a factor
of
√
N better than the one for dhΦ˜N arising from Lemma 4.3; the proof depends on the
precise second order approximation of Theorem 2.3.
Lemma 4.4. supX ‖∂¯bΦ˜N(x)‖ ≤ O(Nm/2) .
Proof. Let x0 = (P0, 0) be an arbitrary point of X , and choose preferred local coordinates
(z1, . . . , zm, θ) about (P0, 0) as in the hypothesis of Theorem 2.3. We lift a local frame {Z¯Mq }
of the form (3) to obtain the local frame {Z¯1, . . . , Z¯m} for H0,1X given by
Z¯q =
∂h
∂z¯q
+
m∑
r=1
Bqr(z)
∂h
∂zr
, Bqr(P0) = 0 . (106)
It suffices to show that
N−m/2|Z¯qΦ˜N (x0)| ≤ C , (107)
where C is a constant independent of x0.
By Theorem 2.3, we have
N−mΠN (
u√
N
,
s
N
;
v√
N
,
t
N
)
=
1
πm
ϕ0(u, s)ϕ0(v, t)e
u·v¯
[
1 +
1√
N
b1(P0, u, v) +
1
N
R2(P0, u, v, N)
]
, (108)
where
ϕ0(z, θ) = e
iθ−|z|2/2 .
(The function ϕ0 is the ‘ground state’ for the ‘annihilation operators’ Z¯q in the Heisenberg
model; see the remark in §1.2 and [BSZ2, §1.3.2]). In our case, Z¯qϕ0 does not vanish as in
the model case, but instead satisfies the asymptotic bound (110) below.)
Recalling (8) and (16), we have
∂h
∂z¯q
=
∂
∂z¯q
+
[
− i
2
zq − RA¯q1 (z)
]
∂
∂θ
, (109)
where R
A¯q
1 (z) = O(|z|2). Recalling that z = u/
√
N , θ = s/N , we note that ϕ0(u, s) =
eiNθ−N |z|
2/2 = ϕ0(z, θ)
N , and thus by (109),
∂h
∂z¯q
ϕ0(u, s) =
∂h
∂z¯q
eiNθ−N |z|
2/2 = −iNRA¯q1 (
u√
N
)ϕ0(u, s) = R(P0, u, N)ϕ0(u, s) , (110)
36 BERNARD SHIFFMAN AND STEVE ZELDITCH
where as before R denotes a term satisfying the remainder estimate of Theorem 2.3.
We let Z1q , Z
2
q denote the operator Zq applied to the first and second factors, respectively,
on X ×X ; we similarly let d1q, d2q denote the operator ∂
h
∂zq
applied to the factors of X ×X .
Equation (99) tells us that
‖Z¯qΦ˜N (x)‖2 = Z¯1qZ2qΠN (x, x) . (111)
By (106),
Z¯1qZ
2
q =
(
d1q +
m∑
r=1
Bqr(z)d
1
r
)(
d2q +
m∑
ρ=1
B¯qρ(w)d2ρ
)
, (112)
where we recall that Bqr(P0) = 0.
Differentiating (108), again noting that ∂/∂zq =
√
N∂/∂uq, ∂/∂wq =
√
N∂/∂vq and using
(110), we obtain
N−m
(
d1qd
2
qΠN
)
(
u√
N
,
s
N
;
v√
N
,
t
N
)
=
1
πm
ϕ0(u, s)ϕ0(v, t)e
u·v¯
[√
N
∂2
∂u¯q∂vq
b1 + R˜
]
. (113)
Since b1 has no terms that are quadratic in (u, u¯, v, v¯), it follows from (112)–(113) that
N−m
∣∣Z¯1qZ2qΠN(P0, 0;P0, 0)∣∣ = N−m ∣∣∣d1qd2qΠN(P0, 0;P0, 0)∣∣∣ = 1πm ∣∣∣R˜(P0, 0, 0, N)∣∣∣ ≤ O(1) .
(114)
The desired estimate (107) now follows immediately from (111) and (114).
By covering M with small balls and repeating the argument of the previous section, using
Lemma 4.4, we conclude that
νN
{
sN ∈ SH0J(M,LN) : sup
M
|∂¯sN | > C
√
logN
}
< O
(
1
N2
)
. (115)
Thus ‖∂¯sN‖∞/‖sN‖2 = O(
√
logN) almost surely.
4.5. The estimate ‖∇k∂¯sN‖∞/‖sN‖2 = O(
√
Nk logN) almost surely. To obtain this
final estimate of Theorem 0.1, it suffices to verify the probability estimate
νN
{
sN ∈ SH0J(M,LN ) : sup
M
|∇k∂¯sN | > C
√
Nk logN
}
< O
(
1
N2
)
. (116)
Equation (116) follows by again repeating the argument of §4.3, using the following lemma.
Lemma 4.5. Let Pk be a horizontal differential operator of order k on X (k ≥ 0). Then
sup
X
|Pk∂¯bΦ˜N | = O(N m+k2 ) .
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Proof. It suffices to show that
sup
U
|PkZ¯kq Φ˜N | = O(N
m+k
2 ) (117)
for a local frame {Z¯q} of T 0,1M over U . As before, we have
P 1k P¯
2
k Z¯
1
qZ
1
qΠN (x, x) =
∣∣∣PkZ¯hq Φ˜N (x)∣∣∣2 . (118)
We claim that
N−mZ¯1qZ
2
qΠN =
1
πm
ei(s−t)+ψ2(u,v)
[√
N
∂2
∂u¯q∂vq
b1 +R(P0, u, v, N)
]
. (119)
To obtain the estimate (119), we recall from (112) in the proof of Lemma 4.4 that
Z¯1qZ
2
q = d
1
qd
2
q +
m∑
ρ=1
B¯qρ(w)d1qd
2
ρ +
m∑
r=1
Bqr(z)d
1
rd
2
q +
∑
r,ρ
Bqr(z)B¯qρ(w)d
1
rd
2
ρ . (120)
Equation (113) says that the first term of N−mZ¯1qZ
2
qΠN coming from the expansion (120)
satisfies the estimate of (119). To obtain the estimate for the second term, we compute:
N−md2ρΠN (
u√
N
,
s
N
;
v√
N
,
t
N
) =
√
N
πm
ei(s−t)+ψ2(u,v)
·
([
∂ψ2
∂v¯ρ
+ i
√
NAρ(
v√
N
)
] [
1 +
1√
N
b1 +
1
N
R2
]
+
1√
N
∂ b1
∂v¯ρ
+
1
N
∂ R2
∂v¯ρ
)
=
√
N
πm
ϕ0(u, s)ϕ0(v, t)e
u·v¯
[
∂ψ2
∂v¯ρ
+ Lρ(v) +
1√
N
R˜
]
, (121)
where Lρ is a linear function. Since ∂
2ψ2/∂u¯q∂v¯ρ ≡ 0, it then follows that
N−md1qd2ρΠN =
√
N
πm
ei(s−t)+ψ2(u,v)
∂
∂u¯q
R˜(P0, u, v, N) . (122)
The estimate (119) for the second term follows from (122), using the fact that Bqρ(
v√
N
) =
1√
N
Lqρ(v) + · · · . The proofs of the estimate for the third and fourth terms are similar.
The desired estimate (117) follows as before from (118), (119), and (98), using the fact
that ∂
2
∂u¯q∂vq
b1 is linear.
5. The joint probability distribution
In this section, we shall use Theorem 2.3 and the methods of of [BSZ2] to prove Theorem
0.2 and its analogue for Gaussian measures (Theorem 5.4), which say that the joint proba-
bility distributions on almost complex symplectic manifolds have the same universal scaling
limit as in the complex case.
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5.1. Generalized Gaussians. Recall that a Gaussian measure on Rn is a measure of the
form
γ∆ =
e−
1
2
〈∆−1x,x〉
(2π)n/2
√
det∆
dx1 · · · dxn ,
where ∆ is a positive definite symmetric n × n matrix. The matrix ∆ gives the second
moments of γ∆:
〈xjxk〉γ∆ = ∆jk . (123)
This Gaussian measure is also characterized by its Fourier transform
γ̂∆(t1, . . . , tn) = e
− 1
2
∑
∆jktjtk . (124)
If we let ∆ be the n× n identity matrix, we obtain the standard Gaussian measure on Rn,
γn :=
1
(2π)n/2
e−
1
2
|x|2dx1 · · · dxn ,
with the property that the xj are independent Gaussian variables with mean 0 and variance
1. Hence
〈‖x‖2〉γn =
n∑
j=1
〈x2j〉γn = n .
Since we wish to put Gaussian measures on the spaces H0J(M,L
N ) with rapidly growing
dimensions, it is useful to consider the normalized standard Gaussians
γ˜n := kne
−n
2
|x|2dx1 · · · dxn , kn =
( n
2π
)n/2
,
which have the property that
〈‖x‖2〉γ˜n = 1 .
The push-forward of a Gaussian measure by a surjective linear map is also Gaussian. In
the next section, we shall push forward Gaussian measures (on the spaces H0J(M,L
N )) by
linear maps that are sometimes not surjective. Since these non-surjective push-forwards are
singular measures, we need to consider the case where ∆ is positive semi-definite. In this
case, we use (124) to define a measure γ∆, which we call a generalized Gaussian. If ∆ has
null eigenvalues, then the generalized Gaussian γ∆ is a Gaussian measure on the subspace
Λ+ ⊂ Rn spanned by the positive eigenvectors. (Precisely, γ∆ = ι∗γ∆|Λ+, where ι : Λ+ →֒ Rn
is the inclusion. For the completely degenerate case ∆ = 0, we have γ∆ = δ0.) Of course,
(123) holds for semi-positive ∆. One useful property of generalized Gaussians is that the
push-forward by a (not necessarily surjective) linear map T : Rn → Rm of a generalized
Gaussian γ∆ on R
n is a generalized Gaussian on Rm:
T∗γ∆ = γT∆T ∗ (125)
Another useful property of generalized Gaussians is the following fact:
Lemma 5.1. The map ∆ 7→ γ∆ is a continuous map from the positive semi-definite matrices
to the space of positive measures on Rn (with the weak topology).
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Proof. Suppose that ∆N → ∆0. We must show that (∆N , ϕ) → (∆0, ϕ) for a compactly
supported test function ϕ. We can assume that ϕ is C∞. It then follows from (124) that
(γ∆N , ϕ) = (γ̂∆N , ϕ̂)→ (γ̂∆0, ϕ̂) = (γ∆0, ϕ) .
We shall use the following general result relating spherical measures to Gaussian mea-
sures in order to prove Theorem 0.2 on asymptotics of the joint probability distributions for
SH0J(M,L
N).
Lemma 5.2. Let TN : R
dN → Rk, N = 1, 2, . . . , be a sequence of linear maps, where
dN →∞. Suppose that 1dN TNT ∗N → ∆. Then TN∗νdN → γ∆.
Proof. Let VN be a k-dimensional subspace of R
dN such that V ⊥N ⊂ ker TN , and let pN :
RdN → VN denote the orthogonal projection. We decompose TN = BN ◦ AN , where AN =
d
1/2
N pN : R
dN → VN , and BN = d−1/2N TN |VN : VN ≈→ Rk. Write
AN∗νdN = αN , TN∗νdN = BN∗αN = βN .
We easily see that (abbreviating d = dN)
αN = AN∗νd = ψddx , ψd =
{
σd−k
σddk
[1− 1
d
|x|2](d−k−2)/2 for |x| < √d
0 otherwise
, (126)
where dx denotes Lebesgue measure on VN , and σn = Vol(S
n−1) = 2π
n/2
Γ(n/2)
. (The case k =
1, d = 3 of (126) is Archimedes’ formula [Arc].) Since [1 − |x|2/d](d−k−2)/2 → e−|x|2/2
uniformly on compacta and
σd−k
σddk
→ 1
(2π)k/2
, we conclude that αN → γk. (This is the Poincare´-
Borel Theorem; see Corollary 5.3 below.) Furthermore,(
1− 1
d
|x|2
)(d−k−2)/2
≤ exp
(
−d− k − 2
2d
|x|2
)
≤ e k+22 e− 12 |x|2 for d ≥ k + 2 , |x| ≤
√
d ,
and hence
ψdN (x) ≤ Cke−|x|
2/2 . (127)
Now let ϕ be a compactly supported continuous test function on Rk. We must show that∫
ϕdβN →
∫
ϕdγ∆ . (128)
Suppose on the contrary that (128) does not hold. After passing to a subsequence, we may
assume that
∫
ϕdβN → c 6=
∫
ϕdγ∆. Since the eigenvalues of BN are bounded, we can
assume (again taking a subsequence) that BN → B0, where
B0B
∗
0 = lim
N→∞
BNB
∗
N = lim
N→∞
1
dN
TNT
∗
N = ∆ .
Hence,∫
Rk
ϕdβN =
∫
VN
ϕ(BNx)ψdN (x)dx→
∫
VN
ϕ(B0x)
e−|x|
2/2
(2π)k/2
dx =
∫
VN
ϕ(B0x)dγk(x) ,
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where the limit holds by dominated convergence, using (127). By (125), we have B0∗γk =
γB0B∗0 = γ∆, and hence ∫
VN
ϕ(B0x)dγk(x) =
∫
Rk
ϕdγ∆ .
Thus (128) holds for the subsequence, giving a contradiction.
We note that the above proof began by establishing the Poincare´-Borel Theorem (which
is a special case of the of Lemma 5.2):
Corollary 5.3. (Poincare´-Borel) Let Pd : R
d → Rk be given by Pd(x) =
√
d(x1, . . . , xk).
Then
Pd∗νd → γk .
By a generalized complex Gaussian measure on Cn, we mean a generalized Gaussian mea-
sure γc∆ on C
n ≡ R2n with moments
〈zj〉γ = 0, 〈zjzk〉γ = 0, 〈zj z¯k〉γ = ∆jk, 1 ≤ j, k ≤ n,
where ∆ = (∆jk) is an n× n positive semi-definite hermitian matrix; i.e. γc∆ = γ 1
2
∆c , where
∆c is the 2n×2n real symmetric matrix of the inner product on R2n induced by ∆. As we are
interested here in complex Gaussians, we shall henceforth drop the ‘c’ and write γc∆ = γ∆.
In particular, if ∆ is a strictly positive hermitian matrix, then
γ∆ =
e−〈∆
−1z,z¯〉
πndet∆
dL(z) ,
where L denotes Lebesgue measure on Cn.
5.2. Proof of Theorem 0.2. We return to our complex Hermitian line bundle (L, h) on
a compact almost complex 2m-dimensional symplectic manifold M with symplectic form
ω = i
2
ΘL, where ΘL is the curvature of L with respect to a connection ∇. We now describe
the n-point joint distribution arising from our probability space (SH0J(M,L
N), νN). Recalling
(17), we have the Hermitian inner product on H0J(M,L
N ):
〈s1, s2〉 =
∫
M
hN(s1, s2)
1
m!
ωm (s1, s2 ∈ H0J(M,LN) ) ,
and we write ‖s‖2 = 〈s, s〉1/2. Recall that SH0J(M,LN ) denotes the unit sphere {‖s‖ = 1}
in H0J(M,L
N) and νN denotes its Haar probability measure.
We let J1(M,LN) denote the space of 1-jets of sections of LN . Recall that we have the
exact sequence of vector bundles
0→ T ∗M ⊗ LN ι→ J1(M,LN ) ρ→ LN → 0 . (129)
We consider the jet maps
J1z : H
0
J(M,L
N )→ J1(M,V )z , J1z s = the 1-jet of s at z , for z ∈M .
The covariant derivative ∇ : J1(M,LN) → T ∗M ⊗ LN provides a splitting of (129) and an
isomorphism
(ρ,∇) : J1(M,LN ) ≈−→LN ⊕ (T ∗M ⊗ LN ) . (130)
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Definition: The n-point joint probability distribution at points P 1, . . . , P n of M is the
probability measure
DN(P 1,...,Pn) := (J
1
P 1 ⊕ · · · ⊕ J1Pn)∗νN (131)
on the space J1(M,LN)P 1 ⊕ · · · ⊕ J1(M,LN )Pn.
Since we are interested in the scaling limit of DN , we need to describe this measure more
explicitly: Suppose that P 1, . . . , P n lie in a coordinate neighborhood of a point P0 ∈M and
choose preferred coordinates (z1, . . . , zm) and a preferred frame eL at P0. We let z
p
1 , . . . , z
p
m
denote the coordinates of the point P p (1 ≤ p ≤ n), and we write zp = (zp1 , . . . , zpm). (The
coordinates of P0 are 0.) We consider the n(2m+1) complex-valued random variables x
p, ξpq
(1 ≤ p ≤ n, 1 ≤ q ≤ 2m) on SH2N(X) ≡ SH0J(M,LN ) given by
xp(s) = s(zp, 0) , (132)
ξpq (s) =
1√
N
∂hs
∂zq
(zp) , ξpm+q(s) =
1√
N
∂hs
∂z¯q
(zp) (1 ≤ q ≤ m) , (133)
for s ∈ SH0J(M,LN ).
We now write
x = (x1, . . . , xp) , ξ = (ξpq )1≤p≤n,1≤q≤2m , z = (z
1, . . . , zn) .
Using (130) and the variables xp, ξpq to make the identification
J1(M,LN )P 1 ⊕ · · · ⊕ J1(M,LN )Pn ≡ Cn(2m+1) , (134)
we can write
DNz = D
N(x, ξ; z)dxdξ ,
where dxdξ denotes Lebesgue measure on Cn(2m+1).
Before proving Theorem 0.2 on the scaling limit ofDNz , we state and prove a corresponding
result replacing (SH0J(M,L
N ), νN) with the essentially equivalent Gaussian spaceH
0
J(M,L
N )
with the normalized standard Gaussian measure
µN := γ˜2dN = k2dN e
−dN |c|2dL(c) , s =
dN∑
j=1
cjS
N
j , (135)
where {SNj } is an orthonormal basis for H0J(M,LN). Recall that this Gaussian is character-
ized by the property that the 2dN real variables ℜcj,ℑcj (j = 1, . . . , dN) are independent
random variables with mean 0 and variance 1/2dN ; i.e.,
〈cj〉µN = 0, 〈cjck〉µN = 0, 〈cj c¯k〉µN =
1
dN
δjk . (136)
Our normalization guarantees that the variance of ‖s‖2 is 1:
〈‖s‖22〉µN = 1 .
We then consider the Gaussian joint probability distribution
D˜N(P 1,...,Pn) = D˜
N(x, ξ; z)dxdξ = (J1P 1 ⊕ · · · ⊕ J1Pn)∗µN . (137)
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Since µN is Gaussian and the map J
1
P 1⊕· · ·⊕J1Pn is linear, it follows that the joint probability
distribution is a generalized Gaussian measure of the form
DN(x, ξ; z)dxdξ = γ∆N (z) . (138)
We shall see below that the covariance matrix ∆N (z) is given in terms of the Szego¨ kernel.
We have the following alternate form of Theorem 0.2:
Theorem 5.4. Let L,M, ω be as above and let {zj} be preferred coordinates centered at a
point P0 ∈M . Then
D˜N
(z1/
√
N,...,zn/
√
N)
−→ D∞(z1,...,nn)
where D∞(z1,...,zn) is the universal Gaussian measure (supported on the holomorphic 1-jets) of
Theorem 0.2.
Proof. The covariance matrix ∆N(z) in (138) is a positive semi-definite n(2m+1)×n(2m+1)
hermitian matrix. If the map J1z1 ⊕ · · · ⊕ J1zn is surjective, then ∆N (z) is strictly positive
definite and D˜N(x, ξ; z) is a smooth function. On the other hand, if the map is not surjective,
then D˜N(x, ξ; z) is a distribution supported on a linear subspace. For example, in the
integrable holomorphic case, D˜N(x, ξ; z) is supported on the holomorphic jets, as follows
from the discussion below.
By (123), we have
∆N(z) =
(
A B
B∗ C
)
,
A =
(
App′
)
=
〈
xpx¯p
′〉
µN
, B =
(
Bpp′q′
)
=
〈
xpξ¯p
′
q′ 〉µN , C =
(
Cpqp′q′
)
=
〈
ξpq ξ¯
p′
q′ 〉µN , (139)
p, p′ = 1, . . . , n, q, q′ = 1, . . . , 2m.
(We note that A, B, C are n× n, n× 2mn, 2mn× 2mn matrices, respectively; p, q index
the rows, and p′, q′ index the columns.)
We now describe the the entries of the matrix ∆N in terms of the Szego¨ kernel. We have
by (136) and (139), writing s =
∑dN
j=1 cjS
N
j ,
App′ =
〈
xpx¯p
′〉
µN
=
dN∑
j,k=1
〈
cj c¯k
〉
µN
SNj (z
p, 0)SNk (z
p′ , 0) =
1
dN
ΠP0N (z
p, 0; zp
′
, 0) . (140)
We need some more notation to describe the matrices B and C: Write
∇q = 1√
N
∂h
∂zq
, ∇m+q = 1√
N
∂h
∂z¯q
, 1 ≤ q ≤ m.
As in §4.1, we let ∇1q , resp. ∇2q, denote the differential operator on X ×X given by applying
∇q to the first, resp. second, factor (1 ≤ q ≤ 2m). By differentiating (140), we obtain
Bpp′q′ =
1
dN
∇2q′ΠP0N (zp, 0; zp
′
, 0) , (141)
Cpqp′q′ =
1
dN
∇1q∇
2
q′Π
P0
N (z
p, 0; zp
′
, 0) . (142)
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It follows from (140)–(142) and Theorem 2.3, recalling (16) and (95), that
∆N(
z√
N
)→ ∆∞(z) = m!
c1(L)m
(
A∞(z) B∞(z)
B∞(z)∗ C∞(z)
)
(143)
uniformly, where
A∞(z)pp′ = Π
H
1 (z
p, 0; zp
′
, 0) =
1
πm
eψ2(z
p,zp
′
) ,
B∞(z)pp′q′ =
{
1
πm
(zq′ − wq′)eψ2(zp,zp
′
) for 1 ≤ q ≤ m
0 for m+ 1 ≤ q ≤ 2m ,
C∞(z)pqp′q′ =
{
1
πm
(w¯q − z¯q)(zq′ − wq′)eψ2(zp,zp
′
) for 1 ≤ q, q′ ≤ m
0 for max(q, q′) ≥ m+ 1 .
(Recall that ψ2(u, v) = u · v¯ − 12(|u|2 + |v|2).) In other words, the coefficients of ∆∞(z)
corresponding to the anti-holomorphic directions vanish, while the coefficients corresponding
to the holomorphic directions are given by the Szego¨ kernel ΠH1 for the reduced Heisenberg
group and its covariant derivatives.
Finally, we apply Lemma 5.1 to (138) and conclude that
D˜N
z/
√
N
= γ∆N (z/
√
N) → γ∆∞(z) .
Thus Theorem 5.4 holds with D∞z = γ∆∞(z).
Proof of Theorem 0.2: The proof is similar to that of Theorem 5.4. This time we define
∆N =
1
dN
JNJ ∗N : H0(M,LN )→ Cn(2m+1) ,
where JN = J1P 1 ⊕ · · · ⊕ J1Pn under the identification (134). We see immediately that ∆N is
given by (140)–(142) and the conclusion follows from Lemma 5.2 and (143).
Remark: There are other similar ways to define the joint probability distribution that
have the same universal scaling limits. One of these is to use the (un-normalized) standard
Gaussian measure γ2dN on H
0
J(M,L
N) in place of the normalized Gaussian µN in Theorem
5.4 to obtain joint densities DN#(x, ξ; z) = D
N( x
Nm/2
, ξ
Nm/2
; z). Then we would have instead
DN#(N
m/2x,Nm/2ξ;N−1/2z)dxdξ → γ∆∞(z) .
Another similar result is to let λN denote normalized Lebesgue measure on the unit ball
{‖s‖ ≤ 1} in H0J(M,LN) and to let D̂Nz = JN∗λN . By a similar argument as above, we also
have D̂N
z/
√
N
→ γ∆∞(z).
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