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CA classification accuracy klasifikacijska točnost
ANN artificial neural network umetna nevronska mreža
CNN convolutional neural network konvolucijska nevronska mreža
EM Electron microscopy Elektronska mikroskopija
ReLU rectified linear unit popravljena linearna enota
PReLU parametric rectified linear unit parametrična popravljena line-
arna enota
DSC Dice similarity coefficient Diceov koeficient
TPR true positive rate stopnja dejansko pozitivnih
primerov




Naslov: Avtomatska segmentacija anizotropnih podatkov pridobljenih z ele-
ktronskim mikroskopom
Avtor: Gal Mrvar
Mitohondrij je pomemben organel evkariontskih celic. Njegova znotrajcelična
segmentacija predstavlja izziv, saj se mitohondriji kvalitativno in kvantita-
tivno razlikujejo glede na celico, v kateri se nahajajo. Klasično se mitohon-
drije segmentira ročno, kar je časovno neučinkovito in izpostavljeno človeški
napaki ter interpretaciji. V sklopu tega diplomskega dela zato predstavljamo
postopek, ki omogoča avtomatsko segmentacijo mitohondrijev nad anizo-
tropnimi volumetričnimi podatki pridobljenimi z elektronskim mikroskopom
(EM). Predlagamo postopek oz. cevovod, ki zajema operacije nad volume-
tričnimi podatki oz. obdelavo le teh in avtomatsko segmentacijo z uporabo
konvolucijske nevronske mreže. Rezultate avtomatske segmentacije smo eval-
virali nad testnima množicama, s čimer smo pridobili zelo dobre rezultate –
klasifikacijska točnost je predstavljala 99 % nad obema testnima množicama.
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Mitochondria is an important organelle of eukaryotic cells. Its intracellular
segmentation presents a challenge as mitochondria differs qualitatively and
quantitatively according to the cell in which they are located. The classic
approach of mitochondria segmentation is manual, which is time consuming
and prone to human error and interpretation. As a part of this diploma
thesis, we are presenting a procedure that enables automatic segmentation
of mitochondria over anisotropic volumetric data obtained with an electronic
microscope (EM). We propose a procedure or a pipeline, which includes oper-
ations on volumetric data, and automatic segmentation using a convolutional
neural network. We have evaluated the results of automatic segmentation us-
ing two different test sets. The evaluation showed very promising results –
the classification accuracy was 99 % on both test sets.





Celice so najmanǰsa osnovna funkcionalna enota vseh živih organizmov. Nji-
hovo razumevanje je pomembno v marsikaterih naravoslovnih vedah, pred-
vsem pa v medicini in biologiji.
V sklopu tega dela smo izvajali segmentacijo nad biomedicinskimi slikami
celic oz. natančneje nad volumetričnimi anizotropnimi podatki pridoblje-
nimi z elektronskim mikroskopom. Iz podanih biomedicinskih slik celic smo
poskusili locirati mitohondrije in s tem pohitrili iskanje le teh oz. postopek
avtomatizirali.
Rezultat segmentacije mitohondrijev lahko prinese informacijo oz. razume-
vanje o različnih nevrodegenerativnih boleznih. Izkazalo se je, da je razvoj
nekaterih učinkovitih metod, ki zaznavajo spremembe v podcelični strukturi
ključnega pomena pri razumevanju Parkinsonove ali Alzheimerjeve bolezni
[17].
V sklopu tega diplomskega dela zato predlagamo pristop, kako izvajati samo
segmentacijo in kakšni so postopki, da bo segmentacija izvajana nad volu-
metričnimi anizotropnimi podatki oz. biomedicinskimi slikami celic dosegala
enake rezultate.
Prvotno se bomo lotili same analize predhodnih del na tem področju ter
podrobno opisali komponente uporabljene v tem pristopu. Pregledali bomo
tudi podatkovne množice uporabljene v našem pristopu ter tudi podrobno
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predelali njihovo obdelavo, ki je bila potrebna pred samo izvedbo procesa.
Nato bomo predstavili naš pristop in kako je potekala izvedba ter na koncu




V sklopu te diplomske naloge bomo operirali z volumetričnimi anizotropnimi
podatki, ki predstavljajo slike celic vzete iz mǐsjih možganov.
Celica je osnovna gradbena enota vseh živih organizmov. V našem primeru
smo izvajali segmentacijo nad živalskimi evkariontskimi celicami. Evkari-
ontska celica je obdana s celično membrano in napolnjena s citoplazmo ter
vsebuje celično jedro. V citoplazmi se nahajajo celični organeli, kot so ribo-
somi, lizosomi, endoplazemski retikulum, Golgijev aparat ter mitohondriji.
V sklopu tega dela smo segmentirali mitohondrije, zato razumevanje le teh
nosi največjo težo. Vsaka evkariontska celica vsebuje približno 2.000 mito-
hondrijev, ki se nahajajo v citoplazmi in so od nje ločeni z dvojno membrano.
Mitohondriji proizvajajo ATP (Adenozin trifosfat) s pomočjo oksidativne
predelave hranil, kar predstavlja univerzalno gorivo živih organizmov. Veli-
kost mitohondrijev variira med 0.5 µm in 10 µm, odvisno od starosti celice
[21].
Endozimbionska hipoteza diktira, da so se mitohondriji vključili v celico preko
endosimbioze in zato imajo svoj lasten DNK ter so obdani z dvema membra-
nama [24]. Vsebujejo dve mejni dvoslojni membrani, zunanjo in notranjo.
Notranja se prepogiba, kar posledično močno poveča njeno površino [7]. Na
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EM slikah mitohondrije prepoznamo po njihovi značilni ovalni obliki, ki vse-
buje rebrasti oz. tigrasti vzorec (notranja membrana).
(a) (b)
Slika 2.1: (a) Struktura mitohondrija. Slika vzeta iz [21] in (b). Prikaz mitohon-
drijev na sliki pridobljeni z EM (označeni z zeleno). Slika vzeta iz [3]
.
2.2 Segmentacija in klasifikacija
Pogosta términa v sklopu globokega učenja sta segmentacija in klasifikacija.
Segmentacija (angl. segmentation) je postopek, kjer nek element razdelimo
na različne dele oz. segmente, v katerih so ti segmenti v večini primerov
dobro definirani. V našem primeru smo slike celic razdelili na različne se-
gmente, npr. mitohondrije in lizosome.
Uvrščanje ali klasifikacija (angl. classification) pa pomeni uvrščanje objekta
v nek razred iz množice različnih objektov, pri čemer je objekt, ki ga razvrščamo
določen oz. opisan z množico atributov [11]. Rezultat klasifikacije je lahko
binaren, npr. mitohondrij je prisoten na sliki ali ne. Lahko pa je prav tako
večrazreden, npr. da mitohondriji na sliki spadajo v razrede z različnimi
Diplomska naloga 5
karakteristikami. V našem primeru smo izvajali klasifikacijo tako, da smo
iskali mitohondrije v volumetričnih podatkih, kar posledično pomeni, da smo
izvajali binarno klasifikacijo.
2.3 Izotropija in anizotropija
V članku [14] so avtorji uporabili pristop, ki je, kot je bilo že omenjeno, po-
doben našemu, le da so segmentacijo izvajali nad izotropnimi podatki. V
našem primeru pa smo segmentacijo izvajali nad anizotropnimi podatki, kar
v grobem pomeni, da so bili naši volumetrični podatki neenakomerni.
S pojmoma izotropija in anizotropija se pogosto srečamo v naravoslovnih
znanostih, kot so npr. matematika, fizika, kemija itd. Najpogosteje ju sicer
srečamo, kadar govorimo o različnih materialih; takrat jih lahko delimo na
izotropne in anizotropne, kjer izotropni materiali predstavljajo enake lastno-
sti v vseh smereh na vsaki točki, anizotropni pa nasprotje le tega.
Prav tako pa se pojma pogosto pojavljata v različnih vejah računalnǐske zna-
nosti. V našem primeru so izotropni podatki taki, kjer so dimenzije voksla
enake – voksel predstavlja kocko. Aniztropni volumetrični podatki pa imajo
v nasprotju z izotropnimi različne dimenzije voksla - voksel je kvader.
2.4 Pregled sorodnih del
Uporaba konvolucijskih nevronskih mrež je postala zelo popularna in pogo-
sta metoda pri reševanju problemov povezanih s slikami ali računalnǐskim
vidom. Predvsem je njihova uporaba značilna pri klasifikaciji in prepoznava-
nju različnih objektov na slikah.
Pri segmentaciji biomedicinskih podatkov oz. natančneje mitohondrijev je
najbolj sorodno delo avtorice Mance Ž. M. idr. [14], kjer so avtorji članka iz-
vajali segmentacijo nad izotropnimi podatki s pomočjo konvolucijske nevron-
ske mreže in predlagane arhitekture HighRes3DZMNet. Pri segmentaciji so
iskali mitohondrije in lizosome ter pri tem dobili Diceov koeficient 0,942 pri
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lociranju mitohondrijev ter 0,822 pri lociranju lizosomov.
Casser V. [5] in ostali avtorji članka so z uporabo konvolucijskih nevron-
skih mrež med drugimi izvajali segmentacijo oz. lociranje mitohondrijev.
Predlagali so pristop modificirane U-Net metode, s katero so uspeli dobiti
rezultat Jaccard indexa 0,90. Avtorji v članku Haberl G. [8] pa so pred-
stavili CDeep3M projekt, ki temelji na konvolucijskih nevronskih mrežah in
omogoča enostavno uporabo projekta za segmentacijo slik. Za predstavitev
učinkovitosti so uporabili slike pridobljene z elektronskim mikroskopom.
Raziskovalci v članku avtorja Perez J. idr. [17] pa so izvajali segmentacijo
biomedicinskih slik nad 2D podatkovno množico slik pridobljenih z elektron-
skim mikroskopom in pri tem locirali mitohondrije, lizosome ter tudi jedra in
jedrca celic. Pri segmentaciji mitohondrijev so dobili rezultat, ki predstavlja
točnost (angl. accuracy) 0,984; pri lociranju lizosomov pa 0.997.
Delo, ki je zelo sorodno našemu pristopu pa je tudi diplomsko delo avtorice
Boneš E. [4], kjer se je izvajala avtomatska segmentacija Golgijevih apara-
tov na volumetričnih podatkih z uporabo konvolucijskih nevronskih mrež.
Pri pristopu so uporabili arhitekturo HighRes3DZMNet in dosegli zelo dobre
rezultate končne segmentacije, uspeli so dobiti Diceov koeficient 0,926.
Poglavje 3
Globoke nevronske mreže
V sklopu tega dela smo uporabljali konvolucijske nevronske mreže za segmen-
tiranje mitohondrijev. Posledično je njihovo razumevanje pomembneǰsi del
pri razumevanju postopka, ki smo ga uporabili.
V tem poglavju bomo zato predstavili zgodovino samih nevronskih mrež in
njihovo delovanje. Nato bomo podrobno predstavili konvolucijske nevron-
ske mreže ter model HighRes3DZMNet in konvolucije s povprečjem 0 (angl.
zero-mean convolutions).
3.1 Delovanje in sestava
Za izdelavo umetnih nevronskih mrež (angl. artificial neural network, ANN)
so ustvarjalci kot navdih vzeli človeške možgane oz. biološke nevronske mreže,
saj so se le ti izkazali za zelo prilagodljive in so med drugimi zmožni rešiti
tudi probleme, ki jih vsaj trenutno še ni mogoče rešiti algoritemsko.
Kljub temu, da so umetne nevronske mreže sestavljene po vzoru bioloških, se
od njih kar močno razlikujejo, saj je naše poznavanje bioloških nevronov ne-
popolno, računalnǐstvo pa omejeno. Posledično so umetni nevroni povezani
v medsebojno vozlǐsče, ki se med seboj prepletajo. Pri tem so parametri, ki
določajo povezave prilagodljivi, kar vpliva na signale, ki potujejo med ume-
tnimi nevroni in posledično vpliva tudi na stanje posameznega nevrona [16].
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Poznamo več vrst nevronskih mrež, delimo pa jih po topologiji, namenu,
pravilu učenja in funkciji kombiniranja vhodov nevrona in izhod. Glede na
topologijo poznamo nevronske mreže brez nivojev, kjer je vsak nivo hkrati
vhoden in izhoden. Enonivojske usmerjene nevronske mreže so sestavljene
iz skupine vhodov in skupine izhodnih nevronov. Večnivojske usmerjene
nevronske mreže pa so tiste, kjer vhodni in izhodni nevroni vsebujejo še po-
ljubno plast skritih nivojev. Poznamo še dvosmerni asociativni pomnilnik, ki
je sestavljen iz dveh nivojev nevronov, povezanih z dvosmernimi vezmi [11].
Nevronske mreže sestojijo iz umetnih nevronov, ki predstavljajo glavne ele-
mente nevronske mreže. Sestavljene so iz vhodnih umetnih nevronov, vme-
snih oz. skritih nevronov ter izhodnih nevronov. V grobem pa nevronske
mreže predstavljajo utežena vozlǐsča nevronov, na grafu povezana s poveza-
vami oz. sinapsami, katera lahko vsebujejo poljubno število skritih slojev,
zato se jim pogosto reče tudi globoke nevronske mreže (angl. deep neural
network).
Slika 3.1: Primer tri-slojne nevronske mreže s tremi vhodnimi in dvema izho-
dnima nevronoma. Modra barva predstavlja skrite plasti, katerih je v praksi lahko
poljubno mnogo, zato jim tudi pravimo globoke nevronske mreže.
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3.1.1 Nevron
Omenili smo že, da je osnovna zgradba umetne nevronske mreže umetni ne-
vron (angl. artificial neuron). Nevron se po delovanju zgleduje po biološkem
nevronu. Pri biološkem nevronu informacije pridejo v nevron preko dentrita
– sinapse, ki procesira informacijo in jo preda naprej preko aksona.
Pri umetnemu nevronu pa podatki pridejo vanj preko vhodov, ki so ponavadi
uteženi (kar pomeni, da je lahko vsak vhod posebej pomnožen z utežjo). Sam
nevron pa potem sešteje utežene podatke in odmik ter procesira seštevek s
prenosno funkcijo. Na koncu pa procesirano informacijo poda naprej preko
izhoda.





wi(k)× xi(k) + b
)
(3.1)
kjer xi(k) predstavlja vhodno vrednost v diskretnem času k, v kateri gre
i od 0 do m, wi(k) predstavlja uteženo vrednost v diskretnem času, kjer
gre i od 0 do m. Spremenljivka b predstavlja odmik (angl. bias), F pa
aktivacijsko funkcijo. Izhod enačbe yi(k) je vrednost v diskretnem času k
[12]. Kot je razvidno iz enačbe, največjo neznano spremenljivko predstavlja
izbor aktivacijske funkcije.
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Slika 3.2: Zgradba umetnega nevrona.
3.1.2 Aktivacijske funkcije
Aktivacijska funkcija (angl. activation function) po definiciji samo definira
izhod nevrona na podlagi vhodnih informacij. Nevron je aktiviran, kadar
ni ničen. Posledično večina aktivacijskih funkcij vhode preslika v diskreten
interval 0 ali 1, so pa seveda tudi izjeme. Vsaka funkcija ima svoje določene
karakteristike in izbira le te lahko vodi do hitreǰsega procesa pri učenju itd.
Najpogosteǰse aktivacijske funkcije v uporabi so Linearna, Sigmoidna, Hiper-
bolični tangens, ReLU ter PReLu.
Linearna aktivacijska funkcija
Linearna aktivacijska funkcija se uporablja v primeru, kadar ne želimo upo-
rabiti karkšnegakoli upragovanja (angl. treshold), saj gre za zelo enostavno
funkcijo, ki preprosto preslika vrednosti nespremenjeno.
f(xi) = xi (3.2)
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Sigmoidna aktivacijska funkcija
Sigmoidna funkcija (angl. Sigmoid ali Fermi function) preprosto zmapira
vhodne vrednosti med 0 in 1, s tem da rezultat ni nikoli enak 0 ali 1. Po-
sledično je izhod bodisi visok, kadar je vhod pozitiven in nizek, kadar je vhod







Funkcija Hiperbolični tangens (angl. Hyperbolic Tangent Function) je zelo
podobna Sigmoidni funkciji, le da tukaj vrednosti zmapiramo med -1 in 1; s
tem, da rezultat nikoli ni enak -1 ali 1. Posledično nam ta funkcija omogoča
večji rang izhodov, s katerimi lahko operiramo.
f(xi) = tanh(xi) (3.4)
ReLU aktivacijska funkcija
ReLU oz. funkcija popravljene linearne enote (angl. Rectifying Linear Unit)
je pogosto uporabljena aktivacijska funkcija v sklopu umetnih nevronskih
mrež. ReLU funkcija zmapira vhodne vrednosti med spodnjo mejo in maksi-
malno vrednostjo vhoda. Enačba 3.5 predstavlja najpogosteǰso obliko upo-
rabe ReLU funkcije, kjer je 0 minimalna, posledično vse negativne vrednosti
postanejo 0, ostale pa pozitivne.
f(xi) = max(0, xi) (3.5)
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PReLu aktivacijska funkcija
V sklopu te diplomske naloge smo uporabljali aktivacijsko funkcijo PReLU
oz. Parametrično popravljeno linearno enoto (angl. Parametric ReLU ), ki
je adaptacija funkcije ReLU. PReLU postaja vedno bolj popularna in se
je izkazala kot funkcija, ki prinese bolǰse rezultate kot Sigmoidna funkcija.
Za razliko od ReLU aktivacijske funkcije, PReLU negativne vrednosti po-
množi s poljubnim (po navadi majhnim) koeficientom, ki pa se tekom učenja
spreminja. PReLU funkcija posledično izbolǰsa rezultate in tudi onemogoči
prekomerno prilagajanje podatkom (angl. over-fitting) [18].
3.1.3 Učenje
Nevronska mreža je torej sestavljena iz nevronov, ki so med seboj povezani.
Vsaka povezava pa vsebuje tudi utež, ki predstavlja pomembnost posamezne
povezave oz. razmerja med nevronoma. Vsak nevron ima torej tudi aktiva-
cijsko funkcijo, ki definira izhod nevrona in hkrati vpelje nelinearnost v samo
nevronsko mrežo.
V grobem učenje nevronske mreže delimo na tri dele. Prvi del se imenuje
razširjanje naprej (angl. forwardpropagation). Pri tem koraku vhodne učne
podatke spustimo skozi nevronsko mrežo, kjer bodo izračunane verjetnosti
oz. izid. Posledično vsi nevroni prejmejo izhod preǰsnje plasti, vključijo svojo
transformacijo in rezultat pošljejo naslednji plasti. Ko se zaključijo vse kal-
kulacije in podatki pridejo do zadnje plasti, le ta dobi rezultat oz. napoved
za te posamezne vhodne podatke.
Sledi korak, kjer se izračuna kako dobra je bila napoved in kakšna je na-
paka oz. izguba, posledično se temu koraku reče funkcija izgube (angl. loss
function). Pri kalkulaciji izgube moramo seveda imeti željeno vrednost oz.
rezultat, saj le tako lahko izračunamo izgubo, ki smo jo dobili. Idealno je
seveda ustvariti rezultat oz. napoved brez izgube, kar posledično pomeni, da
smo dobili pričakovan rezultat.
Sledi zadnji korak, kateremu se reče vzvratno razširjanje (angl. backpro-
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pagation). Ko dobimo rezultat funkcije izgube, si seveda želimo izbolǰsati
algoritem. To naredimo tako, da iz zadnje oz. izhodne plasti informacije o
izgubi posredujemo nazaj proti vhodu. Pri tem vsak nevron v skritih pla-
steh dobi le delček izgube; velikost le te je odvisna od tega, koliko je nevron
sam prispeval pri originalnem izhodu. Sam postopek se tako ponovi plast za
plastjo, dokler vsak nevron ne prejme določene informacije o izgubi, ki opǐse
relativen delež celotne izgube pri učenju.
Pri vzvratnemu razširjanju pogosto uporabljamo tudi optimizacijske algo-
ritme, kot so gradientni spust (angl. gradient descent) ali stohastični gradi-
entni spust (angl. stochastic gradient descent) [20].
Slika 3.3: Proces učenja umetne nevronske mreže.
3.1.4 Funkcija izgube
Kot smo že omenili, je funkcija izgube pomembna, kadar želimo ugotoviti,
kako blizu željenega rezultata je naš rezultat. V sklopu globokega učenja se
uporablja kar nekaj funkcij izgube, najbolj pogoste so srednja kvadratna na-
paka, srednja absolutna napaka, prečna napaka entropije, funkcija, ki temelji
na Diceovem koeficientu itd.
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Srednja kvadratna napaka
Srednja kvadratna napaka (angl. Mean Square Error, MSE) predstavlja pov-
prečno kvadratno vrednost razlike med pričakovanim in dobljenim rezultatom
in se ponavadi uporablja pri regresijskih problemih. Ker vrednosti kvadri-
ramo, so posledično najbolj oddaljene napovedi močno kaznovane v primer-
javi z napovedmi, ki so bližje željenemu rezultatu.
V enačbi 3.6 yi predstavlja pričakovano vrednost pri danem izhodu, ŷi pa







Srednja absolutna napaka (angl. Mean Absolute Error, MAE), je v osnovi
zelo podobna MSE, le da se v tem primeru uporablja absolutna razlika med
pričakovano in dobljeno vrednostjo namesto kvadratne. Pri računanju sre-
dnje absolutne napake potrebujemo bolj kompleksne pristope pri računanju
gradientov, kot je npr. linearno programiranje.
MAE =
∑n




Prečna napaka entropije (angl. Cross Entropy Loss) se najbolj pogosto upo-
rablja pri problemih s klasifikacijo. Prečna napaka entropije se poveča, ko se
napovedana verjetnost rezultata oddaljuje od željene.
CrossEntropyLoss = −(yilog(ŷi) + (1− yi)log(1− ŷi)) (3.8)
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Funkcija izgube, ki temelji na Diceovem koeficientu
Funkcija je namenjena predvsem za segmentiranje volumetričnih podatkov,
zato jo uporabljamo tudi v sklopu tega dela. Funkcija meri ujemanje med
dvema volumnoma, njen cilj pa je rangirati vrednosti med 0 in 1 in jih ma-
ksimizirati, kjer 1 predstavlja popolno prekrivanje, 0 pa nasprotje le tega,
zato tudi želja po maksimizaciji.
Pri enačbi 3.9 N predstavlja število vokslov v pričakovanem volumnu se-











3.2 Konvolucijske nevronske mreže
Problem navadnih nevronskih mrež je, da pri obdelavi večjih slik potrebujejo
ogromno število uteži. Npr. ANN za obdelavo slike velike 200 x 200 x 3
(200 širine, 200 vǐsine in 3 barvne globine) bi potrebovala nevrone s 120.000
utežmi in seveda bi potrebovali kar nekaj takih nevronov, kar posledično po-
meni, da so take povezave potratne, zato se tukaj kot zelo uporabne izkažejo
konvolucijske nevronske mreže.
Konvolucijske nevronske mreže (angl. Convolutional neural networks, CNN)
so se izkazale kot zelo uspešne na področju računalnǐskega vida, posledično
se zelo pogosto uporabljajo pri procesiranju oz. klasificiranju slik. Osnovna
ideja konvolucijskih nevronskih mrež je, da namesto cele slike gledamo samo
v lokalne regije na sami sliki in tako obdelujemo sliko bolj učinkovito. Po
sami sestavi so zelo podobne navadnim umetnim nevronskim mrežam, zgra-
jene so iz nevronov, ki imajo konfigurabilne uteži.
Za razliko od navadnih umetnih nevronskih mrež imajo konvolucijske nevrone
urejene v treh dimenzijah: širina, vǐsina in globina. Vsaka plast konvolucij-
ske nevronske mreže pretvori 3D vhodni volumen v 3D izhodni volumen
nevronske aktivacije. Vsebujejo torej niz plasti, kjer vsaka plast pretvori
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volumen aktivacije v drugega z uporabo diferencialne funkcije. V glavnem
pri arhitekturi konvolucijskih nevronskih mrež uporabljamo štiri glavne sloje.
Konvolucijski sloj (angl. convolutional layer), Združevalni sloj (angl. pooling
layer), ReLU sloj ter Polno povezani sloj (angl. Fully-Connected Layer) [1].
(a) (b)
Slika 3.4: (a) struktura navadne globoke nevronske mreže in (b) struktura kon-
volucijske nevronske mreže. Slika vzeta iz [1]
.
Konvolucijski sloj
Konvolucijski sloj (angl. convolutional layer) je glavni graditelj konvolucijske
nevronske mreže, po tem sloju je mreža dobila tudi ime. V tem sloju se nad
podatki oz. sliko izvede konvolucija.
V matematičnem svetu konvolucija predstavlja integral, ki izraža količino
prekrivanja funkcije g s funkcijo f, posledično eno funkcijo združi z drugo
[22].
V našem primeru pa konvolucija predstavlja operacijo med dvema matri-
kama, kjer je rezultat prav tako matrika in predstavlja podatke uporabljene
v naslednjem nivoju konvolucijske nevronske mreže. Prva matrika predsta-
vlja vhodne podatke oz. v našem primeru sliko, druga matrika pa predsta-
vlja filter oz. jedro (angl. kernel). Celoten postopek izvedbe konvolucije
poteka tako, da originalno sliko oz. matriko postavimo ob filter, ki predsta-
vlja manǰso matriko z isto globino kot vhodna matrika, nato s filtrom drsimo
skozi celotno površino vhodne matrike in izvajamo skalarni produkt. Rezul-
tat te matematične operacije je 2D matrika, kateri pravimo tudi aktivacijska
Diplomska naloga 17
matrika (angl. activation map) podanega filtra.
Na področju slikovnih gradiv v računalnǐstvu je konvolucija najbolj pogosta,
kadar želimo sliko npr. zamegliti ali uporabiti nad samo sliko kakšen drug
filter. Zatorej je namen konvolucijskega sloja, da z matematičnim pristopom
in s pomočjo filtra pridobimo značilne vrednosti slike, kot so barva, oblika
itd.
Slika 3.5: Primer konvolucije z 2 x 2 filtrom nad 3 x 3 vhodnimi podatki.
Združevalni sloj
Glavni namen združevalnega sloja (angl. Pooling layer) je zmanǰsati zaple-
tenost naslednjih slojev s pomočjo vzorčenja navzdol. Predvsem je namen
zmanǰsati prostorsko velikost, količino pametrov in količino kalkulacij v sami
mreži, posledično s tem kontroliramo tudi prekomerno prilagajanje učnim
podatkom (angl. overfitting).
Od vseh metod združevanja, kot sta npr. združevanje povprečnih (angl. ave-
rage pooling) ali L2-norm združevanje (angl. L2-norm pooling), je najbolj
popularen postopek združevanja največjih (angl. max pooling). Pri tem po-
stopku je v praksi najbolj pogosto uporabljen 2D filter velikosti 2 x 2, ki
vzame maksimalno število od štirih števil v vsaki dani globini volumna. Re-
zultat združevalnega sloja je matrika z manǰsimi dimenzijami širine in vǐsine
kot vhodni podatki, dimenzija globine pa ostane nespremenjena.
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Slika 3.6: Uporaba sistema max pooling s filtrom velikosti 2 x 2 nad matriko
velikosti 4 x 4.
ReLU sloj
Sloj Usmerjene linearne enote (angl. Rectified Linear Unit, ReLU) prejme vo-
lumen predhodne plasti in nad volumnom izvede aktivacijsko funkcijo ReLU.
Podobno kot smo že spoznali funkcijo ReLU, ta funkcija iz volumna odstrani
negativne vrednosti in jih zamenja s številom 0, pozitivne vrednosti pa ohrani
(enačba 3.5). Pri tem dimenzije izhodne matrike oz. volumna ostanejo ne-
spremenjene.
Polno povezani sloj
Pri Polno povezanem sloju (angl. fully-connected layer) so nevroni polno
povezani z vsemi aktivacijami oz. nevroni iz preǰsnjega sloja, kakršna je
ponavadi praksa pri navadnih nevronskih mrežah. V grobem je namen polno
povezanega sloja ta, da vzame rezultate in jih uporabi za klasifikacijo v neko
oznako (angl. label).
Polno povezani sloj vzame vhodno 3D matriko in jo splošči v vektor, kjer
vsaka vrednost predstavlja verjetnost, da neka značilnost pripada neki oznaki.
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Slika 3.7: Primer polno povezanega sloja, kjer so vhodni podatki sploščeni v
vektor in na koncu sledi klasifikacija v enega od podanih razredov (na sliki z
zeleno barvo).
3.2.1 HighRes3DZMNet
V sklopu segmentiranja biomedicinskih slik se uporablja kar nekaj arhitektur.
Najbolj znana oz. pogosta je arhitektura U-Net [19], ki sestoji iz dveh poti,
pogodbene poti (angl. contracting path) in ekspanzivne poti (angl. expansive
path). Zelo uspešna je tudi arhitektura V-Net, ki je nadgradnja arhitekture
U-Net in je namenjena predvsem volumetričnim oz. 3D podatkom [15]. Vre-
dno je omeniti tudi arhitekturo DeepMedic, ki uporablja 3D konvolucijske
nevronske mreže z 11-slojno arhitekturo [10].
V našem primeru smo uporabili arhitekturo HighRes3DZMNet [14], ki je
nadgradnja HighRes3DNet arhitekture, katera prav tako uporablja razširjene
konvolucije nad 3D volumetričnimi podatki. HighRes3DZMNet arhitektura
je bila ustvarjena prav za segmentacijo mitohondrijev in endolizosomov, ven-
dar pa je bila ob nastanku uporabljena le nad izotropnimi podatki.
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Slika 3.8: Struktura arhitekture HighRes3DZMNet. Slika vzeta iz [14]
.
Kot je razvidno iz slike 3.8, je arhitektura HighRes3DZMNet sestavljena
iz 20 konvolucijskih slojev. Prvi sloj ima 3 x 3 x 3 konvolucijo in vključuje
konvolucije s povprečjem 0, normalizacijo paketov ter izhod, ki se ga pošlje
čez funkcijo ReLU. Sledi mu šest slojev, ki imajo prav tako 3 x 3 x 3 konvolu-
cijo, tu se uporablja normalizacija paketov, 16 filtrov ter izhod, katerega prav
tako pošljemo čez funkcijo ReLU. Nato sledi šest slojev 3 x 3 x 3 konvolucije,
kjer se uporablja 16 filtrov razširjenih s faktorjem 2. Sledi šest slojev, kjer se
prav tako uporablja normalizacija paketov ter funkcija ReLU in hkrati tudi
64 filtrov razširjenih s faktorjem 4. Zadnji sloj predstavlja združevalni sloj z
1 x 1 x 1 konvolucijskim filtrom, kateri ima 160 filtrov in nad podatki izvede
Softmax, ki prikazuje rezultat.
Razširjene konvolucije
Razširjene konvolucije (angl. dilated convolutions) so zelo podobne navadnim
konvolucijam, le da imajo modificirane filtre (angl. kernel) oz. natančneje
širše filtre. Pri navadni konvoluciji postopek zajema filter, kjer so si zajeta
polja vedno sosednja, torej filter zajema vse elemente. Filter pri razširjeni
konvoluciji pa ima vmes med zajetimi elementi prazen prostor. Namen tega
postopka je, da omogoči eksponentno večanje dovzetnega polja brez večje
izgube ločjivosti ali pokritosti [23].
Navadna oz. diskretna konvolucija bi torej bila eno-razširjena konvolucija
(angl. 1-dilated convolution), saj filter vzame vsako prvo polje. Pri razširjenih
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konvolucijah pa lahko poljubno povečamo število poraznih prostorov med
zajetimi elementi. Posledično dvo-razširjena konvolucija vzame vsako drugo
polje, tri-razširjena vsako tretje in tako naprej.
Na sliki 3.9 je najbolje prikazan primer razširjenih konvolucij. Rdeče pike
predstavljajo nevrone, modri kvadratki pa dovzetno polje. Tu vidimo, da se
dovzetno polje iz 3 x 3 poveča na 7 x 7 pri dvo-razširjeni konvoluciji ter na
15 x 15 pri tri-razširjeni konvoluciji. Posledično dovzetno polje raste ekspo-
nentno, medtem ko število parametrov raste linearno.
(a) (b) (c)
Slika 3.9: (a) Eno-razširjena konvolucija oz. navadna konvolucija, (b) dvo-
razširjena konvolucija in (c) tri-razširjena konvolucija. Velikosti razširitev je lahko
poljubno mnogo. Slika vzeta iz [23]
.
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Konvolucije s povprečjem 0
Konvolucije s povprečjem 0 (angl. Zero-mean convolutions) so preprost me-
hanizem, ki naredijo lastnosti nevronske mreže neobčutljive na različne ravni
svetlobe pri vhodu, kar je zelo pomembno pri mikroskopskih podatkih, saj je
zajemanje le teh delikaten proces in lahko različne nastavitve ali pobližanja
močno vplivajo na samo raven svetlobe na sliki.
Nespremenljivost lahko dosežemo tako, da prisilimo koeficiente naučenih fil-
trov na danemu sloju, da se seštejejo v 0. Pri enačbi 3.10 K predstavlja
naučeno jedro (angl. Kernel), ki vsebuje koeficiente i x j x k [14].
∑
i,j,k
K i,j,k = 0 (3.10)
Normalizacija paketov
Namen normalizacije paketov (angl. Batch normalization ali tudi batch
norm) je narediti globoko nevronsko mrežo bolj stabilno in tudi hitreǰso.
Postopek je bil predlagan leta 2015 s strani Ioffe S. in Szegedy C. [9]
. Normalizacija paketov deluje tako, da nad izhodom preǰsnje aktivacijske
plasti odšteje povprečno vrednost tega paketa in jo nato deli s standardnim
odklonom paketa. Ta postopek lahko posledično zmanǰsa natančnost uteži,
zato se v naslednjem sloju uporabi stohastični gradientni spust, ki odstrani
normalizacijo, če je funkcija izgube previsoka (angl. loss funcion).
Kot končni rezultat normalizacija paketov doda tej plasti dva dodatna pa-
rametra, katera se lahko trenira. To pomeni, da je normaliziran izhod po-
množen s standardnim odklonom in tako dobimo povprečje. Posledično nor-
malizacija paketov deluje skupaj z gradientnimi spusti, saj tako omogočimo
denormalizacijo podatkov s spremembo teh dveh uteži za vsak izhod. Sam
postopek zato vodi do večje stabilnosti in manǰse količine izgub v sami mreži.
Poglavje 4
Podatki
Kakovost naučenega modela je v večini primerov odvisna od učnih podatkov.
Ključno vlogo igrata kakovost ter količina učnih podatkov. Pri tem je seveda
treba upoštevati tudi samo raznolikost podatkov, saj bolj kot so podatki ra-
znoliki, bolj robusten postane model in posledično tudi bolj natančen.
V kolikor želimo izvesti uspešno segmentacijo, moramo dobro poznati po-
datke, ki so nam na voljo oz. s katerimi operiramo. V tem poglavju bomo
zato predstavili anizotropne podatke, s katerimi smo operirali v sklopu tega
dela.
Nad podatki je priporočljivo izvesti tudi operacije, ki bodo podatke bodisi
izbolǰsale, da bodo omogočile bolǰse segmentiranje ali pospešile sam posto-




4.1 Pridobivanje in sestavljanje podatkov
Podatkovne zbirke uporabljene v našem pristopu vsebujejo podatke v .png
formatu. Slednje pomeni, da smo dobili slike posameznih rezin, katere je bilo
potrebno sestaviti v tri-dimenzionalni volumen. Vsaka podatkovna zbirka
posledično vsebuje slike rezin celic ter ločene slike rezin oznak (angl. labels),
ki predstavljajo označbe oz. segmentacije mitohondrijev ali lizosomov. Z
orodjem Matlab smo posamezne slike združili v volumetrične podatke in jih
shranili v .nii formatu (Nifty).
4.2 Zbirke anizotropnih podatkov
V našem primeru smo uporabili dve zbirki anizotropnih mikroskopskih podat-
kov. Prva zbirka je Kasthuri ++ [2], kjer so segmentirani samo mitohondriji.
Druga zbirka je Haberl et al., kjer so prav tako segmentirani samo mitohon-
driji in je bila uporabljena v pristopu CDeep3M [8]. Zbirka je na voljo samo
na zahtevo.
Obe uporabljeni zbirki vsebujeta slike anizotropnih podatkov, kar lahko pri
učenju povzroči dodaten izziv, saj je razumevanje anizotropnih podatkov ve-
liko težje.
Pri raziskovanju smo našli tudi podatkovno zbirko Perez et al. [3], kjer zbirka
poleg mitohondrijev in lizosomov vsebuje tudi jedra in jedrca celic. Vendar
pa je zbirka vsebovala niz različnih 2D podatkov, saj so pri postopku vzeli
naključne rezine 2D podatkov, zato je v našem primeru nismo uporabili.
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4.2.1 Podatkovna zbirka Kasthuri++
Uporabljena zbirka podatkov Kasthuri++ vsebuje oznake mitohondrijev na
tri-valjnem volumnu mǐsje možganske skorje [2]. Uporabljeni podatki so bili
pridobljeni z elektronskim mikroskopom s serijskim odsekom (ssEM).
Dimenzije učnih podatkov so 1.463 x 1.613 x 85 vokslov, dimenzije testnih
pa 1.334 × 1.553 × 75 vokslov z resolucijo 3 x 3 x 30 nm na voxel.
Slika 4.1: Prikaz celotnega volumna učnih podatkov Kasthuri++ v odprtoko-
dnem orodju Slicer3D. Na zgornjem delu vidimo 3D segmente mitohondrijev, na
spodnjem pa rezine posameznih dimenzij.
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4.2.2 Podatkovna zbirka Haberl et al.
Zbirka Haberl et al. prikazuje celice iz 50-µm velike rezine mǐsjih možganov.
Podatki so bili pridobljeni z elektronskim mikroskopom, in sicer s tehniko
SBEM (angl. Serial block-face scanning electron microscopy) [8]. Zbirka vse-
buje samo segmente mitohondrijev.
Dimenzije učnih podatkov so 1.024 × 1.024 × 80 vokslov, dimenzije testnih
pa 1.024 × 1.024 × 20, kjer je velikost enega voksla 6 × 6 × 40 nm.
Slika 4.2: Prikaz celotnega volumna učnih podatkov iz zbirke Haberl et al.
Poglavje 5
Predlagan pristop
V sklopu te naloge je bil uporabljen pristop oz. arhitektura HighRes3DZMNet
[14], ki je bila podrobno opisana v poglavju 3.2.1. V prvi fazi je bilo potrebno
urediti vse podatke, ki smo jih pridobili. To vključuje spreminjanje kontrasta
na slikah, sestavljanje volumnov iz slik, računanje uteži ter na koncu rezanje
podatkov na manǰse rezine.
Pri globokem učenju smo posledično uporabili tri podatkovne zbirke ena-
kih dimenzij hkrati. Prva zbirka so bile rezine volumnov originalne slike
pridobljene z EM s spremenjenim kontrastom. Druga zbirka je vključevala
narezane volumne označenih mitohondrijev na prvi zbirki. Tretja zbirka pa
je predstavljala uteži izračunane iz oznak, ki smo jih upoštevali pri samem
učenju.
V drugi fazi je sledilo učenje nad učnimi množicami, kjer se je v grobem
algoritem s pomočjo oznak in uteži poskušal naučiti, kje na volumetričnih
podatkih se nahajajajo mitohondriji.
Na koncu je sledila še evalvacija dobljenih rezultatov ter prilagajanje učnih





Da bi konvolucijske nevronske mreže bolje razlikovale mitohondrije od lizo-
somov ter tudi od ostalih celičnih podatkov, smo slikam celic, preden smo
jih sestavili v volumetrične podatke, spremenili kontrast s pomočjo orodja
Matlab.
Pri spreminjanju kontrasta smo uporabili podalǰsano metodo AGCWD (angl.
extended AGCWD), kot je bilo predlagano v [14].
Izbolǰsano preslikavo izbolǰsane intenzivnosti kontrasta T e(l) (angl. extended





kjer l predstavlja intenzivnost, α in β pa predstavljata spodnjo in zgor-
njo mejo intenzivnosti, ki sta v rangu vrednosti ±3, 5 standardnega odklona.
Kumulativno porazdelitveno funkcijo cdfw(l) (angl. The cumulative distri-







kjer pdfw(l) predstavlja uteženo funkcijo gostote verjetnosti (angl. The







kjer pdf(l) predstavlja histogram vhodne intenzivnosti (angl. histogram
of input intensities) in je definiran v enačbi 5.4, kjer nl predstavlja število
vhodnih vrednosti z intenzivnostjo l in ntotal predstavlja število vseh vhodnih
vrednosti.
pdf(l) = nl/ntotal (5.4)
(a) (b)
Slika 5.1: (a) Originalna slika iz zbirke Haberl et al. in (b) slika s spremenjenim
kontrastom z uporabo podalǰsane AGCWD metode.
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5.1.2 Računanje uteži
Skladno s postopkom v članku [14], smo iz segmentiranih volumnov izračunali
uteži, ki smo jih kasneje upoštevali pri globokem učenju. Namen računanja
uteži je, da določimo meje objektov (angl. borders), ki pa jih, kot je bilo
omenjeno v Lucchi et al. [13], pogosto težko določi tudi človek. Posledično
smo voksle robov objektov zamaskirali, saj jih je težko pravilno določiti. Pri
postopku smo uporabili funkcijo izgube, ki temelji na Diceovem koeficientu.
Funkcijo smo modificirali, da bi zmanǰsali vpliv zamaskiranih vokslov med
samim učenjem. Modificirano funkcijo definiramo z naslednjo enačbo:









kjer N predstavlja število elementov v volumnu, s rln je označena vre-
dnost voksla za razred l, pln je napovedana verjetnost voksla za razred l in
wn predstavlja vrednost zamaskiranega objekta v vokslu n.
Prav tako med samo evalvacijo uteži oz. robove tudi ignoriramo, saj je nji-




Slika 5.2: (a) oznake segmenta iz podvolumna zbirke Haberl et al. in (b)
izračunane uteži iz predhodnega podvolumna, kjer črna barva predstavlja zama-
skirane voksle.
5.1.3 Rezanje volumnov
Pri učenju modela smo nad celotnimi podatki izvajali obogatitev podatkov
(angl. data augmentation), kar predstavlja naključno krčenje in raztezanje
podatkov za 10%. Ta postopek se izvaja med samim učenjem nad 3D po-
datki, kar pa samo učenje močno upočasni.
Zato smo volumne narezali na manǰse podvolumne in tako pridobili na hitro-
sti. Spodnja tabela prikazuje dimenzije narezanih volumnov v vokslih glede
na podatkovno zbirko.
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Kasthuri++ Haberl et al.
Učna množica 265 x 265 x 85 256 x 256 x 80
Testna množica 265 x 265 x 75 256 x 256 x 20
Pri podatkovni zbirki Kasthuri++ smo tako dobili 30 podvolumnov v
učni množici in 30 podvolumnov v testni množici. Pri podatkovni zbirki
Haberl et al. pa smo dobili 16 podvolumnov v učni množici podatkov ter 16
v testni.
Možno je opaziti še, da je pri podatkovni zbirki Haberl et al. testna množica
narezana na občutno manǰse podvolumne, kot učna. To pa zato, ker je testni
volumen v tej zbirki občutno manǰsi.
5.2 Učenje
Kot je bilo že omenjeno, smo v sklopu tega dela uporabili arhitekturo Hi-
ghRes3DZMNet. Za globoko učenje smo uporabili orodje NiftyNet, odprto-
kodno platformo za globoko učenje, namenjeno predvsem za analizo medi-
cinskih slik [6].
Postopek je potekal tako, da smo nevronski mreži omogočili treniranje modela
nad učnimi podatki, ki so predstavljali zbirko originalnih slik, segmentiranih
mitohondrijev ter uteži. Nad pridobljenim modelom iz učnih podatkov smo
nato pognali inferenco, kar predstavlja proces, kjer model preizkusimo še z
novimi podatki, katerih predhodno nismo uporabili. Pri učenju smo upora-
bili, kot je bilo že omenjeno, aktivacijsko funkcijo PReLU. Za preprečevanje
pretiranega prilaganja podatkom (angl. overfitting) smo uporabili regulariza-
cijo modela L2, kjer smo λ nastavili na 0.00001. Za optimizacijski algoritem
smo izbrali algoritem adam in začetno stopnjo učenja nastavili na 0.001. Za-
radi omejitve pomnilnika je bilo potrebno nastaviti velikost paketov (angl.




Za prikaz oz. kalkulacijo rezultatov smo uporabili pet najbolj pogostih pri-
stopov:
stopnjo dejansko pozitivnih primerov (angl. true positive rate, TPR) ali
tudi občutljivost, stopnjo dejansko negativnih primerov (angl. true nega-
tive rate, TNR) ali tudi specifičnost, Diceov koeficient (angl. Dice similarity
coefficient, DSC). Sorodni članki so vsebovali rezultate prikazane z Jaccard
indeksom ter klasifikacijsko točnostjo (angl. accuracy), zato smo uporabili
tudi ta dva pristopa, saj je tako naše rezultate lažje primerjati.
V spodnji tabeli je razvidno, kako se opredelijo vrednosti, kadar napovedu-
jemo razrede. PP (angl. True positive, TP) predstavlja dejansko pozitivne
predikcije oz. v našem primeru pravilno oznako mitohondrija. NN (angl.
False negative, FN) predstavlja napačno negativno oznako oz. v našem pri-
meru zgrešeno oznako mitohondrija. NP (angl. False Positive, FP) v našem
primeru ponazarja zgrešeno označbo mitohondrija. PN (angl. True negative,










Občutljivost (angl. Sensitivity) predstavlja delež vokslov, ki predstavljajo
pravilno označene mitohondrije oz. razmerje med pravilnimi oznakami in






Specifičnost (angl. Specificity) predstavlja delež vokslov, ki so pravilno označili
negativne voksle oz. razmerje med negativnimi in vsemi oznakami, ki pred-







Diceov koeficient (angl. Dice similarity coeficient) predstavlja prostorsko






Klasifikacijska točnost (angl. Accuracy) predstavlja vrednost, kolikokrat smo
pravilno napovedali nek razred. Točnost definiramo s pomočjo enačbe 6.4,
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in sicer tako, da število dejansko pravilnih predikcij seštejemo z dejansko
negativnimi predikcijami in delimo z vsemi vrednostmi.
KT =
PP + PN
PP + PN +NP +NN
(6.4)
Jaccard indeks
Jaccard indeks ali tudi Jaccardov koeficient podobnosti (angl. Jaccard si-
milarity coefficient) je statistična metoda, kjer primerjamo podobnost med
dvema množicama.
v našem primeru smo uporabili enačbo 6.5, kjer smo zanemarili PN vre-
dnosti in dejansko pozitivne primere povezali s številom parov, ki pripadajo
istemu razredu. Posledično smo ocenili verjetnost pozitivnega elementa, če






Spodnja tabela prikazuje rezultate dobljene z našim pristopom ter tudi rezul-
tate, ki so jih dobili drugi raziskovalci nad istimi podatkovnimi množicami.
Pri segmentaciji smo naučili več modelov. Enega nad učno zbirko množice
Kasthuri++, enega nad učno zbirko podatkovne množice Haberl et al. in
enega, kjer smo sestavili obe množici skupaj in z njima naučili model.
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DSC TPR TNR Jaccard Točnost
Kasthuri++ 0.9950 0.9933 0.9972 0.9901 0.9954
Haberl et al. 0.9283 0.8854 0.9993 0.8663 0.9960
Kasthuri ++ nad Haberl et al. 0.8600 0.8560 0.9960 0.7544 0.9919
Skupaj nad Kasthuri++ 0.9973 0.9972 0.9978 0.9946 0.9975
Skupaj nad Haberl et al. 0.9036 0.9831 0.9942 0.8241 0.9939
Kasthuri ++ v članku [5] 0.995
Haberl et al v članku [8] 0,8361
Tabela prikazuje rezultate dobljene nad testnima množicama obeh zbirk.
Kasthuri ++ predstavlja rezultate dobljene z modelom, ki je bil naučen nad
učno množico iste zbirke. Haberl et al. predstavlja rezultate pridobljene z
modelom naučenim nad učno množico iste zbirke.
Naučene modele smo nato preizkusili še obratno na drugih podatkovnih
množicah. Model naučen nad učno množico Kasthuri++ smo testirali nad
testnimi podatki iz množice Haberl et al. in obratno.
Kasthuri++ nad Haberl et al. predstavlja rezultate, ki smo jih dobili, ko smo
model naučen z učno zbirko Kasthuri++ preverili nad testno zbirko Haberl
et al. Model, ki je bil naučen nad podatkovno množico Haberl et al. in smo
ga testirali nad testno podatkovno množico Kasthuri++ pa je vrnil slabe
rezultate, saj je med učenjem prǐslo do prekomernega prilagajanja podatkom
(angl. overfitting). To je posledica premajhne učne množice, zato smo se
odločili naučiti še en model nad obema učnima množicama hkrati, torej Ka-
sthuri++ in Haberl et al. Skupaj nad Kasthuri++ in Skupaj nad Haberl et
al. nam prikazujeta rezultate, ki nam jih je vrnil slednji model nad obema
testnima množicama.
V kolikor primerjamo naše rezultate z rezultati dobljenimi v člankih, kjer
so segmentacijo izvajali nad istimi množicami, dobimo zelo podobne ali celo
bolǰse rezultate.
Posledično je moč sklepati, da so bili rezultati kar uspešni predvsem, če smo
model naučili na večji podatkovni množici, torej sestavljeni iz učnih množic
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Kasthuri++ ter Haberl et al.
Za lažjo predstavo slika 6.1 prikazuje dobljen rezultat z modelom naučenim
nad obema učnima množicama hkrati ter željen rezultat. Kot je razvidno, je
bil naš postopek zelo uspešen.
(a) (b)
Slika 6.1: (a) dobljeni rezultati nad testno množico z našim pristopom in (b)
testna množica oz. željen rezultat podatkovne zbirke Haberl et al.
Problem globokega učenja je predvsem ta, da je celoten proces precej
dolgotrajen, večina stvari pa je odvisnih predvsem od kvalitete in količine
učnih podatkov. V kolikor je učna množica premajhna, kot je bila v našem
primeru učna možica Haberl et al., se hitro pripeti prekomerno prilagajanje
podatkom.
Večino časa pri opravljanju tega projekta je bilo namenjeno obdelovanju po-
datkov, saj je to precej dolgotrajno opravilo, a hkrati zelo pomembno. V
prihodnje bi se lahko ta postopek bolj avtomatiziral, saj bi s tem lahko pri-
hranili večjo količino časa pri segmentiranju mitohondrijev.
V grobem smo z našim rezultatom zadovoljni, saj smo dokazali, da je pristop




Analiza biomedicinskih slik postaja vedno bolj raziskano področje. Prepo-
znavanje objektov znotraj njih pa je kljub temu v veliki večini primerov
omejeno na ročno segmentiranje. V diplomskem delu smo zato predlagali pri-
stop, kako uspešno izvajati segmentacijo nad anizotropnimi volumetričnimi
podatki pridobljenimi z elektronskim mikroskopom. Cilj segmentacije pa je
bilo lociranje mitohondrijev.
V prvem delu diplomske naloge smo predstavili teoretične vidike uporabljenih
pristopov, kar vključuje zgradbo in metode za učenje nad podatki. Predsta-
vili pa smo tudi druge pogoste pristope, ki se uporabljajo za segmentacijo
biomedicinskih slik. V nadaljevanju smo podrobno opisali uporabljeni po-
datkovni zbirki ter njune lastnosti. Nato smo predstavili potek dela, kar
večina vključuje operacije, izvedene nad podatki, ki so prispevale k bolǰsim
rezultatom pri končni segmentaciji. Sledil je opis uporabljenega pristopa pri
učenju ter evalvacija končnih rezultatov.
Naš pristop se je izkazal za precej uspešnega, saj so rezultati zelo vzpodbu-
dni. Kljub uspešnosti pa je še vedno veliko prostora za izbolǰsavo. Predvsem
smo mnenja, da bi izbolǰsave lahko implementirali na področju časovne zah-
tevnosti, saj je že sama obdelava podatkov terjala precej časa. Posledično
menimo, da bi se postopek obdelave podatkov lahko avtomatiziral, kar bi
vodilo do hitreǰsega začetka samega učenja. Prav tako pa bi v prihodnosti
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lahko algoritem naredili bolj robusten s tem, da bi model naučili z večjo učno
množico, ki bi vključevala raznolike podatke. Izkazalo se je namreč, da se
algoritem hitro prekomerno prilagodi podatkom, kadar je učna množica pre-
majhna. V prihodnosti bi zato lahko algoritem preizkusili tudi nad drugimi
testnimi podatki, saj bi tako dobili bolǰsi vpogled v samo uspešnost našega
pristopa.
Uporabljen pristop v sklopu te diplomske naloge pripomore k bolǰsemu razu-
mevanju segmentacije anizotropnih volumetričnih podatkov, kar posledično
pomeni olaǰsano delo bodočemu raziskovanju celičnih organelov.
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