Coloring graphs from random lists of size 2  by Casselgren, Carl Johan
European Journal of Combinatorics 33 (2012) 168–181
Contents lists available at SciVerse ScienceDirect
European Journal of Combinatorics
journal homepage: www.elsevier.com/locate/ejc
Coloring graphs from random lists of size 2
Carl Johan Casselgren
Department of Mathematics, Umeå University, SE-901 87 Umeå, Sweden
a r t i c l e i n f o
Article history:
Received 20 October 2010
Received in revised form
12 April 2011
Accepted 28 July 2011
Available online 20 October 2011
a b s t r a c t
Let G = G(n) be a graph on n vertices with girth at least g and
maximum degree bounded by some absolute constant ∆. Assign
to each vertex v of G a list L(v) of colors by choosing each list
independently and uniformly at random from all 2-subsets of a
color set C of size σ(n). In this paper we determine, for each fixed
g and growing n, the asymptotic probability of the existence of
a proper coloring ϕ such that ϕ(v) ∈ L(v) for all v ∈ V (G). In
particular, we show that if g is odd and σ(n) = ω(n1/(2g−2)), then
the probability that G has a proper coloring from such a random list
assignment tends to 1 asn →∞. Furthermore,we show that this is
best possible in the sense that for each fixed odd g and each n ≥ g ,
there is a graph H = H(n, g) with bounded maximum degree and
girth g , such that if σ(n) = o(n1/(2g−2)), then the probability that
H has a proper coloring from such a random list assignment tends
to 0 as n → ∞. A corresponding result for graphs with bounded
maximum degree and even girth is also given. Finally, by contrast,
we show that for a complete graph on n vertices, the property of
being colorable from random lists of size 2, where the lists are
chosen uniformly at random from a color set of size σ(n), exhibits
a sharp threshold at σ(n) = 2n.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Given a graph G, assign to each vertex v of G a set L(v) of colors (positive integers). Such an
assignment L is called a list assignment for G and the sets L(v) are referred to as lists or color lists.
If all lists have equal size k, then L is called a k-list assignment. We then want to find a proper vertex
coloring ϕ of G, such that ϕ(v) ∈ L(v) for all v ∈ V (G). If such a coloring ϕ exists then G is L-colorable
and ϕ is called an L-coloring. Furthermore, G is called k-choosable if G is L-colorable for every k-list
assignment L.
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This particular variant of vertex coloring is known as list coloring and was introduced by Vizing [6]
and independently by Erdős et al. [2].
Consider now the following problem: Assign lists of colors to the vertices of a graph G = G(n)with
n vertices, by choosing for each vertex v its list L(v) independently and uniformly at random from
all 2-subsets of a color set C = {1, 2, . . . , σ }. Such a list assignment L is called a random (2,C)-list
assignment. Intuitively it should hold that the larger σ is, the more spread are the colors chosen for
the lists and thus themore likely it is that we can find a proper coloring of Gwith colors from the lists.
The question that we address in this paper is how large σ = σ(n) should be in order to guarantee that
with high probability1(as n → ∞) there is a proper coloring of the vertices of G with colors chosen
from the lists.
This problem was first studied by Krivelevich and Nachmias [4,5] for the case of powers of cycles
and the case of a complete bipartite graph where the parts have equal size n. Let Ckn be the kth power
of a cycle with n vertices (fixed k ≥ 2) and let Kn,n be the complete bipartite graph with parts of size
n. In the special case of 2-list assignments Krivelevich and Nachmias proved the following theorems.
Theorem 1 ([4]). Let L be a random (2,C)-list assignment for Ckn . If we denote by pC (n) the probability
that Ckn is L-colorable, then
pC (n) =

o(1), σ (n) = o(n1/4),
1− o(1), σ (n) = ω(n1/4).
Theorem 2 ([5]). Let L be a random (2,C)-list assignment for Kn,n. If we denote by pbip(n) the probability
that Kn,n is L-colorable, then for any ϵ > 0
pbip(n) =

o(1), σ (n) ≤ (2− ϵ)n,
1− o(1), σ (n) ≥ (2+ ϵ)n.
In [1] we generalized Theorem 2 to the case of complete multipartite graphs. Denote by Ks×n the
complete multipartite graph with s parts and n vertices in each part (s fixed).
Theorem 3 ([1]). Let L be a random (2,C)-list assignment for Ks×n and let ps(n) be the probability that
Ks×n is L-colorable. For any ϵ > 0,
ps(n) =

o(1), σ (n) ≤ (2− ϵ)(s− 1)n,
1− o(1), σ (n) ≥ (2+ ϵ)(s− 1)n.
In this paper we present a far-reaching generalization of Theorem 1. The main result of this paper
is the following theorem.
Theorem 4. Let g be a fixed positive odd integer, and let G = G(n) be a graph on n vertices with girth g
and maximum degree bounded by some absolute constant. If L is a random (2,C)-list assignment for G
and σ(n) = ω(n1/(2g−2)), then with high probability G has an L-coloring.
Note that Theorem 4 implies that σ(n) = ω(n1/4) colors suffices for all asymptotic families of
graphs with maximum degree bounded by some absolute constant.
We also show that Theorem 4 is best possible in the sense that for each fixed odd g and each
n ≥ g there is a graph J = J(n, g)with n vertices, bounded maximum degree and girth g , such that if
σ(n) = o(n1/(2g−2)) and L is a random (2,C)-list assignment for J , then the probability that J has an
L-coloring tends to 0 as n →∞.
A corresponding result for graphs with even girth is also obtained.
Theorem 5. Let g be a fixed positive even integer, B = B(n) be a graph on n vertices with girth g and
maximum degree bounded by some absolute constant, and let L be a random (2,C)-list assignment for
1 An event An occurs with high probability if limn→∞ P[An] = 1.
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B. If g = 4 and σ(n) = ω(n1/7), then with high probability B has an L-coloring, and if g ≥ 6 and
σ(n) = ω(n1/2g), then with high probability B has an L-coloring.
We also prove that Theorem 5 is best possible in the sense explained above.
Finally, by contrast we also show the following theorem for complete graphs. Denote by Kn the
complete graph on n vertices.
Theorem 6. Let L be a random (2,C)-list assignment for Kn. If we denote by pK (n) the probability that
Kn has an L-coloring, then for any ϵ > 0
pK (n) =

o(1), σ (n) ≤ (2− ϵ)n,
1− o(1), σ (n) ≥ (2+ ϵ)n.
Throughout the paper we shall use the standard asymptotic notation and assumptions. In
particular, we assume that the parameter n is large enoughwhenever necessary and for two functions
f (n) and g(n) we write f = o(g) if lim f /g = 0, f = ω(g) if g = o(f ), f = O(g) if there exists an
absolute constant C > 0 such that f (n) < Cg(n) for all large enough n and f = Θ(g) if there are
absolute constants C1 > 0, C2 > 0 such that C1g(n) < f (n) < C2g(n) for all large enough n.
The rest of the paper is organized as follows. In Section 2 we introduce some concepts and lemmas
necessary for the proofs of Theorems 4–6. Sections 3 and 4 contain the proofs of Theorems 4 and 5,
respectively, as well as examples which show that the theorems are best possible. In Section 5 we
prove Theorem 6.
2. Some lemmas
A path in a graph G is a sequence P = v1e1v2 · · · ekvk+1 of vertices and edges in G, such that
ei = vivi+1, i = 1, . . . , k, and the vertices v1, . . . , vk+1 are distinct. A subpath P ′ of a path P is a
path that also is a subsequence of P . If P ′ is a subpath of P , then we write P ′⊆p P to indicate this.
Let P = v1e1v2 · · · ek−1vk be a path. Then the sequence C = v1e1v2 · · · vkekv1 is an ordered cycle if
ek = vkv1. Similarly, the sequence D = v1e1v2 · · · · · · vkekvj is called an ordered lollipop if ek = vkvj
and j ∈ {2, . . . , k− 2}. Note that an ordered cycle C and an ordered lollipop D is uniquely determined
by a sequence of vertices, as is also a path.Wemay thuswrite C = v1 · · · vkv1 for ordered cycles C , and
similarly D = u1 · · · uj · · · ukuj, for ordered lollipops D, and P = w1 · · ·wk for paths P . Paths, ordered
cycles and ordered lollipops will usually be referred to as sequences of vertices. However, sometimes
we will refer to such sequences as graphs and then mean the graph consisting of the vertices and
edges of the sequence. In particular, if C and D are such sequences, then C ∪D denotes the graph with
vertex set V (C)∪ V (D) and edge set E(C)∪ E(D) (where V (C) and E(C) are the sets of all vertices and
edges in C , respectively).
When vi is a vertex of a sequence H = v1 · · · vk, which is an ordered cycle, ordered lollipop or
a path, viH is the subsequence of vertices and edges of H from vi to vk. Similarly, Hvi denotes the
subsequence from v1 to vi and if vi, vj are vertices of H and vi precedes vj on H , then viHvj is the
subsequence of H from vi to vj. Moreover, if P = v1 · · · vk is a path, then P−1 = vk · · · v1 is the path
where edges are traversed in the opposite order.
Let T be a graph consisting of three internally-disjoint paths that have the same endpoints, a so-
called θ-graph. Add a new path P to T , such that the endpoints of P belong to V (T ) but the internal
vertices of P are not in V (T ). The obtained graph T ∪ P is called an extended θ-graph.
Lemma 7. An extended θ-graph with girth g contains at least 2g − 2 vertices.
Proof. Let T be a θ-graph consisting of the three paths P1, P2, P3, which all have the same pair of
endpoints. It is easy to see that if both endpoints of the new path P4, which is added to T to form an
extended θ-graph, are in P1, P2 or P3, then |V (T ∪ P4)| ≥ 2g − 2. (T ∪ P4 contains two distinct cycles
with at most two common vertices.) So suppose that the endpoints of P4 are not in one of the paths
P1, P2 or P3. Then T ′ = T ∪ P4 is a subdivision of a K4 and thus contains 4 distinct cycles C1, C2, C3, C4,
such that each Ci contains three vertices of degree three in T ′. Let C = {C1, C2, C3, C4}. A vertex which
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is internal to P1, P2, P3 or P4 belongs to exactly two of the cycles in C, while a vertex of degree 3 in T ′
belongs to exactly three of the cycles in C. This implies that
2|V (T ′)| + 4 =
4
i=1
|V (Ci)|,
and the desired result follows from this fact and the inequalities |V (Ci)| ≥ g, i = 1, 2, 3, 4. 
Lemma 8. Let T be a θ-graph with girth g and where u1 and u2 have degree three. If P is a path from u1
to u2 in T , then |V (P)| ≥ 2g − |V (T )|.
Proof. Let P , P ′ and P ′′ be the three distinct paths in T from u1 to u2. Then
|V (P)| + |V (P ′)| − 2 ≥ g and |V (P)| + |V (P ′′)| − 2 ≥ g.
Adding these inequalities yields
|V (P)| ≥ 2g − |V (P)| − |V (P ′)| − |V (P ′′)| + 4 = 2g − |V (T )|. 
Let L be a 2-list assignment for a graph G and let C = v1 · · · vkv1 be an ordered cycle of G. Suppose
that there are colors c1, . . . , ck−1 such that c1 ∈ L(v1), L(vi) = {ci−1, ci}, i = 2, . . . , k − 1 and
L(vk) = {ck−1, c1}. Then C is L-alternating. Similarly, an ordered lollipop D = u1 · · · uj · · · ukuj in G is
L-alternating if there are colors c1, . . . , ck−1 such that c1 ∈ L(u1) and L(ui) = {ci−1, ci}, i = 2, . . . , k−1
and L(uk) = {ck−1, cj}.
For an L-alternating ordered cycle or ordered lollipop D, the common color c1 of the lists of the
first two vertices of Dwill be referred to as the first color of D. The degree of a vertex v in a graph H is
denoted by dH(v).
Lemma 9. Let G be a graph and L a 2-list assignment for G. If G is not L-colorable, then there are subgraphs
H1 and H2 of G, such that for i = 1, 2
(i) each Hi is either an L-alternating ordered cycle or an L-alternating ordered lollipop;
(ii) there is a vertex v of G with L(v) = {c1, c2}, such that the first vertex of Hi is v and the first color
is ci;
(iii) the second vertex of H1 and the second vertex of H2 are distinct;
(iv) if H1 ∪H2 has girth g and |V (H1 ∪H2)| < 2g − 2, then H1 ∪H2 is a cycle or a θ-graph. Furthermore,
if H1 ∪H2 is a cycle, then all vertices in H1 ∪H2 have the same color list, and if H1 ∪H2 is a θ-graph,
then all vertices in one of the three internally-disjoint paths with endpoints of degree three in H1 ∪H2
have the same color list.
Proof. If G does not have an L-coloring, then it has a smallest subgraph F that does not have an
L-coloring. Let v ∈ V (F)with L(v) = {c1, c2} and let ϕ be an L-coloring of F − v. A path P = vv2 · · · vk
in F with origin at v is called (ϕ, L, c1)-alternating if ϕ(v2) = c1 and there are colors c3, . . . , ck such
that ϕ(vi) = ci and ci ∈ L(vi−1), i = 3, . . . , k. We allow such a path to have length zero and thus only
consist of v.
Obviously, ϕ(u) = c1 for some neighbor u of v in F . Let V1 be the set of verticesw for which there
is a (ϕ, L, c1)-alternating path from v tow. (Note that v is in V1 as well.) Define a new vertex coloring
ϕ′ of F by setting
ϕ′(w) =
c1, ifw = v,
ϕ(w), ifw ∈ V (F − V1),
c, ifw ∈ V1 \ {v} and c ∈ L(w) \ {ϕ(w)}.
By our assumption on F , ϕ′ cannot be a proper coloring of F and since V1 contains all vertices
reachable from v by a (ϕ, L, c1)-alternating path, we must have ϕ′(w) ≠ ϕ′(x) for any two vertices
w, x which are adjacent in F and such that w ∈ V1 and x ∈ V (F) \ V1. Moreover, since ϕ is a
proper coloring of F − v and v ∈ V1, any two vertices of F − V1 which are adjacent in F must be
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assigned different colors by ϕ′. Hence, there must be two adjacent vertices u1, u′1 ∈ V1 such that
ϕ′(u1) = ϕ′(u′1).
Let P1 be a (ϕ, L, c1)-alternating path from v to u1 and let P ′1 be a (ϕ, L, c1)-alternating path from v
to u′1. Obviously, the edge e = u1u′1 is not in any of those paths and H1 is constructed from P1 ∪ P ′1+ e
in the following way.
• If V (P1) ∩ V (P ′1) = {v}, then at least one of the paths P1, P ′1 is nontrivial. Suppose that this path is
P1. Then we set H1 = P1(P ′1)−1.• If P1⊆p P ′1 (or P ′1⊆p P1), then H1 = P ′1u′1u1 (H1 = P1u1u′1).• If neither of the two previous conditions hold, then there is a vertex w ≠ v that is the last vertex
on P ′1 which is also in V (P1). In this case we set H1 = P1(wP ′1)−1.
It is easy to verify that in all cases H1 satisfies the conditions (i) and (ii) of Lemma 9. Note also that
in all cases the edge e is used in the construction of H1. This edge is the connecting edge of H1.
The same construction as above, but with c2 in place of c1, is used to construct H2. Thus we have
proved (i) and (ii). We now show (iii) and (iv).
LetH = H1∪H2, and set ν = |V (H)|. The following simple factswill be used frequently throughout
the remaining part of the proof of Lemma 9.
Observation 10. For i = 1, 2:
(a) Each Hi consists of two (ϕ, L, ci)-alternating paths Pi and P ′i from v to ui and u
′
i , respectively, and a
connecting edge uiu′i ∉ E(Pi) ∪ E(P ′i ).
(b) The first edge of Hi is not uiu′i .
(c) For the second vertex vi of a (ϕ, L, ci)-alternating path ϕ(vi) = ci. In particular, the second vertex of
Hi is colored ci by ϕ.
(d) If Hi = vv2 · · · vkv, that is, Hi is an ordered cycle, then ci ∈ L(vk).
Proof. Statements (a), (b) and (c) are easily seen to follow from the construction of each Hi described
above. (d) follows immediately from the definition of L-alternating ordered cycle. 
Note that Observation 10 (c) implies that Lemma 9 (iii) holds.
Observation 11. Let e1 and e2 be the connecting edges of H1 and H2, respectively. The following holds for
i, j ∈ {1, 2} with i ≠ j:
(a) If P is a (ϕ, L, ci)-alternating path with origin at v and ej ∈ E(P), then ej is incident with v.
(b) If Hi = vv2 · · · vkv is an L-alternating ordered cycle with first color ci and v2 is the only vertex in Hi
that is adjacent to v and colored ϕ(v2) = ci, then ei = vvk.
(c) If H1 and H2 are L-alternating ordered cycles and ei is incident with v, then ej ≠ ei.
Proof. Let P = vv2 · · · vk be a (ϕ, L, ci)-alternating path and suppose that ej = vs−1vs and 2 < s ≤ k.
Then since P is (ϕ, L, ci)-alternating,
{ϕ(vs)} = L(vs−1) \ {ϕ(vs−1)}. (1)
On the other hand, since vs−1vs is a connecting edge,
L(vs) \ {ϕ(vs)} = L(vs−1) \ {ϕ(vs−1)}. (2)
Since ϕ is an L-coloring of F − v, (1) and (2) contradict each other and thus (a) holds.
We now prove (b). By Observation 10 (a), Hi is constructed from two (ϕ, L, ci)-alternating paths
Pi, P ′i and by Observation 10 (c), the second vertex of Pi and the second vertex of P
′
i are both colored
ci. Hence, if both Pi and P ′i are nontrivial, then v2 is the second vertex of both Pi and P
′
i . It is easy to
see that this implies that Hi is an ordered lollipop. Hence, we conclude that at least one of Pi and P ′i is
trivial, that is, ei is incident with v. The desired result now follows by invoking Observation 10 (b).
It remains to prove (c). Let Hi = vv2 · · · vkv. It follows from Observation 10 (b) that ei = vvk. Then
by the construction of Hi, Hivk is a (ϕ, L, ci)-alternating path and ci ∈ L(vk) \ {ϕ(vk)}. Suppose that
ej = ei. Then Observation 10 (b) implies that ej is the last edge of Hj and similarly as before it follows
that cj ∈ L(vk) \ {ϕ(vk)}, which is clearly not possible. Hence, (c) is true. 
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Observation 12. If P = v · · · vp · · · vr · · · vk is a (ϕ, L, c1)-alternating path and P ′ is a (ϕ, L, c2)-
alternating path such that (vpPvr)−1⊆p P ′, then all vertices in V (vpPvr) have the same color list.
Proof. Suppose L(vp) = {c3, c4} and ϕ(vp) = c3. Then since P is (ϕ, L, c1)-alternating, ϕ(vp+1) = c4,
and since P ′ is (ϕ, L, c2)-alternating, c3 ∈ L(vp+1), and thus L(vp+1) = {c3, c4}. Continuing in the same
way, we realize that all vertices on vpPvr have the color list {c3, c4}. 
We continue the proof of Lemma 9 and now show that (iv) holds. Suppose that ν < 2g − 2 and
that H has girth g . Note that since H1 and H2 both contain cycles, V (H1)∩V (H2) does not only contain
v. The rest of the proof proceeds by case analysis.
Case 1. H1 is an ordered lollipop.
Let H1 = vv2 · · · vj · · · vkvj and let vp be the first vertex of H2, distinct from v, that lies on H1. By
Observation 10 (c), vp ≠ v2, which implies that vp must lie on the cycle of H1, since otherwise H
would contain two disjoint cycles and thus ν ≥ 2g . Note also that ν ≥ 2g − 1, unless vp ≠ vj. Let
H ′2 = H2vp. ThenH1∪H ′2 is a θ-graph. Consider nowH ′′2 = vpH2. SinceH2 is an ordered cycle or ordered
lollipop, it follows that if some edge of H ′′2 is not in H1, then H contains an extended θ-graph or two
disjoint cycles. In the latter case this clearly contradicts ν < 2g − 2, and in the first case Lemma 7
implies that ν ≥ 2g − 2. Hence all edges and vertices of H ′′2 is in H1 and H is a θ-graph.
By Observation 10 (a), H1 consists of (ϕ, L, c1)-alternating paths P1, P ′1 and a connecting edge
e1 = vlvl+1, such that P1, P ′1 are paths from v to vl and vl+1, respectively. Suppose first that H2 is an
ordered lollipop. Let e2 be the connecting edge of H2. Then since E(H ′′2 ) ⊆ E(H1) and e2 is not incident
to v, Observations 10 (a) and 11 (a) yield that the connecting edge ofH2 is e1, that is, there are (ϕ, L, c2)-
alternating paths P2, P ′2 from v to vl and vl+1, respectively. If e1 ∈ E(vjH1vp), then (vpH1)−1⊆p P ′1 and
vpH1⊆p P2. If, on the other hand, e1 ∈ E(vpH1), then vjH1vp⊆p P1 and (vjH1vp)−1⊆p P ′2. In both cases
one of the paths in H between vj and vp are traversed in opposite directions by a (ϕ, L, c1)-alternating
path and a (ϕ, L, c2)-alternating path. Let this path beQ . It follows fromObservation 12 that all vertices
on Q have the same color list, which proves (iv).
Now suppose that H2 is an ordered cycle. Since v2 is the second vertex of H1, it follows from
Observation 10 (c) that ϕ(v2) = c1. Then the second vertex of H2 is the only vertex w in H2 which
is adjacent to v and colored ϕ(w) = c2. Observation 11 (b) then yields that the connecting edge of H2
is vv2, which means that either
H ′2(vp+1H1)(v2H1vj−1)
−1 or H ′2(v2H1vp−1)
−1
is a (ϕ, L, c2)-alternating path. This implies that one of the paths from vp to vj in H is a subpath of a
(ϕ, L, c2)-alternating path. Let this path beQ . Observation 11 (a) yields that e1 does not lie onQ andwe
may thus conclude that either Q−1⊆p P1 or Q−1⊆p P ′1. As before, it now follows from Observation 12
that all vertices on Q have the same color list.
Case 2. H1 is an ordered cycle.
Let H1 = vv2 · · · vkv. It follows similarly as in Case 1 that H is a cycle or a θ-graph (otherwise H
contains an extended θ-graph or two disjoint cycles). It remains to show that all vertices in H have
the same color list if H is a cycle, and that all vertices on one of the internally-disjoint paths between
the vertices of degree three in H have the same color list when H is a θ-graph. Let e1 = vlvl+1 be
the connecting edge of H1 and let e2 the connecting edge of H2. Then, as before, there are (ϕ, L, c1)-
alternating paths P1 = H1vl and P ′1 = (vl+1H1)−1 from v to vl and vl+1, respectively.
Case 2.1 H is a cycle.
If H is a cycle, then clearly H1 and H2 are ordered cycles. Observation 10 (c) implies that ϕ(v2) = c1
and thus vk must be the second vertex of H2 and ϕ(vk) = c2. Also, by Observation 10 (d), c1 ∈ L(vk)
and c2 ∈ L(v2), and thus
L(v) = L(v2) = L(vk) = {c1, c2}. (3)
Moreover, since there is only one vertex in H1 that is is colored c1 and adjacent to v, we deduce from
Observation 11 (b) that P1 = H1vk. Similarly, P2 = (v2H1)−1 is a (ϕ, L, c2)-alternating path. These
facts, together with Observation 12 and (3), now imply that all vertices inH have the color list {c1, c2}.
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Case 2.2 H is a θ-graph and dH(v) = 2.
Let vp and vr be the vertices in H1 of degree three in H , where p < r . Let H ′2 be the path from vr to vp
which does not lie on H1.
Observation 10 (c) implies that ϕ(v2) = c1, and that vk is the second vertex of H2 and ϕ(vk) = c2.
By Observation 10 (d), c1 ∈ L(vk) and hence, L(vk) = {c1, c2}. Moreover, since v2 is the only vertex in
H1 which is adjacent to v and colored c1, e1 = vkv and thus P1 = H1vk.
Suppose first that H2 is an ordered cycle. Then clearly
H2 = (vr+1H1)−1H ′2(H1vp−1)−1,
andbyObservation 10 (d), c2 ∈ L(v2) and thus L(v2) = {c1, c2}. Furthermore, since vk is the only vertex
of H2 that is adjacent to v and colored c2, it follows P2 = H2v2 is a (ϕ, L, c2)-alternating path. Hence,
both thepathvrH1vk andv2H1vp are traversedby (ϕ, L, c1)-alternating and (ϕ, L, c2)-alternatingpaths
in opposite directions. Since L(v) = L(v2) = L(vk) = {c1, c2}, it now follows fromObservation 12 that
all vertices on the path Q = vrH1(v2H1vp) have the color list {c1, c2}.
Suppose now that H2 is an ordered lollipop. Then e2 is not incident to v and since P1 = H1vk is
(ϕ, L, c1)-alternating, Observation 11 (a) yields that e2 ∈ E(H ′2). Let e2 = wjwj+1 where the vertices
wj, wj+1 lie in that order along H ′2. Then the path
P2 = (vp+1H1)−1(wj+1H ′2)−1
is (ϕ, L, c2)-alternating. Since vpH1vr ⊆p P1 and (vpH1vr)−1⊆p P2, the desired result now follows from
Observation 12.
Case 2.3 H is a θ-graph and dH(v) = 3.
Let vp be the other vertex of degree three in H . Since v is in every cycle of H , H2 is an ordered cycle.
Moreover, Observation 10 (c) implies that ϕ(v2) = c1. Let H ′2 be the path from v to vp whose internal
vertices are not in H1.
Case 2.3a e2 ∈ E(H1vp).
Let e2 = vsvs+1, s < p. Since ϕ(v2) = c1, H1vs is not a (ϕ, L, c2)-alternating path, and thus e2 = vv2.
Observation 10 (a), (b) yields that H2 = H ′2(H1vp−1)−1 and consequently, the path P2 = H2v2 is
(ϕ, L, c2)-alternating. Moreover, by Observation 10 (d), c2 ∈ L(v2) and thus L(v2) = {c1, c2}.
Observations 10 (b) and 11 (a) now imply that e1 ∉ E(H1vp) and thus H1vp⊆p P1. Since
(v2H1vp)−1⊆p P2 and L(v2) = {c1, c2}, we conclude from Observation 12 that all vertices on the path
v2H1vp have the color list {c1, c2}. Since also L(v) = {c1, c2}, the desired result follows.
Case 2.3b e2 ∈ E(vpH1).
Let e2 = vsvs+1, s ≥ p. If e2 is not incident to v, then the path P2 = (vs+1H1)−1 is (ϕ, L, c2)-
alternating and ϕ(vk) = c2. Then v2 is the only vertex of H1 that is adjacent to v and colored c1,
and by Observation 11 (b), P1 = H1vk. This means that e2 ∈ E(P1), which contradicts Observation 11
(a). Therefore, e2 = vvk and by Observation 10 (a), (b), (c), H2 = H ′2(vp+1H1) and P2 = H ′2(vp+1H1vk)
is a (ϕ, L, c2)-alternating path, in particular vpH1vk⊆p P2. Moreover, it follows from Observation 10
(d) that L(vk) = {c1, c2}, because vk is the second last vertex of both H1 and H2.
Consider now the connecting edge e1 of H1. Observation 11 (c) yields that e1 ≠ e2. Hence, e1 is not
incident with v and since vpH1vk⊆p P2, it follows from Observation 11 (a) that e1 ∈ E(H1vp), and thus
(vpH1)−1⊆p P ′1. Since L(vk) = L(v) = {c1, c2}, Observation 12 now implies that all vertices on the
path vpH1 have the color list {c1, c2}.
Case 2.3c e2 ∈ E(H ′2).
Let e2 = wjwj+1, wherewj precedeswj+1 on H ′2. Since ϕ(v2) = c1, the path
P ′2 = ((wj+1H ′2)(vp+1H1))−1
must be (ϕ, L, c2)-alternating and ϕ(vk) = c2. Then v2 is the only vertex of H1 that is adjacent to v
and colored c1, and consequently, P1 = H1vk. Since c1 ∈ L(vk), it now follows that all vertices on the
path vpH1 have the color list {c1, c2}. This completes the proof of Lemma 9. 
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Consider a graph G with a 2-list assignment L. The pair F = (H1,H2) is then called a proper pair
if H1 is an ordered cycle or ordered lollipop in G, H2 is an ordered cycle or ordered lollipop in G and
H1 and H2 have a common first vertex. Moreover, a proper pair F = (H1,H2) is bad or has a bad list
assignment if H1, H2 and L satisfy the conditions (i)–(iv) of Lemma 9. By slight abuse of terminology
we will sometimes refer to proper pairs F = (H1,H2) in G as subgraphs of G. For such a proper pair
F = (H1,H2), |V (H1 ∪ H2)| is the number of vertices of F . Recall that C = {1, . . . , σ }.
Lemma 13. Let G be a graph with girth g and let L be a random (2,C)-list assignment for G. Suppose that
F = (H1,H2) is a proper pair in G with k vertices. It then holds that
P[F is bad] ≤

0 if k = g and g is even,
2g−1
σ g−1(σ − 1)g−1 if k = g and g is odd,
2k+3
σ k−1(σ − 1)2g−k+1 if g < k < 2g − 2,
2k
σ k−1(σ − 1)2 if k ≥ 2g − 2,
22g+1
σ 2g−3(σ − 1)3 if k = 2g − 2 and g ≥ 6.
Proof. We count the number of choices for the list assignment L, so that F is bad. So suppose that H1,
H2 and L satisfy conditions (i)–(iv) of Lemma 9. Let k1 = |V (H1)| and k2 = |V (H2) \ V (H1)|.
Case 1. k = g .
If k = g , then clearly H1 ∪ H2 is a cycle and k1 = k. Additionally, by Lemma 9 (iv), every vertex u
in H1 ∪ H2 has the same color list L(u) = {c1, c2}. It is easy to verify that this and the fact that H1 is
L-alternating implies that H1 contains an odd number of vertices. Moreover, the probability that F is
bad is clearly at mostσ
2
 σ
2
−k1 = 2g−1
σ g−1(σ − 1)g−1 .
Case 2. k ≥ 2g − 2.
We have to consider two different subcases.
Case 2a. V (H2) ⊈ V (H1).
There are

σ
2

choices for the list L(v) = {c1, c2}, so there are at most

σ
2

(σ − 1)k1−2 ways of
choosing the list assignment L forH1, so that it is L-alternating. There are thereafter atmost (σ−1)k2−1
choices for the colors of lists on vertices in V (H2) \ V (H1), so that H2 is L-alternating, given that H1 is
L-alternating. Since k = k1 + k2,
P[F is bad] ≤

σ
2

(σ − 1)k−3
σ
2
k = 2k−1σ k−1(σ − 1)2 .
Case 2b. V (H2) ⊆ V (H1).
Letvp be the secondvertex ofH2. By Lemma9,vp is distinct from the secondvertex ofH1 and c2 ∈ L(vp).
Since H1 is L-alternating and vp ∈ V (H1),
c2 ∈ L(vp−1) ∩ L(vp) or c2 ∈ L(vp+1) ∩ L(vp),
(unless vp is the second to last vertex of H1 and H1 is an ordered lollipop in which case c2 might be a
common color of the lists on the last two vertices inH1) and there are atmost

σ
2

2(σ−1)k1−3 choices
for the colors of the lists of vertices in H1, so that both H1 and H2 are L-alternating. Since k1 = k, the
probability that F is bad is therefore at mostσ
2

2(σ − 1)k1−3
σ
2
−k1 = 2k
σ k−1(σ − 1)2 .
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Case 3. g < k < 2g − 2.
By Lemma 9 (iv), H1 ∪ H2 is either a cycle or a θ-graph. If H1 ∪ H2 is a cycle, then Lemma 9 yields that
all vertices in H1 ∪ H2 have the same color list. Thus the probability that F is bad is then at mostσ
2
 σ
2
−k = 2k−1
σ k−1(σ − 1)k−1 ≤
2k−1
σ k−1(σ − 1)2g−k+1 .
Suppose instead that H1 ∪ H2 is a θ-graph and let P1, P2, P3 be the three internally-disjoint paths
between the vertices of degree three in H1 ∪ H2. By Lemma 9 (iv), all vertices in one of these paths
have the same color list. Suppose, for instance, that this path is P1. Lemma 8 yields |V (P1)| ≥ 2g − k.
Consider now the vertices in P2 and P3 of degree two. It is not hard to verify that there are not more
than 24(σ − 1)|V (P2∪P3)|−4 choices for the colors of the lists on the vertices of degree two in P2 and P3,
after that the color list for the vertices of P1 have been chosen. Since |V (P2 ∪ P3)| ≤ 2k − 2g + 2, it
follows that the probability that F is bad is at mostσ
2

24(σ − 1)2k−2g−2
σ
2
−k = 2k+3
σ k−1(σ − 1)2g−k+1 .
Case 4. k = 2g − 2 and g ≥ 6.
We have to consider several subcases. Throughout the proof we will assume that H1 is an ordered
cycle or an ordered lollipop on the vertices v, v2, v3, . . . , vk1 and that the vertices lie in that order
along H1. Since k = 2g − 2, H1 and H2 must have more common vertices than v. Let vp be the first
vertex of H2, except v, which is in H1.
Case 4a. V (H2) ⊈ V (H1) and the second vertex of H2 is in H1.
The conditions imply that vp is the second vertex of H2. Moreover, c2 ∈ L(vp) because H2 is
L-alternating with first color c2. Note also that vp ≠ v2, by Lemma 9. This yields that the colors of
the lists on vertices in H1 can be chosen in at most

σ
2

2(σ − 1)k1−3 ways. Since H2 is L-alternating,
there are thereafter at most (σ − 1)k2−1 ways of choosing the colors of the lists on the vertices in
V (H2) \ V (H1). We thus conclude that the probability that F is bad is at mostσ
2

2(σ − 1)k1−3(σ − 1)k2−1
σ
2
−k = 22g−2
σ 2g−3(σ − 1)3 .
Case 4b. V (H2) ⊈ V (H1) and the second vertex of H2 is not in H1.
We first consider the case when V (vpH2) ⊆ V (H1) ∪ V (H2vp). If E(vpH2) ⊆ E(H1), then H1 ∪ H2 is a
θ-graph and it follows similarly as in Case 3 that the probability that F is bad is at mostσ
2

24(σ − 1)2k−2g−2
σ
2
−k = 2k+3
σ k−1(σ − 1)2g−k+1 =
22g+1
σ 2g−3(σ − 1)3 .
Thus we may assume that H1 ∪ H2 is not a θ-graph and therefore there is an edge e = uw, which is
the first edge of vpH2 that is not in E(H1). Since H2 is L-alternating, L(u) ∩ L(w) ≠ ∅ and since g ≥ 6,
the distance between u andw in H1 ∪ H2 − e is at least 5. This implies that
• if u, w ∈ V (H1), then there are at most

σ
2

22(σ − 1)k1−3 ways of choosing the colors for the lists
on vertices in H1, so that it is L-alternating. Moreover, the colors of the lists of V (H2) \ V (H1) can
thereafter be chosen in at most (σ − 1)k2−1 ways;
• if u ∉ V (H1) or w ∉ V (H1), and |V (H2vp)| > 3, then we may first choose the colors of the lists
on the vertices of V (H1) in at most

σ
2

(σ − 1)k1−2 ways and thereafter the colors of the lists on
vertices in V (H2) \ V (H1) in at most 2(σ − 1)k2−2 ways;
• if u ∉ V (H1) or w ∉ V (H1), and |V (H2vp)| = 3, then k2 = 1 and it it easy to verify that there are
at most

σ
2

22(σ − 1)k1−3 choices for the lists on vertices in H1 and thereafter at most one choice
for the list on the vertex in V (H2) \ V (H1).
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In all cases the probability that F is bad is at mostσ
2

22(σ − 1)k−4
σ
2
−k = 22g−1
σ 2g−3(σ − 1)3 .
Consider now the case when V (vpH2) ⊈ V (H1) ∪ V (H2vp). As before, there are at most

σ
2

(σ −
1)k1−2 ways of choosing the lists for the vertices of H1. Since H2 is L-alternating, there are thereafter
at most (σ − 1)|V (H2vp)\{v,vp}|−1 ways of choosing the lists for the vertices in V (H2vp) \ {v, vp}. Let
U = V (H2) \ (V (H1)∪ V (H2vp)). There are, similarly as before, at most (σ − 1)|U|−1 ways of choosing
the lists for the vertices of U . Since k2 = |U| + |V (H2vp) \ {v, vp}|, we conclude that there are at most
σ
2

(σ − 1)k1−2(σ − 1)k2−2 ways of choosing the list assignment L for V (H1 ∪ H2) so that F is bad.
Consequently, the probability that F is bad is at mostσ
2

(σ − 1)k1+k2−4
σ
2
−k = 22g−3
σ 2g−3(σ − 1)3 .
Case 4c. V (H2) ⊆ V (H1) and H1 is an ordered cycle.
Suppose H1 = vv2 · · · vk1v. Since V (H2) ⊆ V (H1), vp is the second vertex of H2 and since H2 is
L-alternating with first color c2, c2 ∈ L(vp). By Lemma 9 (iii), vp ≠ v2. Suppose that vp = vk1 . We then
have L(vk1) = {c1, c2}, because the first color ofH1 is c1. If E(vpH2) ⊆ E(H1), thenH1∪H2 is a cycle, and
by Lemma 9 (iv), every vertex in H1 ∪ H2 has the list {c1, c2}. If, on the other hand, E(vpH2) ⊈ E(H1),
then let e = uw be the first edge of vpH2 that is not in E(H1). SinceH2 is L-alternating, L(u)∩L(w) ≠ ∅
and since g ≥ 6, the distance between u andw in H1 is at least 5. In both cases we may conclude that
there are at most

σ
2

22(σ − 1)k1−4 ways of choosing the lists on the vertices in H1 ∪ H2 so that F is
bad. Since k1 = k, we conclude that the probability that F is bad is at mostσ
2

22(σ − 1)k−4
σ
2
−k = 22g−1
σ 2g−3(σ − 1)3 .
Suppose now that vp ≠ vk. Then either c2 ∈ L(vp) ∩ L(vp−1) or c2 ∈ L(vp) ∩ L(vp+1). Moreover, if
E(vpH2) ⊆ E(H1), then H1 ∪ H2 is a θ-graph and by similar arguments as in Case 4b, we may assume
that E(vpH2) ⊈ E(H1). Then there is an edge e = uw, which is the first edge of vpH2 that is not in
E(H1). Similarly as above, it then follows that the number of ways of choosing the lists on the vertices
in H1 ∪H2 so that F is bad, is at most

σ
2

23(σ − 1)k1−4. Hence, the probability that F is bad is at mostσ
2

23(σ − 1)k−4
σ
2
−k = 22g
σ 2g−3(σ − 1)3 .
Case 4d. V (H2) ⊆ V (H1) and H1 is an ordered lollipop.
Suppose H1 = vv2 · · · vk1vj, where j ∈ {2, . . . , k− 2}. Similarly as in Case 4c, vp is the second vertex
of H2, c2 ∈ L(vp), and vp ≠ v2. Since k = 2g−2, p > j, because otherwise H1∪H2 contains two cycles
with at most one common vertex. A similar argument as in Case 4b and 4c now shows that we may
assume that E(vpH2) ⊈ E(H1). The rest of the proof in Case 4d goes along the same lines as the proof
in Case 4c. 
Lemma 14. Let G be a graph on n vertices with maximum degree bounded by some absolute constant ∆.
The number of proper pairs F = (H1,H2) on k vertices in G is at most n∆2(∆− 1)2k−4.
Proof. The first vertex of H1 and H2 can be chosen in at most n ways. After that, there are at most
∆(∆− 1)k−2 choices for the rest of H1 and similarly for H2. 
3. Graphs with odd girth
Let g be a fixed positive odd integer and G = G(n) a graph on n vertices with girth g andmaximum
degree bounded by some absolute constant ∆. Let C be our color set of size σ(n) and suppose that L
is a random (2,C)-list assignment for G.
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Proof of Theorem 4. By Lemma 9, it suffices to prove that if σ = ω(n1/(2g−2)), then with high
probability G does not contain a bad proper pair. We will use easy first moment calculations.
Let Xk be a random variable counting the number of bad proper pairs with k vertices in G and
let X = nk=g Xk. Lemma 13 gives an upper bound on the probability that a given proper pair
Fk = (H1,H2) on altogether k vertices in G is bad. Hence, we only need an estimate for the number
f (k) of proper pairs on k vertices in G in order to find an upper bound on E[X]. By Lemma 14,
f (k) ≤ n∆2(∆ − 1)2k−4. Let pk be the least number such that P[Fk is bad] ≤ pk, whenever Fk is a
proper pair on altogether k vertices in G. By Lemmas 13 and 14 we have
P[X > 0] ≤ E[X] ≤
n
k=g
f (k)pk
≤ n∆2(∆− 1)2g−4 2
g−1
σ g−1(σ − 1)g−1 +
2g−3
k=g+1
n∆2(∆− 1)2k−4 2
k+3
σ k−1(σ − 1)2g−k+1
+
n
k=2g−2
n∆2(∆− 1)2k−4 2
k
σ k−1(σ − 1)2
≤ n∆
223
σ g−1(σ − 1)g−1
2g−3
k=g
(∆− 1)2k−42k + n∆
2(∆− 1)4g−822g−2
σ 2g−3(σ − 1)2
∞
k=0

2(∆− 1)2
σ
k
= O

n
σ g−1(σ − 1)g−1

+ O

n
σ 2g−3(σ − 1)2
 ∞
k=0

2(∆− 1)2
σ
k
= o(1),
provided that σ = ω(n1/(2g−2)). 
We now prove that Theorem 4 is best possible in the sense that there are examples of graphs
J = J(n, g) with n vertices, bounded maximum degree and girth g , where g is any fixed odd integer,
such that if σ = o(n1/(2g−2)) and L is a random (2,C)-list assignment for J , then with high probability
J is not L-colorable. Our example is a trivial one. Simply let J consist of as many disjoint copies of the
cycle Cg with g vertices as possible, that is, J is the disjoint union of ng = ⌊ ng ⌋ copies C (1)g , . . . , C
(ng )
g
of Cg and one path D on n − gng vertices (possibly the empty graph if g divides n) disjoint from
C (1)g , . . . , C
(ng )
g . Clearly, D is 2-choosable. Consider a 2-list assignment L for Cg . It is easy to see that
if Cg is not L-colorable then each vertex of Cg has the same color list. Hence, if L′ is a random (2,C)-list
assignment for Cg , then
P[Cg is not L′ − colorable] =
σ
2
 σ
2
−g = 2g−1
σ g−1(σ − 1)g−1 .
Now, let L be a random (2,C)-list assignment for J . Since C (i)g and C
(j)
g are disjoint if i ≠ j, the events
that C (i)g and C
(j)
g are L-colorable are independent if i ≠ j. Hence, the probability that J is L-colorable is
1− 2
g−1
σ g−1(σ − 1)g−1
ng
≤ e−
2g−1
σg−1(σ−1)g−1 ng = o(1),
provided that σ = o(n1/(2g−2)).
4. Graphs with even girth
Let g be a fixed positive even integer and B = B(n) a graph on n vertices with girth g andmaximum
degree bounded by some absolute constant ∆. As usual, C is a set of colors of size σ(n) and L is a
random (2,C)-list assignment for B.
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Proof of Theorem 5. By Lemma 9, it suffices to prove that if σ = ω(n1/7) when g = 4, and
σ = ω(n1/2g) when g ≥ 6, then with high probability B does not contain a bad proper pair. We
will use easy first moment calculations.
When g is even, it follows from Lemma 13 that a bad proper pair contains at least g+1 vertices.We
first consider the case when g = 4. Let Xk be a random variable counting the number of bad proper
pairs in B on k vertices and let X = nk=5 Xk. Lemma 13 gives an upper bound on the probability
that a given proper pair Fk = (H1,H2) in B on k vertices is bad. Let f (k) be the number of proper
pairs in G on k vertices. As in the last section, Lemma 14 implies that f (k) ≤ n∆2(∆ − 1)2k−4. Let pk
be the least number such that P[Fk is bad] ≤ pk, whenever Fk is a proper pair on k vertices in B. By
Lemmas 13 and 14,
P[X > 0] ≤ E[X] ≤
n
k=5
f (k)pk
≤ n∆2(∆− 1)6 2
8
σ 4(σ − 1)4 +
n
k=6
n∆2(∆− 1)2k−4 2
k
σ k−1(σ − 1)2
= O

n
σ 4(σ − 1)4

+ O

n
σ 5(σ − 1)2
 ∞
k=0

2(∆− 1)2
σ
k
= o(1),
since σ = ω(n1/7).
We now deal with the case when g ≥ 6. So suppose that B has girth g ≥ 6 and let Yk be a random
variable counting the number of bad proper pairs in B on k vertices and let Y =nk=g+1 Yk. Let qk be
the least number such thatP[Fk is bad] ≤ qk, whenever Fk is a proper pair on k vertices in B. Proceeding
similarly as above and using Lemmas 13 and 14 we get
P[Y > 0] ≤ E[Y ] ≤
n
k=g+1
f (k)qk
≤
2g−3
k=g+1
n∆2(∆− 1)2k−4 2
k+3
σ k−1(σ − 1)2g−k+1 + n∆
2(∆− 1)4g−8 2
2g+1
σ 2g−3(σ − 1)3
+
n
k=2g−1
n∆2(∆− 1)2k−4 2
k
σ k−1(σ − 1)2
≤ n∆
2
σ g(σ − 1)g
2g−2
k=g+1
(∆− 1)2k−42k+3 + n∆
2(∆− 1)4g22g
σ 2g−2(σ − 1)2
∞
k=0

2(∆− 1)2
σ
k
= O

n
σ g(σ − 1)g

+ O

n
σ 2g−2(σ − 1)2
 ∞
k=0

2(∆− 1)2
σ
k
= o(1),
because σ = ω(n1/2g). 
We now prove that Theorem 5 is best possible and first deal with the case when g = 4.
Lemma 15. Let L be a random (2,C)-list assignment for the complete bipartite graph K3,3. Then the
probability that K3,3 is not L-colorable is at least

σ
5
 
σ
2
−6.
Proof. LetU = {u1, u2, u3} andV = {v1, v2, v3}be the partite sets ofK3,3. Define the 2-list assignment
L′ by setting L′(v1) = {c1, c2}, L′(v2) = {c3, c4}, L′(v3) = {c1, c5}, L′(u1) = {c1, c3}, L′(u2) = {c1, c4}
and L′(u3) = {c2, c5}. It is easy to verify that K3,3 is not L′-colorable. Since there are

σ
5

ways of
choosing the colors c1, . . . , c5 from C, the desired result follows. 
We define J = J(n, 4) to be the disjoint union of n6 = ⌊ n6⌋ copies K (1)3,3 , . . . , K (n6)3,3 of the complete
bipartite graph K3,3 and one graph Dwhich is an arbitrary subgraph of K3,3 with n−6n6 vertices. Let L
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be a random (2,C)-list assignment for J . Since the subgraphs of J that are copies ofK3,3 are disjoint, the
events that K (i)3,3 and K
(j)
3,3 are L-colorable are independent if i ≠ j. Hence, by Lemma 15 the probability
that J is L-colorable is at most
1−
σ
5
 σ
2
−6n6 ≤ e− (σ−2)(σ−3)(σ−4)265!σ5(σ−1)5 n6 = o(1),
provided that σ = o(n1/7).
Consider now the case when g ≥ 6. Let F be a graph consisting of four internally-disjoint paths
P1, P2, P3, P4, each ofwhich has length g/2 and the samepair of endpoints. Clearly F has 2g−2 vertices
and girth g . Let z1 and z2 be the vertices of degree four in F and suppose that
P1 = z1u1u2 · · · ug/2−1z2, P2 = z1v1v2 · · · vg/2−1z2
P3 = z1x1x2 · · · xg/2−1z2, P4 = z1y1y2 · · · yg/2−1z2.
Define the ordered cycles C1 and C2 by setting
C1 = P1(P2vg/2−1)−1 and C2 = P3(P4yg/2−1)−1.
Consider a 2-list assignment L for F with colors chosen from C, such that C1 and C2 are L-alternating,
and if L(z1) = {c1, c2}, then the first color of C1 is c1 and the first color of C2 is c2. It is easy to verify that
F is not L-colorable. In how many ways can we choose such a list assignment L? There are

σ
2

ways
of choosing the list for z1. After that, there are at least (σ − 2)(σ − 1)g−3 ways of choosing the lists on
the vertices of V (C1) \ {z1}, so that C1 is L-alternating. There are thereafter at least (σ −2)2(σ −1)g−6
ways of choosing the lists on the vertices in V (C2)\ {z1, z2}, so that C2 is L-alternating. Hence, we have
proved the following lemma.
Lemma 16. Let L be random (2,C)-list assignment for F . Then the probability that F is not L-colorable is
at leastσ
2

(σ − 2)3(σ − 1)2g−9
σ
2
2−2g = 22g−3(σ − 2)3
σ 2g−3(σ − 1)6 .
Now, define the graph J = J(n, g) by letting it be the disjoint union of ng = ⌊ n2g−2⌋ copies
F (1), . . . , F (ng ) of the graph F and one graph D, which is an arbitrary subgraph of F with n− (2g−2)ng
vertices. Let L be a random (2,C)-list assignment for J . Since the subgraphs of J that are copies of F
are disjoint, the events that F (i) and F (j) are L-colorable are independent if i ≠ j. Hence, by Lemma 16,
the probability that F is L-colorable is at most
1− 2
2g−3(σ − 2)3
σ 2g−3(σ − 1)6
ng
≤ e−
22g−3(σ−2)3
σ2g−3(σ−1)6 ng = o(1),
provided that σ = o(n1/2g).
The above examples show that Theorem 5 is best possible. Note that since g is even, the graph J
is bipartite, both in the case when g = 4 and in the case when g ≥ 6. Therefore, Theorem 5 is best
possible even if we restrict the class of considered graphs to bipartite graphs.
5. Complete graphs
Let Kn be the complete graph on n vertices. As usual, C is our color set of size σ(n). Consider
a random (2,C)-list assignment L for Kn. In order to prove Theorem 6 we will use the standard
uniform probability space of random graphsG(n,m). Wewill also need to consider the spaceG∗(n,m)
consisting of all multigraphs on n labeled vertices and m edges, and where each such multigraph is
equally likely. (Multigraph here means that multiple edges are allowed but loops are not.)
Wewill use the following reformulation of the original problem: Let L be a 2-list assignment for Kn,
where the colors of each list are chosen from C = {1, 2, . . . , σ }. Define the multigraph T = T (L) by
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letting C be its vertex set and include r copies of the edge cjck in E(T ) if and only if there are r vertices
v of Kn for which L(v) = {cj, ck}. If L is a random (2,C)-list assignment, that is, color lists are chosen
uniformly at random from all 2-subsets of C, then T is a random multigraph distributed as G∗(σ , n).
(Note that the equivalence of distributions of T and the random (2,C)-list assignment for Kn relies on
the vertices of Kn being unlabeled.) However, the expected number of pairs of multiple edges in T isσ
2
 σ
2
+ n− 3
n− 2
 σ
2
+ n− 1
n
−1
= O(1),
if σ = Θ(n). If we let Z be a random variable counting the number of pairs of multiple edges in T and
w(n) is a function tending arbitrarily slowly to infinity as n →∞, then
P[Z ≥ w(n)] → 0 as n →∞,
by Markov’s inequality. Since we are only interested in the asymptotic behavior of T , we may simply
ignore multiple edges and consider T distributed as G(σ , n).
Wewill now show that Kn has an L-coloring if and only if there is an orientationD of T (L), such that
no two arcs in D are oriented towards the same vertex. We call such an orientation an edge-injective
orientation.
Let D be an edge-injective orientation of T and let v be a vertex of Kn. The list L(v) = {c1, c2}
corresponds to an edge c1c2 in T . Suppose that the arc of D corresponding to c1c2 is oriented towards
c1 in D. Then we color v with the color c1. Since D is edge-injective, repeating this procedure for every
vertex of Kn will result in a (proper) L-coloring of Kn. Conversely, suppose that f is an L-coloring of Kn.
Then f also defines an orientation D of T in the following way: suppose that v is a vertex of Kn with
L(v) = {c1, c2} and f (v) = c1. Then e = c1c2 is the edge in T corresponding to v, and we include the
arc (c2, c1) in D. Since f is a proper coloring of V (Kn), we obtain an edge-injective orientation of T by
repeating this procedure for every vertex of Kn.
Now, note that a graph H has an edge-injective orientation if and only if each component of H is
either a tree or unicyclic. Hence, the following well-known theorem implies Theorem 6. See e.g. [3]
for a proof.
Theorem 17. Let G be a random graph distributed as G(n,m) and set
p(n) = P[All components of G are trees or unicyclic].
For any ϵ > 0,
p(n) =

o(1), m ≥

1
2
+ ϵ

n,
1− o(1), m ≤

1
2
− ϵ

n.
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