Abstract. Nested recursivetwo-level factorizationmethodsfor nine-pointdi erencematricesare analyzed. Somewhat similar in construction to multilevel methods for nite element matrices, these methods use recursive red-black orderings of the meshes, approximating the nine-point stencils by ve-point ones in the red points and then forming the reduced system explicitly. Because this Schur complement is again a nine-point matrix (on a skew grid this time), the process of approximating and factorizing can be applied anew. Progressing until a su ciently coarse grid has been reached, this procedure gives a multilevel preconditioner for the original matrix. Solving the levels in V -cycle order will not give an optimal order method (that is, with a total work proportional to the number of unknowns), but we show that using certain combinations of V -cycles and W -cycles will give methods of both optimal order of numbers of iterations and computational complexity.
1. Introduction. Recently the rst author and P.S. Vassilevski 7] , 6] have derived and analyzed algebraic multilevel iteration methods for nite element matrices, in particular for piecewise linear approximations. In the present paper we propose somewhat similar methods for nine-point di erence matrices. Because nine-point difference approximations can have a higher degree of approximation, while being just as easy to construct as ve-point approximations, it is of interest to have preconditioners based directly on the nine-point matrix. In fact, the method proposed in this paper is also directly applicable to ve-point di erence matrices.
The methods presented here di er from the methods proposed earlier in that, apart from the top level, they do not use coe cient matrices derived from the di erential operator. Instead, the Schur complement system of the previous level is used. This is possible because the factorization proposed ensures recursively a nine-point structure on each level. Namely, if a red-black ordering is imposed on the grid, and the nine-point stencil in the red points is suitably modi ed to a ve-point one, elimination of these red points will give a skew nine-point stencil on the black points. A fundamental property of this procedure is that the red points become mutually uncoupled, thus facilitating the solution of systems, and, indeed, enabling the explicit formation of the Schur complement.
Continuing this recursive factorization process until a su ciently coarse grid is obtained, we obtain a multilevel preconditioner which can be used in a conjugate gradient or other iterative method. For systems on the coarse grid one can for instance use a direct solution method. However, using the preconditioner as a simple V -cycle (descending to the coarsest grid during the forward solve, and ascending again to the nest grid in the back substitution) will not give spectral equivalence to the original matrix. We show that the relative condition number grows with the meshsize h as O(h ?q ) for some positive q. Therefore, we use the nested polynomial approximations proposed earlier. Each visit to a level then entails multiple visits to the next coarser level, thereby making the preconditioner into a general W-cycle.
More precisely we show that for polynomial degree = 2 the relative condi-tion number is O(1), but as the number of arithmetic operations grows linearly with the number of levels, the result is a method with computational complexity of order O(h ?2 log h ?1 ). Using alternately rst and second (or even third) degree polynomials, we show that a method of optimal order of computational complexity results. The optimality or close-to-optimality is also valid for problems with anisotropy, if the coe cients di er by a factor su ciently close to 1. The bilinear approximation then permits the ratio of the coe cients to be between 1=2 and 2, while the standard nine-point discretization allows values between 1=5 and 5. For other ranges the method will converge, but not with optimal order in general.
Earlier use of similar red-black orderings for ve-point di erence matrices can be found in 5] . The use of \intermediate" (i.e., skewed) grids has been described in 16] and in 9] and 14]. A method similar to the present one, but for nite element meshes using bisections of triangles, has been analyzed in 2]. A rst description of 5-point/9-point methods, but without analysis of the in uence of polynomials on the condition number, and not based on explicit use of the Schur complement, can be found in 1].
Beside the multilevel methods mentioned above in which standard nite element basis functions are used, there is the multilevel method using hierarchical basis functions 17]. However, in this method there is no use of nested polynomials, and the condition number grows slowly (O(log h)) for two-dimensional, or more rapidly (O(h ?1 )) for three-dimensional elliptic problems. A method based on Schur complements and several mesh levels has been used in 11]. Here also the nested recursive de nition of the preconditioners, which is essential for an optimal order method, was not used.
This paper proceeds as follows. In section 2 we present the preconditioner in matrix form; in section 3 we derive the actual coe cients involved. Section 4 gives an element matrix analysis of the preconditioner to arrive at the value of a certain series of constants k . A global analysis of the condition number is then given in section 5. Here we will show that a condition number of O(1) is attainable. Section 6 concerns itself with the computational complexity of the method. The result here is that for methods with a condition number of O(1) an optimum number of operations can also be attained. Finally, section 7 gives numerical tests and discussion. 2. Construction of the level k coe cient and preconditioning matrices.
The nested recursive factorization method resembles in some respects recursive twolevel methods proposed in 7], 6]. It di ers in the fact that, whereas the two-level methods use a nite element sti ness matrix on every level, the nested recursive factorization uses on each level the Schur-complement of the previous ( ner) level to generate the coe cient matrix on that level.
The nested recursive factorization can be described formally (that is, in terms of matrices, and without reference to stencils) as follows. Let some symmetric positive de nite coe cient matrix A (p) be given. Let for some value k p ? 1 the matrix
C E (where D and E are symmetric and positive de nite) be the coe cient matrix on level k+1. The coe cient matrix A (k) on the next level is formed as an approximation of the Schur complement S (k) = E ? CD ?1 C t 2 in such a way that for all vectors u there exist a k 2 (0; 1) such that 0 < k u t S (k) u u t A (k) u u t S (k) u: (1) The exact mechanics of this approximation are discussed in the next section. This recursive factorization is pursued until we arrive at a su ciently coarse level, say level 0, where direct solution with A(k) or S(k) becomes feasible.
We precondition A (k+1) by
where I stands generically for an identity matrix of the proper order, and Z (k) is an approximation to the Schur complement S (k) , de ned by
Here P = P (k) k is a polynomial of degree = k where the order zero term has coe cient 1. We will specify the choice of the polynomials in section 5; subscripts and superscripts k to indicate level-dependencies will be omitted when they are not needed.
We will see later on that, if we aim at preconditioned solution of a nine-point system, the matrix on the nest mesh is an S (k+1) -matrix. Alternatively, one could start out with a mixed ve/nine-point system. The matrix on the nest mesh is then an A (k+1) -matrix.
3. Recursive derivation of the level k coe cients. In the previous section we didn't mention the stencils involved in the S (k) and A (k) matrices; in particular, we left unspeci ed how the approximation of the Schur complement system S (k) by A (k) is performed. This will be discussed now. We may consider on each level a nine-point matrix S (k) to be given. A standard red-black structure is then imposed on the grid, the nine-point stencils are modi ed to ve-point stencils in the red points, and are left untouched in the black points. The resulting matrix is called A (k) . In the transition from this level to the next, the red points are eliminated; as we will show below, in the resulting Schur complement system S (k?1) the black points are then connected by a nine-point stencil but on a skew grid. Note that this Schur complement system is derived from exact factorization of A (k) ; factorization of S (k) would give rise to ll-in outside the nine-point stencil on the skew grid.
The coe cient matrix A (k?1) on the grid of the black points is again derived by imposing a red-black structure on these points, and modifying the stencils in the new red points in order to obtain ve-point connections. Eliminating the red points will then give nine-point stencils on a horizontal/vertical grid, which is the same structure that we had at the outset, but with di erent coe cients, and on a double distance grid. where y 1 6 = y 2 . Hence, the eigenvalues to the generalized eigenproblem are = 1 (twice) and = 2a + b a + b ; (4) the latter for a vector with y 1 6 = y 2 .
Changing a nine-point matrix into a ve-point matrix by the process of moving elements to the central node corresponds to subtracting a certain positive semi-de nite matrix, so from the positiveness of a and b at every level we conclude that the coefcient matrix A (k) and the Schur complement matrix S (k) derived from the previous level satisfy for all x: k x t S (k) x x t A (k) x x t S (k) x (5) where 4 shows that k = (a + b)=(2a + b); that is, k 2 (0:5; 1) for all levels k < p.
The estimates based on element matrices can be used for the global matrix since
if the global matrix is a Toeplitz form, or if we can identify the element that will give an upper bound for all elements.
Note that if the coe cient matrix on the nest level was a Toeplitz matrix, the matrices on the coarser levels need not be so. A simple calculation, however, shows that after an elimination step, for the elements along the boundary of the domain an even sharper bound than 4 holds. Therefore, inequalities of the form 5 hold on all levels of the factorization of a Toeplitz form, and the quantity k can be computed locally.
In fact, similar to the corresponding analysis in 7], 6], we nd that if we construct the nine-point stencil recursively from an initial coarse grid to ner levels, we can even permit the coe cients of the underlying elliptic di erential equation to be discontinuous on the elements of the coarsest grid. The quantity k can still be computed locally. The relation between k and the parameter k used in 7], 6], is k = 1 ? 2 k .
Hence, as an example, they are valid for the nine-point discretization of ?r ru = f in , where consists of four rectangular boxes with = i , i = 1; 2; 3; 4. In particular, they are valid for 4 = 1, which corresponds to a problem on an Lshaped domain, with Neumann-type boundary conditions in the interior boundary part of the`L'. Equation 5 could also have been derived in the following way. Consider the original nine-point matrix and its approximation by using a ve-point stencil in the red points. We will now calculate the value of k for the nest mesh (that is, at level k = p) for some nine-point stencils.
For the standard nine-point di erence stencil (which is of fourth order of approximation after suitable modi cation of the right-hand side) For the modi ed nine-point scheme 7 we obtain with b = 1 + 2 , a = 5 1 ? 2 , c = 0 that k 1=11 for all values of 1 and 2 . Unfortunately, the results in section 5 show that an optimal, or nearly optimal, method requires k 1=4.
A similarly modi ed bilinear scheme gives, with a = 2 1 so both a and c may increase during the factorization, but they remain bounded uniformly in the initial coe cients. In fact, in practice we often see them converging rather rapidly to 1. The analysis for the case a > c follows by interchanging a and c, and we can perform a similar analysis to the above for the spectral condition bounds on the skew levels. Another approach to obtaining nine-point schemes of positive type would be imaginable, namely to start out with the standard ve-point di erence scheme and let the method be based on the nine-point scheme of the Schur complement after elimination of the red points. For anisotropic problems, however, one then nds (with a = 1 , c = 2 , and b = 0) that on the nest mesh = min c a + c ; a a + c = minf 1 ; 2 g 1 + 2 :
Hence in this case the lower eigenvalue bound is not uniform in 1 and 2 .
11 5 . Estimation of the condition number. In this section we analyze the relative condition numbers of the coe cient matrix A (k) and the Schur complement matrix S (k) to the preconditioner M (k) on the k-th level. This is done by comparing the condition numbers on two consecutive levels and performing a limit analysis. Ultimately, we are interested in the condition number of M (p) relative to either A (p) or S (p) . As the latter two are related by the simple inequalities 1, we can look at either. We show that if the polynomial P in the preconditioner is taken, as a linear polynomial, the relative condition number increases with the meshsize h as h ?q , where q = log 2 ?1 ; 0:618. If a higher degree polynomial is taken the condition number can be reduced to O(1).
However, as per level only half of the points are eliminated, such higher degree polynomials do not give a preconditioner of an optimal order in the number of arithmetic operations. Therefore we also consider preconditioners alternately taking polynomials of rst and higher degrees; this will again lead to an O(1) condition number. In section 6 it is shown that such preconditioners have an optimal order of the number of arithmetic operations for polynomial degrees 2 and 3.
5.1. Analysis of optimal order. We begin by recalling that the preconditioner 
for version (ii):
Also we assume that P is chosen to have at least one zero in I k . For the further analysis we need the following basic lemma.
Lemma 5.1. The following relations between coe cient matrices and Schur complement matrices hold. 
with the lower and upper bounds satisfying
Proof. The assertions for version (i) follow trivially from the de nition of the polynomial. In order to obtain the bounds for version (ii), use in addition lemma 5.1, and note that for block vectors with a zero rst block component
which implies by the de nition of the polynomial that the lower bound doesn't exceed 1. Also, for any u 6 = 0
If u is such that P(u t A (k) u=u t M (k) u) = 0 (and note that we have required P to have a zero in I k ), then we nd u t S (k) u u t Z (k) u u t A (k) u u t Z (k) u = 1; which establishes that the upper bound is 1.
Investigation of u t S (k) u=u t Z (k) u gives us bounds for u t A (k+1) u=u t M (k+1) u: Proof. For the lower bound let = inf u u t S (k) u u t Z (k) u ; and note that lemma 5.2 shows that 1; using 11, the bound then follows from
where the last inequality follows from 1 and lemma 5.1.
For the upper bound we have to consider the two versions of the method separately. For version (i) equations 11 and 12 imply that u t M (k+1) u = u t A (k+1) u + u t 2 (Z (k) ? S (k) )u 2 u t A (k+1) u; for version (ii) let
and note that 1 by lemma 5.2. Now we have for all vectors u = (u 1 ; u 2 ), (1 ? )u t A (k+1) u (1 ? )u t 2 S (k) u 2 u t 2 (S (k) ? Z (k) )u 2 so u t M (k+1) u = u t A (k+1) u + u t 2 (Z (k) ? S (k) )u 2 u t A (k+1) u: Also in this case we have equality for the vectors u = (u 1 ; u 2 ) for which S (k) u 2 = A (k+1) u. Lemma 
u for all u 6 = 0, and lemma 5.1a.
We will now give the de nition of the polynomials P (k) k . The best approximation to zero on the interval I k among polynomials of degree satisfying 0 P (x) < 1 and P (0) = 1, is the shifted and scaled Chebyshev polynomial
where T ( where the quantities k satisfy the recurrence k = 1 ? P (k?1) k?1 ( k?1 ): Note that the above theorem is somewhat independent of the actual choice of the polynomials; the results hold for any polynomial such that its maximum in the interval I k is taken at the left boundary.
Also it is worthwhile to remark that there is an essential di erence in behaviour between polynomials of odd and even degree in that polynomials of even degree are very sensitive to estimates of the upper bound of I k . If we underestimate the upper bound, in both cases the condition P (x) 2 0; 1] is violated, but for polynomials of odd degree it gives P (x) < 0 which merely result in eigenvalues of M ?1 A greater than 1. For even degree polynomials, on the other hand, it gives P (x) > 1, leading to negative eigenvalues, so it may result in divergent methods. As ?1 k 1 + for some positive , the condition number grows geometrically with the number of levels. An upper bound for the number of iterations to achieve a certain 16 that is, a very small condition number. The condition numbers for the standard nine-point di erence stencils converge to the same limit and should be close to this.
Consider next preconditioners where on alternating levels polynomials of rst and higher degree are used; that is k = 1, and k+1 = 2 or k+1 = 3. For k+1 = 3 we have 5.2. Analysis of parameter-free polynomials . The previous section gave an analysis for the case where the polynomials P (k) k were optimized with respect to the quantities k and k . This of course presumes that these quantities are computable, which in general, and in particular for problems with strongly variable coe cients, may not be the case. In this section we will therefore suggest polynomials that do not require explicit knowledge of parameters. In particular, we will give an analysis of the quantities inf u u t A (k) u u t M (k) u ; sup u u t A (k) u u t M (k) u for several speci c classes of polynomials. Quantities u t S (k) u=u t M (k) u di er from these by at most a simple factor, as was shown in the previous section.
We start by considering separately polynomials of even and odd degree, where the latter are required to have degree 3. We will then consider the case = 1, and the use of mixed rst and higher degree polynomials.
Case I P(x) = (x ? ?1 ) for even.
In this case we show that the polynomial P assumes only values in (0; 1) for some value of > 1. Then lemma 5.5 applies, and we nd that if I k is such that for some k 2 Now use lemma 5.5 and the second half of the proof of lemma 5.4 to nd that also u t A (k+1) u u t M (k+1) u 2 1; k+1 ]: In order to show that the k 's converge if = 2 0 + 1 (for 0 > 0), we show that the recursion x 0 = 1; x k+1 = 1 ? (1 ? ?1 x k ) 3 19 has a xed point for su ciently close to 1. It is easily seen that, if this is the case, also for higher values of 0 a xed point exists. Elementary computation shows that this recurrence has a xed-point if 3 4 : As this condition is not met in practice, we choose such that a xed point is ensured. For constant values of k , = would be a convenient choice; in practice it su ces to take = 1=2. Note, however, that in the numerical tests on the Poisson problem even for = 1 the method converges in a number of iterations that is of optimal order, or close to it.
Case III P(x) = 1 ? x. The important observation in the case of P(x) = 1 ? x is that
so if k is such that for all u:
The lower bound of 1 carries over from the above analysis for polynomials of odd degree. Thus we nd in this case an (approximately) geometric increase of the condition number, and consequently an increase of the number of iterations inversely proportional to the meshwidth.
Case IV P(x) is of rst and higher degree on alternating levels.
It is shown in the previous section 6 that if second or third degree polynomials are only employed on every other level, the number of operations per preconditioner solve will be of the order of the number of unknowns. In order to show that the condition number O(1) can still be reached we have to extend the above analysis somewhat. Again we consider the cases of odd and even polynomials separately.
Assume that k is such that on level k + 1 we have P(x) = 1 ? x, while on level k the polynomial is of even degree. Let k and k be such that for all u:
and let the polynomial satisfy (1 ? P(x)); k+2 = ?1 k+1 :
An easy way to have condition 19 satis ed is to choose
where is a lower bound to all of the k s. Next let the polynomial be of odd degree on level k; speci cally, let
where 2 (0; 1]. We begin by assuming that = 1 is chosen. Our inductive assumption is for all u: does not have a xed-point for any value of , we will have to choose again an < 1.
In practice a value of = :5 is su cient. 
As was already remarked before, we choose for P a polynomial which can be written P ( We will now proceed to give operation counts for the solution of a system with preconditioners using combined ve-point/nine-point stencils and the elimination procedure described above. If we take N to denote the number of points on the nest mesh, at level p, we de ne N p = N, and the number of points N k on the mesh at level k equals (disregarding boundary e ects) N k = N=2 p?k :
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From the de nition 2 of the preconditioner and the algorithm to solve systems with Z (k) above, we nd that the number of operations ! k+1 needed to solve a system with M (k+1) can (for version (i)) be given by ! k+1 = 2 N k solve with D (k) twice + 2 4 N k multiply by C and C t + ! k + ( + 9( ? 1)) N k solve system with Z (k) = (5 + 1=2)N k+1 + ! k (Total)
For version (ii) we nd similarly ! k+1 = (4 + 3=2)N k+1 + ! k : These operation counts concern the number of multiplications. The number of additions is somewhat smaller. When the coe cients are locally constant, we can actually reduce the number of multiplications substantially, using a method of summations of di erences, or taking averages for the computation of matrix vector multiplications. For further details see 3]. However, in the interest of not presenting too many variations of our method, we do not give the corresponding work estimate here.
It is now easy to estimate the amount of work for various values of . Let the amount of work ! 0 at the coarsest level be given. As N k = N k+1 =2 we solve the recurrence for the amount of work ! k explicitly: N p + 3 p ! 0 for version (i); for version (ii) we nd somewhat smaller constants, except for = 1 when the methods coincide. Thus, for = 2 or larger the preconditioner can no longer be of optimal order of computational complexity.
As it is desirable to have polynomial degrees higher than 1 (see the analysis of the condition number in section 5), we shall propose a preconditioner that uses di erent polynomials on di erent levels.
In particular, let us consider a preconditioner which uses rst and either second or third degree polynomials on alternate levels. Let k be such that a rst degree polynomial is used on level k + 1. 7. Numerical tests. We have performed a number of problems, to test the optimality of the methods, to compare the Chebyshev polynomials and the parameter-free polynomials, and to investigate the sensitivity of the methods to anisotropy. The method used throughout is the conjugate gradient method with a multilevel preconditioner M with various degrees of polynomials, subject to a stopping criterion p g t M ?1 g < 10 ?10 where g is the residual. The starting vector was the zero vector and the solution of the di erential equation was u 1 throughout.
The coe cient matrix was derived from the nine-point di erence box. We have tested the Poisson problem, and the anisotropic problem ?u xx ? 100u yy = f on = (0; 1) 2 The coe cient matrix was a nine-point matrix (that is, an S (p) matrix) derived from the fourth order box nite di erence stencil, and the preconditioner was a version (i). The incomplete factorization was pursued all the way down to where the size of the system was 1, so the number of levels was p = 2dlog 2 h ?1 e.
Some observations:
For the methods with alternating rst and higher degree polynomials, it makes a di erence if the rst degree polynomial is taken on the axiparallel or the skew grid. It turns out that for the Chebyshev polynomials one has to take the axiparallel grid, but for the parameter-free polynomials it is better to take the skew grid for the rst degree polynomials. In both cases the numbers of iterations may di er, especially for the anisotropic problem, by a factor of 2 depending on which grid is taken. We have reported only the optimal number of iterations. For rst degree polynomials the method with the Chebyshev polynomials converges surprisingly slowly, to such an extent that for the anisotropic problem no convergence within the rst 100 iterations was reached for h ?1 > 20. The convergence speed for the parameter-free rst degree polynomials is probably due to an e ect of improved condition by underestimation of the upper bound of the spectrum, as was described above. When parameter-free polynomials of alternating degree are used on the anisotropic problem, the value of in the de nition of the polynomials is crucial. Although for the Poisson problem = 1 seems optimal with other values giving slightly more iterations, for anisotropic problems this gives a very slowly converging method. Taking = 1=2, on the other hand, gives, for third degree polynomials on every other level, satisfactory convergence speeds that are within a factor of 2 of those for the (optimal) Chebyshev polynomials.
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Numerical tests indicate that this value of = 1=2 su ces for most values of the anisotropy; only for the Poisson problem, performance slightly improves when = 1 is chosen. For parameter-free polynomials of the second degree, the choice of is crucial. It turned out not to be necessary to choose = max k ?1 k : about half to one third of that value su ced. The resulting numbers of iterations were within a factor of two from those of the methods with optimal polynomials. Choosing smaller led to divergent methods, and choosing it larger rapidly led to slower convergence. However, since no practical method for nding this optimal seems to exist, we have only given results for this variant for the Poisson problem where = 1 su ces. We start by giving in tables 1 and 2 the iteration counts on the Poisson problem. On this problem the \V -cycle" methods (polynomial degree 1) give numbers of iterations that seem to indicate a condition number of less than O(h ?1 ); the \W-cycle" methods (polynomial degree 2) give constant numbers of iterations, but using alternating rst and higher degree polynomials gives a slowly increasing number of iterations for the parameter-free polynomials. Table 2 : Numbers of iterations for the 5 = 9 di erence stencil on the Poisson problem using parameter-free polynomials.
As a prototype of a more di cult and thus more realistic problem, we consider the anisotropic problem ?u xx ? 100u yy = f:
Although we give the numbers of iterations for the Chebyshev polynomials of second and third degree on each level, these data, indicating that the preconditioner is spectrally equivalent in this case too, should be regarded as reference material only because of the high operation count per iteration.
Our interest then lies with the rst order methods, and those with rst and higher degree polynomials alternating. As already remarked above, however, using rst degree polynomials in a V -cycle method with Chebyshev polynomials gave a very slowly converging method, so these results were not reported.
For the methods with alternating degrees of polynomials, the tests show a reasonably slow increase in the numbers of iterations for the second and in particular third degree polynomials. The preconditioners with parameter-free polynomials converge in a number of iterations that stays within a factor 2 of the optimal number on the Chebyshev polynomials. Table 3 : Numbers of iterations for the 5 = 9 di erence stencil on the anisotropic problem.
Tests not reported here on problems with even stronger anisotropy, or with large discontinuities in the coe cients, show essentially the same behaviour, with numbers of iterations di ering not much from those given here.
Next we consider the e ciency of these methods compared to some incomplete block factorization preconditioners, namely the standard recursive incomplete line block preconditioner (denoted L r in 4] and INV C1 in 10]), and a vectorizable variant of this where series expansion of pivot blocks is used in the preconditioner solve (denoted INV V j in 15] and, more general, L x (p) in 4]). For the methods with alternating degree polynomials we use for the Poisson problem second degree polynomials, as for third degree the number of iterations is the same, but the number of operations is about twice as high; for the anisotropic problem, however, second degree polynomials give an increasing number of iterations, so we present then the gures for third degree polynomials. Table 4 : Numbers of iterations, condition number estimates, and operations=n 2 per PCG for multilevel and incomplete factorization preconditioners on the Poisson problem using Chebyshev polynomials.
First of all we notice with respect to scalar e ciency that it is hard to outperform the recursive preconditioner L r , especially as its performance improves with increasing anisotropy. Only for the Poisson problem is the multilevel preconditioner with = 1&2 more e cient for su ciently ne grids. On vector computers and parallel architectures, however, where a recursive preconditioner is less desirable, we have to compare the multilevel preconditioners to the vectorizable preconditioner L x . It is then apparent that, even for the anisotropic problem, for relatively coarse meshes multilevel preconditioners can be competitive with respect to scalar e ciency. The simple V -cycle method ( = 1) with parameter-free polynomials seems then preferable to W-cycle methods, as it has at most a slightly higher complexity on the Poisson problem, but a noticeably lower operation count on the anisotropic problem. Extrapolating the results for the anisotropic problem would lead us to expect that the W-cycle methods become more e cient only for grids with h ?1 > 600.
Note that solving a system with the multilevel preconditioner is vectorizable, as only diagonal systems need to solved. However, the sequence of grids presupposes that the architecture is capable of e cient gather/scatter.
It is only on massively parallel architectures that W-cycle methods are the uncontested winners with a number of iterations that is both lower than that of the V -cycle method, and constant or at most very slowly increasing.
In the last two tables estimates of the condition number of the preconditioned system are also given, based on parameters computed during the iterative process; see for instance 13] . Comparing for instance the incomplete factorization preconditioner L x (3) and the rst degree multilevel preconditioner on the anisotropic problem, we see that the latter has a higher condition number, but it converges faster. Thus these gures are not the best measure of the relative value of the methods. However, we do see that for the multilevel preconditioners the condition numbers are slowly growing for the rst degree methods, and almost constant for the higher degree ones. 8 . Conclusion. We have investigated multilevel preconditioners for self-adjoint nine-point di erence operators where the incompleteness of the preconditioner derives from replacing the nine-point stencil by a ve-point one on the red points of a redblack structure imposed on each grid. Each coarser grid consists then of the black points of the previous grid.
We have shown that if the grids are traversed using certain polynomials to obtain a general W-cycle{like method, it is possible to have a preconditioner that is both spectrally equivalent to the original matrix and has a number of operations that is proportional to the number of unknowns. As an added bonus, only systems with diagonal matrices need to be solved.
Such multilevel preconditioners can function competitively on vector machines if there is an e cient gather/scatter mechanism to overcome the increasing grid sizes. 27 On massively parallel architectures they can be extremely fast, involving no global synchronization and only local communications.
