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Abstract
We study the monodromy of meromorphic cyclic SL(n,C)-opers
on the Riemann sphere with a single pole. We prove that the mon-
odromy map, sending such an oper to its Stokes data, is an immersion
in the case where the order of the pole is an even multiple of n. To do
this, we develop a method based on the work of M. Jimbo, T. Miwa,
and K. Ueno from the theory of isomonodromic deformations. Specif-
ically, we introduce a system of equations that is equivalent to the
isomonodromy equations of Jimbo-Miwa-Ueno, but which is adapted
to the decomposition of the Lie algebra sl(n,C) as a direct sum of irre-
ducible representations of sl(2,C). Using properties of some structure
constants for sl(n,C) to analyze this system of equations, we show
that deformations of certain families of cyclic SL(n,C)-opers on the
Riemann sphere with a single pole are never infinitesimally isomon-
odromic.
1 Introduction
In this paper, we study the monodromy of meromorphic cyclic SL(n,C)-
opers over the Riemann sphere, which are flat meromorphic connections on
a trivial vector bundle generalizing the linear ordinary differential equation
y(n) − φy = 0 (1)
where φ is a meromorphic function. We will focus on the case where φ is a
polynomial of positive degree. In this case, (1) has an irregular singularity at
infinity. The monodromy of this equation is defined in terms of asymptotic
expansions of local solutions near infinity. For n ≥ 2, the monodromy at
infinity is described by the Stokes phenomenon, which refers to the behavior
of certain fundamental solutions of a differential equation with an irregular
singularity after analytic continuation. This phenomenon was first noticed
by G.G. Stokes and later formalized by G.D. Birkhoff (see [13], section 15).
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The Stokes phenomenon, which we review in Section 2, plays an im-
portant role in the irregular Riemann-Hilbert correspondence, sometimes
also called the Riemann-Hilbert-Birkhoff correspondence (see [5] for a nice
survey on this topic more general than that given here). The irregular
Riemann-Hilbert correspondence gives a map, called the monodromy map
or Riemann-Hilbert map. This map assigns to a flat irregular connection on
a holomorphic vector bundle over a punctured Riemann surface a tuple of
change of basis matrices, called the Stokes data of the connection, relating
certain horizontal local trivializations. Two gauge equivalent connections
have the same Stokes data. The space of equivalence classes of flat connec-
tions is commonly known as the deRahm space and the monodromy map
takes values in a space known as the Betti space.
In this paper we work with irregular connections on a trivial vector
bundle over the Riemann sphere with a single pole of fixed order. We add
a marking, defined in Section 3, to such connections and denote by MdR
the deRham space, which we define as gauge equivalence classes of marked
connections. The relevant Betti space is
MB = {(S1, . . . , S2k−2) ∈ (U+ × U−)
k−1|S1S2 · · ·S2k−2 ∈ T}
where U+ and U− are the subgroups of SL(n,C) of upper, respectively lower,
triangular unipotent matrices, k is a positive integer, and T is the subgroup
of diagonal matrices. Denote the monodromy map, sending an irregular
connection to its Stokes data, by ν. We give the precise definition in Section
3 and note that ν descends to a map on the quotient of MdR by automor-
phisms of the bundle over automorphisms of the base fixing the pole.
In Section 4, we restrict our attention to meromorphic cyclic SL(n,C)-
opers on the Riemann sphere with a single pole. These are connections
which correspond to matrix differential equations of the form
∂
∂z
Y = AY
where the matrix function A(z) has the form
A =

0 1 0 . . . 0
0 1 0
...
. . .
...
0 1 0
0 0 1
p 0 . . . 0

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where p is a polynomial. Let d = deg p and assume d ≥ 2. We consider
the set of opers on the Riemann sphere arising from such equations. The
group Aut(C) = {z 7→ az + b} of affine transformations of the plane acts
on this set and under this action, there is a distinguished normalization of
such opers. We define Pn,d to be the set of such normalized opers. This is
an affine space modeled on the vector space of polynomials of degree d− 2.
We describe, in Section 4, how to define the Stokes data of an element of
Pn,d and having done so define the monodromy map for mermorphic cyclic
opers on the Riemann sphere with a single pole, which we also denote by ν.
The main result is then:
Theorem A. If d = 2kn for some positive integer k, then the monodromy
map
ν : Pn,d →MB
is a holomorphic immersion.
Our strategy of proof is as follows. In [9], M. Jimbo, T. Miwa, and
K. Ueno give necessary and sufficient criteria that the Stokes data of a given
differential equation stay constant as the equation is deformed. Explicitly,
they consider a family of differential equations on the complex plane
∂
∂z
Y (z, t) = A(z, t)Y (z, t)
where A(z, t) is a rational matrix valued function in the variable z, varying
in a parameter t. They show that the Stokes data of this system is constant
in t if and only if there exists a matrix valued function Ω(z, t), rational in z
with the same poles as A(z, t), satisfying the differential equation
∂
∂z
Ω =
∂
∂t
A+ [A,Ω]. (2)
Here [·, ·] is the Lie bracket, or matrix commutator. Using this, we show
that a tangent vector A˙ is in the kernel of dν at a point in Pn,d if and only
if there exists a polynomial matrix valued function Ω : C → End(Cn) such
that
dΩ
dz
= A˙+ [A,Ω]. (3)
This result is given in Section 4. In Section 6, we show that (3) reduces to a
system of n− 1 ordinary differential equations for the coefficients of Ω using
the structure of sl(n,C) as an sl(2,C)-module, which is described in Sec-
tion 5. We then argue that this system can have no non-trivial polynomial
solutions using degree considerations.
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The reader should note that equation (1) has been extensively studied
in the case n = 2 and, in that case, is known as the Schwarzian equation.
In fact, for n = 2, Theorem A follows from a more general theorem due to
I. Bakken. In [2], Bakken proves that the map ν is an immersion without
any restrictions on the degree of p. In that paper, the Stokes data are given
by tuples of asymptotic values. Recently, in [6], P. Boalch made explicit the
interpretation of Bakken’s theorem in terms of Stokes data, showing that the
space of asymptotic values considered by Bakken is (explicitly) algebraically
isomorphic to a Betti space of the type considered in this paper.
Bakken was a student of Y. Sibuya, who contributed extensively to the
study of the Stokes phenomenon. In particular, the book [12] is dedicated
to the study of the monodromy of equation (1) for n = 2 and φ a polyno-
mial. The work of Sibuya and Bakken was motivated in part by the work
of R. Nevanlinna, especially the paper [11], on functions with polynomial
Schwarzian derivative.
Acknowledgements: This paper is a revised version of the author’s PhD
thesis. The author would like to thank his advisor David Dumas for his
guidance. Also, thanks to Irina Nenciu, Steven Rayan, Julius Ross, and
Laura Schaposnik for their support and comments. The author would like
to thank Philip Boalch and also Davide Masoero for clarifying remarks and
for introducing the author to several papers important to the present article.
Finally, thanks go to Fre´de´ric Paulin for hosting the author in Orsay during
a very enlightening week in March 2017 in which many fruitful conversations
were had which ultimately led to this paper. This work was partially sup-
ported by U.S. National Science Foundation grants DMS 1107452, 1107263,
1107367 “RNMS: Geometric Structures and Representation Varieties (the
GEAR Network).”
2 The Stokes Phenomenon
In this section we review the Stokes phenomenon in order to define the space
of Stokes data, the Betti space. Most of the notation and terminology given
here is taken from [4].
A meromorphic connection on a rank n vector bundle V on a Riemann
surface is defined by a choice of effective divisor D, prescribing the position
and order of poles, as a C-linear map
∇ : V → V ⊗K(D)
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satisfying the Leibniz rule:
∇(fs) = df ⊗ s+ f∇s.
Here, we identify V with its sheaf of local sections and K(D) is the sheaf of
meromorphic 1-forms with poles along D. Given a local coordinate z and a
frame for V we can write
∇ = d−A(z)dz (4)
where A is a gl(n,C) valued meromorphic function. The matrix of 1-forms
A(z)dz is called a local connection form. A matrix valued function Y (z)
satisfying the linear ordinary differential equation
d
dz
Y −A(z)Y = 0 (5)
and whose columns are linearly independent is called a fundamental solution
of (5) or, equivalently, a horizontal local trivialization of ∇.
If we choose a coordinate z vanishing at a pole then we can write A(z)
as
A(z) = z−k
∞∑
j=0
Ajz
j (6)
in a z-disk of some radius. If A0 is not nilpotent and k ≥ 2, both of these
conditions being independent of local coordinate, then (5) has an irregu-
lar singularity at the pole. A meromorphic connection with an irregular
singularity is called an irregular connection.
In the special case where A0 has distinct eigenvalues, there is an algebraic
procedure to produce a unique formal solution to (5) (see for example [13],
Section 11, or [4], Appendix B). Then we have a theorem, attributed to
G.D. Birkhoff, giving the existence of holomorphic fundamental solutions in
sectors based at z = 0 which have asymptotic series representation given by
this formal solution. Before stating the theorem we must give the following
definition.
Definition 1. [13] Let f(z) be a complex valued function defined on a set
S ⊆ C with 0 as an accumulation point. Let
fˆ =
∞∑
j=0
cjz
j ∈ C[[z]]
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be a formal power series. We write f ∼ fˆ or say f has asymptotic series
representation fˆ as z → 0 in S if for all m ≥ 0 we have
z−m
f(z)− m∑
j=0
cjz
j
→ 0
as z → 0 in S.
Note that fˆ ∈ C[[z]], the ring of formal power series in z. In this paper,
a “hat” will indicate that a symbol is such a formal series. Writing Y ∼ Ẑ
for Y a matrix valued function and Ẑ ∈ GL(n,C[[z]]) means that the entries
of Y have asymptotic series representation given by the respective entries of
Ẑ, each of which is a formal power series. We denote by dẐ/dz the series
obtained from Ẑ via term by term differentiation.
Theorem 2. [13] Assume, with notation as above, that A0 has distinct
eigenvalues λ1, . . . λn and k ≥ 2. There exists a formal matrix Ŷ ∈ GL(n,C[[z]])
with scalar term the identity, Ŷ (0) = In, a diagonal scalar matrix Λ and a
diagonal matrix valued polynomial function Q in the variable z−1 of degree
k−1 with no constant term and with most singular term 1k−1diag(λ1, . . . , λn)
such that
d
dz
Ŷ = AŶ − Ŷ
(
d
dz
Q+ Λz−1
)
.
Moreover, let S be an open sector based at 0 of interior angle less than
or equal to π/(k − 1). Then there exists a fundamental solution Y to (5),
holomorphic on S, satisfying
Y ∼ Ŷ zΛ exp(Q) as z → 0 in S. (7)
For details see [13], Chapter 4. The right hand side of (7) should be
thought of as a power series representing the product of the formal series
Ŷ ∈ GL(n,C[[z]]) with the function zΛ exp(Q) which is holomorphic on a
slit plane (corresponding to a choice of logarithm).
The key point is that the formal solution Ŷ zΛ exp(Q) is independent of
the choice of sector, thus providing a canonical way of describing solutions in
a neighborhood of the pole. In more modern terminology, what this theorem
says is that a meromorphic connection ∇ with local form given by (4) where
A0 has distinct eigenvalues is formally gauge equivalent in a neighborhood
of an irregular singularity to one with connection form
A0(z)dz = dQ+ Λz−1 dz. (8)
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Explicitly, we define an action of the group GL(n,C[[z]]) on the set of
meromorphic connections on trivial bundles over CP1 as follows. Given
a meromorphic connection ∇ = d − A(z)dz and a formal transformation
F̂ ∈ GL(n,C[[z]]), define the action by (F̂ ,∇) 7→ F̂ [∇] = d− F̂ [A]dz where
F̂ [A] =
(
dF̂
dz
F̂−1 + F̂AF̂−1
)
.
Following [4], we call F̂ a formal gauge transformation and we say that two
connections d − A1(z)dz and d − A2(z)dz are formally gauge equivalent if
there exists an F̂ such that F̂ [A1] = A2.
Now, it is straightforward to check that if Ŷ is the formal series defined
in Theorem 2, then Ŷ [A0] = A, where A0 is as defined in (8). We call Q
the irregular type, and Λ the exponent of formal monodromy of the given
connection. These data are all local; they depend on the pole position and
order.
Definition 3. We call a connection to which Theorem 2 applies a semisimple
irregular connection.
Theorem 2 gives us a detailed understanding of how solutions to (5) are
forced to change as they are analytically continued along paths near irregular
singularities. This is called the Stokes phenomenon and it gives rise to the
notion of monodromy studied in this paper which we now describe, closely
following [4]. From Theorem 2, we have Q = 1k−1diag(q1, . . . , qn) where
each qi is a polynomial in z
−1 of degree k− 1 with no constant term. Write
qi = λiz
−k+1 + . . . .
Definition 4. [4] An anti-Stokes direction at 0 for the system (5) is a d ∈ S1
such that for all z ∈ C with arg(z) = d and for some i 6= j we have
(λi − λj)/z
k−1 ∈ R<0. (9)
Note that the set of all anti-Stokes directions is invariant under rotation
by π/(k − 1). It then follows that to determine the total number r of anti-
Stokes directions we need only consider a sector of internal angle π/(k− 1),
in which there are at most
(n
2
)
= n(n − 1)/2 anti-Stokes rays. Also, note
that r is divisible by 2(k − 1).
We now wish to order the anti-Stokes directions so that we can describe
sectors where a canonical choice of solution to (5) can be made. To do
this, we choose a small sector based at the origin which contains no anti-
Stokes directions. Then, consider a circular path about the origin, oriented
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counterclockwise, based a point within the sector. As we follow the path,
we encounter a first anti-Stokes direction d1. Continuing to follow the path
we eventually meet every anti-Stokes direction and label each as it is crossed
until we have ordered all the anti-Stokes directions as d1, . . . , dr. Thus, if we
were to continue this procedure, we must have dr+1 = d1 and so the index
of the anti-Stokes directions will be taken modulo r.
Define the ith Stokes sector at 0 to be
Secti = Sect(di, di+1) = {z ∈ C|di < arg(z) < di+1}.
Then define the ith supersector to be
Ŝecti = Sect
(
di −
π
2(k − 1)
, di+1 +
π
2(k − 1)
)
Then we have the following result.
Proposition 5. [4] In each Secti there is a unique choice of invertible holo-
morphic fundamental solution Φi of (5) which, upon analytic continuation
to Ŝecti, has asymptotic series representation as z → 0 in Ŝecti given by the
formal solution of Theorem 2; that is as z goes to 0 in Ŝecti we have
Φi(z) ∼ Ŷ z
Λ exp(Q).
Definition 6. [4] We call Φi the canonical fundamental solution of (5) on
Secti. Note that this depends on a labeling of the anti-Stokes directions and
a choice of log z.
The number of canonical fundamental solutions is equal to the number
of anti-Stokes directions r; there is one associated to each supersector. As
above, the index i is to be taken mod r. Thus, in particular we have Φ0 = Φr.
Next, Φi and Φi+1 are both fundamental solutions of (5) which extend
to fundamental solutions on the intersection Ŝecti ∩ Ŝecti+1. With this, for
1 ≤ i ≤ r − 1 define
Ki+1 = Φ
−1
i+1Φi (10)
and
K1 = Φ
−1
1 Φr exp(−2πiΛ).
We call Ki the i
th Stokes factor. See for example [4] (of course), but also
[13] section 15, or [3].
Next, let U+, U− be the upper, respectively, lower triangular unipotent
subgroups of SL(n,C). Then we have:
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Proposition 7. [4] Choose a labeling of anti-Stokes directions as above and
write r = (2k − 2)ℓ for some positive integer ℓ. Then there is a unique
permutation matrix P ∈ GL(n,C) such that for i ≥ 1, the multiplication
map
Stodiℓ(A
0)× · · · × Stod(i−1)ℓ+1 → GL(n,C);
(Kiℓ, . . . ,K(i−1)ℓ+1) 7→ P
−1Kiℓ · · ·K(i−1)ℓ+1P
is a diffeomorphism onto U+ or U− depending on whether i is odd or even,
respectively.
Definition 8. [4] The ith Stokes matrix is the ℓ-fold product of Stokes
factors appearing in Proposition 7:
Si = Kiℓ · · ·K(i−1)ℓ+1.
Lemma 9. [4] For 1 ≤ i ≤ 2(k − 1) the fundamental solution Φiℓ can be
analytically continued to Sect(i+1)ℓ and in that sector we have
Φiℓ = Φ(i+1)ℓSi+1,
unless i = 2(k−1) in which case we have Φ(2k−2)ℓ = ΦℓS1 exp(2πiΛ). More-
over, the monodromy of the system (5) around a simple closed loop about
z = 0 is conjugate to the product
S2k−2S2k−3 · · ·S2S1 exp(2πiΛ).
The behavior described in Lemma 9 is what is usually referred to as the
Stokes phenomenon.
In summary, given the differential equation (5) where we assume that
the matrix valued function A(z) has germ at a pole with most singular term
A0, a diagonal matrix with distinct eigenvalues, we have the associated
monodromy data consisting of tuples of Stokes matrices (S1, S2, . . . , S2k−2),
where P−1SiP ∈ U± for some permutation matrix P , and the exponent of
formal monodromy Λ. In the special case of a semi-simple irregular con-
nection on a vector bundle on the Riemann sphere with only a single pole,
the Stokes matrices along with the exponent of formal monodromy are the
only monodromy data we need to consider1. As the monodromy about a
1One should be careful as there is little consistency in terminology across the literature.
The terms Stokes matrix, Stokes factor, Stokes multiplier, etc. are all used in different
contexts and often refer to similar but different constructions. We have chosen to follow
[4], as it gives a very comprehensive and modern treatment of the many perspectives on
the Stokes phenomenon. In the case of multiple poles, we have the Stokes matrices and
exponent of formal monodromy, as defined above, at each pole plus a set of connection
matrices relating fundamental solutions at different poles.
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contractible loop must be equal to the identity, we obtain the following
restriction on the data which we consider:
S2(k−1) · · · S1 exp(2πiΛ) = In. (11)
Also, it follows from the residue theorem for Riemann surfaces that
0 = Tr(Λ). (12)
3 The Monodromy Map and Isomonodromic De-
formations
In this section we restrict our attention to irregular connections on a trivial
vector bundle over the complex projective line CP1, which we identify with
the Riemann sphere. We fix a trivial rank n vector bundle V on CP1, a point
x0 ∈ CP
1, and an integer k ≥ 2. We define a marked pair as a tuple (∇, v)
consisting of a semisimple irregular connection on V with a single pole at
x0 of order k and a non-zero vector v ∈ Tx0CP
1 which is not an anti-Stokes
direction2. With the choice of v we can order the Stokes sectors, as above,
so that v is interior to one of the Stokes sectors and subsequent sectors are
met by counterclockwise rotation about the pole. This induces an ordering
on the Stokes matrices. By the conventions of Section 2, v will belong to
the last Stokes sector Sectr = Sect0.
Define the deRham moduli space MdR as the set of equivalence classes
of marked pairs under the following equivalence relation. First, if v and v′
are interior to the same Stokes sector then we identify the pairs (∇, v) and
(∇, v′). Second, if g is a gauge transformation for V , i.e. a fiber preserving
automorphism of V , or equivalently, an automorphism of V over the identity
on CP1, then g acts on a marked pair by
g.(∇, v) = (g[∇], v)
where g[∇]s = g∇(g−1s) for a section s of V . MdR is the set of equivalence
classes of marked pairs under this action by holomorphic g.
A point [(∇, v)] ∈ MdR determines a tuple of monodromy data
(S1, . . . , S2k−2,Λ)
2Previously we defined an anti-Stokes direction as an element of the circle S1. Here,
when we say that a non-zero tangent vector v is not an anti-Stokes direction, what we
mean is that the associated element v/|v| of S1 is not an anti-Stokes direction.
10
satisfying (11) and (12) where the ordering of the Stokes matrices is deter-
mined by the choice of v. For ease of notation, we will sometimes write
simply ∇ for a point inMdR, identifying an equivalence class with a chosen
representative and suppressing the vector v.
Now, we define the Betti moduli space as
MB =
{
(S1, . . . , S2k−2)
∣∣∣S2k−2 · · · S1 ∈ T}
where T ⊂ SL(n,C) is the set of n× n diagonal matrices of determinant 1.
Then we have a map, called the monodromy map,
ν :MdR →MB ,
which is a holomorphic map of complex manifolds taking a connection to its
Stokes data.
It is important to note at this point that the monodromy map descends
to a map on the quotient ofMdR by the group Aut(V, x0) of automorphisms
of V over automorphisms of CP1 which fix x0, acting onMdR as follows. If Ψ
is an automorphism of V over ψ, where ψ ∈ Aut(CP1) satisfies ψ(x0) = x0,
then we define
Ψ.[(∇, v)] = [(Ψ[∇], dψx0v)],
where Ψ[∇]s = Ψ∇(Ψ−1s) for a section s of V . If we define
M′dR =MdR/Aut(V, x0),
then we can define
ν :M′dR →MB
exactly as above. To see that this makes sense, note that under that action
of Ψ the canonical solutions Φi for ∇ are mapped to ΨΦi and so it follows
from (10) that the Stokes matrices are left invariant. Moreover, dψx0 simply
rotates the anti-Stokes directions, leaving the ordering of the Stokes matrices
invariant. Thus, the map ν descends to a well defined map on M′dR. We
will return to this point in section 4.
Furthermore, if we let X be the space of irregular types of semisimple
irregular connections on V with a single pole of order k at x0, thenMdR has
the structure of a flat fiber bundle over X. The restriction of ν to a fiber is
a submersion and biholomorphism onto its image in MB (see [4], Corollary
4.13). This fact is one of a number of similar theorems commonly known
as the irregular Riemann-Hilbert correspondence (sometimes also called the
Riemann-Hilbert-Birkhoff correspondence).
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Definition 10. We call a submanifold N ⊂ MdR isomonodromic if ν re-
stricted to N is locally constant. Or, equivalently, N is isomonodromic if it
is tangent to the distribution ker dν.
The goal of this paper is to prove that the monodromy map ν, restricted
to a particular family of irregular connections on a trivial bundle on CP1
with a single pole, is an immersion. To do this we apply a result of Jimbo,
Miwa, and Ueno from [9] which gives a criterion that a family of irregular
connections on CP1 be isomonodromic. Specifically, they prove that a family
being isomonodromic is equivalent to the existence of a certain rational
solution χ ∈ H0(End(V )) to the differential equation
∂
∂z
χ =
∂
∂t
A+ [A,χ] (13)
where A(t, z) is a family of rational matrix valued functions of z varying
holomorphically in a parameter t ∈ X, the space of irregular types. To
prove Theorem A, we analyze this equation evaluated at a point (replacing
∂
∂tA with A˙ ∈ T∇MdR for some fixed ∇).
We take a brief aside now to discuss the notion of infinitesimally isomon-
odromic families in the general setting. Consider the trivial vector bundle
C × Cn on C and let A be the space of flat connections. We define a map
Ω : TA→ H0(End(Cn)) as follows. Given (∇0, A˙) ∈ TA, consider a smooth
family of connections ∇t : (−ε, ε)→ A with velocity vector A˙, i.e.
∂
∂t
∇t
∣∣∣∣
t=0
= A˙.
Let Yt : C→ GL(n,C) be a smoothly varying family of ∇t-trivializing gauge
transformations (i.e. fundamental solutions), uniquely determined for each
t by imposing the initial conditions Yt(1) =Mt, and define
Ω(∇0, A˙,M0, M˙ ) = Y˙ Y
−1
0
where Y˙ = ∂∂tYt
∣∣
t=0
and similarly for M˙ . Write ∇0 = d + A(z)dz. Then
Ω(∇0, A˙,M0, M˙ ) is the unique solution to the linear ordinary differential
equation
∂
∂z
χ = A˙+ [A,χ] (14)
with initial condition χ(1) = M˙M−10 . By construction, Ω(∇0, A˙,M0, M˙ ) is
smooth wherever ∇0 is smooth. Note that
Ω(∇0, A˙,M0, M˙) = Ω(∇0, A˙, In, M˙M
−1
0 ).
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Thus, to simplify notation, write Ω(∇0, A˙,M) = Ω(∇0, A˙, In,M) for the
unique solution to (14) with initial condition χ(1) =M .
Theorem 11. [9] Let ∇0 ∈ MdR and A˙ ∈ T∇0MdR be given. Assume that
the exponent of formal monodromy Λ0 of ∇0 is constant to first order in the
direction A˙. Then, the Stokes matrices of ∇0 at a pole p ∈ CP
1 are constant
to first order in the direction A˙ or, equivalently, A˙ ∈ ker d∇0ν if and only if
there exists an M such that Ω(∇0, A˙,M) has only a pole at p.
4 Monodromy of Meromorphic Cyclic Opers
Definition 12. An SL(n,C)-oper on a Riemann surfaceX is a triple (V,F ,∇)
consisting of a holomorphic bundle V , a filtration F = {Vi} of V , 0 = V0 ⊂
V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn = V , and a holomorphic connection ∇ inducing the
trivial connection on detV such that
i) ∇(Vi) ⊂ Vi+1 ⊗K
ii) for 1 ≤ i ≤ n − 1 there is an isomorphism Vi/Vi−1 → (Vi+1/Vi) ⊗K
induced by ∇.
Given a vector bundle V , a connection and filtration satisfying (i) and (ii)
is called an oper structure.
Given a coordinate chart z, an SL(n,C)-oper connection is gauge equiv-
alent to a unique connection of the form:
d−

0 1 0
0 1 0
. . .
0 1 0
0 1
Qn Qn−1 . . . Q2 0

dz (15)
where Qj is a holomorphic function (see [7]).
Definition 13. A cyclic SL(n,C)-oper is an SL(n,C)-oper that in any local
coordinate z corresponds to a connection of the form (15) with Qn−1 = · · · =
13
Q2 = 0. That is, one with connection
d−

0 1 0
0 1 0
. . .
0 1 0
0 1
Q 0 . . . 0

dz. (16)
This definition first appeared in [1] and was motivated by the definition
of cyclic Higgs bundles (which we will not discuss here).
There is a bijective correspondence between SL(n,C)-opers and the Hitchin
base
Hn =
n⊕
i=2
H0(X,Ki).
(See [14]). Cyclic SL(n,C)-opers correspond to tuples of the form
(0, . . . , 0, φn) ∈ Hn
where φn = Qdz
n in the coordinate z and Q is as in (16). In particular, the
function Q transforms as an n-differential under change of coordinates.
We wish to study meromorphic cyclic SL(n,C)-opers on CP1. We define
a meromorphic oper by replacing the bundle K with K(D), for some effec-
tive divisor D, in definition 12. It turns out that the bundle V is uniquely
determined up to isomorphism by the condition that it admits an oper struc-
ture and that V = Jn−1(K
1−n
2 ), the bundle of n − 1 jets of sections of the
bundle K
1−n
2 . This requires a choice of square root, or spin structure, of the
canonical bundle (see [7]). On the Riemann sphere, there is a unique choice
of spin structure, and in particular K1/2 = O(−1). Moreover, one can show
that Jn−1(K
1−n
2 ) is trivial on CP1.
In this paper, we consider the case of meromorphic cyclic SL(n,C)-opers
on CP1 with only a single pole. Choosing a coordinate so that the pole
corresponds to the point at infinity, such an oper connection corresponds to
a choice of polynomial n-differential. That is, we consider Q = p where p is
a polynomial of degree d. Composing with the coordinate chart z 7→ 1/z to
place the pole at 0, the oper connection (16) gives a connection with a pole
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of order d+ 2n at 0 of the form
d−

0 1 0
0 1 0
...
. . .
0 1 0
0 0 1
p(1/z)z−2n 0 . . . 0

dz. (17)
The system of ordinary differential equations given by (16) then corre-
sponds to the nth order differential equation mentioned in the introduction:
y(n) − py = 0. (18)
As previously noted, in the case n = 2, (18) is known as the Schwarzian
equation and has been extensively studied. If p(z) = z then equation (18) is
the Airy equation; while in the case p(z) = z2 + c, it is the Hermite-Weber
equation (see [13]). In [12], Y. Sibuya gives a comprehensive treatment of
equation (18) in the case n = 2 and for p an arbitrary polynomial with a
particular emphasis on asymptotic analysis and the Stokes phenomenon.
From now on, we assume that d = 2kn for some positive integer k.
Then the oper connection given by (16), with Q = p a polynomial of
degree d, is gauge equivalent, via the diagonal gauge transformation g =
diag(z(n+1−2j)k|1 ≤ j ≤ n), to one of the form
∇0 = g[∇] = d− z
k
 ∞∑
j=0
Ajz
−j
 dz, (19)
where A0 has distinct eigenvalues. That is, ∇0 is a semi-simple irregular
connection on the oper bundle V = Jn−1(K
1−n
2 ). Note that the gauge
transformation g is holomorphic on the punctured plane C∗ and only de-
pends on the degree d of the polynomial p. In particular, g does not depend
on the coefficients of p.
We define a marked cyclic oper to be a pair (∇, v) where ∇ is a cyclic
oper connection and (∇0, v) is a marked pair, i.e. v is not an anti-Stokes
direction for ∇0. We then define the Stokes data of (∇, v) as the Stokes
data given by [(∇0, v)] ∈ MdR.
Next, we note that we can change coordinates by an affine transformation
z 7→ az + b for a, b ∈ C, a 6= 0 so that p becomes monic and trace zero, i.e.
for some coefficients c0, c1, . . . , cd−2 ∈ C we can write
p(z) = zd + cd−2z
d−2 + · · ·+ c1z + c0.
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In fact, there are exactly d+ n choices of a ∈ C∗ for such a transformation,
differing from one another by multiplication of a by (d+n)th roots of unity.
We denote by Aut(C) the group of affine transformations of the plane and
we identify this with the group of automorphisms of CP1 fixing the pole at
infinity.
Applying such a transformation, the coefficient of the most singular term
in (19) is
A0 =

0 1 0 . . . 0
0 0 1 0 . . . 0
...
. . .
0 1 0
0 0 1
1 0 . . . 0

,
which has eigenvalues λj = ζ
j for 0 ≤ j ≤ n − 1 where ζ is some primitive
nth root of unity. Using this normalization, we can compute the anti-Stokes
directions for the connection ∇0. All monic polynomials give the same
Stokes sectors at infinity, which are the sectors{
(2j − 1)
2n(k + 1)
π < arg
(
1
z
)
<
(2j + 1)
2n(k + 1)
π
∣∣∣ j ∈ Z}
if n is odd, and{
j
n(k + 1)
π < arg
(
1
z
)
<
(j + 1)
n(k + 1)
π
∣∣∣ j ∈ Z}
if n is even. The thing to notice is that for n odd, one Stokes sector is always
symmetric about the positive real axis, while if n is even then the positive
real axis lies along an anti-Stokes direction.
With this observation, let us set
Sect0 =
{
−
π
2n(k + 1)
< arg
(
1
z
)
<
π
2n(k + 1)
}
if n is odd, and
Sect0 =
{
0 < arg
(
1
z
)
<
π
n(k + 1)
}
if n is even. Then we have Sectj = e
π
√
−1j
n(k+1)Sect0 for 0 ≤ j ≤ 2n(k+1)−1. This
choice corresponds to the marking (∇, v0) where∇ is a cyclic oper connection
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corresponding to a monic polynomial n-differential of degree d = 2kn and the
direction given by v0 is e
π
√
−1
4n(k+1) , for example. We call this choice of labeling
of the Stokes sectors the canonical normalization of the oper connection ∇.
Having specified a marked cyclic oper (∇, v), there is only one value of
a ∈ C∗ so that the action of the transformation z 7→ az + b on (∇, v) is
equivalent to (∇, v0) (in the sense that av and v0 both belong to Sect0).
Thus, given a meromorphic cyclic oper corresponding to an n-differential
pdzn where, p is a polynomial of degree d = 2kn, there is a unique element
of the Aut(C) orbit which gives a canonical normalization. This gives a
bijection between the Aut(C) equivalence classes of marked cyclic opers
with a single pole of order 2n(k + 1) and the set of canonically normalized
pairs (∇, v0), where ∇ corresponds to a monic, trace zero polynomial n-
differential of degree d = 2kn and v0 is chosen as above. Denote the latter
set by Pn,d. Then we have a map, which we will refer to as the monodromy
map for cyclic opers and denote by the same symbol ν as the monodromy
map for semi-simple irregular connections,
ν : Pn,d →MB
defined by ν(∇, v) = ν([∇0, v]), where the right hand side is as defined in
Section 3.
Recall, that ν descends to a map on the spaceM′dR of equivalence classes
of marked pairs under the action of the group of bundle automorphisms over
automorphisms of CP1 which fix the point at infinity. The set Pn,d is a
convenient slice for the subset of M′dR represented by cyclic opers because
it has a natural affine structure modeled on the space of all polynomials
of degree d − 2. (Recall that we have assumed that d = 2kn and so, in
particular, we have d ≥ 2.) We will henceforth simply denote a point in
Pn,d by ∇ and the corresponding Stokes data by ν(∇).
Thus, fixing a connection ∇ ∈ Pn,d, a tangent vector at ∇ corresponds
to a matrix A˙ =
(
0
p˙
)
where p˙ is an arbitrary polynomial of degree d− 2.
Theorem A is equivalent to the statement that A˙ ∈ ker d∇ν if and only
if A˙ = 0. The next proposition gives a necessary and sufficient criterion,
similar to that of Theorem 11, that A˙ ∈ ker d∇ν.
Proposition 14. Fix ∇ ∈ Pn,d where d = 2kn and consider a tangent vector
A˙ ∈ T∇Pn,d. Then A˙ ∈ ker d∇ν if and only if there exists a polynomial
matrix valued function Ω : C→ End(Cn) such that
∂
∂z
Ω = A˙+ [A,Ω].
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Proof. We wish to apply Theorem 11. With notation as above write ∇0 =
d+ B(z)dz. By definition, ν(∇) = ν(∇0) and so A˙ ∈ ker d∇ν if and only if
B˙ = gA˙g−1 ∈ ker d∇0ν. Theorem 11 says that this is the case if and only
if there exists a matrix M such that the function Ω(∇0, B˙,M) has only a
pole at ∞. Recall that Ω(∇0, B˙,M) is the unique solution to the ordinary
differential equation
∂
∂z
χ = B˙ + [B,χ]. (20)
satisfying the initial condition
χ(1) =M.
Recalling that B = ∂g∂z g
−1 + gAg−1, we find that χ = g−1Ω(∇0, B˙,M)g is
the unique solution to the equation
∂
∂z
χ = A˙+ [A,χ] (21)
satisfying the initial condition χ(1) = g(1)−1Mg(1). That is, we have
Ω(∇, A˙, g(1)−1Mg(1)) = g−1Ω(∇0, B˙,M)g. (22)
The right hand side of this equation has a pole at ∞; thus, so does the left
hand side. But, by construction, Ω(∇, A˙, g(1)−1Mg(1)) is holomorphic on
C. That is, Ω = Ω(∇, A˙, g(1)−1Mg(1)) is a polynomial function of z.
5 Representation Theory of sl(2,C)
In this section we briefly review some standard representation theory which
will be put to use in the next section. While the exposition given here is
our own, the majority of this material can be found in standard texts such
as [8]. However, the last result given in this section, Lemma 21, is specific
to our method.
We begin with the fact that sl(2,C) has a unique irreducible representa-
tion of each dimension described as follows. Let V = C2 with the standard
action of sl(2,C). For n ≥ 2 the n-dimensional irreducible representation is
Vn = Σ
n−1V , where ΣkV is the kth symmetric tensor power of V .
This induces an action of sl(2,C) on Cn (by identifying Cn with Vn) and
a Lie algebra homomorphism σn : sl(2,C) → sl(n,C). Then, composing
with the adjoint representation of sl(n,C),
sl(2,C)
σn−→ sl(n,C)
ad
−→ End(sl(n,C)),
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we have realized sl(n,C) as a representation of sl(2,C) and it therefore
decomposes into a direct sum of irreducible representations. The following
theorem and the construction to follow is implicitly given in [10].
Theorem 15. As an sl(2,C)-module,
sl(n,C) ∼=
n−1⊕
i=1
V2i+1.
We now describe a basis for sl(n,C) adapted to this direct sum decom-
position. Let {e, f, h} be the usual basis of sl(2,C) satisfying the Serre
relations. Then one can show by direct computation that
σn(e) =

0 1 0
0 2 0
. . .
0 n− 2 0
0 n− 1
0

,
σn(f) =

0
n− 1 0
0 n− 2 0
. . .
0 2 0
0 1 0

,
and
σn(h) =

n− 1
n− 3
. . .
−(n− 3)
−(n− 1)

Definition 16. With notation as above, define
e˜ = σn(e), f˜ = σn(f), h˜ = σn(h).
Now, denote by S(i) the 2i-eigenspace of adh˜. Concretely, S(i) is the
subset of matrices whose only non-zero entries lie in the ith off-diagonal.
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Thus, S(0) is the subset of diagonal matrices. For positive i, S(i) is the
subset of matrices whose only non-zero entries lie in the ith super-diagonal
and for negative i, S(i) is the subset of matrices whose only non-zero entries
lie in the ith sub-diagonal.
We record the next result as a lemma for its importance in what follows.
The proof is by direct computation.
Lemma 17. For 1 ≤ i ≤ n − 1, there is a unique element fi ∈ sl(n,C)
which is in the intersection of S(−i) with the kernel of the map adf˜ and
whose only non-zero coefficients are positive integers, the least of which is
1. Each fi is a lowest weight vector of weight −2i for the action of sl(2,C)
on sl(n,C).
For example, f1 = f˜ and fn−1 is the matrix whose only non-zero entry
is a 1 in the bottom left corner, i.e. the entry in row n, column 1:
fn−1 =

0 0 . . . 0
0 0 . . . 0
. . .
0 0 . . . 0
1 0 . . . 0

Now, for 1 ≤ i ≤ n− 1 and −i ≤ j ≤ i, define
vi,j = (ade˜)
i+jfi.
Then, one observes that vi,j ∈ S(j). Furthermore, note that vi,−i = fi and
vi,j+1 = ade˜(vi,j) while adf˜ (vi,j) is a multiple of vi,j−1 (see Lemma 20 below).
More generally, for integers j and ℓ such that −(n − 1) ≤ j + ℓ ≤ n− 1 we
have [vi,j, vk,ℓ] ∈ S(j + ℓ).
Lemma 18. For fixed i, we have an isomorphism of sl(2,C)-modules
V2i+1 ∼= span{vi,j | −i ≤ j ≤ i}.
Proof. The set {vi,j} span a subspace of dimension 2i + 1 of sl(n,C) which
is invariant under the action of sl(2,C). It is irreducible by the theory of
highest weight vectors.
In the proof of Theorem A we will need to understand the linear map
adfn−1 : sl(n,C)→ sl(n,C)
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in terms of the basis {vi,j}. The first thing to observe is that adfn−1 maps
S(j) to S(j − (n − 1)). In particular, if j < 0 then [fn−1, vi,j] = 0. We can
also note that, since the vi,j are integer valued matrices, the coefficients of
the matrix representing adfn−1 in this basis will be rational numbers. These
coefficients are known as structure constants. The next two lemmas describe
properties of these structure constants which will be put to use in the proof
of Theorem A.
Remark 19. In general, given a basis {xi} for a complex Lie algebra a,
the structure constants for a relative to the basis {xi} are defined by the
equation
[xi, xj ] =
∑
ci,jk xk.
For an arbitrary basis, the structure constants ci,jk are complex numbers
which must satisfy certain conditions required by the Jacobi identity.
In our case however, for the Lie algebra sl(n,C) with the basis {vi,j|1 ≤
i ≤ n− 1,−i ≤ j ≤ i} we have
[vi,j, vk,ℓ] =
∑
ci,j,k,ℓm vm,j+ℓ
for some ci,j,k,ℓm ∈ Q. Below, we analyze the structure constants relevant to
computing the maps adf˜ = [f˜ , ·] and adfn−1 = [fn−1, ·] in the basis {vi,j}.
Lemma 20. Define ai,j ∈ Q by the condition
adf˜ (vi,j) = ai,jvi,j−1.
Then, ai,j = (i + j)(i − j + 1). In particular, for −i + 1 ≤ j ≤ i, we have
ai,j > 0.
Proof. We proceed by induction. First, since vi,−i ∈ ker adf˜ we find that
adf˜ (vi,−i+1) = [f˜ , vi,−i+1]
= [f˜ , [e˜, vi,−i]]
= [vi,−i, [e˜, f˜ ]]
= −[h˜, vi,−i]
= 2ivi,−i.
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So, ai,−i+1 = 2i.
Now, suppose the claim holds for j > −i + 1. Then, recalling that
[e˜, f˜ ] = h˜ and that vi,j is a 2j-eigenvector for the map adh˜ = [h˜, ·], we have
[f˜ , vi,j+1] = [f˜ , [e˜, vi,j ]]
= [e˜, [f˜ , vi,j ]] + [vi,j, [e˜, f˜ ]]
= ai,j[e˜, vi,j−1]− [h˜, vi,j ]
= (ai,j − 2j)vi,j .
This shows that ai,j+1 = ai,j − 2j and so, by the inductive hypothesis, we
have
ai,j+1 = (i+ j)(i − j + 1)− 2j = (i+ j + 1)(i− j).
The next lemma contains all the information necessary for the proof of
Theorem A.
Lemma 21. Let 0 ≤ k ≤ j ≤ n− 1 but k 6= n− 1. Write
[fn−1, vn−1−k,n−1−j] =
n−1∑
i=max(1,j)
ci,j,kvi,−j (23)
for some rational numbers ci,j,k. Then for fixed i and k, if ci,k,k 6= 0 then
for all j such that k ≤ j ≤ i we have that ci,j,k is non-zero and has the same
sign as ci,k,k.
Before giving the proof, let us consider an example which will be put to
use in the next section. In the case i = n − 1 and k = n − 2, we can show
that cn−1,n−1,n−2 = 2(n − 1) and cn−1,n−2,n−2 = 2 as follows. Noting that
v1,0 = h˜ and v1,1 = −2e˜, we have
[fn−1, v1,0] = [vn−1,−(n−1), h˜]
= 2(n − 1)vn−1,−(n−1)
and
[fn−1, v1,1] = [vn−1,−(n−1),−2e˜]
= 2vn−1,−(n−2).
This computation also shows that cn−2,n−2,n−2 = 0 but we will not use this
fact.
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Proof. First, observe that fn−1 ∈ ker adf˜ and f˜ ∈ ker adfn−1 . In particular,
with the Jacobi identity, this implies that adfn−1 ◦ adf˜ = adf˜ ◦ adfn−1 .
Now, let j0 = max(1, j). For 0 ≤ j ≤ n− 2 we have
an−1−k,n−1−j[fn−1, vn−1−k,n−1−(j+1)] = [fn−1, [f˜ , vn−1−k,n−1−j]]
= [f˜ , [fn−1, vn−1−k,n−1−j]]
=
n−1∑
i=j0
ci,j,k[f˜ , vi,−j]
=
n−1∑
i=j0
ci,j,kai,−jvi,−j−1. (24)
Also,
[fn−1, vn−1−k,n−1−(j+1)] =
n−1∑
i=j+1
ci,j+1,kvi,−j−1 (25)
Then linear independence of the vi,j with (24) and (25) together imply that
ci,j+1,k =
ai,−j
an−1−k,n−1−j
ci,j,k.
It then follows by induction that
ci,j+1,k =
(
j∏
ℓ=k
ai,−ℓ
an−1−k,n−1−ℓ
)
ci,k,k.
In particular, as ai,ℓ > 0 for 1 ≤ i ≤ n − 1 and −i+ 1 ≤ ℓ ≤ i, if ci,k,k 6= 0
then ci,j,k 6= 0 and has the same sign as ci,k,k for k ≤ j ≤ i.
6 Proof of Theorem A
As in Section 4, let Pn,d denote the space of (canonically normalized) mero-
morphic cyclic SL(n,C)-opers on CP1 with a single pole. An element ∇ ∈
Pn,d is locally equivalent to
d−

0 1 0
0 1 0
. . .
0 1 0
0 1
p 0 . . . 0

dz
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where p is a polynomial of degree d.
Such a connection is gauge equivalent, using a constant gauge trans-
formation, to one with connection form given by A˜ = e˜ + cpfn−1, where
c is a non-zero constant. Thus, without loss of generality, we assume
A = e˜ + pfn−1. A choice of tangent vector A˙ amounts to a choice of poly-
nomial p˙ of degree strictly less than deg p− 1.
With this notation the isomonodromy equation of Proposition 14 be-
comes
dΩ
dz
= p˙fn−1 + [e˜,Ω] + p[fn−1,Ω] (26)
We write
Ω =
n−1∑
i=1
i∑
j=−i
ωi,jvi,j
where the vi,j are as defined in section 5. Then, equation (26) is equivalent
to a system of n2− 1 first order scalar differential equations. There are four
cases corresponding to the values of j:
ω′i,j = ωi,j−1, j ≥ 1; (27)
ω′i,−j = ωi,−j−1 + p
j∑
k=0
ci,j,kωn−1−k,n−1−j, 0 ≤ j < i ≤ n− 1. (28)
ω′i,−i = p
i∑
k=0
ci,i,kωn−1−k,n−1−i, 0 < i < n− 1. (29)
ω′n−1,−(n−1) = p˙+ p
n−2∑
k=0
cn−1,n−1,kωn−1−k,0. (30)
In the equations above the ci,j,k ∈ Q are as defined in Lemma 21. We now
argue that this system reduces to a system of n− 1 higher order differential
equations for just the ωi,i.
To do this we will make use of the following notation. Given two k times
differentiable functions f and g, we define the symbol Wk(f, g) to be any
arbitrary linear combination of derivatives of f and g of the form
k∑
j=0
cjf
(k−j)g(j) (31)
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where the coefficients cj are all non-negative real numbers at least one of
which is non-zero. We call Wk(f, g) a weight k expression in f and g. In the
argument below, the weight k expression Wk(f, g) may denote a different
linear combination each time it appears, as the coefficients cj may change.
Also, note that
d
dz
Wk(f, g) =Wk+1(f, g) (32)
and observe that if f and g are non-zero polynomials, one of which is of
degree ≥ k, then
degWk(f, g) = deg f + deg g − k.
Let us further denote by W ′k(f, g) any expression of the form (31) with
non-negative coefficients but allowing for the possibility that all are 0. Thus,
for non-zero polynomials f and g, one of which is of degree≥ k, an expression
W ′k(f, g) is either a non-zero polynomial of degree deg f + deg g − k or the
zero polynomial. Also, equation (32) holds replacing Wk and Wk+1 by W
′
k
and W ′k+1, respectively.
The next proposition shows that the n2−1 equations (27) - (30) reduce to
n− 1 equations given in terms of ωi,i for 1 ≤ i ≤ n− 1 with a special form.
This proposition and the lemma to follow imply that the isomonodromy
equation for meromorphic cyclic opers with a single pole has no non-trivial
polynomial solutions. The key step is an application of Lemma 21 which
will allow us to turn a W ′ expression into a W expression.
Proposition 22. For 1 ≤ i ≤ n − 2, consider the integers j such that
ci,j,j 6= 0. Let mi ≤ i be the number of such integers and enumerate them in
decreasing order, denoting them by ji,ℓ for 1 ≤ ℓ ≤ mi such that i ≥ ji,1 >
ji,2 > · · · > ji,mi ≥ 0. Then, the (2i+1) derivative of ωi,i is a sum of weight
expressions in p and ωn−1−ji,ℓ,n−1−ji,ℓ; specifically
ω
(2i+1)
i,i =
mi∑
ℓ=1
±Wi−ji,ℓ(p, ωn−1−ji,ℓ,n−1−ji,ℓ).
For the case i = n− 1, we have jn−1,1 = n− 2 and
ω
(2n−1)
n−1,n−1 = p˙+W1(p, ω1,1) +
mn−1∑
ℓ=2
±Wn−1−jn−1,ℓ(p, ωn−1−jn−1,ℓ,n−1−jn−1,ℓ).
Proof. From equations (27) and (28) we have
ω
(i+1)
i,i = ω
′
i,0 = ωi,−1 + ci,0,0pωn−1,n−1. (33)
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We now differentiate i− 1 more times, applying equations (27) and (28), to
give an expression for ω
(2i)
i,i . Let us give the next two steps to demonstrate
how the inductive argument works. First, differentiating (33) gives
ω
(i+2)
i,i = ω
′
i,−1 + ci,0,0(pω
′
n−1,n−1 + p
′ωn−1,n−1)
= ωi,−2 + ci,1,1pωn−2,n−2 + ci,1,0pωn−1,n−2 + ci,0,0(pω
′
n−1,n−1 + p
′ωn−1,n−1)
= ωi,−2 + ci,1,1pωn−2,n−2 + (ci,1,0 + ci,0,0)pω
′
n−1,n−1 + ci,0,0p
′ωn−1,n−1.
By Lemma 21, ci,1,0 and ci,0,0 are either both 0 or both non-zero and have
the same sign. Thus, we may write
ω
(i+2)
i,i = ωi,−2 + ci,1,1pωn−2,n−2 ±W
′
1(p, ωn−1,n−1). (34)
The next step is similar. Differentiating (34) gives
ω
(i+3)
i,i = ω
′
i,−2 + ci,1,1(p
′ωn−2,n−2 + pω
′
n−2,n−2)±W
′
2(p, ωn−1,n−1)
= ωi,−3 + ci,2,2pωn−3,n−3 + ci,2,1pωn−2,n−3 + ci,2,0pωn−1,n−3
+ ci,1,1(p
′ωn−2,n−2 + pω
′
n−2,n−2)±W
′
2(p, ωn−1,n−1)
= ωi,−3 + ci,2,2pωn−3,n−3 + ci,2,1pω
′
n−2,n−2 + ci,2,0pω
′′
n−1,n−1
+ ci,1,1(p
′ωn−2,n−2 + pω
′
n−2,n−2)±W
′
2(p, ωn−1,n−1).
The weight 2 expressionW ′2(p, ωn−1,n−1) above is 0 unless ci,0,0 6= 0, in which
case ci,2,0 is also non-zero and has the same sign as ci,0,0 by Lemma 21. Also
by Lemma 21, ci,2,1 and ci,1,1 are either both 0 or both non-zero with the
same sign. Thus, we can write
ω
(i+3)
i,i = ωi,−3 + ci,2,2pωn−3,n−3 ±W
′
1(p, ωn−2,n−2)±W
′
2(p, ωn−1,n−1).
Continuing in this way, it follows by induction that
ω
(2i)
i,i = ωi,−i + ci,i−1,i−1pωn−i,n−i +
i−2∑
k=0
±W ′i−k−1(p, ωn−1−k,n−1−k)
Differentiating once more gives
ω
(2i+1)
i,i = ω
′
i,−i + ci,i−1,i−1(pω
′
n−i,n−i + p
′ωn−i,n−i)
+
i−2∑
k=0
±W ′i−k(p, ωn−1−k,n−1−k). (35)
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It is important to note here that the expression W ′i−k(p, ωn−1−k,n−1−k) is 0
unless ci,k,k 6= 0.
Next, from equation (29) we have
ω′i,−i = ci,i,ipωn−1−i,n−1−i + p
i−1∑
k=0
ci,i,kωn−1−k,n−1−i (36)
for 1 ≤ i ≤ n− 2. Here, observe that for 0 ≤ k ≤ j ≤ n− 1 but k 6= n − 1,
equation (27) gives
ω
(j−k)
n−1−k,n−1−k = ωn−1−k,n−1−j. (37)
With this, equation (36) becomes
ω′i,−i = ci,i,ipωn−1−i,n−1−i + p
i−1∑
k=0
ci,i,kω
(i−k)
n−1−k,n−1−k
= ci,i,ipω
′
n−1−i,n−1−i +
i−1∑
k=0
±W ′i−k(p, ωn−1−k,n−1−k). (38)
Substituting (38) into (35), we have
ω
(2i+1)
i,i =ci,i,ipωn−1−i,n−1−i + (ci,i,i−1 + ci,i−1,i−1)pω
′
n−i,n−i (39)
+ ci,i−1,i−1p
′ωn−i,n−i +
i−2∑
k=0
±W ′i−k(p, ωn−1−k,n−1−k).
Again using Lemma 21, we find that (39) can be written
ω
(2i+1)
i,i =
i∑
k=0
±W ′i−k(p, ωn−1−k,n−1−k). (40)
Now, as was noted above, the expression W ′i−k(p, ωn−1−k,n−1−k) appearing
in (40) is 0 unless ci,k,k 6= 0. As in the statement of the proposition, define
a decreasing sequence (ji,ℓ)
mi
ℓ=1 such that i ≥ ji,1 > ji,2 > · · · > ji,mi ≥ 0 and
ci,ji,ℓ,ji,ℓ 6= 0. Then (40) becomes
ω
(2i+1)
i,i =
mi∑
ℓ=1
±Wi−ji,ℓ(p, ωn−1−ji,ℓ,n−1−ji,ℓ)
and the proof is complete for the case 1 ≤ i ≤ n− 2.
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For i = n− 1, we use equation (30) and (37) to get
ω′n−1,−(n−1) = p˙+ cn−1,n−1,n−2pω1,0 + p
n−3∑
k=0
cn−1,n−1,kωn−1−k,0
= p˙+ cn−1,n−1,n−2pω
′
1,1 ±
n−3∑
k=0
W ′n−1−k(p, ωn−1−k,n−1−k).
Substituting this into (35) and applying the observation that cn−1,n−2,n−2 =
2 6= 0 completes the proof.
Lemma 23. The system described in Proposition 22 has no non-trivial poly-
nomial solutions if deg p˙ < deg p− 1.
Proof. Suppose polynomial solutions exist and let d0 = max(degωi,i). Then,
for 1 ≤ i ≤ n− 2, we have
ω
(2i+1)
i,i =
mi∑
ℓ=1
±Wi−ji,ℓ(p, ωn−1−ji,ℓ,n−1−ji,ℓ)
by Proposition 22. Assuming degωn−1−ji,1,n−1−ji,1 = d0 we have
d0 − (2i+ 1) ≥ degω
(2i+1)
i,i = deg p+ d0 − i+ ji,1.
This is a contradiction. Thus, degωn−1−ji,1,n−1−ji,1 < d0.
Assume now that we have shown that degωn−1−ji,ℓ,n−1−ji,ℓ < d0 for
1 ≤ ℓ ≤ k − 1. Then, if degωn−1−ji,k,n−1−ji,k = d0, we have
d0 − (2i + 1) ≥ degω
(2i+1)
i,i = deg p+ d0 − i+ ji,k.
Again, this is a contradiction and it follows by induction that degωn−1−ji,ℓ,n−1−ji,ℓ <
d0 for 1 ≤ ℓ ≤ mi.
Finally, we deal with the case i = n − 1. Suppose that degω1,1 = d0.
Then, again by Proposition 22 and our assumption that deg p˙ < deg p − 1,
this implies that
d0 − (2n − 1) > degω
(2n−1)
n−1,n−1 = deg p+ d0 − 1.
This final contradiction completes the proof.
Theorem 24. If d = 2kn for some positive integer k, then the monodromy
map
ν : Pn,d →MB
is a holomorphic immersion.
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Proof. Let ∇ ∈ Pn,d and A˙ ∈ T∇Pn,d. By Proposition 14 and the discussion
at the beginning of this section, A˙ ∈ ker d∇ν if an only if there exists a
polynomial function Ω : C → End(Cn) satisfying (26). But by Proposition
22, equation (26) reduces to a system of n−1 equations which have no non-
trivial polynomial solutions by Lemma 23. Thus, no such Ω can exist.
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