This study is one of the …rst to utilize the SV model to model Peruvian …nancial series, as well as estimating and comparing with GARCH models with normal and t-student errors. The analysis in this study corresponds to Peru's stock market and exchange rate returns. The importance of this methodology is that the adjustment of the data is better than the GARCH models using the assumptions of normality in both models. In the case of the SV model, three Bayesian algorithms have been employed where we evaluate their respective ine¢ ciencies in the estimation of the model's parameters being the most e¢ cient the Integration sampler. The estimated parameters in the SV model under the various algorithms are consistent, as they display little ine¢ ciency. The Figures of the correlations of the iterations suggest that there are no problems at the time of Markov chaining in all estimations. We …nd that the volatilities in exchange rate and stock market volatilities follow similar patterns over time. That is, when economic turbulence caused by the economic circumstances occurs, for example, the Asian crisis and the recent crisis in the United States, considerable volatility was generated in both markets. 
Another strand developed in the literature is provided by the SV models that also establish the mean equation, a stochastic process inherent to the volatility or variance that determines the values realized from the variance conditioned to the data. It is an unobservable process, and one that changes over time 4 . These models arise in the modeling of share prices. In a continuous version, Hull and White (1987) , and Wiggins (1987) model option-pricing where variance follows a stochastic process. Hull and White (1987) …nd that the Black-Scholes model overestimates the price of an option in relation to the stochastic volatility model, and that this problem worsens if the option's time to maturity is greater 5 . In Wiggins (1987) , this relationship is analyzed for di¤erent market options with similar results of those of Hull and White (1987) , as only for options with an average duration of more than six months does the volatility model proposed o¤er further advantages for price valuation.
The SV model does not have analytical representation for the likelihood function. Therefore, a number of parameter estimation methods have been proposed. A …rst approach is the estimation through the method of moments analyzed by Wiggins (1987) , and whose estimation method was given further prominence in Melino and Turnbull (1990) . They consider the selection of moments in accordance with familiarity, identi…cation, and e¢ ciency, and apply their methodology to the exchange rate between the Canadian and US dollars. Harvey et al. (1994) employ the quasimaximum likelihood model for the estimation of likelihood function, which is based on procedures …ltered using the Kalman …lter.
Moreover, Jaquier et al. (1994) develop a discrete version of the SV model and compare the estimation methodologies proposed with a new Bayesian approach. To do so, the authors simulate series and assess the e¢ ciencies of these methods. E¢ ciency implies a smaller correlation in the iterations performed and a rapid convergence to the true values of the parameters, in pursuit of the model's objective distributions. The authors conclude that the Bayesian approximation is the best in terms of e¢ ciency and generates better predictions due to the …ltering procedure for estimating volatilities.
However, Kim et al. (1998) show the poor performance of the estimation in small samples, caused by poor approximation of the error term to a Normal distribution, and that the parameters are bounded to a predetermined range of values. For this same model, in Kim et al. (1998) new Bayesian algorithms are established that help to improve the quality of the estimators, starting o¤ with the classic Gibbs sampler method, to later develop new algorithms such as the Mixture sampler and the Integration sampler. These algorithms serve to improve the quality of the estimations and their e¢ ciency.
On the other hand, to estimate the logarithm of likelihood that will allow us to ascertain the adjustment of the model to the data and estimate the …ltered volatilities, it is necessary to use the so-called particle …lter. This sequential Monte Carlo algorithm generates approximate samples on the distribution of latent variables at each point of time, using a similar methodology to the Kalman …lter, where a state-space structure is used for the model. Gordon et al. (1993) propose a bootstrap …lter in the state-space framework by utilizing approximations or samples on the state vector. Moreover, Pitt and Shephard (1999) employ discrete auxiliary variables whose function consists of having a better sample on the densities of the stochastic volatilities. Meanwhile, Kim et al. (1998) establish a particular algorithm of the Pitt and Shephard's auxiliary …lter of (1999), where they perform approximations on the objective distributions by way of Taylor expansions. Kim et al. (1998) show the best performance of the SV model in relation to the conditional heteroscedasticity models under three statistical tests. The …rst test is the likelihood ratio statistic that measures the model's degree of adjustment to the data. A second test is based on the Atkinson criterion (1986) that consists of simulations of series with SV and GARCH structures using the estimated parameters, to then contrast with the estimation performed on the models studied. The last criterion is that of Chib (1995) , who includes both the posterior and prior estimations in the likelihood ratio statistic.
In Peru, there are no works that aim to model the volatility of di¤erent …nancial series. Humala and Rodríguez (2013) present and analyze the stylized facts of Peru's stock market and exchange rate returns and volatilities. On the basis of that paper, di¤erent lines of research are proposed, to which this paper seeks to contribute. We apply the SV model as per the discrete version employed by Kim et al. (1998) , which consists of a …rst-order autoregressive SV model. For the estimation of parameters, the prior distributions of Kim et al. (1998) and Jaquier et al. (1994) are assumed. The samples for exchange rate returns covers the months of January 1994 to December 2010, and the stock market returns from January 1992 to December 2010. The frequency is daily for both time series.
Given the paucity of studies dedicated to Peru's exchange rate and stock market returns, it is important to point out that the estimation model and method proposed in this paper constitutes one of the …rst studies of this type for the Peruvian case 6 . Moreover, one of the academic impacts that can be taken into consideration is the determination of periods of volatility in the Peruvian economy. The estimated volatilities are important in estimating risk aversion for listed companies, as well as the possible e¤ects on the process of economic growth, arbitrage, exchange rate, and decision-making of economic agents (e.g. the export sector).
The structure followed by this paper is as follows: Section 2 presents the structure of the SV models. Section 3 shows and analyzes the empirical results for the series studied, and the performance of the SV model is compared with the traditional N-GARCH and t-GARCH models. The conclusions are set out in the …nal section.
Methodology
The SV models assume that …nancial series are generated under a stochastic process, both for the mean equation and the variance. Moreover, at each point in time this process determines the volatilities realized, which follows a latent process; that is, they are not observable. For a y t …nancial series corrected by the mean of each of the observations ft = 1; :::; T g, the representation of a general canonical SV model has the following structure:
(1)
where h t is the volatility of the return at moment t. It is assumed that h t follows an AR(1) stationary process and n represents the volatility of the process h t , and the parameter represents a factor of scale for the equation of volatility. Moreover, for the equation of volatility, we assume that the initial volatility h 0 follows a Normal distribution with the above-mentioned characteristics. Finally, the shocks t and t are i:i:d:, thus the cov( t ; t ) = 0. 7 One of the advantages of the SV model is that it allows a linear representation, and thus the use of estimation methods is feasible. The linearization is for the …rst equation in the system (1) 8 , which corresponds the mean-corrected return:
log(y
Nonetheless, under this linearized scheme, another di¢ culty related to the approximation of the term log( 2 t ) is presented, as it is now a variable that is distributed as an 2 . A …rst proposal is Harvey et al. (1994) , using the Kalman …lter under the estimation scheme by quasi-maximum likelihood. Nonetheless, Kim et al. (1998) conclude that this approximation performs very badly in small samples. Kim et al. (1998) establish an approximation to this new error term by way of a combination of Normal distributions. Firstly, they perform a normalization technique that allows a linearization that is appropriate to the error term:
where each distribution of the new error term t has a probability of a mean m i and a variance 2 i . The values that are determined in Kim et al. (1998) and which approximate the distribution 2 as much as possible is when k = 7. In this way, a new return is considered, from which the expected value of the logarithm of 2 is subtracted to maintain equality in the mean equation in the system (2):
where c is a constant (o¤set= 0:001) used to avoid the logarithm values close to zero. The model (3) is used for the estimations. The estimation of the SV models entails the estimation of two groups of variables. First, the parameters of the model = f ; ; n g are estimated. Second, based on these parameters, the …ltered volatilities are obtained. In an SV model, the estimation of the parameters requires the construction of the likelihood function, to then be maximized.
The likelihood function is: f (yj ) = Z f (yjh; )f (hj )dh. Under the SV model, the set of returns is conditioned to the vector of unobservable volatilities. This expression has to be integrated into each point of time in the sample t = 1; 2; :::; T . In Jaquier et al. (1994) it is argued that the likelihood function does not have an analytical representation. Nonetheless, in the literature, three approximations have been developed with the aim of overcoming this di¢ culty: approximation through the Kalman …lter using techniques of quasi-maximum likelihood, method of moments, and the Bayesian approach. The …rst approach does not adequately estimate the non-linear approximation of the error, log( 2 t ), as well as a marked bias in …nite samples. The second approach has the limitation of determining the number of moments, which if badly speci…ed leads to a signi…cant loss of information derived from the data; see Jaquier et al. (1994) . The approach adopted in this study is the Bayesian, whose advantage lies is its e¢ ciency in the estimation of the parameters, and the …ltered procedure for the estimation of the latent processes. Jaquier et al. (1994) conclude that the Bayesian method o¤ers an optimum solution in identifying the unobservable process for the variance in the context of the model (3).
In Bayesian econometrics, the aim is to …nd the posterior distributions. If we have the set of parameters, , the data y; then through the Bayes Theorem: ( jy) / (yj ) ( ), where ( jy) is the posterior distribution conditioned by the data whose mean will be the Bayesian estimation of the parameters. Meanwhile, (yj ) is the likelihood function, and ( ) are the prior distributions, which constitute the beliefs with regard to the parameter distributions. To calculate the likelihood function, the Markov chain Monte Carlo (MCMC) is employed, which allows a direct estimation with multiple simulations of this posterior distribution. Following on from Kim et al. (1998), we use three methods for estimating the model's parameters, sampling the signi…cant improvements in the factor of ine¢ ciency, which determines improvements in terms of the convergence of estimated values.
E¢ ciency in the simulation is determined by the relationship between the standard square error of the parameter and the variance in the iterations performed in the process. Thus, this factor directly depends on the standard errors of the MCMC, whose mathematical de…nition is as follows:
, where R BM represents the standard MCMC error associated with the estimation of the parameter; BM represents the bandwidth, which is the range of frequencies for performing the Parzen kernel which is denoted by K(:), and the term (i) is the autocorrelation in the delay i:
The …rst method is the MCMC Gibbs sampler algorithm, which assumes that the error behaves under a standard Normal distribution, with consequences for the estimation of the parameters. The Gibbs sampler method seeks to …nd the posterior distribution set of parameters based on the conditional posterior distributions, taking the following steps: (i) the initial values to volatility h t and the parameters or ; 2 ; are obtained; (ii) sample values for h t are obtained from the conditional posterior distribution (h t jh ( t) ; ; ; 2 ; ; y) for each point of the process; (iii) likewise, for the parameter 2 based on ( 2 jh t ; ; ; ; y); (iv) moreover, for with the posterior conditional ( jh t ; ; ; 2 ); (v) …nally, under ( jh t ; 2 ; ). In this way, the steps (ii)-(v) are repeated under multiple simulations until the estimation of the joint posterior distribution, and thus the marginal distributions, are reached.
In the second method, called Mixture sampler, the term of error of the linearized model is approximated through this combination of Normal distributions, and the realization of this new error term is called ! t . In turn, x t is determined by the series transformed in the equation (3) . The process of convergence to the joint posterior distribution is performed under the following steps: (i) the initial values are given for ! t ; ; 2 ; ; x t ; (ii) the distribution is obtained for h t based on (h t j! t ; ; ; 2 ; ; x t ); (iii) the distributions for the mixture ! t are obtained based on (! t jx t ; h t ); (iv) the conditional posterior distributions are taken for steps (iii)-(v) of the Gibbs sampler method. The iteration and update process occurs between steps (ii)-(iv).
Step (ii) di¤ers from the Gibbs sampler ratio in this case, due to the approximation of the error in linear terms.
The third method is the Integration Sampler method: an extension of the Mixture sampler algorithm that consists of the integration or separation of the volatilities in the sampling process with the aim of improving randomness, and less correlation between the parameters and the volatilities. The process contains the following steps: (i) the initial values are given for ! t ; ; 2 ; t ; x; (ii) the distributions are obtained for ; 2 based on ( ; 2 j! t ; x t ); (iii) the distributions of h t and are obtained from (h t ; j! t ; 2 ; ; x t ); (iv) …nally, the distributions of ! t are obtained on the basis of (! t jx t ; h t ). The iteration and update follow the steps sequentially (ii)-(iv). What is new about this procedure is the obtention of posterior distributions at the margin of the volatilities in the step (ii). This is possible as a consequence of the Metropolis-Hastings algorithm, which consists of whether or not to accept the values for the distribution, based on the probability of rejection g( ; 2 ) .
Step (iii) is similar to the Mixture sampler method. The volatilities are estimated after the SV model parameters. Given that volatility is a latent variable, its estimation can be achieved through methods known as particle …lters. These methods allow the subsequent density of the volatilities at each point of time to be estimated. In this study, the …lters of Kim et. al. (1998) , and Pitt and Shephard (1999) are employed.
Empirical Results
In this section we present the results of the SV model estimations: the parameters and the volatilities. Moreover, we describe the e¢ ciency gain in the estimation of parameters in utilizing the three algorithms presented in the previous section, as well as the …ltered and smoothed estimations of the stochastic volatility. Finally, we compare the adjustment to the SV model data, with which the N-GARCH and t-GARCH models are obtained.
The Data
The data used for stock market and exchange rate returns are end-of-day and comprise the period of analysis from January 1992 to December 2010 in the …rst case, while for the exchange rate data from January 1994 to December 2010 is utilized 9 . The returns are calculated as r t = [log(P t ) log(P t 1 )] 100, where P t represents the closure price that takes the variable in its original form in the period t. Following the literature in general, we use the squared returns logarithm of as a proxy of volatility. For practical e¤ects, x t = log(r 2 t + 0:001) is used with the aim of correcting the returns close to zero.
The main descriptive statistics for both …nancial series is presented in Table 1 . The mean for stock market returns is 0:001; for exchange rate returns it is practically a value of zero. This implies that there are clusters of data around zero. On the other hand, the standard deviation for exchange rate returns is 0:015, greater than the deviation of 0:002 for exchange rate returns 10 , which implies that the stock market returns display more volatile behavior that the exchange rate returns; see Figure 1 .
Moreover, the asymmetry of stock market and exchange rate returns are 0:012 and 0:243 respectively, from which it is inferred that the observations of the exchange rate returns are biased to one side of density. The fourth moment, or kurtosis, provides evidence of expected results for the …nancial series, as the observations group together and extend at the tails of the densities. For stock market returns, it is 10:179 and for exchange rate returns it is 15:820.
The initial values and the prior distributions are based on Kim et al. (1998) . Thus, we have 2 IG( r =2; S =2), where IG denotes the Inverse-Gamma distribution. It is assumed that r = 5 and S = 0:01 r . For the case of the parameter of persistence it is speci…ed that = 2 1, where is distributed in accordance with a Beta distribution with parameters (
, (2) ). In this way, the prior for is
> 1=2 and has support on the interval ( 1; 1) with a prior mean of f2
. This study utilizes (1) = 20 and (2) = 1:5. Table 2 shows the estimation of the parameters ; ; for the series employed. The initial values and the prior distributions are the same as in Kim et al. (1998) ; nonetheless, the results presented are robust to the di¤erent initial iteration values 11 . We have employed 1 000 000 iterations and discard the …rst 50 000 iterations. The associated number for determining the ine¢ ciency statistic is determined with the values established in Kim et al. (1998) ; that is, a bandwidth of 2000 for the parameters and , and a value of 4000 for , determining the standard errors on the estimation of these parameters. The results of the estimations for stock market returns are as follows. The mean of is 0:957. Moreover, the estimation of the parameter ; which represents the scale factor, shows a mean of 1:082. Finally, the parameter has a posterior mean distribution of 0:322. The estimation of the parameters by way of the Gibbs sampler is quite ine¢ cient, in the sense that convergence is very slow and thus there are probabilities of a biased estimation. In this case, the estimation of the parameter has an ine¢ ciency of 97:655, the estimate of has 183:86 and has 3:921. Another statistic that is used to determine whether the estimation converges adequately is the randomness of the iterations. In this case, Figure 2 (upper panel) presents the autocorrelation functions of the parameters. It is appreciated that the autocorrelations decay more slowly in the parameters and , which at the same time shows the highest levels of ine¢ ciency. On the other hand, the result for the exchange rate returns are that the mean of is 0:969; the scale factor, ; obtains a value of 0:140 as a mean of marginal posterior distribution. Moreover, the mean of the parameter is 0:372. The ine¢ ciency is 53:503, 133:14 and 2:021 for ; and ; respectively. Just like the exchange rate returns, the ine¢ ciency statistics associated with the estimation of these parameters is large on average and for the majority of the parameters. In 1 0 This may be due to the frequent interventions in the exchange rate market by the BCRP. 1 1 In the results reported, we have used the bias in the generation of random numbers by default in Oxmetrics 6.0. addition, it is evidenced in Figure 2 (lower panel) that the autocorrelations of the parameters with greater ine¢ ciency show problems of correlation in a greater lag horizon.
Gibbs Sampler Estimation
The estimations of the parameter of persistence show that the mean life of the shocks is 15.77 and 22.01 days in the stock market and exchange rate markets, respectively.
Mixture Sampler Estimation
This method approximates the errors of the system variance equation (3) to the correct distribution corresponding to an 2 , and the approximation occurs under a combination of Normal densities. The results (Tabla 2) show that this approximation to the model proposed provides better levels of ine¢ ciency overall. In this case, we use 750 000 iterations and discard the …rst 10000. The bandwidth associated with the standard parameter estimates is 2000 for the parameters and ; and 100 for the parameter :
In the case of stock market returns, the parameter has a mean of its marginal posterior distribution of 0:957; moreover, has a mean of 0:316 and …nally, the scale factor with a mean of 1:086. The ine¢ ciency of the parameters are 54:303; 97:452 and 1:475 for the parameters ; ; and , respectively. The improvement in the e¢ ciency of all parameters, in relation to the levels presented by the Gibbs sampler estimation, is important. Moreover, Figure 3 (upper panel) shows that the correlation is signi…cantly smaller in all cases; in other words, the autocorrelation decays more rapidly than in the results obtained by the Gibbs sampler. This algorithm is more useful, as it provides better convergence in the pursuit of marginal subsequent distributions.
Meanwhile, the results for exchange rate returns have the same implications. The persistence, ; has a mean of 0:976. The scale factor for the variance whose mean is 0:152 and its volatility with 0:293: Unlike the stock market returns, the estimates are slightly di¤erent in relation to the Gibbs sampler. Nonetheless, the e¢ ciency gains are similar, in that the ine¢ ciencies are 30:542; 76:073 and 1:183 for the parameters ; , and , respectively. Moreover, a signi…cant improvement can be noted in the autocorrelations of the iterations performed in Figure 3 (lower panel) .
Although the mean life of stock market shocks is similar to that found in the Gibbs Sampler method, in the case of the volatility of exchange rate returns, this duration increases to 28.53 days.
Integration Sampler Estimation
The Integration sampler process entails integrating or separating the convergence process of the volatility from that of the parameters. In this way, an improvement in the quality and speed of the estimation and convergence of the estimated value is expected. In this case, 250 000 iterations were used, with the …rst 250 discarded. Equivalently, the quantity BM is used in Kim et. al. (1998) , who determine a value of 1000 for all parameters.
The estimations of the parameters for the stock market returns by Integration sampler are very similar to those obtained by the Mixture Sampler. The estimates imply a mean of 0:957 for ; moreover, the scale factor has a mean of 1:086. Finally, the mean for the volatility of the equation for the variance is 0:315. The e¢ ciency continues to improve, and this time posts 11:398; 17:351 and 5:885 for ; , and , respectively. Nonetheless, a degree of e¢ ciency is lost for the parameter with relation to the results by way of the Gibbs sampler and Mixture sampler; but the level of ine¢ ciency for this and the other parameters is low. Moreover, in Figure 4 (upper panel) the improvement in the autocorrelation of the iterations is evident; thus, for the persistence and the scale factor , the correlation decays rapidly in delay 50 in both cases, and in delay 25; 8 approximately for ; unlike the previous autocorrelations where these decay with a delay of 200 to 250 for and , respectively. For the case of exchange rate returns, the mean of persistence is 0:976, for the factor of 0:152; …nally, whose mean is 0:293: E¢ ciency also improves signi…cantly, and are 8:613; 14:964 and 5:236 for the parameters ; ; and ; respectively. Equivalently, in the case of the stock market, there is also an improvement for the e¢ ciency of the two …rst estimates with relation to the Gibbs and Mixture sampler algorithms. In Figure 4 (lower panel), the autocorrelations of the parameters improve and decay rapidly in lag 40 for the parameters and , which previously, for the Mixture Sampler, were prolonged up to 100, approximately.
Based on the estimates of the parameter, we can say that the mean life of a shock (or the persistence of the volatility) in the stock market has a duration of 16 days. In the case of the exchange rate market, the duration of these shocks rises to 28 days.
Model Volatility Estimations
The unobservable stochastic volatilities of the model are estimated through sequential Monte Carlo simulations or particles …lters. Because of the greater e¢ ciency presented, only the Integration sampler parameters are considered 12 . Two …ltration methods are employed: the algorithm proposed by Kim et al. (1998) and that of Pitt and Shephard (1999) . Figure 5 shows the estimated volatilities of both returns for the two algorithms by utilizing 12500 iterations 13 . Using the …lter of Kim et al. (1998) , in both cases the presence of atypical observations can be appreciated, and this is because this approximation is quite sensitive to observations very close to zero; in particular, this problem is heightened for exchange rate returns. In consequence, the logarithm of likelihood as a result of this …lter is not well estimated. In return, the estimations due to the Pitt and Shephard (1999) …lter are robust to the data of returns, re ‡ecting the patterns of volatility of our data and generating an unbiased estimate of the SV model's logarithm of likelihood; see Figure 5 .
There is an alternative for viewing the h t volatilities of the model, which is known as smoothed volatility. The smoothed estimation is a simple average
where H is the quantity of iterations. This process determines the value of the volatility in time t using the information from the entire sample and the estimated parameters in the H iterations. The smooth estimation of the volatility is presented in Figure 6 (upper panel) for the Gibbs, Mixture, and Integration sampler methods for the series of stock market returns. Analogously, in Figure 6 (lower panel) the smooth estimations of the volatility for the exchange rate returns are presented. The results presented are realized with 12 500 iterations for all cases. For stock market returns, the estimations for the volatility using these methods are practically the same, which signi…es that there is a strong convergence towards the real values of the parameters. In the case of the exchange rate returns, it is appreciated that the Gibbs sampler method provides greater values for volatility, especially in the peaks of high uncertainty in relation to the Mixture and Integration sampler, which almost do not di¤er in the estimation of the volatility across the sample. Likewise, Figure 7 shows the …ltered and smoothed estimations of the volatilities (upper and lower panels). The …ltered estimations tend to re ‡ect greater volatility because the …ltered estima-tion uses information up to the period t, while the smoothed estimation utilizes the information from the entire period (T ). For purposes of the following analysis, we only consider the estimated volatilities by using the Integration sampler process in both series. Figure 8 establishes a visual comparison of the evolutions of volatility and the absolute value of the returns. In both cases, the series shows similar patterns at times of low, medium and high uncertainty, re ‡ected in greater values for the estimated stochastic volatility.
Based on these estimations, the Integration sampler method is used to perform a brief analysis of the main economic and …nancial facts that had repercussions on the volatility of both series. The variances of stock market and exchange rate returns are clearly a¤ected by the international crises between 1997 and 1999. Both volatilities re ‡ect high volatility due to the economic problems that occurred in the countries of Asia and Russia. Equally, the recent US …nancial crisis has had severe repercussions in both …nancial markets, while in 2010 there were no major scares in the markets; indeed, a period of stability was established. On the other hand, internal circumstances have also been a source on uncertainty, as in the political instability of the 1990s. In particular, the stock market of that decade shows permanently erratic behavior, initially because of a market reaction to the structural reforms, and later due to somewhat complex electoral processes. Between both variables there is a coe¢ cient of correlation of 0:4, which con…rms the similar relative dynamic of …nancial markets in the face of systematic shocks in the economy.
Comparing SV and GARCH Models
Because the SV and GARCH models do not possess the same structure, it is necessary to resort to so-called non-nested tests. In this paper, we resort to three tests: the likelihood ratio test, the second through simulations following Atkinson (1986) ; and the third, which is the marginal likelihood criteria proposed by Chib (1995) . The likelihood ratio, which compares both models, is determined by LR = 2 log f 1 (yjM 1 ; 1 ) log f 0 (yjM 0 ; 0 ) , where log f (yjM; ) is the logarithm of likelihood of the M model conditioned to the estimated parameters : In this case, if the LR statistic is greater than zero, it is an indication in favor of the SV model denoted by M 1 ; moreover, if it is negative it will favor the GARCH model denoted by M 0 :
Given that the function of likelihood of the SV model requires simulations based on an approximated density of the likelihood logarithm, Pitt and Shephard's auxiliary particle …lter (1999) is employed. Thus, Table 3 shows the estimated likelihoods of the SV and GARCH models for both series of returns 14 . According to this test in both series of returns, the SV model is superior to the N-GARCH model. In the case of the stock market, the LR statistic is 208:932, and for the case of the exchange rate, it is 354:824, which categorically favors the SV model. The results of this test for the case of the t-GARCH do not favor the SV model, with the LR statistics of 68:218 and 52:998 for stock market and exchange rate returns, respectively 15 . 1 4 The estimated GARCH (1,1) model has the following structure:
with 2 t the conditional variance, 1 a parameter related to the past values of the returns and 2 the persistence of variance. When a t-student speci…cation rtjt 1 is considered, it is distributed with a t(0;
The test of Atkinson (1986) consists of simulations of series based on the estimated parameters of the SV and GARCH models. Based on these series, the LR statistics are calculated exactly as is set out above. These statistics are a sample of the observed LR, which is calculated by employing the original series. Based on the value observed, its position or ranking inside the simulated LR is determined. The criteria, according to Atkinson (1986) , is that if the ranking is close to the extreme values of the sample, it is a result that goes against the null hypothesis model. Meanwhile, if the ranking is relatively far from these values, the null hypothesis model is superior. In our case, we have performed 99 simulations for each series in the cases of SV and GARCH; that is, when the null hypothesis is the SV model, as well as when the GARCH is. For the series simulated under the SV model, this null hypothesis is favored, with the ranking located in positions 64 for stock market returns, and position 36 for exchange rate returns. Moreover, when the series is simulated using the GARCH model parameters, the rankings were 2 and 92 for stock market and exchange rate returns, respectively. Given that the ranking is close to the limit values, this hypothesis was rejected in favor of the SV model. Nonetheless, the case in which the null hypothesis is the SV model and the alternative is a t-GARCH model is also studied. The results for the stock market returns favor the SV model, but in the case of the exchange rate, it is not possible to determine which model is better, because the null hypotheses are rejected when the data is simulated under the two models. This is because the ranking for the exchange rate returns are far from the extreme values and occupy position 21 for the SV case, and position 82 in the t-GARCH case.
Finally, the marginal likelihood test of Chib (1995) consists of estimating the Bayes factor through marginal likelihood, as follows: V M = log f (yjM 1 ; 1 ) + log f ( 1 ) log f ( 1 jM 1 ; y); where the …rst term of the equation is the logarithm of likelihood for the model M 1 ; the term log f ( 1 ) is the logarithm of the prior distribution evaluated in the mean of the subsequent distribution 1 and the …nal term is the logarithm of subsequent distributions evaluated at this point through a Gaussian kernel. The di¤erence in the marginal likelihoods of the two models is the Bayes factor. The analysis of this factor follows the same criterion as the likelihood ratio test. The main input in this test is the logarithm of likelihood, which is estimated by the …ltered procedure. Therefore, the GARCH models are estimated using Bayesian inference; more speci…cally, the algorithms of Gilks and Wild (1992) and the results of this estimation are presented in Table 4 . The results are similar to those obtained by the estimation of maximum likelihood. The marginals are -7473.98 and -7312.51 for the stock market (N-GARCH and t-GARCH, respectively) and 1262.03 and 1471.37 for the exchange rate market 16 . The di¤erence in these likelihoods allow the Bayes factor to be obtained. The entire procedure has been conducted under 12 500 iterations, using the Integration sampler algorithm. By calculating the Bayes factor, it can be concluded that the SV model is superior to the N-GARCH model. In e¤ect, the Bayes factor is 157.34 and 196.10 for the stock market and exchange rate markets, respectively. On the other hand, this cannot be a¢ rmed when the SV model is compared with the t-GARCH model. In e¤ect, the Bayes factor is -4.164 and -13.23 for the stock and exchange rate markets, respectively. Note that the di¤erences between the SV and a t-GARCH model are not high, which suggests that an SV model with t-Student innovations would overcome a t-GARCH model. This, nonetheless, is the topic of an ongoing investigation.
to volatility is in…nite.
Conclusions
The SV model is an alternative to the conditional heteroscedasticity models for the estimation of the volatilities of …nancial series. This study is one of the …rst to utilize the SV model to model Peruvian …nancial series, as well as estimating and comparing with GARCH models with normal and t-student errors. The analysis in this study corresponds to Peru's stock market and exchange rate returns. The importance of this methodology is that the adjustment of the data is better than the GARCH models using the assumptions of normality in both models.
In the case of the SV model, three Bayesian algorithms have been employed where we evaluate their respective ine¢ ciencies in the estimation of the model's parameters. The most e¢ cient and used algorithm is the Integration sampler. With respect to the GARCH models, they are all estimated by Bayesian inference, with the aim of rendering them comparable with the SV model for the marginal likelihood test of Chib (1995) . The main input for this test is the logarithm of likelihood, which is estimated using the auxiliary estimate of Pitt and Shephard (1999) , which also determines the …ltered likelihoods of our model.
The estimated parameters in the SV model under the various algorithms are consistent, as they display little ine¢ ciency. The Figures of the correlations of the iterations suggest that there are no problems at the time of Markov chaining in all estimations. On making a simple correlation between the stochastic volatilities, this was found to be signi…cant, though not highly so (0.40). We therefore …nd that the volatilities in exchange rate and stock market volatilities follow similar patterns over time. That is, when economic turbulence caused by the economic circumstances occurs, for example, the Asian crisis and the recent crisis in the United States, considerable volatility was generated in both markets. The GARCH models have been estimated using Eviews while the SV models used the Integration Sampler T-3 
