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The problem of multivariate information analysis is considered. First, the 
interaction information in each dimension is defined analogously according to 
McGill [4] and then applied to Markov chains. The property of interaction 
information zero deeply relates to a certain class of weakly dependent random 
variables. For homogeneous, recurrent Markov chains with m states, m > n > 3, 
the zero criterion of n-dimensional interaction information is achieved only by 
(n - 2)-dependent Markov chains, which are generated by some nilpotent 
matrices. Further for Gaussian Markov chains, it gives the decomposition rule of 
the variables into mutually correlated subchains. 
1. INTRODUCTION 
McGill [4] has introduced a multivariate interaction information for the 
exact analysis of the mutual informations. We define this more precisely from 
the information analysing standpoint, using the general formulations in the 
information theory given by Dobrushin [l], and then applying it to Markov 
chains, where interaction information plays a very important role. 
We show that under the Markov condition, n-dimensional interaction infor- 
mation of any, differently selected n random variables takes negative and posi- 
tive values corresponding to the dimensional degree to be odd and even, 
respectively, and especially, its value becomes zero if and only if the first and 
the last elements of 1z variables of the chain are mutually independent. Next, 
applying to a simple, homogeneous Markov chain, taking only finitely many 
recurrent states with the number m, it is proved that n-dimensional interaction 
information of any, differently selected 7t random variables is zero only when 
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this Markov chain follows the (n - 2)-dependence, provided m 2 n > 3. On 
the other hand, we show another result for the Gaussian Markov chain. It 
asserts that for some dimension, an interaction information is zero if and only if 
this chain can be decomposed into some mutually correlated subchains. As 
these results, we have arrived at such a weak dependence where the variables 
are connected by Markov relations with some independent pairs to be contained. 
2. BASIC DEFINITIONS AND FUNDAMENTAL RESULTS 
Let (&} (j = 1, 2,...) b e random variables, taking values in the measurable 
spaces (Xi , SE,) (j = 1, 2,...), where Xi is a state space and &, , its u-algebra. 
Denote PE,(.), PEjC,(*, .) and PC,x%(., *), the induced measures by the random 
variables & and (& , fR), w h ere the last measure is defined by 
P~,X& *> = Pfj(9 Pd-)* 
Suppose that Pr,et is absolutely continuous with respect to Pe xE . Then a f k 
mutual informatron between & and & is given [l] 
Z(& ) f,) = (1) 
Also, a conditional information between fi and ck , given fi is defined 
Ez(& 5, 1 5%) 1 log f’~ic,&h 
dx, dxk) 
= , 
x,xxjxx, PcixeklFi(dxi dxj dxk) 
p,,,j,(& 4 4, (2) 
which is equivalent to 
z((&, &:j), tk) - z(&, fk) Or I(&, (6 P fk)) - z(‘fi 3 6)s 
where pCixr,le, is the Dobrushin’s measure [I, 51, and the equivalent form is 
derived from the formula of Dobrushin and Kolmogorov [I, 51. 
DEFINITION 1. A three dimensional interaction information of the three 
random variables fi , & , and & is defined 
J(‘$ifjfk) = EZ(fi 9 tk 1 fj) - z('fi > fk). (3) 
If, for simplicity, we denote & by j only, it is written as 
J(ijk) = M(i, k 1 j) - Z(i, k). (3’) 
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This definition is the same as that of McGill [4]. We must take care that this 
representation is symmetric for each variable. In fact, we easily see that 
](ijk) = EQ, k I i) - qj, k) 
= EI(k, i 1 j) - I(k, i) 
= El(i, j 1 k) - qi, j). (4) 
By the way, it is well known that the information amount becomes infinite if 
the measure Pf,( is not absolutely continuous with respect to the measure 
PfiXf, [7], so thit’hereafter, we assume the absolute continuity of the measure 
P P,E,...C, with respect to the measure Pc1xE2~...~en . The next lemma is funda- 
mental. 
LEMMA 1. (Dobrushin [l, 51). El(i, K 1 j) = 0 occurs if and only if the 
variables & , & , and fI, f orm a simple Markov chain in this order. This is also 
true for the reversed chain. 
The lemma follows from the fact that the variables satisfy the equality 
for any sets E E S,: and NE S, . 
THEOREM 1. Consider an interaction information J(ijk) concerning the three 
random variables Ei , & , and & . Suppose that some two variables of them are 
mutually independent. Then J(ijk) = 0 OCCUYS only when they form a simple Markov 
chain such that the two independent variables are the first and the third elements of 
the chain. 
Proof. Assume that the variables & and ek are mutually independent. From 
Definition 1, J(zjk) = El(i, k 1 j). Th us, by Lemma 1, the fact that J(qk) = 0 
is equivalent to the Markovian property of & , tj , and EI, in this order. Since 
an interaction information is symmetric with respect to each variable, the 
assertion of the theorem is clear from this. Q.E.D. 
COROLLARY. Let & , &, and .& be connected by Markov dependence. Then 
](ijk) = 0 implies the mutual independence of some two variables. 
The previous result is generalized to higher dimensional interaction informations. 
First, using the general formula of Kolmogorov and Dobrushin, we can make the 
next general deJinition with the analogous idea to McGill [43. 
683/3i1-7 
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DEFINITION 2. A n-dimensional interaction information is given with regard 
to n random variables fjl , & ,..., fifl , where (j, , ja ,..., j,J is any permutation 
of n variable parameters, 
Jhi~ ,-..,hJ = -Wl ,j, I (j2 ,...,Ll)) 
- ~EI(j, , j, I (i,‘, i,‘,..., &J) 
+ TEI(j, , j, / (i;, il ,..., iip4)) 
n-1 
- .” + (-I)“-’ &EI(il ,.h I.&) + (-l)"I(j,, j,), (6) 
where c’, r,..., denote the sum of the conditional informations under all 
admissible combinations (ir’, ia’,. .., ih-s), (i;’ , il ,..., i:J ,..., taken from the 
parameter set { ja , j, ,..., j,,}. 
In general, since an interaction information is symmetric with respect to each 
variable, the above definition does not lose its generality. Moreover, clearly, it 
implies that Definition 1 as the case for n = 3. 
THEOREM 2. If  the variables {.$} (j = 1, 2,...) are connected by Markov 
dependence, then n-dimensional interaction information of any separately selected 
n random variables &I , fj* ,..., tin , where (j, , j, ,..., j,) is any integer sequence in 
increasing order, takes negative and positive values corresponding to the dimensional 
degree to be odd and even, respectively, provided n 3 3. Especially, under the same 
condition, its value goes to zero if and only if the variables tj;., and tjfi are mutually 
independent. 
Proof. As is well known [2], if the variables { &, , & ,..., &,} follow the 
Markov relation, we can get 
EI(i , in I -f-? = 0, 
where 9 is any subcombination, taken from {ja , js ,..., in-r}. Thus, 
J&L ...A) = (-lY% 7.iJ. (7) 
This shows that each assertion of the theorem is true. Q.E.D. 
3. INTERACTION INFORMATION OF THE HOMOGENEOUS MARKOV CHAIN 
Now, consider the interaction information of the homogeneous Markov chain. 
As the dependence becomes a little stronger, the criterion of the interaction 
information zero relates with somewhat strict requirements. 
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THEOREM 3. Let {&} (j = 1,2,...) b e a simple, homogeneous Markov chain, 
taking$nitely many states with the number m. Suppose that these states are only 
recurrent ones, and the associated transition matrix is given as 
p = (Pid, Pij > 0, for each i (1 < i < m). 
Then, for m 3 n > 3, next three conditions are equivalent. (a) n-dimensional inter- 
action information ]( jl j, ... j,) of some, arbitrarily selected n diSferent variables 
&, , 6, >-**, &,} is zero, where we assume 1 <jr < j, < ..* < j, . 
(b) Markov chain is (rz - 2)-dependent. 
(c) The reduced matrix Q satisfies Qn-l = 0, where 
Q  = (qij)r qij =pij -pp,j (i, j = 1, 2 ,..., m - 1). 
Proof. First prove (a) o (b) and then (b) o (c). Let (a) be satisfied. Then 
from (7), 
0 = l(jliz ... in> = (-VW1 ,jd 
This implies by the homogeneity of the process, that our chain is (j, -jr - l)- 
dependent. However, since j,, -jr - 1 > n - 2, it requires at least, (n - 2)- 
dependence. Thus, (a) G= (b). On the contrary, (b) * (a) is clear. Next, 
(b) o (c) will be proved. 
Let Pn-l be given 
(8) 
Then it requires that 
foranyiandj, (1 <i,j<m- 1) (9) 
k=l k=l 
where pji-“) is the conditional probability of the state k, given i, after (n - 2) 
transitions. However, if we apply the relation 
m-1 
we have 
pg-2' = 1 - c f&Z) 
k=l 
(i = 1, 2 ,..., m), 
m-1 
& (Pi:-“’ - P$$?(pkj - pmj) = 0 (1 < i, j < m - 1). (10) 
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On the other side, taking care that 
pii-2’ - ,2;2’ = 5 p:;-“‘pzl; - f p;;“‘plk 
Z=l ?=I 
m-1 
= z1 (P:;-3) - P$-3’)(PL12 - Pm& 
we can obtain from this 
m-lnz-1 
,c, 2 (P::-“’ - P::“‘)(P,, - P,JP,j - P,J = 0, 
which is really a reduced form for n. Therefore, continuing this inductive 
operations, we can reach 
m-1 m-1 m-1 
z, ,cC, *.. k 1 sklchlk2 a-* h,-aj = d?) = 0 (1 G i,j G m - 1). 
1 B ,-+ 
This means that Q-l = 0. Thus, (b) =P (c). C onversely, assume that (c) holds. 
We know that a nilpotent matrix Qr of (n - l)th order can always be represented 
by some arbitrary regular matrix R 
i 
0 
R-lQ,R = 
.v 
: * . 
0 . . . 0 
j or (K 3 
where the matrix given on the right is a special triangular (n - 1) x (n - 1) 
matrix of which elements on the diagonal line and under this line (or, above 
this line) are all zero. Thus, since the state number is m, m 3 12 3 3, the derived 
Markov chain from Q must be at least (n - 2)-dependent. Q.E.D. 
Remark. For 12 > m > 2, we can replace (b) by (b’). 
(b’) Markov chain is (m - 2)-dependent. 
THEOREM 4. If there exists a$nite integer n such that for m > n 3 1, 
(12) 
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the distribution (AI, A, ,..., A,) is the absolute stationary probability distribution of 
the Markov chain with a transition matrix P. It is, in fact, a (n - l)-dependent 
Markov chain of which state distribution becomes stationary after the$rst n-transi- 
tions, provided n is the smallest integer satisfring (12). 
Proof. Assume that the Markov chain has an absolute stationary distribution 
(P,, P, ,..., P,). Then, 
Pj = 5 PiPi, 7 Pi>O, fPi=l, 
id i=l 
where all states are assumed to be recurrent. Thus, inductively, 
pj = 5 p,p$‘. 
i=l 
Since pjy) = hi (i, j = 1, 2 ,..., m), we have 
p, = f p,x, = Aj (1 <j<m) 
i=l 
Therefore, by the uniqueness of the absolute stationary distribution, Xi values 
must be equivalent to those of pi . The (n - l)-dependence is clear. Q.E.D. 
COROLLARY. Under the same conditions as Theorem 3, we have 
This assertion is clear by the asymptotically independent property of such a 
Markov chain. 
4. INTERACTION INFORMATION OF THE GAUSSIAN MARKOV CHAIN 
We show the decomposition theorem for Gaussian Markov chain using the 
interaction information zero criterion. 
Assume that the mean values of the variables are all zero and any submatrices 
of the correlation coefficients are regular. Denote 
pij = Et&j (i,j = 1, 2 ,... ). 
Using Lemma 1, we can get Lemma 2. 
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LEMMA 2. For the Gaussian variables [I , .$ , and & , they constitute a simple 
Markov chain in this order ;f  and only if there exists a relation 
PlZP23 = P13P22 provided pii # 0 (i = 1, 2, 3). (13) 
THEOREM 5. Let {&} (j = 1, 2,...) be Gaussian variables, connected by Markov 
dependence. Choose some variables &, , &, ,..., fi‘i, and let (iI , i2 ,..., i,,) be jixed. 
Then, in order to make the n-dimensional interaction information J(iIi2 ... i,) be 
zero, it is necessary and suficient that there exists at least one variable &, 
k E [a, /3) such that & and &+l are mutually independent, where 
. 
O1 =lF;&Ek~ P = l$?!kTnikp 
and [(II, p) denotes a semiclosed interval consisting of all integers k such that 
ol<k</3. 
Proof. First of all, we show that it is sufficient to prove this for the successive 
random variables f!1 , ti, ,..., ljN(a = j, < j, < . . . < j, = ,!?). In fact, under 
the Markovian relation, each requirement of 
J(ili2 . . . in) YzY 0 
and 
Jhi2 -.-.&I = 0 (14) 
is the same by Theorem 2. Clearly, for the establishment of (14), the variables 
&, and fi, must be mutually independent. 
Now, since the sufficiency of the theorem is clear, we prove its necessity. 
Assume that for any s, (s = 1, 2 ,..., N - 1) 
Then by (13), 
Pj,i,,l # 0. (15) 
Pi,+d,+, # 0 s = 2, 3 )...) N - 1. 
This procedure can be developed for the variables fjl , .$j:i,+l and fill+, inductively, 
and we obtain 
Pi,&+l f 03 r = 1, 2 ,..., s - 1. 
Just as the same way, for &, , tj, , and fi,+, , 
P&i,+, f 0 t = s, s + I,..., N - 1. 
This implies pjIjN # 0, so that (15) is a contradiction. Q.E.D. 
This theorem will be more effective if we consider it with Theorem 2. 
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