Abstract A parallel 2D+1 split-step Fourier method with Crank-Nicholson scheme running on multi-core shared memory architectures is developed to study the propagation of ultra-short high-intensity laser pulses in air. The parallel method achieves a near linear speed-up with results for the efficiency of more than 95% on a 24-core machine. This method is of great potential application in studying the long-distance propagation of the ultra-short high intensity laser pulses.
Introduction
Investigation of the ultra-short high-intensity laser pulses propagation in air has been a hot topic in recent years due to its physical interest as well as its potential applications. It is very important to predict well how the electromagnetic field of the pulse evolves as it propagates [1] . Although some analytical solutions with some approximations can be found [2, 3, 4] , in most applications the analytic approximations can not describe accurately the evolution of the pulses and we have to resort to numerical methods. Split-step Fourier methods [5] with the Crank-Nicholson scheme (FCN) in the transverse direction is often employed to numerical calculate the propagation of the ultra-short laser pulses via solving the nonlinear Schrödinger equation (NLSE) [2] .
Ultra-short high intensity laser pulse can convey high intensity over extended distances, and some applications need kilometer-range calculation. The filamentation induced by the ultra-short high-intensity pulses have been observed over several kilometers [6] . The alternative signs in the coefficients of the high-order Kerr effects allow the pulses to propagate without much energy loss in a long distance [7, 8] . However, the simulation for a long-distance propagation of the pulse is very time-consuming. For example, it may need several weeks to calculate a kilometer-range propagation. Parallel Split-step Fourier methods [9, 10, 11] have been developed to solve 1D+1 NLSE. However, the 1D+1 NLSE can not be used to simulate ultra-short high intensity laser pulse propagation in air, since it is unable to describe the transverse variations of the laser pulse.
In this paper we develop a parallel FCN method to solve a 2D+1 NLSE, which can be employed to simulate ultra-short high intensity laser pulse propagation in air. The paper is organized as follows. In section 2 we briefly introduce the NLSE which describes the ultra-short high-intensity laser pulses propagation in air. In section 3 the serial 2D+1 FCN method for solving the NLSE equation is reviewed. Section 4 presents the parallel FCN algorithm for the 2D+1 NLSE. Performance tests and a simulation for a long-distance pulse's propagation are given in section 5. Conclusion is detailed in Section 6.
Nonlinear propagation equation
The wave equation for the laser electric field E(r, t ) is given by [2] (∇
where S L (x , y, z , t ), and S NL (x , y, z , t ) are the linear and nonlinear source of the electric field. E(x , y, z , t ), S L (x , y, z , t ), and S NL (x , y, z , t ) can be written as [2] E(x , y, z ,
where c.c denotes the complex conjugate of the first term in the right hand side of equations. k 0 is the carrier wave number, ω 0 is the angular frequency of the pulse,ê x denotes the unit vector in the direction of polarization. A(x , y, z , t ), S L (x , y, z , t ) and S NL (x , y, z , t ) are the complex amplitudes of E(x , y, z , t ), S L (x , y, z , t ) and S NL (x , y, z , t ) respectively. For the ultra-short and high-intensity laser pulse, S NL can be written as
where S Kerr denotes the nonlinear contribution from bound electrons, i.e., Kerr effect,
here n 2 ×j is Kerr nonlinear refractive index. The nonlinear index defines a critical nonlinear self-focusing power P cr =
3.77λ
2 0
8πn0n2 for a gaussian input pulse. The plasma source term S Plasma is given by
where ω pe = q 2 e ρ/m e ε 0 1 /2 denotes the plasma frequency, q e is the plasma density generated by ionization, m e is the mass of electron and ε 0 is the vacuum permittivity. The term S ion describes the depletion of laser energy due to ionization
where β (K ) is the coefficient of multiphoton ionization for the number of photons K . When the wavelength is 800 nm, K = 10 and
[12] Substituting Eqs. (2)- (6) into Eq. (1) and transforming the independent variables from z , t to z , τ via τ = t − z /v g with v g the linear group velocity of the pulse, and applying the slowly varying envelope approximation ∂ 2 A/∂z 2 = 0 , we can obtain the nonlinear schrödinger equation describing the propagation of ultra-short and high-intensity laser pulse as follow
where
r ∂/∂r for cylindrically symmetric beams or ∆ ⊥ ≡ ∂/∂x 2 + ∂/∂y 2 otherwise. In this paper the initial input pulse is chosen to have cylindrical symmetry. k ′′ = 0.2 fs 2 /cm is the second order dispersion coefficient.
The rate equation for electron density q e can be written as
where ρ at = 2.7 × 10 19 cm −3 is the density of the neutral atoms. The core contribution of this work is to built a 2D+1 (time) parallel FCN solver for Eq. (7) and Eq.(8).
FCN method
We restrict our attention to the axis-symmetric problems thus A = A(r , z , τ ). Uniform discrete lattice approximations is employed with lattice spacings ∆r , ∆z , and ∆τ . A(r , z , τ ) is discretized into A(m∆r , n∆z , p∆τ + τ min ), in which 0 m < N r ∈ N, 0 n < N z ∈ N, and 0 p < N t ∈ N. In Fourier domain, A(r , z , ω) can be discretized into A(m∆r , n∆z , ω p ). . The NLS equation (7) can be written as
where D and N are the linear and nonlinear operators respectively,
In the step n, we first calculate the nonlinear part for a half step (∆z/2), and then calculate the linear part for a full step ∆z, and finally calculate the nonlinear part for another half step (∆z/2), i.e.,
In the below we describe the algorithm in detail. 
Secondly, we discretize Eq. (13) using Crank-Nicholson scheme which is an implicit finite-difference method and is given by
Substituting Eqs. (14)- (16) into Eq. (13), and making use of the boundary conditions
we can obtain a matrix equation
with
Finally, A n+1 .,.
can be obtained from A n+1 .,.
via inverse Fourier transformation
The pseudo-codes for the linear-part effects of the step n are listed as follows:
It is worth pointing out that the second loop involves a triangular matrix equation and thus can be solved efficiently via a chasing method.
The nonlinear part
The calculations of the nonlinear-part effects are divided into two stages, which can be calculated by
and
The calculations of Eqs. The pseudo-codes for the another half step are same as that for the first half step, and we do not repeat here.
In summary, the serial 2D+1 FCN method can be carried out by the following steps:
1. Input the initial data, e.g., the initial input pulse, the index of the NLS equation, the ranges of time and space, and the grid steps ∆r , ∆t , ∆z . Suppose we have P threads to carry out the FCN method in the simulations. Set the thread's id to 1, 2, 3, · · ·, P . Let R b (i) and R e (i) denote the begin grid number and the end grid number in the radial domain for the i th thread. Let T b (i) and T e (i) denote the begin grid number and the end grid number in the temporal domain for the i th thread. In order to achieve the optimal parallel efficiency, the four arrays R b , R e , T b , and T e are set as follows
where ⌈ ⌉ denotes the rounding-up (ceiling) operation, ⌊ ⌋ denotes the rounding-down (floor) operation, and % denotes the modulo operation.
In the step n, the calculations for the discrete (reverse) Fourier transforms and the nonlinear part are decomposed in the radial domain ( Fig. 1 (a) ), and the calculations for solving the linear equations (18) are decomposed in the temporal domain (Fig. 1 (b) ).
The pseudo-codes for the linear-part effects of the step n in the i th thread are listed as follows: end first loop Waiting until all other P-1 threads finish the first loop second loop:
end second loop Waiting until all other P-1 threads finish the second loop third loop:
The pseudo-codes for the nonlinear-part effects of the first-half step n in the i th thread are listed as follows:
The pseudo-codes for the another half step are same as that for the first half step, and we do not repeat here.
The above parallel algorithm for the FCN method is built directly following the serial one. In order to better suite parallel programming, we re-organize the parallel algorithm into three parts basing on the data decomposition (see Fig. 2 ). The pseudo-codes for the the n th step in the i th thread are listed as follows,
inner loop: p = 0 , ..., N t − 1 calculate electron density calculateN Suppose a global integer variable Sync has the initial value 0, and a global mutex M utex. The waiting other P − 1 threads can described as follows: The initial laser pulse we consider is assumed to be a Gaussian beam [14] A(r , 0 , τ
where r 0 is the beam width, τ p is the temporal half width, I 0 is the input peak intensity, and C denotes the chirp of the incident pulse.
Timings and accuracy
The performance of the parallel program is measured by Speedup, which is defined as the ratio between sequential execution time and parallel execution time [13] , Speedup = Sequential execution time Parallel execution time .
A numerical example (N r = 2112, N t = 2048, and N z = 1000) is tested with different thread numbers, and For the accuracy, we have checked that all the simulation results of the parallel code with different threads are the same as that of the serial code.
One application
We employ the parallel algorithm to simulate the propagation of the ultrashort laser pulse in air for 1.1 kilometers. In the simulation, I 0 = 3.14 × 10 14 W/m 2 , r 0 = 18 mm, τ 0 = 300 fs, and C = 0 . The number of grids N r = 1350, N t = 1024, and N z = 1.1 × 10 6 . Fig. 3 presents the evolution of the on-axis intensity and the fluence profile of the beam. It only takes the parallel program with 20 threads less than 3 days to do the simulation, in contrast, it would require about two months for a serial code to do the same work. 
Conclusion
In this paper, a parallel 2D+1 FCN method is developed which has been tested on multi-core shared memory architectures. The simulation results shows that the speed-up ratio is more than 19.2 when the thread number is 20. The parallel FCN algorithm is of great importance in the simulations for the longdistance propagation of the ultra-short laser pulse, which is very useful to many applications such as lightning control, remote sensing, and so on.
