A system rhar performs the trucking of a human head in 3D in reo1 rime ispresenred. The head shape is modeled by an ellipse with a rrained color histogram of skin and hair samples. The color histogrum is dynamically updated based on incoming image data in order to accommodate for v a r y ing illumination conditions. On the orher hand, the size of rhe searched ellipse projected on the image is scaled depending on the deprh information gathered from srereo vision. The srrengrh ofour merhod resides on rhe use of a predicrivefilrer tofuse color and depth informarion. ireratively refining rhe locution ofrhe head in 3LJ and rhe purameters ofrhe head color hisrogram.
Introduction
The ability to detect and track human heads on an image sequence is useful in a great number of applications. such as human-machine interaction. or face recognition and gesture tracking for surveillance systems. When no restrictions are imposed on the input data, the problem becomes a challenging task. Some typical difficulties we have to deal with, are varying illumination conditions that make face appearance to change over time, the a priori ignorance of the head scale and pose, occlusions, and complex or unknown backgrounds that could lead to false head shapes.
Many approaches have been proposed for detecting and tracking humans. Often, only a single technique is used to locate human features and to extract them from the rest of the image. Yang and Waibel [IO] model the skin-color distribution as a multivariate normal distribution. To handle variations in illumination conditions they propose to update this distribution over time using an EM algorithm. Beymer and Konolige [I] only use stereo information and template matching techniques, to separate human shapes from the background, and a Kalman filter to track people. Improved and more robust results can be obtained by using multiple processing modalities. Birchfield 121 uses intensity gradi-
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ents and color histograms to update the position of the head over time. Darrel, er al. [3] combine steren and color via a pattern classification method. In [6] color an stereo are used independently, i.e.. motion and color are used to track in a known scenario with stereo triangulation only used to estimate the 3D location afterwards. A Kalman filter is used tn refine the results.
We present an approach to 3D human head tracking that achieves a robust and real time performance operating in relatively complex scenarios by combining two techniques: the search of skin-like color regions through color histograms, and the extraction of the scale and 3D location of the head using depth from stereo. The main difference between our method and the previously cited approaches is that we completely characterize the fusion of multiple sensors through the Kalman filter. combining the 3D location and color parameters in the state estimate.
An overview of our system is given in Section 2. In Section 3 we describe the color and depth modules, and in Section 4, the proposed fusion model is derived. Results and conclusions are presented in Sections 5 and 6 , respectively.
System overview
The system flowchart shown in Fig. I comprises three main modules: color, stereo and Kalman filter. The process starts by capturing a pair of synchronized stereo color images. The left image is fed into the color module, and using the information of the previous state about the position on the image and scale of the head (modeled as an ellipse), it computes the position of the head in the new image. This search is done by maximizing an intersection function between the color histogram of the new head candidate and a model histogram. The later is updated by taking into account the color histogram of the besr candidate. This is the key operation that makes our algorithm robust under varying illumination conditions.
The pair of images, the previous computed disparity and the position and scale of the ellipse of the best head candidate are fed to the fast stereo module. This module performs an area-based correlation on a gray-scale version of the im- ages to solve the correspondence problem for the interior of the ellipse, computing an estimate of the position in 3D of the head, focusing the search of the head around the prediction done on the previous state.
Both the 3D head position and a parameterization of the updated model histogram are fused via a Kalman filter to compute a new estimate of the head position and the parameters modeling the histogram. This estimate is used to compute the new disparity. scale and position of the head on the image, which in turn will be the input parameters to the next state estimate.
Low level modules

Color module
Our color module is highly inspired in Birchfield's realtime head tracking system [2]. where the projection of a head in the image plane is modeled by an ellipse. We initialize the process by detecting a human head on an image, using the technique described in our previous work In the search for an ellipse that maximizes the intersection function in an interest region, there will he an overlapping between adjacent ellipses, meaning that adjacent ellipses have common pixels.' This redundancy can be exploited since for each new candidate ellipse. its color histogram can he computed from the adjacent ellipse by only subtracting those common pixels of the histogram and adding the new ones. We have adopted this strategy from Birchfield's work, in order to fulfill real-time results.
To obtain a model histogram robust to varying illumination, we have updated it over time with the equation (71:
In order to avoid updating with false head candidates, Eq. 2 is applied only when the measure of the model and candidate intersection is above an empirically determined threshold.
Depth module
The stereo module receives a pair of images taken with a calibrated stereo rig. The other input parameters are the elliptical interest zone on the left image (estimation of the position of the head candidate computed by the color module). and the disparity of the previous state (coming from the corrected 3D head location).
Restricting the stereo algorithm described in I51 to only those pixels on the left image that are inside the given ellipse. and to those pixels on the right image that have a range of disparity centered on the previous disparity value, we can considerably speed up the search for a stereo match, up to real-time values (over 50 Hz). With this restriction, we make the assumption that the velocity of displacement in depth of the tracked head will he lower than a certain value I,'rnaxl.
For each pixel (U. v ) contained in the ellipse E , we compute its disparity with a matching algorithm based on the sum of the absolute differences: where dk-1 is the averaged disparity in ek-1. (the ellipse in the previous state). dk-1 is the value of dx-l corrected by means of the Kalman filter and {6-, 6+) are constants that define the range of acceptable disparities around da-l.
We should note that as the images have been locally rectified. we can exploit in Eq. 3 the use ofthe epipolar restriction, speeding even more the correspondence problem. Once the value dispk(u,u) has been computed for all the pixels in c k , we can extract the mean disparity dr. and provided both camera calibration matrices. the estimation of the coordinate p = [.,U, 2
'
of the center of the ellipse is straightforward. These calibration matrices will also be used lo compute the disparity. scale and head projection on the image, from the location of the head in 3D.
Fusion model and tracking
Our fusion model works with a Kalman filter N ( 0 , Q) . The process noise covariance matrix Q is typically set to a constant value, and we choose it IO in the values of pk should represent the maximum displacement that we expect for the head in each axis.
System modelization
2.
Variance in histogram mean. The limit in the standard deviation of the histogram mean pk. depends on the level of discretization used to divide our color space to build the color histogram.
3.
Variance in Swin Ballard's distance. If the value is normalized we can set the standard deviation of @ ( C k ) to unity.
The use of a Kalman filter requires also a measurement
The measurement vector zh, contains the value of the state vector xk corrupted by a noise vector v k , representing any random error in the measurement, along with unmodeled nonlinearities on the observation model. It is assumed that p(vk) -N(0,Rk). Unlike the estimation of matrix Q, we want the measurement noise covariance ntarrix Rh = E{e(zn)e(zk)T} to change in terms of p k to express the decrement in accuracy of depth estimation that suffers any stereo system as the distance increases (see Fig. 2) . We wish the variables xx, and ek to have a growing error with respect to depth, and model this error with the 3rd-order polynomial:
e(pd = a,oy; + a l l y : + anyk + a13 (9) 
where each row fits one of the curves shown in Fig. 2 . With this assumption we do not violate the basic restriction of the Kalman filter, that needs to be applied over unimodal Gaussian densities. We are jus1 modifying the standard deviation of the population representing the measured value, but the probability distribution function remains unimodal and Gaussian.
The other two functions e ( p k ) and e ( c k ( C ) ) are set to constant values with off-line measurements of their deviation when computing the color histograms of a static head over time.
One may think that we could use the Kalman filter to update the whole histogram. i.e., to include Eq. 2 in the Kalman filter. But this. would imply high values in the dimension of vectors x, z and matrices R a n d Q, tampering with the possibility o f a real-time solution.
Tracking algorithm
In this section we give the basic details of our iterative tracking algorithm. Assume an initial estimate of the ermr covariartce matrix Po and the initial state vector estimate Bo, at time state k we have computed the measurement vector i k (approximation to the model given in Eq. 8). provided the previous state vector CL-, . The steps to predict and correct the value of x k are the following:
1. Predict a priori estimates of the state vector, x; = i t -, and error covariance matrix, P; = P h -1 + 4.
2. Update Rk using Eq. 9.
3. Compute the Kalman gain, Kk = P;(P; + Er)-' 4. Update the state estimate with measurement Eh, i.e.
5.
Update the error covariance, Pk = (I -Kk)P;
For more details on the statistical theory behind the Kalman filter, the reader is referred to 14.91.
Experiments
We have experimented the performance of our system on standard PC hardware (Pentiurn 111 at IGHz). The images were 160 x 120 pixels, the search region used on the color module was 16 x 4 pixels and the range of disparity for the stereo computations was of 9 pixels (6-= 6+ = 4 pixels).
Shown in the above figures is the response of the tracking algorithm in a scene that collects several complex factors: variation on head scale, illumination conditions do not remain constant, the subject turns his face, and objects with skin-like color appear on the background. We can see some of these disturbances on Fig. 3(c) . Fig. 3(a) shows the tracking results from a zenital view. The dotted line represents the real path followed by the subject computed a posteriori by manually specifying the center of the head in each pair of stereo images and reconstructing from stereo. The lighter solid line corresponds to the tracking result without fusing color and,depth information. This result is clearly improved when we fuse color and depth with the Kalman filter as can be seen in the darker solid line. The improvements can he clearly observed at large distances. where small variations in disparity values induce high changes in the estimation of the position of the head in 3D. The reduction of the variance that the Kalman filter performs is shown on Fig. 3(b) . Fig. 3(d) shows the time specifications of our algorithm, certifyingthat it works in real time (over 30 Hz).
Conclusions
We have presented a method that robustly tracks a human head basing its strength on the fusion of information from color and depth using a Kalman filter. This lets the position of the head in 3D and a parameterization of the color histogram of the head to be iteratively updated in such a way that the covariance of the error is minimized. With this method we are able to undergoreal time people tracking in complex situations such as in unstructured backgrounds, varying illumination conditions and with relations of the person head.
