We consider the problem of scheduling jobs on two parallel identical machines where an optimal schedule is defined as one that gives the smallest total flowtime (the sum of the completion time of all jobs) among the set of schedules with optimal makespan (the completion time of the latest job). Utilizing an existing optimization algorithm for the minimization of makespan, we propose an algorithm to determine optimal schedules for this problem. We empirically show that the proposed algorithm can quickly find optimal schedules for problems containing a large number of jobs.
Introduction
Consider the following scheduling problem: a set } , , 2 , 1 { n N K = of n jobs available at time zero is to be processed on m identical parallel machines. Each job N i ∈ is to be processed without interruption on one of the m machines with processing time i p . Each machine can process only one job at a time and no job may be processed by more than one machine. Setup time, if any, is included in the processing time. It is desired to minimize the makespan (maximum completion time) as the primary objective and minimize total flow-time (sum of the completion times of all jobs) as the secondary objective. Thus, it is required to find a schedule for which the total flowtime time is minimized, subject to the constraint that no reduction in the total makespan is possible. Both makespan and flowtime performance measures have significant impact on a schedule's cost, since the former generally represents the amount of resources tied to a set of jobs; while the latter is a useful indicator of the amount of work-in-process. Parallel-machine scheduling problems often arise in practice as in the scheduling of jobs to a number of computer processors or the scheduling of jobs to a set of identical lathes.
The need to consider multiple criteria in scheduling is widely recognized. Either a simultaneous or a hierarchical approach can be adopted. For simultaneous optimization, there are two approaches. First, all efficient schedules can be generated, where an efficient schedule is one in which any improvement to the performance with respect to one of the criteria causes a deterioration with respect to one of the other criteria. Second, a single objective function can be constructed, for example by forming a linear combination of the various criteria, which is then optimized. Under a hierarchical approach, the criteria are ranked in order of importance; the first criterion is optimized first, the second criterion is then optimized, subject to achieving the optimum with respect to the first criterion, and so on. Surveys of algorithms and complexity results in this area are given by Chen and Bulfin (1993) , Lee and Vairaktarakis (1993) and Nagar, Haddock, and Heragu (1995) . Clearly, the above described problem is one of hierarchical multi-criteria scheduling.
Following the three field notation of scheduling problems, we will designate the identical parallel machine problem to minimize makespan subject to minimum total flowtime as a ) ( || designates that we hierarchically minimize total flowtime subject to minimum makespan.
The ∑ i C P || problem can be optimally solved using the extension of McNaughton's algorithm (1959) . As discussed by Conway et al (1967) , this algorithm involves two steps: (1) order all n jobs in smallest processing time (SPT) order; and (2) assign the jobs from the SPT list to the m parallel machines in rotation. On the other hand, as shown by Bruno, Coffman, and Sethi (1974) and Garey and Johnson (1979) , max || C P problem is known to be NP-hard. In view of the above results, it follows that the
problem is also NP-hard.
Little work has been published on parallel machine scheduling under flowtime and makespan performance measure. Eck and Pinedo (1993) consider the problem of finding the minimum makespan schedule among the set of schedules that are optimal with respect to the minimum total flowtime measure. They propose a heuristic method and, for the two-machine case, show that it gives a minimum flowtime schedule with makespan that is guaranteed to be no more than problem and provides numerical examples to demonstrate the proposed algorithm. The simulation experiment and computational results are given in Section 4. Finally, we conclude the paper in Section 5 with some fruitful directions for future research.
Problem Definition and Representation
The shop environment we consider consists of a set of n jobs to be processed by m parallel identical machines. Each job requires one operation, and each operation can be processed by either one of the available m machines. The objective is to minimize total flowtime subject to minimum total makespan.
Without loss of generality, we assume that the jobs are sorted according to the LPT order and that enough artificial jobs with zero processing time are added to the set of jobs if the total number of jobs n is not an integer multiple of the number of machines m . In other words, we assume that the total number of jobs n is an integer multiple of the number of machines m and that jobs are so numbered that . ,
The major assumptions used in this paper are listed below:
• Job's processing time is known and deterministic.
• Job preemption is not allowed, i.e., once a job starts processing on a machine, it must finish processing on that machine without interruption.
• All jobs have the same ready time at zero.
• No precedence relationships among jobs.
• Each machine can process only one job at a time.
• Setup time is included in processing time.
We use the following notation in the problem formulation. 
First Level Integer Program
Minimize max C (1) subject to:
Second Level Integer Program
subject to:
The above problem formulation in relations (1) through (9) is a bi-level non-linear integer program which is very difficult to solve. While it can be simplified for the two-machine case (by defining a binary variable
if job i is assigned to machine 1 and 0 otherwise); it still remains a bi-level non-linear integer program. Hence, we need to develop some alternative optimization methods for its solution. In this paper, we develop a lexicographic search based algorithm to solve
The Proposed Optimization Algorithm
Ho and Wong (1995) developed a lexicographic search based algorithm for optimally solving the The development of the optimization algorithm is pursued in two parts. In the first part, we assume that we know the optimal makespan schedule S with makespan value * α where the jobs on each of the two machines are processed in an SPT order giving a total flowtime β . Our first algorithm, obtained by a modification of the TMO algorithm developed by Ho and Wong (1995) finds a schedule with a minimum possible total flowtime given that its makespan is * α . In the second part, we use the TMO algorithm to find a schedule with optimal makespan value and also find a schedule which has a minimum makespan given optimal total flowtime value. N is its parent's left child, which means that job l is assigned to machine 1, then the value of i N is its parent's value plus the processing time of job l . If it is the right child, which indicates job l is assigned to machine 2, then the node has the same value as its parent's. The makespan for machine 1 is denoted by the value of the leaf; while the makespan for the schedule equals to the larger of the makespan of machine 1 and the sum of the processing time of all jobs minus the makespan of machine 1. The paths from the root node to the nodes with makespan * α constitute the set of schedules that need to be evaluated. Following the above reasoning, the steps of the modified TMO algorithm are as follows: flowtime β where jobs on each machine in schedule S are processed in an SPT order.
Step otherwise mark the right child of the root node dead (because of the symmetry between the two machines).
Step 2: • If there is no living node, go to step 3. (Note that searching starts from the current node through a depth-first searching scheme.)
• Find the first living node through depth-first search, if it is at level n , then restart
Step 2.
• Expand this node. If it doesn't have a left child, then its left child, i N , is generated; otherwise, its right child, i N , is generated.
• If i N is its parent's right child, then mark parent dead.
• If
N dead and restart Step 2.
• Let l be the level which i N is on.
• Restart Step 2.
Step 3: Stop. The schedule 
Step 1: Apply the TMO algorithm to find the optimal makespan schedule, S , and arrange the jobs processed on each machine in the SPT order. Let * α and β be the makespan and total flowtime of S , respectively.
Step 2: Create an alternative problem by setting array i Step 3: Apply algorithm M to the original problem with makespan = * α and schedule S to find the optimal schedule * S with total flowtime . Z Enter step 4.
Step 4: Stop. The schedule * S is the minimum total flowtime schedule given the optimal makespan * α .
Step 1 applies the TMO algorithm to determine the optimal makespan, , and terminate the search as optimal solution has been found. The proposed algorithm returns a total flowtime of 575, which is 6.26% lower than that of the TMO algorithm. 
Computational Results
A simulation experiment was performed to evaluate the effectiveness of the proposed algorithm by comparing the value of its total flowtime to that found by using the TMO algorithm. The TMO algorithm was selected since it guarantees the optimal makespan, which is a requirement of the problem considered in this paper. In addition, we also compared the optimal values of the total flowtime for the
We considered two factors in the simulation study: the number of jobs and the variability of processing times. The number of jobs was set in 16 levels: 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 30, 40, 50, and 100. The processing times were generated from a uniform distribution,
, and set at three levels:
The uniform distribution was chosen because it is commonly used in the literature. These two factors give a total of 48 sets of problems. For each set of problems, 100 replications are made. Hence, a total of 4,800 problems are solved. All algorithms were programmed in Microsoft FORTRAN running on an Intel Pentium-based microcomputer.
Effectiveness of the Proposed Algorithm
For each problem, we computed the percentage deviation of the total flowtime obtained using the TMO algorithm from the optimum total flowtime value found by algorithm E. For each set of problems, we report the mean and maximum percent deviations for TMO. Moreover, we tabulate the percentage of the time that the proposed algorithm E outperforms TMO for each set of problems. Table 2 gives the mean and maximum percent deviations of the total flowtime using the TMO algorithm from the optimal total flowtime. From Table 2 , it is clear that as the number of jobs increases, both mean and maximum percent deviations tend to increase. The three largest mean percent deviations occur when n = 100. Moreover, results in Table 2 show that as the variability of processing times decreases, the mean percent deviation figures increase in every case except the following two cases: when n = 9 and from ) Table 2 show that the use of proposed algorithm E significantly improves the total flowtime of the minimum makespan schedule obtained by the TMO algorithm. Table 3 reports the percentage of problems that the proposed algorithm outperforms the TMO. Similar to the conclusions obtained from Table 2 , Table 3 shows that as the number of jobs increases or/and variability of processing times decreases, the proposed algorithm E becomes more effective since the percent of problems for which TMO fails to find optimal total flowtime schedules increases. The proposed algorithm E always returns a smaller total flowtime than the TMO when n = 14. On average, the proposed algorithm outperforms the TMO 9  62  47  48  10  83  64  57  11  92  87  75  12  100  100  86  13  100  99  95  14  100  100  100  15  100  100  100  16  100  100  100  17  100  100  100  18  100  100  100  19  100  100  100  20  100  100  100  30  100  100  100  40  100  100  100  50  100  100  100  100  100 Table 5 . Percentage of problems the proposed algorithm is sub-optimal for the 9  33  53  63  10  41  58  72  11  17  31  39  12  16  35  61  13  17  25  35  14  9  22  37  15  1  5  15  16  0  4  5  17  2  4  7  18  2 In addition, Table 5 shows the percentage of the problems for which this percentage deviation was greater than zero. From these results, it is clear that the total flowtime for the two problems can be quite different. Hence, use of the proposed algorithm E is useful. For each problem set, Table 6 gives CPU time for the TMO and the proposed algorithms. It shows that the solution of 100 problems in each set, the TMO and proposed algorithms on average require 0.135 and 0.486 seconds, respectively. Nonetheless, the proposed algorithm is very fast and can be used to solve both large and small size problems. For example, the largest set CPU time of the proposed algorithm is just 1.88 seconds when n = 20. One very interesting observation concerning the number of jobs factor is the fact that the CPU time of the proposed algorithm increases as n increases from 9 to 20, then it decreases when n increases from 20 to 30 and increases again when n increases from 30 to 100. This is because when 20 < n < 30, the probability that the proposed algorithm terminates in Step 2, due to the condition that * α α = , becomes very high (almost 100%) and remains stable. Thus, the CPU time therefore goes down. When n > 30, the increase in CPU time is purely due to the increase in the number of jobs. Furthermore, results in Table 6 show a positive correlation between processing time variability and CPU time.
Conclusions
This paper considered the two-identical-parallel-machine problem to minimize total flowtime subject to minimum makespan and proposed an optimization algorithm for its solution.
Computational results of a simulation study with randomly generated problems show that the proposed optimization algorithm E is quite efficient in optimizing large-sized problems. On the average, for the three cases of processing times variability ), 50 , 1 ( U ), 100 , 1 ( U and ), 200 , 1 ( U the total flowtime value obtained by proposed algorithm E are 6.34%, 5.74%, 5.25% less than those found using the TMO algorithm, respectively. The computational results also indicate that the proposed algorithm, which finds optimal total flowtime, outperforms the TMO in all 48 sets of problems. Furthermore, the proposed algorithm returns a smaller total flowtime than that of TMO in 93.65% of the 4,800 test problems. In terms of CPU time, both algorithms are very efficient, the mean CPU time per set of 100 problems for the proposed and TMO algorithms are 0.486 and 0.135 second, respectively.
Several issues are worthy of future investigations. First, extension of results to the m-identicalparallel-machine case ( m > 2) will be worthwhile. Second, the solution of the problem with the reverse hierarchical optimality criteria, namely, the identical-parallel-machine scheduling problem where the primary criterion is the minimization of the total flow-time and the secondary criterion is the minimization of the maximum completion time (makespan) is both interesting and useful. Third, the development of algorithms for other secondary criteria such as the total tardiness subject to the minimum makespan is a fruitful area of research. Finally, extension of our results to more complex machine environments, such as multi-stage flowshop and job-shop problems, is important for application in industry.
