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Several experimental implementations of cavity-magnon systems are presented. First an Yttrium Iron Garnet
(YIG) block is placed inside a re-entrant cavity where the resulting hybrid mode is measured to be in the
ultra strong coupling regime. When fully hybridised the ratio between the coupling rate and uncoupled mode
frequencies is determined to be g/ω = 0.46. Next a thin YIG cylinder is placed inside a loop gap cavity. The
bright mode of this cavity couples to the YIG sample and is similarly measured to be in the ultra strong
coupling regime with ratio of coupling rate to uncoupled mode frequencies as g/ω = 0.34. A larger spin
density medium such as lithium ferrite (LiFe) is expected to improve couplings by a factor of 1.46 in both
systems as coupling strength is shown to be proportional to the square root of spin density and magnetic
moment. Such strongly coupled systems are potentially useful for cavity QED, hybrid quantum systems and
precision dark matter detection experiments. The YIG disc in the loop gap cavity, is, in particular, shown to
be a strong candidate for dark matter detection. Finally, a LiFe sphere inside a two post re-entrant cavity
is considered. In past work it was shown that the magnon mode in the sample has a turnover point in
frequency1. Additionally, it was predicted that if the system was engineered such that it fully hybridised at
this turnover point the cavity-magnon polariton (CMP) transition frequency would become insensitive to both
first and second order magnetic bias field fluctuations, a result useful for precision frequency applications.
This work implements such a system by engineering the cavity mode frequency to near this turnover point,
with suppression in sensitivity to second order bias magnetic field fluctuations shown.
INTRODUCTION
Magnonic systems have been of considerable interest
recently. Applications of such systems range from quan-
tum information processing2–4 and coherent conversion
of microwave to optical frequency light5,6, to microwave
components in the form of filters, circulators, isolators
and oscillators. Additionally, such systems are used
in the study of hybrid quantum systems7,8, Quantum
electrodynamics (QED)9–11, and direct detection of dark
matter12–16. In the context of dark matter detection,
it has been shown that strongly coupled cavity-magnon
systems are useful for expanding the range of detectable
dark matter masses12. Typically, the material of choice
for these experiments is Yttrium Iron Garnet (YIG)
due to its low magnonic and photonic loss, and high
spin density, however, other ferrimagnetic materials are
often considered for study such as lithium ferrite (LiFe)1
and Cu2OSeO3
17. LiFe has been of recent interest for
use in hybrid cavity-magnon systems due to is higher
spin density when compared to YIG. It was additionally
shown to have a turnover point in its frequency as a
function of DC magnetic field1. This is of interest as the
cavity-magnon polariton (CMP) transition frequency
(difference frequency of hybrid modes) was predicted
to become insensitive to both first and second order
magnetic field fluctuations if the system were to be fully
a)Electronic mail: 21302579@student.uwa.edu.au
b)Electronic mail: michael.tobar@uwa.edu.au
hybridised at this turnover point. This is useful for
applications which require precision frequency measure-
ments, as this would reduce the effect of fluctuations
of magnetic field biasing and is similar to a double
magic point atomic clock transition18. One aim of this
work was to implement this system to demonstrate
suppression of second order magnetic field fluctuations
in the CMP transition frequency.
Often, in the study of hybrid quantum systems,
a perturbative approach, such as the rotating wave
approximation (RWA), is used to analyse dynamics.
This is valid when the ratio of coupling rate to bare
mode frequency is small (g/ω  1) and predicts that
as the coupling rate increases between subsystems,
there is improved coherence of information exchange
and a larger spontaneous emission rate19. A goal in
the study of hybrid quantum systems is thus to achieve
stronger couplings between the component systems. At
larger couplings, however, the RWA begins to break
down and new dynamics appear. The ultra-strong
coupling (USC) regime, occurs when g/ω > 0.1, and, in
the context of light matter couplings has been shown
to lead to interesting new observations including the
dynamical Casimir effect20,21, super-radiant phase
transitions22–24, and ultra-efficient light emission25–27.
Further interesting dynamics are expected to appear in
the deep-strong coupling (DSC) regime, where g/ω > 1,
such as the counter intuitive result that energy exchange
between component subsystems saturates and then
drops off when moving from USC to DSC. This leads to
a saturation followed by reduction in the spontaneous
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2emission rate for larger couplings19. Where the pertur-
bative approach to solving dynamical equations breaks
down in the USC and DSC regimes, new theoretical
approaches have appeared26,28,29. The USC regime has
been explored experimentally in various applications
from coupled photons and superconducting qubits30,31,
to cavity-magnonic systems9,11,32,33, to other forms
of light matter coupling34–38. The DSC regime has
also now been demonstrated experimentally in super-
conducting circuits39,40, and terahertz light-Landau
polariton couplings in nanostructure metamaterials41. A
comprehensive review of such phenomenon was recently
published42.
This work considers some experimental implementa-
tions of the USC regime in cavity-magnon polaritons
through cavity engineering. The measurement set-up in
all cases is to place the cavity, made from oxygen free
copper, inside a solenoidal superconducting magnetic and
cooled inside a Dilution refrigerator (see below for specific
temperatures). The frequency response in transmission
of the system is then measured as a function of DC mag-
netic field. This procedure is explained in more detail in
previous works43,44.
I. COUPLING IN CAVITY-MAGNON SYSTEMS
In the absence of a general model for magnonic sys-
tems of arbitrary geometries it is useful to consider the
case of a cavity mode coupled to a uniform precession
magnon mode. The Hamiltonian of the cavity-magnon
system consists of its cavity and magnon parts, Hc and
Hm respectively, as well as magnon-cavity interaction,
Hint:
H =Hc +Hm +Hint
H =~ωcc†c+ ~ωmb†b+ ~gxcm(c+ c†)(b+ b†)
+ ~gycm(c+ c†)(b− b†),
(1)
where c† (c) is a creation (annihilation) operator for
photon, b† (b) is a magnon creation (annihilation)
operator, ωc is the cavity frequency, ωm is magnon
frequency, gcm,x (gcm,y) is the cavity magnon coupling
rate associated with overlap of x (y) directional field
and ~ is the reduced Planck’s constant. It is assumed
that the DC bias magnetic field is in the z direction and
the particular choice of x and y directions is shown later
to be arbitrary. These expressions can been found from
first principles45,46 where the interaction term is derived
in the supplementary materials.
Eigen-frequencies, ω±, of this coupled mode system are
(neglecting dissipation):
ω± =
√
ω2c + ω
2
m
2
±
√(ω2c − ω2m
2
)2
+ 4ωcωmg2cm, (2)
where the coupling rate g2cm = (g
x
cm)
2 − (gycm)2, can be
written as (see supplementary materials):
gcm =
γ
2
η
√
µ0S~ωc
Vm
, (3)
η =
√√√√(∫VmH · xˆdV )2 + ( ∫VmH · yˆdV )2
Vm
∫
Vc
|H|2dV , (4)
where η is a form factor ranging from 0 to 1, and S
is the total spin number of the macrospin operator.
Note, S is determined by S = µgµBNs, where µ is the
magnetic moment of the magnetic sample, µB is the
Bohr magneton, g is the g-factor (g = 2) and Ns is the
number of spins in the sample (given by Ns = nsVm with
ns as spin density and Vm as volume). When η = 0 none
of the cavity H-field is perpendicular to the external DC
field and contained in the magnetic sample. In contrast,
when η = 1 all of the cavity H-field is perpendicular
and in the sample. It can be noted from the form of
this expression that the coupling rate isn’t directly
dependent on the volume of the magnetic sample (as
S ∝ Vm), contrary to some past papers10,11, where
they have claimed gcm ∝
√
Ns, implying gcm ∝
√
Vm.
Instead, increasing the volume of the magnetic sample in
the cavity leads to larger form factor, η, as more of the
cavity field is contained in the magnetic material. An
increase in this filling factor can similarly be achieved,
however, by cavity design without increasing the volume
of the magnetic sample. For example, the use of two
post re-entrant cavities has been shown to produce
large coupling rates for small magnetic volumes9. In
this work, it will be shown how novel cavity design can
achieve large couplings by ensuring the cavity field is
primarily contained within the magnetic sample volume.
It can also be seen this result that the fundamental limit
of the coupling rate given a fixed cavity frequency is
the material properties, including magnetic moment and
spin density, of the sample as: gcm ∝
√
µ
gµB
ns.
Spherical geometries of the ferrimagnetic samples are
often used given the symmetries of the system makes
the inclusion of demagnetising fields in modelling much
simpler47–49. For arbitrary non-spherical geometries, the
magnon mode shapes are typically not known. As such,
coupling rates can not be calculated from first principals
as above. It is expected, and found in previous work,
that the coupling rates can be related in general to the
magnetic filling factor, ζm, of cavity field contained in
the sample by g2cm = ω
2
cχeffζm, where χeff is an effec-
tive susceptibility determined by material properties and
the overlap of the specific cavity and magnon modes9. As
the focus of this work is on non-spherical ferrite geome-
tries, magnetic filling factor becomes the relevant figure
of merit in maximising coupling rates. With the lack of
predicted magnon frequency dependence with DC mag-
netic field in arbitrary geometries a phenomenological
approach is taken. Typically a linear fit to magnon fre-
3quency is sufficient for at least part of the fitting proce-
dure, where it can be related to the case of a spherical
geometry governed by the Zeeman effect50:
ωm(BDC) = (2pi)
geffµB
~
(BDC +Boff), (5)
where µB is the Bohr magneton, Boff is an offset field
typically due to magneto-crystalline anisotropies and geff
is the effective Lande´ g-factor, typically geff = 2 for spher-
ical geometries.
II. ULTRA STRONG COUPLING BETWEEN
MAGNETOSTATIC MODE OF A YIG BLOCK AND A
RE-ENTRANT CAVITY
A. Cavity modelling and system specifications
A rectangular prism of YIG, with dimensions 5×3×5
mm, containing a central 1 mm diameter hole, was placed
inside a rectangular cavity. This cavity, with dimensions
5.5×3.3×5.2 mm, had a central re-entrant post of diam-
eter 1 mm and height 5.1 mm. The cavity was placed
inside a DC magnetic field oriented in the direction of
the re-entrant post. Re-entrant cavities typically consist
of a cylindrical cavity with a central post. The lowest
order mode of this cavity has its electric field primarily
between the post and the lid of the cavity; similar to a
parallel plate capacitor, and the magnetic field around
the post. Thus it forms a 3D lumped element LC res-
onator. Prior to measurement electromagnetic modelling
is performed on the cavity, where the YIG block was con-
sidered a linear homogeneous dielectric with relative per-
mittivity r = 15.96
32. This is shown in figure 1 (A) for
several cavity modes with the primary mode of interest
being labelled (1). As the YIG block takes up most of the
cavity, it has a high magnetic filling factor of ζm = 0.94.
Without knowledge of the specific magneto-static mode
shape of the block, this is the primary design require-
ment to achieve large coupling between the two subsys-
tems. Additionally as the gap between post and lid is
free space, the electric filling factor in the block is low
ζe = 0.08. This should reduce dielectric losses.
B. Experimental Results and Discussions
Spectroscopic data was taken with the system at
approximately 20 mK, to probe the hybrid frequencies
as a function of DC magnetic field and fitting was
performed to the most strongly coupled hybrid modes by
equation (2). The results of the spectroscopy and fitting
are shown in figure 1. The fitted model parameters
are ωc/(2pi) = 5.870 ± 0.004 GHz, geff = 2.061 ± 0.003,
Boff = 0.1231 ± 0.0003 T, gcm/(2pi) = 2.690 ± 0.005
GHz. The condition for ultra strong coupling is that
the bare frequencies of the uncoupled modes satisfy the
FIG. 1: (A) Colour density plot of magnetic field
strength (side view to the post) and electric field
strength (plane transverse to the post) for the cavity
modes of the re-entrant cavity. (B) YIG block system
response in terms of its S − 21 parameter as a function
of external magnetic field with labels corresponding to
the cavity modes. The red and black dashed lines are
the fits to CMPs and uncoupled cavity and magnon
modes associated with (1) respectively.
inequality: g/ω ≥ 0.1. This is true of the cavity mode,
as gcm/ωc = 0.46, and the magnon mode, based on the
assumed model, for BDC ≤ 0.81 T.
Additional cavity modes can be seen in figure 1 (B)
exhibiting strong coupling to other magnon modes
in the block. For completeness, the cavity modes
predicted were identified by their frequencies (which
should correspond to the measured frequencies at large
4field) and labelled. Their mode shape based on the
electromagnetic modelling is shown in figure 1 (A). It
can be seen that modes (1) and (2) are the first and
second order re-entrant post modes51 as these have all
the electric field in the gap between the post and lid.
(3) and (4), on the other hand, appear to be perturbed
rectangular cavity modes that would be degenerate
if the cavity had x-y symmetry. Figure 1 also shows
that at low fields the modes, particularly the high
frequency ones, have a sudden change in slope. This has
been observed in the past in both YIG32, and yttrium
aluminium garnet (YAG)52 and can be explained by the
effect on the ferromagnetic phase of the impurity ions
on degenerate modes.
It is unlikely that by further engineering the cavity,
the coupling to this block couple be improved as it al-
ready had a near unity filling factor, however, with a
material with higher spin density, such as LiFe, the cou-
pling rate to this mode could potentially improve. As-
suming the relation between coupling and spin density
is gcm ∝
√
µ
gµB
ns as in the previous section, the cou-
pling for an identical LiFe block in this cavity can be
estimated. The ratio of spin density of LiFe relative to
YIG is
ns,LiFe
ns,Y IG
≈ 2.13 where we note both YIG and LiFe
have the same magnetic moment, µ1. This is expected to
improve couplings by a factor of
√
2.13 ≈ 1.46. Thus the
expected coupling with a LiFe block is gcm/(2pi) ≈ 3.93
GHz giving gcm/ωc ≈ 0.67.
III. ULTRA STRONG COUPLING BETWEEN
MAGNETOSTATIC MODE OF A YIG DISC AND A LOOP
GAP CAVITY
A. Cavity modelling and system specifications
A thin, single-domain YIG disc of diameter 6 mm
and thickness 0.5 mm is placed in the central cham-
ber of a loop gap cavity. Like the re-entrant cavity, the
loop gap cavity is also a 3D lumped element LC res-
onator. In this case two rectangular cavities of dimen-
sions 15×35×17 mm are separated by a copper slab of
thickness 5 mm. The slab has a central cut-out region
for the sample and two cylindrical cut-outs of 5 mm di-
ameter with axes perpendicular to the ample axis, sep-
arated by 15.7 mm. The cylinders and central cham-
ber form lumped element inductors with the magnetic
field circulating around them. Two thin cut-out rectan-
gular chambers between the cylinders and central cham-
ber of dimensions 0.16×2.35 mm, form lumped element
capacitors with the majority of the electric field in these
gaps. Thus they form two coupled 3D lumped element
resonators. They hybridise to two normal modes, one
where the electric fields of each oscillate in phase typi-
cally named the dark mode as it has little magnetic field
in the central chamber, and the other where the elec-
tric fields oscillate out of phase forming the bright mode.
The bright mode is characterised by the majority of the
magnetic field directed through the central chamber with
the sample and thus should achieve large magnetic filling
factors. Once again, electromagnetic modelling is per-
formed to determine the structure of the cavity modes.
The bright mode has a large magnetic filling factor in
the sample of ζm = 0.77. The electric filling factor in the
disc is found to be low ζe = 0.08 ensuring low dielectric
losses.
B. Experimental Results and Discussions
FIG. 2: (A) Colour density plot of magnetic field
strength |H| for the bright mode of the loop gap cavity.
(B) YIG disc system response in terms of its S − 21
parameter as a function of external magnetic field. The
red and black dashed lines are the fits to CMPs and
uncoupled cavity and magnon modes respectively.
Spectroscopic data was taken with the system at
approximately 4 K to probe the hybrid frequencies
as a function of DC magnetic field and fitting was
performed to the most strongly coupled hybrid mode by
equation (2). In this case a linear relationship with DC
magnetic field was assumed where both branches of the
5hybrid system were visible (B > 0.27 T approximately).
An initial fitting was performed in this region to obtain
the values of the cavity frequency and coupling rate. A
polynomial relation to DC field was then used to infer
the magnon frequency outside of this region assuming
the coupling rate remains constant. The results of the
spectroscopy and fitting are shown in figure 2. The
fitted model parameters from the linear magnon fit are
ωc/(2pi) = 7.599 ± 0.008 GHz, geff = 2.249 ± 0.008,
Boff = −0.083± 0.001 T, gcm/(2pi) = 2.574± 0.002 GHz.
The polynomial fit to the magnon frequency is shown
in figure 2 (B). The fitted parameters imply that the
ultra-strong coupling regime is achieved as the ratio of
coupling rate to cavity frequency is gcm/ωc = 0.34 and
the ratio to magnon frequency is inferred by the fitted
parameters to be greater than 0.1 for B ≤ 0.9 T.
Again, as the filling factor was near unity, it is also
unlikely that further cavity engineering will improve the
measured coupling rate. The coupling can be improved
with the use of the higher spin density medium of LiFe,
as in the previous section. If an identical LiFe disc was
used, the coupling can be expected to be gcm ≈ (2pi)3.76
GHz giving gcm/ωc ≈ 0.50. If the measured magnon
mode in question is assumed to be approximately a
uniform precession mode, the expected coupling rate can
be calculated by equation (3). This predicts a coupling
of gcm/(2pi) = 6.7 GHz based on calculated form factors
by the electromagnetic cavity model of η = 0.82. This
is obviously much larger than the coupling measured,
thus, assuming the validity of equation (3), the limiting
factor of this set-up is likely to be due to non-uniformity
of the magnon mode leading to a suboptimal overlap
with the cavity field. It would be potentially interesting,
thus, to test a sphere inside a loop gap, where the mode
shape is known to be uniform and coupling rates can be
predicted. Assuming the cavity field is uniform and only
in a cylindrical central chamber of a loop gap cavity
with a sphere of arbitrary size in the centre, the form
factor can be estimated as η = 0.82. Thus with a cavity
frequency of ωc/(2pi) = 5.9 GHz, the expected coupling
rate is gcm/(2pi) ≈ 5.9 GHz thus producing a ratio of
gcm/ωc ≈ 1, and reaching the deep strong coupling
regime.
Cavity-magnon systems have been used in the past as
methods for direct detection of axion dark matter in the
form of ferromagnetic axion haloscopes12–14. The inter-
action of the grad of the expected axion field with elec-
tron spins is analogous to that of a uniform oscillating
magnetic field at the Compton frequency of the axion
field53–55. It can be noted that the magnetic field in the
loop gap cavity is approximately uniform and only in
one direction. Thus the strong interaction of this field
with the magnon mode suggests that the magnon mode
would also make a prime candidate for dark matter de-
tection. Without specific knowledge of the magnon mode
structure, a first principles model of the axion-magnon
interaction can’t be determined. However, the system’s
response to uniform oscillating magnetic fields could be
calibrated with a field of known size, thus inferring its
interaction with axions. In the past, ferromagnetic axion
haloscopes, have focused on spherical geometries for their
magnetic material, as the magnon mode structure is well
known. Non-spherical geometries can be beneficial from
a practical standpoint as samples with larger volumes
are often easier to acquire, where the number of spins
in the system is a key parameter in increasing experi-
mental sensitivity. Large cavity-magnon couplings lead
to a larger range of frequencies and hence axion masses
that the experiment can be sensitive to12. Thus the USC
achieved here would be advantageous for such an exper-
iment to explore a larger range of the, as yet, unknown
axion mass parameter space56.
IV. APPLICATIONS OF FERRITES IN FREQUENCY
METROLOGY
The focus of frequency metrology is typically in the
development of high accuracy and stability clocks57–59.
However, applications of frequency metrology are also
in fundamental physics60–65, including detection of dark
matter through exceptional points64. Exceptional points
are achieved by engineering loss rates and couplings in
open systems and increase a system’s sensitivity to small
perturbations in frequency. These have recently been
demonstrated in cavity-magnon polaritons by adjusting
the position of a small YIG sphere in a rectangular
cavity66, as well as being investigated in the context
of magnon-induced transparency and amplification67.
Additionally, in the context of dark matter detection,
it was recently suggested that frequency metrology
techniques applied to cavity-magnon polaritons could
be used to detect ultralight axion or axion-like dark
matter, as this interaction can appear as a modulation
of magnon frequency12.
In the commercial sector, an application of frequency
metrology is in synthesisers and oscillators. In this con-
text, for microwave frequencies, ferrites are particularly
useful. High stability oscillators need large quality fac-
tors, something which microwave cavities in the form of
sapphire whispering gallery mode resonators excel at68.
These devices are typically not compact, however. Fer-
rimagnetic thin films have significant advantage here, as
they have modestly large quality factors and low phase
noise, whilst potentially being able to be miniaturised69.
For broad applications, it is also useful to be widely tun-
able in frequency. As the frequency of ferromagnetic res-
onance (FMR) is determined primarily by an external
DC magnetic field through the Zeeman effect, this al-
lows a broad range of frequency tunability in such de-
vices. As such, even spherical geometries find significant
use as oscillators70–72. The high sensitivity of FMR fre-
quency to DC magnetic field, whilst extremely useful for
6frequency tuning, also makes it extremely sensitive to
magnetic field fluctuations, limiting the applicability of
these devices in developing high stability devices. Thus,
developing systems which are insensitive to these fluctu-
ations would be of interest.
V. LIFE SPHERE FOR REDUCED SENSITIVITY TO
BIAS MAGNETIC FIELD FLUCTUATIONS
A. Cavity-Magnon Polariton Transition Frequency
fluctuations
For any mapping of one variable to another, small fluc-
tuations in the input variable will map to small fluctu-
ations in the output by power series expansion. In our
case we are interested in the conversion of fluctuations in
the bias magnetic field, δB, to fluctuations in the CMP
transition frequency, ωCMP, as follows, to second order:
δωCMP =
d(ωCMP)
dB
δB +
d2(ωCMP)
dB2
δB2 +O[δB3]. (6)
As such to suppress this conversion we are interested in
suppressing the first and second derivative of CMP tran-
sition frequency response. A RWA can be used to sim-
plify equation (2), giving the CMP transition frequency:
ωCMP = 2
√(ωc − ωm
2
)2
+ g2cm, (7)
where ωm ≡ ωm(B). Thus the first and second deriva-
tives are:
dωCMP
dB
= −2(ωc − ωm)
ωCMP
dωm
dB
, (8)
d2ωCMP
dB2
=− 2(ωc − ωm)
ωCMP
d2ωm
dB2
− 2
ωCMP
(dωm
dB
)2
− 4(ωc − ωm)
2
ω3CMP
(dωm
dB
)2
.
(9)
In strongly coupled systems a turning point will natu-
rally exist in the difference frequency of normal modes
(ie. dωCMPdB = 0), when the difference in uncoupled
mode frequencies is at a local minimum (or maximum)
corresponding to a local maximum (minimum) in energy
exchanged by the underlying degrees of freedom. This
occurs when, either, the system is fully hybridised
(ωc = ωm) or when the uncoupled modes also have a
turning point (dωmdB = 0, where
dωc
dB = 0 is always true) as
seen in equation (8). When both of these conditions are
met in the same system configuration, they correspond
to an inflection point as seen in equation (9) giving the
desired suppression of bias field fluctuations to second
order (ie. d
2ωCMP
dB2 = 0 and
dωCMP
dB = 0). A turning point
in the magnon frequency’s magnetic field dependence is,
therefore, required.
Simple understanding of linear kittel magnon modes
rely on the symmetry of single domain spheres, isotropy
of spins in the sample and bias field above satura-
tion, however, this is generally not the case in real-
ity. Anisotropic and demagnetising fields are produced
by magneto-crystalline anisotropy and breaking spherical
symmetry of the sample respectively. These effects cre-
ate a preferred direction of magnetization: the easy axis.
When the applied magnetic field is below the saturation
field, and is misaligned with this easy axis, the mag-
netization vector tends towards aligning with the easy
axis rather than the applied field. Additionally, below
the saturation field, multi-domain structures can develop.
This mode softening behaviour combined with the nor-
mal Zeeman effect is the physical reason for the observed
turnover point in magnon frequency. This is described in
more detail for the sample measured1 and in general73,74
in the literature. Magneto-crystalline anisotropy has
also been demonstrated to produce a magnon-Kerr non-
linearity in YIG75–78. Given this anisotropy has also been
measured in LiFe79, it is expected to also have a similar
non-linearity. However, given the effect is expected to be
extremely small, requiring large numbers of excitations
to be visible, it can be neglected for this work.
B. Cavity modelling and system specifications
The single domain, polished, LiFe sphere had a diam-
eter of 0.58 mm. It is placed in a two post re-entrant
cavity. This cavity is a cylinder of diameter 17.5 mm
and height 3.8 mm. The two posts are of diameter of
2.8 mm, height of 3 mm and separation of 4.8 mm from
centre to centre. A small spacer of 0.1 mm was inserted
between the cavity walls and lid. This allowed cavity fre-
quency tuning through fine adjustments to the gap size
between the posts and cavity lid by tightening the lid
screws. This once again forms two coupled 3D lumped
element resonators. The applied DC magnetic field is
oriented along the direction of the post and the (110)
crystal axis of the LiFe sample. The mode of interest
is the bright mode where the majority of the magnetic
field are directed between the posts. This is described
in more detail in previous works1,9. The electromagnetic
modelling for this mode is shown in figure 3 (A).
C. Experimental Results and Discussions
The fit given by equation (5) is applied to the linear
sections of the spectroscopy data with a phenomenologi-
cal fit applied to the turnover point. The results of the
spectroscopy with the system at approximately 20 mK,
including applied fits, is shown in figure 3. This gives
fitting parameters: geff,p = 2.03, Boff,p = 0.00780 T,
geff,m = −0.70, Boff,m = −0.751 T, ωc/(2pi) = 5.56 GHz,
7FIG. 3: (A) Colour density plot of magnetic field
strength |H| for the bright mode of the two post
re-entrant cavity. (B) LiFe system response in terms of
its S − 21 parameter as a function of external magnetic
field. The red and black dashed lines are the fits to
CMPs and uncoupled cavity and magnon modes
respectively.
gcm/(2pi) = 169MHz, where the subscripts p and m refer
to the positive and negative sloped limits of the hybrid
mode frequency respectively.
The fitting in figure 3 (B), shows the cavity frequency is
close to the turnover point in frequency as designed. The
parameter of interest is the CMP transition frequency
(difference frequency of hybrid modes). This parameter
and its first and second derivatives are shown in figure 4
where the point of maximal hybridisation, corresponding
to the minimum in CMP transition frequency, is marked
with a cross. It can be seen that the CMP transition is
insensitive to first order bias magnetic field fluctuations
when maximally hybridised as usual, however it can also
be seen that the second order field fluctuations are also
suppressed. Continued tuning of the cavity frequency
such that it is closer to this turnover point will reduce
this sensitivity further. If an oscillator were constructed
FIG. 4: CMP transition frequency as a function of DC
magnetic field, (A), and its first, (B), and second, (C),
derivatives. The orange cross marks the fully hybridized
regime.
based on this transition frequency, its frequency stabil-
ity would be reduced by fluctuations of the bias field.
This is a significant limitation of these devices. Thus
by appropriately operating the demonstrated system as
an oscillator at the maximally hybridised bias point, the
frequency stability is expected to be improved.
8CONCLUSIONS
In conclusion, we have presented three implementa-
tions of cavity-magnon experiments. The first two fo-
cussed on the implementation of strong coupling between
cavity and magnon degrees of freedom through cavity en-
gineering. Non-spherical ferrite geometries were specifi-
cally investigated and phenomenological fits to spectro-
scopic data matched well with the measured data. Ultra
strong coupling was shown to be achieved in both sys-
tems making them prime candidates for use in the study
of cavity QED or hybrid quantum systems. It is expected
that the limiting factor in maximising couplings in the
presented systems was the spin density of the material
and non-ideal mode overlaps. The use of a loop gap cav-
ity was found to be particularly interesting for future
investigation, as the magnetic field in the bright mode
of this cavity is also consistent with the use of spherical
ferrimagnetic samples where mode overlaps are expected
to be better. It was predicted that the deep strong cou-
pling regime should be reasonably achievable via these
cavities. Additionally, it is expected to make a good can-
didate for improved axion dark matter detection. The
last system presented attempted to fully hybridise a two
post re-entrant cavity mode with a magnon mode of a
LiFe sphere at its turnover point in bias magnetic field.
This was successful and demonstrated a suppression in
the sensitivity of the CMP transition frequency to both
first order and second order fluctuations in bias mag-
netic field, making it useful for applications in frequency
metrology as an oscillator.
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VI. CAVITY-MAGNON COUPLING ASSUMING A
UNIFORM PRECESSION MODE
The Hamiltonian of the cavity-magnon system consists
of its cavity and magnon parts, Hc and Hm respectively,
as well magnon-cavity interaction, Hint:
H = Hc +Hm +Hint
H = ~ωcc†c+ ~ωmb†b+Hint,
(10)
where c† (c) is a creation (annihilation) operator for pho-
ton, b† (b) is a magnon creation (annihilation) operator,
ωc is the cavity frequency, ωm is magnon frequency and
~ is the reduced Planck’s constant. These expressions
can been found from first principles45,46. The interaction
term can then be evaluated by the Zeeman energy of the
ferrimagnetic sample:
Hint = −µ0
∫
Vm
M ·HcdV, (11)
where M is the magnetisation, H is the cavity mode aux-
iliary magnetic field, µ0 is the permeability of free space
and the integral is performed over the magnetic sample
volume Vm. The form of the magnetic field in the cavity
mode can be found by the usual methods of quantisation:
Hc =
1
µ0
√
~
2ωc0r,c
(c+ c†)∇×U, (12)
where 0 is the permittivity of free space and c,r is an
average relative permittivity experienced by the cavity
mode defined as:
r,c =
∫
V c
rU ·UdV. (13)
Finally, U solves the wave equation and is orthonormal
with other cavity modes as follows, respectively:
1
r
∇×∇×Un − ωn
c2
Un = 0, (14)∫
V c
Un ·UmdV = δnm, (15)
where c is the speed of light and δnm is the Kronecker
delta.
The uniform precession mode of the magnetic sam-
ple can also be quantised by introducing a macrospin
S = MVmγ . If we assume the direction of the DC mag-
netic field which saturates the magnetic material is in
the z direction we can then introduce raising and lower-
ing operators (S± = Sx ± iSy) followed by the Holstein-
Primakoff transformations80:
S+ = (
√
2S − b†b)b,
S− = b†(
√
2S − b†b),
Sz = S − b†b,
(16)
where S is the total spin number of the macrospin
operator. This number is determined by S = µgµBNs,
where µ is the magnetic moment of the magnetic
sample, µB is the Bohr magneton, g is the g-factor
(g = 2) and Ns is the number of spins in the sample
(given by Ns = nsVm with ns as spin density and
Vm as volume). For YIG, for example, it is estimated
that µµB = 5.0
50 and the spin density ns = 2.2×1028m−3.
For low excitation numbers (〈b†b〉  2S), the
macrospin operators may be approximated by S+ ≈√
2Sb and S− ≈ √2Sb†. If we substitute eqn. 12 and
these transformations into eqn. 11, we arrive at the in-
teraction Hamiltonian:
Hint/~ =gxcm(c+ c†)(b+ b†) + gycm(c+ c†)(b− b†)
+ gzcm(c+ c
†)b†b+ Ωz(c+ c†)
(17)
where the coupling rates are defined as:
gxcm = −
γ
2Vm
√
~S
ωcr,c0
∫
Vm
(∇×U) · xˆdV,
gycm =
iγ
2Vm
√
~S
ωcr,c0
∫
Vm
(∇×U) · yˆdV,
gzcm =
γ
Vm
√
~
2ωcr,c0
∫
Vm
(∇×U) · zˆdV,
Ωz = − γS
Vm
√
~
2ωcr,c0
∫
Vm
(∇×U) · zˆdV.
(18)
To aid in the evaluation of these expressions the following
relations can be used:
U =
E√∫
Vc
|E|2dV
,
∇×U =
√
r,cωc
c
H√∫
Vc
|H|2dV
.
(19)
These expressions, which are normalised to cavity en-
ergy, allow the use of calculated field shapes to evaluate
the coupling rates. The first two terms in the interaction
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hamiltonian are standard coupled mode terms due to
cavity RF field perpendicular to the external DC field
coupling to the magnon mode. This will be the focus of
this analysis. The third term is a parametric term due
to the cavity RF field parallel to the external DC field
modulating the magnon frequency and the final term is
a result of the DC saturation magnetisation generating
field in the cavity. These last two terms can be neglected
under a rotating wave approximation or by ensuring the
cavity field is perpendicular to the external DC field.
That is the case in this work.
