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Abstract  
   
The  arrangement  distance  between  single-  
chromosome genomes can be estimated as the minimum 
number  of  inversions  required  to  transform  the  gene 
ordering  observed  in  one  into  that  observed  in  the 
other.  This  measure,  known  as  “inversion  distance,” 
can  be  computed  as  the  reversal  distance  between 
signed  permutations.  During  the  past  decade,  much 
progress  has  been  made  both  on  the  problem  of 
computing  reversal  distance  and  on  the  related 
problem  of  finding  a  minimum-length  sequence  of 
reversals, which is known as “sorting by reversals.” In 
comparative  genomics,  algorithms  that  sort 
permutations  by  reversals  are  often  used  to  propose 
evolutionary  scenarios  of  large-scale  genomic 
mutations between species. One of the main problems 
of such methods is that they give one solution while the 
number of optimal solutions is huge, with no criteria to 
discriminate  among  them.  Bergeron  et  al.  started  to 
give some structure to the set of optimal solutions, in 
order  to  be  able  to  deliver  more  presentable  results 
than  only  one  solution  or  a  complete  list  of  all 
solutions.  This  paper  presents  parallel  algorithms  to 
enumerate  total  sorting  sequence  of  two  signed 
permutations.  These  algorithms  are  based  on 
Hannenhalli  and  Pevzner’s  theory  and  composed  of 
four key steps: Construct break point graph, compute 
the  optimal  distance,  find  the  possible  next  reversal 
sequence  and  finally  enumerate  the  total  possible 
sorting sequences. 
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1. Introduction  
   
Badr, Swenson and Sakoff[7] focus on minimum length 
sequences of reversals that transform one genome into 
another.  When  no  duplicate  genes  are  allowed, 
genomes  can  be  represented  as  permutations.  For 
unsigned permutations, when only the order of genes is 
known, the sorting by reversal problem is NP-hard [1]. 
In 1995 Hannenhalli and Pevzner [2] showed that the 
signed  versions  of  the  problems  can  be  solved  in 
polynomial  time.  Since  then,  many  refinements  and 
speed improvements have been developed; the fastest 
known  algorithms  that  find  an  optimal  sequence  are 
[3,4]. In 2002, Siepel and Ajana et al. [5, 6] proposed 
O(n
3)  algorithms  to  list  all  sorting  reversals.  They 
called  the  problem  of  listing  such  reversals  the  All 
Sorting  Reversals  (ASR)  problem  since  sorting 
reversals are the reversals that produce a permutation 
that  is  one  step  closer  to  the  target  permutation.  By 
applying their algorithms repetitively, Siepel was able 
to generate All Sorting Sequences by Reversals (ASSR) 
that transform one genome into another. Recently, their 
methods have been improved due to an average-case 
O(n
2) algorithm for the ASR problem [7]. Bergeron et 
al. [8] adopted the concept of traces [9] so as to group 
sequences  into  equivalence  classes  based  on  the 
commuting  properties  of  reversals,  which  can  be 
represented conveniently by a normal form. However, 
they provided no algorithm to do so. In 2007, Braga et 
al.  [10,11],  combined  the  results  of  Siepel  and  of 
Bergeron  et  al.  by  developing  an  algorithm  that 
enumerates  the  normal  form  of  every  trace  and 
provides the count of the number of sorting sequences. 
The  implementation  of  their  algorithm  (called 
“baobabLUNA”)  was  shown to run  much faster than 
that  of  Siepel  in  experiments.  More  recent  work  by 
Baudet et al. [12] also uses normal forms of traces to 
represent classes of sorting sequences. However, their 
approach visits the normal forms in an economical way, 
a  manner that allows them to generate normal forms 
depth-first  as  opposed  to  the  inherently  breadth-first 
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eliminates  the  need  for  a  potentially  exponential 
amount of memory (or extensive disk use as in Braga’s 
implementation  of  her  algorithm).  This  also  led  to  a 
speed-up  of  up  to  11x  on  some  input  [12].  The 
drawbacks of their algorithm are that it cannot count 
the total number of solutions represented by the traces 
(counting the number of linear extensions of a poset is 
NP-complete [13]) and that it cannot always find traces 
when  certain  constraints  are  imposed  on  the  sorting 
sequence [14]. 
In this paper we illustrate the general framework that is 
common  for  all  approaches.  We  then  propose  a  new 
approach for enumerating total solution for sorting by 
reversals  that  empirically  speeds  up  all  known 
algorithms.  Section  2  starts  by  giving  definitions. 
Section  3  describes  the  general  framework  that  is 
common for all current approaches. Section 4 proposes 
the algorithm for enumerating all sorting sequence that 
sorts the signed permutations that is based on grouping 
permutations. Finally Section 5 concludes the paper. 
 
 
2. Background 
 
 
2.1.  Sorting By Reversals  
 
 
The  classical  algorithmic  problems  in  pairwise 
comparative  genomics  are  to  compute  the 
rearrangement distance between two genomes [2], that 
correspond to the minimum number of rearrangement 
events that are required to transform one genome into 
the  other,  and  to  determine  an  optimal  sequence  of 
events to transform one genome into the other. These 
problems  have  several  variations,  according  to  the 
events that may be considered [4]. In this section, we to 
bserve about sorting one unichromosomal genome into 
another  by  reversals  when  gene  duplications  and 
insertions are not allowed. Observe that we also assume 
that the order of the genes is known in both genomes, 
which often is not true in practice [15]. One of the first 
studies  that  proposed  algorithms  to  compute  the 
reversal distance between two genomes was developed 
by Kececioglu and Sankoff [16], with an approach that 
does not take into account the orientation of the genes. 
Later  this  approach,  called  unsigned  sorting  by 
reversals, was proven to lead to an NP-hard problem 
[1]. We worked on a different approach, called signed 
sorting by reversals, or simply sorting by reversals, in 
which the orientation of the genes is taken into account. 
Kececioglu and Sankoff [16] had already observed that 
some aspects of signed sorting by reversals were easier 
to analyze, and, indeed, this approach can be solved in 
polynomial time [2], as we will describe in this chapter.  
it  is  always  possible  to  sort  a  genome  into 
another by reversals. In the worst case, we need two 
reversals to put each marker of the first genome in the 
position  that  it  occupies  in  the  second  genome  (one 
reversal to put the marker in the proper position and 
eventually a second reversal to inverse its orientation). 
Thus, if the two considered genomes has n homologous 
markers, in the worst case we need 2n reversals to sort 
one  genome  into  the  other.  We  will  see  later  in  this 
chapter that in general at most n reversals are sufficient 
to sort a genome into another and a fictitious example 
is given in Figure 2.1. 
 
 
Figure 2.1. Sorting genome A into genome B by reversals 
only. Homologous markers (usually genes) are identified by 
the same numbers and colors. Signs indicate the DNA strand 
the markers lie on. 
 
with reversals we can simulate a transposition, that is 
another  possible  rearrangement  event  in 
unichromosomal  genomes.  A  transposition  is  said  to 
happen  when  two  consecutive  markers  of  a  genome 
exchange  their  positions.  It  is  always  possible  to 
produce  the  same  result  as  a  transposition  with  a 
sequence  of  three  reversals  (see  Figure  2.2).  Thus  a 
sequence  of  m  transpositions  can  always  be 
transformed in a sequence of 3m reversals. However, 
this does not mean that there is a clear relation between 
the  reversal  distance  and  the  transposition  distance. 
Eventually  a  sequence  of  m  transpositions  can  be 
replaced  by  a  sequence  with  less  than  3m  reversals. 
Moreover,  although  the  reversal  distance  can  be 
obtained  in  polynomial  time,  the  complexity  of 
computing  the  transposition  distance  is  still  an  open 
problem in the algorithmics of genome rearrangements 
[17] 
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Figure 2.2. A transposition or a sequence of three reversals 
may produce the same rearrangement in a genome. Observe 
that the three reversals can be applied in different orders. 
 
2.2. Permutations, Intervals and Reversals 
 
 
We  represent  the  studied  genomes  by  the  list  of 
homologous  markers  (usually  genes  or  blocks  of 
contiguous  genes)  between  them.  These  homologous 
genomic markers are represented by the integers 1, 2, . . 
. , n, with a plus or minus sign to indicate the strand 
they lie on. The order and orientation of the markers of 
one genome in relation to the other is represented by a 
signed permutation ￿ = (￿1, ￿2, . . . , ￿n−1, ￿n) of size n 
over {−n, . . . ,−1, 1, . . . , n}, such that, for each value i 
from 1 to n, either i or −i is mandatorily represented, 
but not both. The identity permutation (1, 2, 3, . . . , n) 
is denoted by In.  
A subset of numbers ￿ 
￿
 {1, 2, . . . , n−1, n} 
is said to be an interval of a permutation ￿ if there exist 
i, j 
￿ {1, . . . , n}, 1 ￿ i ￿ j ￿ n, such that ￿ = {|￿i|, 
|￿i+1|, . . . , |￿j−1|, |￿j |}. Given a permutation ￿ and an 
interval ￿ of ￿, we can apply a reversal on the interval ￿ 
of ￿, that is, the operation which reverses the order and 
flips the signs of the elements of ￿, denoted by ￿ ￿ ￿. If 
￿ = (￿1, ￿2, . . . , ￿i−1, ￿i, ￿i+1, . . . , ￿j−1, ￿j , ￿j+1, . . . , 
￿n−1, ￿n) and ￿ = {|￿i|, |￿i+1|, . . . , |￿j−1|, |￿j |},  
 
￿ ￿ ￿ = (￿1, ￿2, . . . , ￿i−1,−￿j ,−￿j−1, . . . ,−￿i+1,−￿i, ￿j+1, . 
. . , ￿n−1, ￿n). 
 
 For example, with the permutation ￿ = (−3, 2, 1,−4) 
and the interval ￿ = {1, 2, 4} we have ￿ ￿ ￿ = (−3, 
4,−1,−2). Due to this, an interval ￿ can also be used to 
denote a reversal. 
 
We  say  that  a  permutation  is  linear  when  it 
represents  a  linear  chromosome,  or  circular  when  it 
represents a circular chromosome. When a permutation 
￿  =  (￿1,  ￿2,  .  .  .  ,  ￿n−1,  ￿n)  is  circular,  the  circular 
permutation   = (−￿n,−￿n−1, . . . ,−￿2,−￿1) (generated by 
a  reversal  over  all  values  of  ￿)  and  all  circular 
permutations  obtained  by  a  shift  in  ￿  or    are 
equivalent  to  ￿.  A  shift  of  i  elements  in  a  circular 
permutation ￿ = (￿1, ￿2, . . . , ￿n−i, ￿n−i+1, ￿i−i+2, . . . , ￿n−1, 
￿n) transfers the last i elements of ￿ to the beginning of 
￿.  This  operation  generates  the  circular  permutation 
(￿n−i+1, ￿n−i+2, . . . , ￿n−1, ￿n, ￿1, ￿2, . . . , ￿n−i). Observe, for 
example,  that  the  circular  permutations  ￿  =  (−3,  2, 
1,−4)  and  ￿￿  =  (−1,−2,  3,  4)  are  equivalent  (we  can 
obtain ￿￿ by applying a shift of 3 on  ).    
For a given permutation ￿ = (￿1, ￿2, . . . , ￿n−1, 
￿n), we say that there is a point between each pair of 
consecutive values ￿i and ￿i+1 in ￿. In addition, if ￿ is 
circular, there is one additional point between ￿n and ￿1. 
If ￿ is linear, there are two additional points, one before 
￿1 and other after ￿n. We denote by pts(￿) the number 
of points in a permutation ￿. Thus, if ￿ is circular, then 
pts(￿) = n. Otherwise ￿ is linear and           pts(￿) = n + 
1. When we analyze a permutation ￿ = (￿1, ￿2, . . . , 
￿n−1, ￿n) with respect to another permutation ￿T , each 
point in ￿ can be an adjacency or a breakpoint. We say 
that a pair of consecutive values (￿i, ￿i+1) in ￿ is an 
adjacency between ￿ and ￿T when either the values in 
the pair (￿i, ￿i+1) or the values in the pair (−￿i+1,−￿i) 
are consecutive in ￿T . Moreover, if the permutations 
are circular, we assume that ￿n is the last value of ￿T 3, 
and the pair (￿n, ￿1) is an adjacency when ￿1 is the first 
value in ￿T . If the permutations are linear, we have an 
adjacency before ￿1 if ￿1 is also the first value in ￿T and 
an adjacency after ￿n if ￿n is also the last value of ￿T . 
All points that are not adjacencies between ￿ and ￿T are 
called breakpoints. We denote by adj(￿) the number of 
adjacencies and by brp(￿) the number of breakpoints in 
a permutation ￿. It is easy to see that      brp(￿) = pts(￿) 
− adj(￿). Observe that, if ￿ is sorted, that is, ￿ = ￿T , 
then ￿ has only adjacencies and no breakpoints, and, if 
￿ ￿￿T , then ￿ has at least one breakpoint. 
 
A sequence or i−sequence of reversals ￿1￿2 . . . ￿i is 
valid for a permutation ￿ if ￿1 is an interval of ￿, ￿2 is 
an interval of ￿ ￿ ￿1, ￿3 is an interval of (￿ ￿ ￿1) ￿ ￿2, and 
so on. If ￿1￿2 . . . ￿i is a valid i−sequence of reversals for 
a  permutation  ￿,  then  ￿  ￿  ￿1￿2  .  .  .  ￿i  denotes  the 
consecutive application of the reversals ￿1, ￿2, . . . ￿i in 
the  order  in  which  they  appear.  We  say  that  an 
i−sequence of reversals ￿1 . . . ￿i sorts a permutation ￿ 
into a permutation ￿T if ￿ ￿ ￿1 . . . ￿i = ￿T . 
 
The length of a shortest sequence of reversals 
sorting a permutation ￿ into ￿T is called the reversal 
distance of ￿ and ￿T , and is denoted by d(￿, ￿T ). Let s 
= ￿1￿2 . . . ￿i  be a valid i−sequence of reversals for a 
permutation ￿. If d(￿ ￿ s, ￿T ) = d(￿, ￿T ) − i, then s is 
said to be an optimal i−sequence. Moreover, if s is an 
optimal i−sequence and                   i = d(￿, ￿T ), then s 
is simply called an optimal sorting sequence for ￿ and 
￿T . We also define the k−prefix of an optimal sorting 
sequence  s  as  the  sequence  composed  by  the  first  k 
reversals  of  s.  Observe  that  if  s￿  is  a  k−prefix  of  an 
optimal sequence s sorting ￿ into ￿T , then d(￿￿s￿ , ￿T ) = 
d(￿, ￿T )−k, that is, s￿ is an optimal k−sequence for ￿ 
and  ￿T  .  For  example,  if  we  consider  two  linear 
permutations ￿ = (−3, 2, 1,−4) and ￿T = I4, we have 
d(￿, ￿T ) = 4 and one optimal sorting sequence is {1, 2, 
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are {1, 2, 4}, {1, 2, 4}{1, 3, 4} and {1, 2, 4}{1, 3, 
4}{2, 3, 4}. 
 
Henceforth  we  will  generally  use  simply  the  term 
sequence or i−sequence to refer to an optimal sequence 
or optimal i−sequence of reversals. Moreover, for the 
purposes  of  our  work,  the  initial  and  the  target 
permutations ￿ and ￿T are either both linear, or both 
circular. Without loss of generality, we often omit the 
target permutation ￿T . In this case, ￿T corresponds to 
the identity permutation In = (1, 2, 3, . . . , n), where n is 
the size of the initial permutation ￿, and the notation 
d(￿) is equivalent to d(￿, In). 
 
2.3.  The  Break  Point  Graph  and  the  Rversal 
Distance 
 
 
The  permutation  ￿,  calculating  d(￿)  and  finding  one 
optimal  sequence  of  reversals  sorting  ￿  can  be 
computed in polynomial time. The classical approach 
for  analyzing  these  two  problems  was  developed  by 
Hannenhalli and Pevzner [18, 2, 19] and is based on a 
special  structure  called  the  breakpoint  graph,  whose 
edges can be black or gray. 
For a given permutation ￿ = (￿1, ￿2, . . . , ￿n−1, 
￿n), we construct the breakpoint graph of ￿ as follows. 
If ￿ is linear, we may add the values 0 and n+1, that 
represent the extremities of the chromosome, obtaining 
permutation ￿￿ = (0, ￿1, ￿2, . . . , ￿n−1, ￿n, n + 1). If ￿ is 
circular (without loss of generality we assume ￿n = n), 
we may add only the value 0, obtaining the permutation 
￿￿ = (0, ￿1, ￿2, . . . , ￿n−1, n). Then we may link each pair 
of consecutive values by a horizontal black edge (each 
black  edge  represents  a  point  in  the  permutation). 
Lastly, we may link with gray edges the first extremity 
of the black edge that appears after zero or a positive 
value i (analogously the last extremity of the black edge 
that appears before a negative value −i) with the last 
extremity  of  the  black  edge  that  appears  before  a 
positive value i + 1 (analogously the first extremity of 
the black edge that appears after a negative value −(i + 
1)).  Thus,  each  gray  edge  links  extremities  of  black 
edges. At the end, we have a graph with a collection of 
cycles,  and  in  each  cycle  black  and  gray  edges 
alternate.  When  a  cycle  contains  only  one  black  and 
one  gray  edge,  it  covers  an  adjacency  and  is  called 
trivial cycle. The cycles that contain four or more edges 
cover  at  least  two  breakpoints  and  are  called  long 
cycles. The construction of the breakpoint graph of a 
linear permutation is illustrated in Figure 2.3 . 
Observe that, for a given permutation ￿, the 
breakpoint graph is different depending on whether ￿ is 
linear or circular, as we can see comparing the graph 
for the linear permutation (−3, 2, 1,−4) and the circular 
permutation (−3, 2, 1,−4) (Figure 2.3 and Figure. 2.4). 
 
Figure 2.3. The construction of the breakpoint graph for the 
linear permutation ￿ = (−3, 2, 1,−4) is done by the following 
steps: 1- add the values 0 and +5, that represent the 
extremities of the chromosome; 2- link each pair of 
consecutive values by a black edge. 3- link with gray edges 
the first extremity of the black edge that appears after zero or 
a positive value i (analogously the last extremity of the black 
edge that appears before a negative value −i) with the last 
extremity of the black edge that appears before a positive 
value i + 1 (analogously the first extremity of the black edge 
that appears after a negative value −(i + 1)). The obtained 
breakpoint graph has one long cycle with five breakpoints and 
no adjacencies. 
 
However,  they  can  be  analyzed  exactly  in  the  same 
way, that is, the only difference between circular and 
linear  permutation  analyses  is  the  breakpoint  graph 
construction.  Thus,  without  loss  of  generality, 
henceforth we will often talk about breakpoint graphs, 
without  specifying  whether  the  corresponding 
permutations  are  linear  or  circular.  To  denote  the 
breakpoint graph of a permutation ￿, we will use the 
same symbol ￿. 
 
Figure 2.4. The breakpoint graph for the circular 
permutation (−3, 2, 1,−4), which is equivalent to the circular 
permutation (−1,−2, 3, 4). In this case, in the first step we 
may add only the value 0 in the beginning of (−1,−2, 3, 4), 
henceforth the procedure is identical. This graph has two 
cycles: one trivial cycle (which correspond to the adjacency 
between 3 and 4) and one long cycle with three breakpoints. 
 
If a permutation ￿ is sorted, it has only adjacencies, and 
the resulting breakpoint graph is a collection of pts(￿) 
trivial cycles (see Figure 2.5 ). A breakpoint graph that 
has only trivial cycles is said to be sorted. Since a long 
cycle contains at least two breakpoints, if ￿ is unsorted, 
then ￿ has at most pts(￿) − 1 cycles. This indicates that, 
in  order  to  sort  a  permutation,  we  may  induce  an 
increase of the number of cycles in its corresponding 
breakpoint  graph.  The  number  of  cycles  in  the 
breakpoint  graph  of  a  permutation  ￿  is  denoted  by 
cyc(￿). 
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Figure 2.5. The breakpoint graph for the linear permutation 
I4 = (1, 2, 3, 4). This graph has five trivial cycles (each trivial 
cycle is an adjacency) and no breakpoints. 
 
Hannenhalli and Pevzner [2, 19] described the effects 
of a reversal ￿ over a breakpoint graph ￿. The authors 
demonstrated that a reversal ￿ is either a split reversal, 
that increases the number of cycles by one, (in this case 
we have cyc(￿ ￿ ￿) = cyc(￿) + 1), or a joint reversal, 
that decreases the number of cycles by one (in this case 
we have cyc(￿ ￿ ￿) = cyc(￿)−1), or a neutral reversal, 
that maintains the number of cycles unchanged (in this 
case  we  have  cyc(￿  ￿  ￿)  =  cyc(￿)).  In  order  to 
characterize these three types of reversals, we assign a 
direction to each black edge, according to an arbitrary 
tour in each cycle of the graph. Then, if the extremities 
of the reversal are in black edges in the same cycle and 
have opposite directions, we have a split reversal. If the 
extremities  of  the  reversal  are  in  black  edges  in 
different  cycles,  we  have  a  joint  reversal 
(independently  of  the  directions  of  the  black  edges). 
Finally, if the extremities of the reversal are in black 
edges in the same cycle and have the same direction, 
we  have  a  neutral  reversal  that  does  not  change  the 
number  of  cycles  in  the  graph.  To  understand  the 
reasons of these effects, we should investigate how the 
reversals affect the topology of the graph. In fact, only 
the two black edges that correspond to the extremities 
of the reversal are  modified. Although  some  vertices 
may also have their corresponding values inversed, all 
the other edges in paths that alternate gray and black 
edges  remain  unchanged  (consequently,  their  relative 
directions  remain  also  unchanged).  Figure  2.6  
illustrates the three types of reversals. 
In order to sort a permutation, we must maximize the 
number of split reversals in the sorting sequence. With 
this information, we can start to conceive the formula 
for the reversal distance. If we can find a sequence s 
that  has  only  split  reversals  for  sorting  a  breakpoint 
graph ￿, the length of s is pts(￿) − cyc(￿). However, a 
split reversal does not always exist. For example, if all 
black edges of all cycles in the graph have the same 
split reversal does not always exist. For example, if all 
black edges of all cycles in the graph have the same 
direction, we cannot perform a split reversal (Figure 2.7 
). Thus, in some cases, we may need to add some joint 
and/or neutral reversals in a sorting sequence, and the 
reversal distance is d(￿) ￿ pts(￿) − cyc(￿).            
 
Figure 2.6: The effects of a reversal over the breakpoint 
graph. We may assign a direction to each black edge, by an 
arbitrary tour in each cycle of the graph. The images A1 and 
A2 illustrate how a reversal affects the topology of the graph. 
The point A,B (respectively A,-C) appears before the point 
C,D (respectively -B,D) in the considered permutations. 
Observe that, with respect to the topology, only the two black 
edges that correspond to the extremities of the reversal are 
modified. All the other edges in paths that alternate gray and 
black edges remain unchanged, although the vertices that are 
between B and C in the permutation must have their 
corresponding values inversed. (A1) The two cycles on the 
top are joined by a reversal whose extremities are in the 
represented black edges. Inversely, the unique cycle on the 
botton is split by a reversal whose extremities are in the 
represented black edges, that have opposite directions. (A2) 
The number of cycles in the graph is not changed by a 
reversal whose extremities are in black edges in the same 
cycle, with the same direction. The images B1, B2 and B3 
show the effects over the breakpoint graphs represented in the 
standard form. (B1) Split reversal: a reversal whose 
extremities are in black edges in the same cycle and opposite 
directions may break the cycle in two. (B2) Joint reversal: A 
reversal whose extremities are in black edges in different 
cycles may join the two cycles in one (independently of the 
directions of the black edges). (B3) Neutral reversal: a 
reversal whose extremities are in black edges in the same 
cycle and same directions does not change the number of 
cycles in the graph. 
 
Fortunately,  it  is  always  possible  to  calculate  the 
number of non-split reversals in a sorting sequence. We 
can define an exact formula to the reversal distance, but 
 
Figure 2.7: A breakpoint graph in which we cannot perform 
a split reversal. 
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breakpoint graph. When a cycle in the graph has black 
edges with opposite directions, it is called an oriented 
cycle. Otherwise all black edges in the cycle have the 
same  direction  and  we  have  an  unoriented  cycle.  A 
component of the graph is a collection of cycles, such 
that each cycle of the component has at least one gray 
edge that overlaps with a gray edge of another cycle in 
the  component.  Adjacencies  are  trivial  components, 
and  a  non-trivial  component  contains  at  least  two 
breakpoints. When a non-trivial component has at least 
one  oriented  cycle,  it  is  an  oriented  component. 
Otherwise it is an unoriented component. Figure 2.8 ) 
shows a 
breakpoint  graph  with  an  oriented  and  an  unoriented 
component 
 
 
 
 
 
Figure 2.8: A breakpoint graph with an oriented and an 
unoriented component. 
 
 
A reversal ￿ is called cut reversal when its extremities 
are in the same cycle of an unoriented component. A 
cut  reversal  is  always  neutral  and  transforms  an 
unoriented  component  into  an  oriented  component 
(Figure 2.9), thus we say that a cut reversal eliminates 
an unoriented component (observe that a cut reversal 
does not change the number of cycles in the breakpoint 
graph). When the breakpoint graph has more than one 
unoriented component, it is not always necessary to use 
one  cut  reversal  for  each  unoriented  component.  An 
unoriented  component  Y  separates  two  other 
unoriented components X and Z when there is a black 
edge of Y between any black edge of X and any black 
edge of Z. In this case, a reversal that has one extremity 
in  X  and  one  extremity  in  Z  will  regroup  the 
components X, Y and Z into one oriented component 
(Figure  3.10);  this  kind  of  reversal  is  called  merge 
reversal.  A  merge  reversal  is  always  a  joint  reversal 
that regroups i unoriented components into one oriented 
component, for i ￿ 2, thus we say that a merge reversal 
eliminates i ￿ 2 unoriented components (observe that a 
merge reversal decreases the number of cycles in the 
breakpoint graph by one). 
An unoriented component that does not separate two 
other  unoriented  components  is  called  a  hurdle.  We 
represent  by  hrd(￿)  the  number  of  hurdles  in  a 
breakpoint graph ￿. Since a hurdle does not separate 
unoriented  components,  each  hurdle  X  can  be 
eliminated either by a cut reversal  whose extremities 
are in points of the same cycle of X (Figure 2.9), or 
together  with  another  hurdle  Z  by  a  merge  reversal 
whose extremities are in a point of X and a point of Z 
(Figure 2.10). 
 
Figure 2.9: A cut reversal transforms an unoriented into an 
oriented component and does not change the number of 
cycles in the breakpoint graph (it is a neutral reversal). 
 
 
Figure 2.10. The unoriented component Y separates the 
unoriented components X and Z. A merge reversal regroups 
the unoriented components X, Y and Z into one oriented 
component and decreases the number of cycles in the 
breakpoint graph of one (it is a joint reversal). 
 
A  cut  reversal  eliminates  one  hurdle  and  does  not 
change  the  number  of  cycles  in  the  graph,  while  a 
merge  reversal  eliminates  two  hurdles  at  once,  and 
decreases the  number of cycles in the graph by one. 
Thus, each hurdle requires one additional reversal and 
we  can  improve  the  distance  formula  to  d(￿)  ￿ 
pts(￿)−cyc(￿)+hrd(￿). We say that a hurdle Z protects 
an unoriented component Y that is not a hurdle, if Y 
becomes a hurdle after the elimination of Z by a cut 
reversal.  In  this  case,  the  hurdle  Z  is  called  super-
hurdle.  Eliminating  a  super-hurdle  by  a  cut-reversal 
does not decrease the number of hurdles in the graph 
(Figure 2.11), consequently a super-hurdle may always 
be eliminated together with another super-hurdle by a 
merge reversal, that will regroup the two super-hurdles 
and  their  corresponding  protected  unoriented 
components into one oriented component (Figure 2.10). 
It  remains  only  one  particular  case  to  complete  the 
reversal distance formula. When all the i hurdles of a 
breakpoint  graph  are  super-hurdles  and  i  is  an  odd 
number, the permutation requires an additional effort to 
be sorted. 
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Figure 2.11. The unoriented component Y separates the 
super-hurdles X and Z. After eliminating the superhurdle Z 
by a cut reversal, the component Y becomes a hurdle, thus the 
number of hurdles in this graph is not reduced after applying 
this cut reversal. 
 
A breakpoint graph with this characteristic is called a 
fortress shown in Figure 2.12. One additional reversal 
is sufficient to eliminate the fortress (this reversal may 
be chosen among several possibilities,  for example a 
cut reversal to eliminate a hurdle, or a merge reversal 
regrouping two hurdles). We denote by frt(￿) a value 
that  indicates  whether  the  breakpoint  graph  ￿  is  a 
fortress or not. Thus, if ￿ is a fortress, then frt(￿) = 1, 
otherwise frt(￿) = 0. 
 
If  ￿ = (￿1, ￿2, . . . , ￿n−1, ￿n) is a linear permutation, then 
pts(￿) = n + 1. Otherwise ￿ is a circular permutation 
and pts(￿) = n. 
      
Table 2.1 summarizes the effects of a reversal that is 
part  of  an  optimal  sorting  sequence  in  a  breakpoint 
graph. The final formula for the reversal distance is:  
   d(￿) = pts(￿) − cyc(￿) + hrd(￿) + frt(￿) 
 
 
Figure 2.12. A fortress with 3 super-hurdles (X, Y and Z). 
 
 
 
 
2.4. Safe and Unsafe Reversals 
 
 
If  a  breakpoint  graph  does  not  have  unoriented 
components, it can be sorted with split reversals only. 
However,  if  we  take  no  caution  to  select  a  split 
reversal, it may cause the production of new hurdles, 
which  is  an  undesirable  side  effect  (Figure  2.13).  A 
split  reversal  that  produces  hurdles  is  called  unsafe 
reversal,  while  a  split  reversal  that  does  not  produce 
hurdles  is  called  safe  reversal  (Figure  2.14). 
Fortunately, it has been proven that, for any oriented 
component, there is always one safe reversal [19]. 
 
Figure 2.13: An unsafe reversal breaks a cycle in two, but 
creates three unoriented component (X, Y and Z). 
 
 
Table 2.1: The effects of a reversal that is part of an optimal 
sorting sequence in a breakpoint graph. The columns 
￿cyc(￿),￿hrd(￿) and ￿frt ￿) give, respectively, the variation in the 
number of cycles, hurdles and fortress of a permutation after 
applying each reversal. 
 
Reversal  
 
Type   ￿cyc(￿)   ￿hrd(￿)   ￿frt(￿)  
Split   Split   +1   0   n/A  
Hurdle Cut   neutral   0   -1   n/A  
Hurdle  Merge   Joint   -1   -2   n/A  
Fortress 
eliminated  by 
unorinted  
compomponent 
cut  
neutral   0   0   -1  
Fortress 
eliminated  by 
unorinted  
component  & 
hurdle merge  
joint   -1   -1   -1  
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Figure 2.14: A safe reversal breaks a cycle in two without 
creating  unoriented components. 
 
 
Hurdles are very rare, and fortresses are even more rare 
in  permutations  that  represent  real  genomes  [8].  In 
practice,  split  reversals  are  sufficient  to  sort  the 
majority of the permutations, and the main challenge is 
to find safe reversals. A simple way to do that is testing 
each split reversal to verify whether it is safe or not, 
until finding a safe reversal. However, there are faster 
ways  to  select  a  safe  reversal,  and  one  approach  is 
based  on  another  structure  related  to  the  breakpoint 
graph, that is called overlap graph (see more details in 
[20]). 
 
 
 
 
3. Sorting a Signed Permutation 
 
3.1. The Symmetry of Sorting byReversals  
 
 
For any sequence of reversals s = ￿1￿2 . . . ￿d−1￿d sorting 
a permutation ￿ into a permutation ￿T , we define the 
inverse of s as inv(s) = ￿d￿d−1 . . . ￿2￿1. Observe that the 
sequence inv(s) sorts ￿T into ￿, and, consequently, each 
optimal sequence sorting ￿ into ￿T has an equivalent 
optimal sequence sorting ￿T into ￿. If we go back to 
Figure 3.1, in which the reversal distance between the 
two genomes is 4, for instance, we see that, while 
the optimal sequence s = {1, 2, 4}{1, 3, 4}{2, 3, 4}{3} 
sorts genome A into genome B, the optimal sequence 
inv(s) = {3}{2, 3, 4}{1, 3, 4}{1, 2, 4} sorts genome B 
into genome A. Due to this, the approach of sorting one 
genome  into  another  by  reversals  is  said  to  be 
symmetric. 
 
 
3.2.Component Specific Reversals 
 
 
A  merge  reversal  joins  cycles,  and,  since  it  only 
appears in optimal sequences for eliminating hurdles or 
the fortress, it merges components. In contrast, a split 
or a neutral reversal is always internal to a component, 
and  does  not  change  the  properties  of  the  other 
components in the breakpoint graph. 
Due to this, if a permutation ￿ can be sorted 
with  split  and  neutral  reversals  only,  then  the 
components  of  ￿  can  be  sorted  independently.  A 
breakpoint  graph  that  does  not  contain  super-hurdles 
can be sorted with split and neutral reversals only, thus 
the components of this kind of breakpoint graph can be 
sorted  independently.  Sorting  oriented  components 
independently is a topic that has been studied in several 
works on the sorting by reversals problem (for instance 
[21]). 
 
3.3. Sorting a Signed Permutation 
 
3.3.1. The Symmetry of Sorting by Reversals  
 
 
For any sequence of reversals s = ￿1￿2 . . . ￿d−1￿d sorting 
a permutation ￿ into a permutation ￿T , we define the 
inverse of s as inv(s) = ￿d￿d−1 . . . ￿2￿1. Observe that the 
sequence inv(s) sorts ￿T into ￿, and, consequently, each 
optimal sequence sorting ￿ into ￿T has an equivalent 
optimal sequence sorting ￿T into ￿. If we go back to 
Figure 3.1, in which the reversal distance between the 
two genomes is 4, for instance, we see that, while 
the optimal sequence s = {1, 2, 4}{1, 3, 4}{2, 3, 4}{3} 
sorts genome A into genome B, the optimal sequence 
inv(s) = {3}{2, 3, 4}{1, 3, 4}{1, 2, 4} sorts genome B 
into genome A. Due to this, the approach of sorting one 
genome  into  another  by  reversals  is  said  to  be 
symmetric. 
 
 
 
3.3.2.The Space of all Optimal Sorting Sequences 
 
 
As we saw in the previous section, when duplications 
are  not  allowed,  computing  the  reversal  distance 
between two genomes and finding an optimal sequence 
of  reversals  that  sort  a  genome  into  another  can  be 
solved  in  polynomial  time  [2].  However,  there  are 
several  different  optimal  sorting  sequences. 
Considering the permutation (−12, 11,−10, 6, 13,−5, 2, 
7, 8,−9, 3, 4, 1), for example, the number of sorting 
sequences  is  8,  278,  540,  and  it  can  be  insufficient 
when  attempting  a  biological  interpretation  to  know 
only one among them. 
Alternatively to all the studies that give only 
one  sequence  among  possibly  many,  Siepel  [6] 
proposed an algorithm that allows the enumeration of 
all  sorting  sequences.  The  space  of  all  optimal 
sequences sorting a permutation ￿ into a permutation ￿T 
is defined as the set S = { s | s is an optimal sequence 
sorting ￿ into ￿T }. 
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Sequences 
 
 
Since the sorting by reversals is a symmetric approach, 
the same is valid for the space of sorting sequences. 
Recall that, for any sequence of reversals s = ￿1￿2 . . . 
￿d−1￿d sorting a permutation ￿ into a permutation ￿T , 
we defined the inverse of s as inv(s) = ￿d￿d−1 . . . ￿2￿1. 
Observe that the sequence inv(s) sorts ￿T into ￿, and, 
consequently, each sequence sorting ￿ into ￿T has an 
equivalent sequence sorting ￿T into ￿. Let S be the set 
of all optimal sequences sorting ￿ into ￿T . We define 
the inverse of S as inv(S) = { inv(s) | s 
￿  S }. 
we  can  say  that  enumerating  the  optimal 
sequences  that  sort  ￿  into  ￿T  is  equivalent  to 
enumerating the optimal sequences that sort ￿T into ￿. 
 
 
4. An Algorithm to Enumerate All Sorting 
Sequences 
 
In this section , a complete algorithm for enumerating 
sorting sequence is presented. 
 
 
4.1.Parallel Algorithm to construct break Point 
Graph 
 
Algorithm 1. Parallel Construct Break Point Graph 
1.  for each i:1￿ i￿ n par do 
2.  if ￿i > 0 then 
3.  a2i-1 ￿ 2 ￿i-1, a2i￿ 2￿i 
4.  else 
5.  a2i-1 ￿ ￿2 ￿i￿, a2i￿ ￿2￿i￿-1 
6.  end if 
7.  end for 
8.  a0=0, a2n+1= 2n+1 
9.  For each i:0￿ i￿ n par do 
10.  Connect(a2i,a2i+1) with Black Edge. 
11.  End for 
12.  for each i:1￿ i￿ n par do 
13.  ba2i￿2i 
14.  ba2i-1￿2i-1 
15.  end for 
16.  for each i:0￿ i￿ n par do 
17.  Connect(ab2i,ab2i+1) with Gray edge 
18.  end for 
 
Algorithm1  constructs  break  point  graph  B(￿)  of 
permutation  ￿  in  parallel.  The  part  of  line  (1-8) 
transforms permutation ￿ into an unsigned permutation. 
For each i, 1￿ i ￿ n, we join vertices a2i and a2i+1 by a 
black  edge  in  line(9-11).  We  also  need  join  vertices 
whose values are 2i and 2i+1 by a gray edge. Assume 
we  need  to  connect  ax=2i  and  ay=2i+1,  from  lines 
(12~14)  we  can  get  b2i=x  and  b2i+1=y  and             
connect (ab2i, ab2i+1 ) with a gray edge. 
 
 
4.2.  Parallel  Algorithm  For  Finding  Optimal 
Distance 
 
 
Algorithm 2. Parallel Compute Optimal Distance 
Input: break Point Graph 
Output: Optimal Distance 
1.Parallel Construct of Break Point Graph of ￿ using 
Algorithm 1. 
2.s￿￿  [ s ia an Empty sequence in the beginning] 
3.if frt(￿)=1 then 
4.  choose a reversal ￿ to eliminate fortress 
5.  ￿ ￿￿ o ￿ 
6.  s￿s.￿ [ Concatenates the reversal ￿ to s] 
7.  d(￿) =count++ 
8. end if 
9. while there is a pair of super-Hurdles X and Y in ￿ 
do 
10.     choose a merge reversal ￿  to eliminate X and Y. 
11.  ￿ ￿￿ o ￿ 
12.  s￿s.￿ [ Concatenates the reversal ￿ to s] 
13.  d(￿) =count++ 
14.end while 
15.while there is a Hurdle Z in ￿ do 
16.  choose a cut reversal ￿  to eliminate Z. 
17.  ￿ ￿￿ o ￿ 
18.  s￿s.￿ [ Concatenates the reversal ￿ to s] 
19.  d(￿) =count++ 
20.end while 
21.while ￿ is not sorted do 
22.  choose a safe aplit reversal ￿  to ￿. 
22.  ￿ ￿￿ o ￿ 
23.  s￿s.￿ [ Concatenates the reversal ￿ to s] 
24.  d(￿) =count++ 
25.end while 
26.return d(￿) [ count is an optimal sorting distance and 
parallel compute of sum] 
 
Algorithm  2  is  the  parallel  implementation  of  the 
algorithms  [6,  11].  The  various  type  of  reversals  is 
applied as discussed in Section 2. If there is a fortress 
in a break point graph then frt(￿)=1 otherwise frt(￿)=0. 
S stores the optimal sorting sequence and d(￿) stores 
the optimal distance value when ￿ is sorted. 
 
 
4.3. Finding Possible Next Reversals Sequence 
 
 
Algorithm3.Parallel  Find  Possible  Next  Reversal 
Sequence 
Input: Break Point Graph 
Output: The possible next Reversal Sequence 
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value of end points of gray edge. 
2. pn [empty initially, stores index values of black edge] 
3. k=0; m=0 [initially] 
4. if pn = ￿ or ￿  
5.   k=k+2 
6.  m=k; 
7.end if 
8.if k/2==0 
9.   pn=￿ 
10  .k= k+1 
11. else 
12.   n=(k-1)/2 
13.  pn=￿ 
14.  k=k-1 
15.end if 
16.g=insert adjacent value of k from gray matrix 
17. k=g 
18.if k==m 
19.   count ++ 
20.   c(￿)+=count [ parallel compute sum] 
21.end if 
22.go to line 4 
23. while all black node visited do 
24.  for i,j:1 to n  
25    compare (p[i],p[j]) 
26.     if pn , pn+1 have different sign 
27.            S[i]={};  [store  the  associated  value     
between  p(i) to p(j)] 
28.               end if 
29.  end for 
30.end while 
31. until all pn visited 
32. S[i] [gives the set of all possible next reversals].  
 
Algorithm 3 proposed a new approach to finding the 
next  reversals  which  sorts  the  sequences.  We  assign 
direction to each black edge (Line 8-15) and update the 
value of  k using g ( which finds the adjacent vale from 
gray matrix) and this process repeats iteratively. When 
we reach the same value of k then we increment the 
count value which parallel counts the number of cycle 
in a Break Point Graph and we update the value of m 
and  k  (Linen  4-7).  When  all  the  black  edges  are 
assigned  by  a  direction  we  then  start  to  find  the 
possible  next  sorting  sequence.  Line  24-32  gives  the 
total sorting sequences. S[i] is an empty set (initially) 
which  stores  the  next  sorting  sequence.  We  start 
comparing like p0 p1 and if p0 and p1 have different 
direction then the value between p0 and p1 otherwise 
we compare p0 and p2 if they have opposite direction 
the we store the value between (p0 and p1) and (p1 and 
p2)  in  S[i].  We  continue  till  all  sets  of  pi  and  pj  are 
visited and simultaneously updated s[i] value whenever 
there is opposite direction. 
 
 
4.4.  Parallel  Algorithm  to  Enumerate  All  Sorting 
Sequences. 
 
Algorithm  4.  Parallel  Enumeration  of  All  Sorting 
Sequences  
Input:  Break  Point  Graph,  optimal  distance,  Next 
Reversals 
Output:  The  Total  Sorting  Sequence  which  Sorts  the 
Signed Permutation 
1.  Assign  Algorithm 3 Output  on each node and 
parallel do [ Sorting Sequence on each node] 
2.  Assign Optimal Distance From Algorithm 2. 
3.  do 
4.         apply algorithm 3 iteratively 
5.  while S[i]=d(￿) 
6.  S[k]=  stores  the  total  possible  sorting 
sequence 
Algorithm 4 uses the algorithm 3 iteratively up to the 
limit of optimal distance. On each iteration it store the 
next sorting sequence in S[(k)]. On each iteration one 
sequence  is  appending  to  the  S[(k)].  For  e.g.  the 
sequence  -3,+2,+1,-4  the  possible  next  reversals  S[i] 
are    S[i]{1},{2},{3},{4},{1,2,3}and  {1,2,4}.  If  we 
select  {1}  i.e.  reversal  at  {1}  then  the  possible  next 
reversal  are  {2},{4}and  {1,2,3)  here  then  S[(k)]  is 
{1}{2},{1}{4}and{1}{1,2,3}. In this we continuously 
proceed  for  each  S[i]  and  also  append  the  values  to 
S[(k)]. Finally we find the total solution in S[(k)] and of 
the B[(k)] sorts the sequence.  
 
5. Conclusion 
 
Computing the reversal distance is important problem 
in bioinformatics. As the sequence will be very huge 
set  of  data  computational  bottleneck  comes  while 
exploring the total solutions using sequential approach. 
We have presented a parallel algorithm for computing 
the  optimal  reversal  distance  and  enumerating  total 
sorting sequences by finding the possible next reversal. 
In addition, there are some  problems concerning this 
paper for future work, such as, the time complexity and 
computational  cost  of  the  algorithm  can  be  further 
improved.   
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