New results on functional prediction of the Ornstein-Uhlenbeck process in an autoregressive Hilbert-valued and Banach-valued frameworks are derived. Specifically, consistency of the maximum likelihood estimator of the autocorrelation operator, and of the associated plug-in predictor is obtained in both frameworks.
satisfying X n (t) = ξ nh+t = nh+t −∞ e −θ(nh+t−s) dW s = ρ θ (X n−1 ) (t) + ε n (t) , n ∈ Z,
with ρ θ (x) (t) = e −θt x (h) , ρ θ (X n−1 ) (t) = e 
for 0 ≤ t ≤ h. Thus, X = (X n , n ∈ Z) satisfies the ARH(1) equation (2) (see also equation (5) establishes the equivalent classes of functions given by the relationship f ∼ λ+δ (h) g if and only if λ + δ (h) ({t : f (t) = g (t)}) = 0, with λ + δ (h) ({t : f (t) = g (t)}) = 0 ⇔ λ ({t : f (t) = g (t)}) = 0 and f (h) = g (h) ,
where, as before, δ (h) is the Dirac measure. We will prove, in Lemma 1 below, that X = (X n , n ∈ Z), constructed in (1) from the O.U. process, satisfying equations (2)- (3), is the unique stationary solution to equation (2) , in the space H = L 2 [0, h] , β [0,h] , λ + δ (h) , admitting a MAH(∞) representation.
Similarly, in Lemma 4 below, we will prove that X = (X n , n ∈ Z), constructed in (1) from the O.U.
process, satisfying equations (2)- (3), is the unique stationary solution to equation (2) The main results of this paper provide the almost surely convergence to ρ θ of the MLE ρ θ of ρ θ , in the norm of L(H), the space of bounded linear operators in the Hilbert space H (respectively, in the norm of L(B), the space of bounded linear operators in the Banach space B). The convergence in probability of the associated plug-in ARH(1) and ARB(1) predictors, i.e., the convergence in probability of ρ θ (X n−1 ) to ρ θ (X n−1 ) in H and B, respectively, is proved as well.
The outline of this paper is as follows. In Section 2, the main results of this paper are obtained. 
Prediction of O.U. process in Hilbert and Banach spaces
In this section, we consider H to be a real separable Hilbert space. Recall that a zero-mean ARH (1) process X = (X n , n ∈ Z), on the basic probability space (Ω, A, P ), satisfies (see )
where ρ denotes the autocorrelation operator of process X. Here, ε = (ε n , n ∈ Z) is assumed to be a strong-white noise, i.e., ε is a Hilbert-valued zero-mean stationary process, with independent and identically distributed components in time, and with σ 2 = E ε n 2 H < ∞, for all n ∈ Z.
with ξ t , t ∈ [0, T ], being the observed values of the O.U. process over the interval [0, T ]. Thus, ρ θn is introduced in an abstract way, since it can only be explicitly computed, for each particular function
x ∈ H considered. However, the norm ρ θ − ρ θn L(H) is explicitly computed in equation (13) below.
The following results will be applied in the proof of Proposition 1.
Lemma 2 If t ∈ [0, +∞), it holds that |e −ut − e −vt | ≤ |u − v|t, for any u, v ≥ 0.
The proof of this lemma is given in the supplementary material. The MLE of θ defined in equation (10) is strongly consistent, i.e.,
The proof follows from Ibragimov-Khasminskii's Theorem.
Proof. The following straightforward almost surely identities are obtained:
where the last identity is obtained in a similar way to equation (7) in Lemma 1 (see also equations (26)- (30) in the supplementary material).
From Lemma 2 and equation (13) , for n sufficiently large, we have
The strong-consistency of ρ θn in L (H) directly follows from Theorem 1 and equation (14) . 
In addition, from equation (14), considering T = nh, h > 0,
Equations (15) and (16) lead to
n , n → ∞. Therefore, the functional parameter estimator ρ θn of ρ θ is √ nconsistent.
Consistency of the plug-in ARH(1) predictor
Let us consider the plug-in ARH(1) predictor X n , constructed from the MLE ρ θn of ρ θ in Proposition 1, given by
Corollary 1 below provides the consistency of X n , given in equation (17), from Proposition 1 by applying the following lemma and theorem.
Lemma 3 Let {Z n } n∈Z be a sequence of random variables such that Z n ∼ N 0, 1 2θ , with θ > 0, and let {Y n } n∈Z be another sequence of random variables such that ln (n)Y n → p 0, n → ∞. Then,
where, as usual, → p indicates convergence in probability.
The proof of this lemma can be found in the supplementary material.
Theorem 2 Let θ T be the MLE of θ defined in equation (10), with θ > 0. Hence,
In particular,
The proof of this result is given in in Proposition 2.3(i) in Kleptsyna and Le Breton (2002), p. 5.
be the Hilbert space introduced above. Then, the plug-in ARH (1) predictor (17) of O.U. process is consistent in H, i.e.,
Proof. By definition,
From equations (13)- (14) and (21), we then obtain, for n sufficiently large,
Let us set {Y n } n∈Z = |θ − θ n |h
and {Z n } n∈Z = {X n−1 (h)} n∈Z , with
Hence, to apply Lemma 3, we need to prove that
From Chebyshev's inequality and Theorem 2, we get, for all ε > 0,
Therefore, from Lemma 3, we obtain the convergence in probability of ρ θ − ρ θn (X n−1 ) H to zero.
Prediction of O.U. process in B = C ([0, h])
As 
for each k ≥ 1 and θ > 0, we have
We now check strong consistency of the MLE ρ θn of ρ θ in L(B). From (25),
From Lemma 2, for n sufficiently large, we then have
Theorem 1 then leads to the desired result on strong consistency of the estimator ρ θn of ρ θ in L(B).
Furthermore, from Theorem 2 , in a similar way to Remark 3, √ n-consistency of ρ θn in L (B) also follows from equations (18) and (27) .
Similarly to Corollary 1, in the following result, the consistency, in the Banach space
, of the plug-in predictor (17) is obtained.
Proof. From Lemma 2, for n sufficiently large, and for each h > 0,
As derived in the proof of Corollary 1, from Theorem 2, the random sequence
. Lemma 3 then leads, as n → ∞, to the desired convergence result from equation (29)
Simulations
In this section, a simulation study is undertaken to illustrate the asymptotic results presented in this paper about the MLE θ n of θ, and the consistency of the ML functional parameter estimators of the autocorrelation operator, and the associated plug-in predictors, in the ARH(1) and ARB(1) frameworks.
Estimation of scale parameter θ
For simulation of the sample-paths of O.U. process, an extension of the Euler method, the EulerMurayama method (see Kloeden and Platen (1992) ) is applied, from the Langevin stochastic differential
Thus, let 0 = t 0 < t 1 < t 2 < · · · < t n = T be a partition of real interval [0, T ] . Then, (31) can be discretized as
where {∆W i } i=0,...,n−1 are i.i.d. Wiener increments, i.e., ∆W i ∼ N (0, ∆t) = √ ∆tN (0, 1). In the following, we take ∆t = 0.02 as discretization step size, considering N = 1000 simulations of the O.U.
process. In particular, Figure 1 shows some realizations of the discrete version of the solution to (31) generated from (32). 
where ξ ti,s (θ) represents the s-th discrete generation of the O.U. process, evaluated at time t i , with covariance scale parameter θ, for θ = 0.1, 0.4, 0.7, 1, 2, 5. Table 1 
Consistency of ρ θ T = ρ θn in L(H) and L(B)
The strong-consistency of ρ θn in L(H) is derived in Proposition 1 from the following almost surely upper Table 2 shows the empirical probability of θ T − θ to lie within the band ±3 2θ T , for each one of sample sizes T = 200000 + (l − 1)200000, l = 1, . . . , 5, and cases θ = 0.4, 0.7, 1, considered. It can be observed that for the sample sizes studied, in the case of θ = 1, the empirical probabilities are equal to one. Thus, the almost surely convergence to zero of the upper bound (34) holds, with approximated convergence rate √ T = √ n. Note that, for the other two cases, θ = 0.4 and θ = 0.7, the empirical probabilities are also very close to one (see also Table 1 for smaller sample sizes, where we can also observe the empirical probabilities very close to one for the same band).
In particular, Figure 4 displays the cases θ = 0.4 (at the left-hand side) and θ = 1 (at the right-hand side). Table 2 : Empirical probability of θ T − θ to be within the band ±3σ = ±3 
Consistency of the ARH(1) and ARB(1) plug-in predictors for the O.U. process
Let us now consider the derived upper bounds (22) and (29) in Corollaries 1 and 2, for the ARH (1) and ARB (1) (22) and (29) are reflected in Table 3 , for the Hilbert-valued (see (22) ) and Banach-valued (see (29) ) frameworks (see also Figure 5 ). It can be observed that the empirical probabilities are equal to one in both frameworks for the largest sample sizes, in any of the cases considered. 
Final comments
The problem of functional prediction of the O.U. process could be of interest in several applied fields.
For example, in finance, in the context of Vasicek model (see Vasicek (1977) ) the results derived allow to predict the curve representing the interest rate over a temporal interval, in a consistent way. Note that, in this context, the ML estimate computed for parameter θ provides a consistent approximation of the speed reversion, which univocally determines the proposed functional predictor of the interest rate.
Summarizing, this paper addresses the problem of functional prediction of the O.U. process from ARH(1) and ARB (1) perspectives. Specifically, considering the O.U. process as an ARH (1) 
where W = {W t } t∈R is a standard bilateral Wiener process, i.e., W t = W
(1)
−t χ R − (t), with
−t being independent standard Wiener processes, and χ R + and χ R − respectively denoting the indicator functions over the positive and negative real line. Applying, in equation (1), the method of separation of variables, considering f (ξ t , t) = ξ t e θt , we obtain
where the integral is understood in the It o sense (see Ash and Gardner (1976) and Sobczyk (1991) for more details). Particularizing to ξ = {ξ t } t∈R + , the O.U. process is transformed into
It is well-known that the solution ξ = {ξ t } t∈R to the stochastic differential equation
has marginal probability density function f (x, t) , satisfying the following Fokker-Planck scalar equation (see, for example, Kadanoff (2000)):
In the case of O.U. process, the stationary solution (
which corresponds to the probability density function of a Gaussian distribution with mean µ and variance σ 2 2θ , i.e., which corresponds to the probability density function of a random variable X such that X ∼ N µ,
. From (2), the mean and covariance functions of O.U. process (see, for instance, and ) can be computed as follows:
where Cov [X, Y ] denotes the covariance between random variables X and Y . Additionally, from (3), we obtain the following identities:
where c is a constant. In the subsequent development, we will consider µ = 0 and σ = 1.
to {|Z n | ≥ a n }. From (19) and Lemma 1, if we take a n > ε 2 , for all n ∈ Z, we get
For a n = c ln (n) > ε 2 , with
which implies that lim n→∞ P (|Z n | ≥ a n ) = 0 in equation (20) . On the other hand, since ln (n)Y n → p 0, for every ε > 0,
Thus, Y n |Z n | → p 0. 
Proof of Lemma 1
The proof of Lemma 1, appearing in Section 1.1 of the paper Consistency of the plug-in functional predictor of the Ornstein-Uhlenbeck process in Hilbert and Banach spaces, is now provided.
Proof. Let us first consider the case k = 1, from ρ θ (x) (t) = e −θt x (h) , ρ θ (X n−1 ) (t) = e 
and 
Furthermore, trivially,
Additionally, the function x 0 : [0, h] −→ R, given by 
Equations (26), (27) and ( 
We are now going to compute ρ k θ L(H) , for k ≥ 2. Since, for all x ∈ H, ρ k θ (x)(t) = e −θt e −θ(k−1)h x(h),
we obtain 
Considering function x 0 defined in equation (28) , applying similar arguments to those given in the computation of ρ θ L(H) , we have 
