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COMPRESSIBLE-INCOMPRESSIBLE TWO-PHASE FLOWS
WITH PHASE TRANSITION: MODEL PROBLEM
KEIICHI WATANABE
Abstract. We study the compressible and incompressible two-phase flows separated by a sharp
interface with a phase transition and a surface tension. In particular, we consider the problem in
RN , and the Navier-Stokes-Korteweg equations is used in the upper domain and the Navier-Stokes
equations is used in the lower domain. We prove the existence of R-bounded solution operator
families for a resolvent problem arising from its model problem. According to Shibata [13], the
regularity of ρ+ is W 1q in space, but to solve the kinetic equation: uΓ · nt = [[ρu]] · nt/[[ρ]] on Γt
we need W
2−1/q
q regularity of ρ+ on Γt, which means the regularity loss. Since the regularity of ρ+
dominated by the Navier-Stokes-Korteweg equations is W 3q in space, we eliminate the problem by
using the Navier-Stokes-Korteweg equations instead of the compressible Navier-Stokes equations.
1. Introduction
This paper deals with compressible-incompressible two-phase flows separated by a sharp interface.
In particular, we consider the phase transition at the interface. Our problem is formulated as follows:
Let Ωt+ and Ωt− be two time dependent domains, and Γt be the common boundary of Ωt+ and Ωt−.
We assume that Ωt+ ∩ Ωt− = ∅ and Ωt+ ∪ Γt ∪ Ωt− = RN , where RN denotes the N -dimensional
Euclidean space. Furthermore, we assume that Ωt+ and Ωt− are occupied by a compressible viscous
fluid and an incompressible viscous fluid, respectively. For example, Ωt− is corresponding to an ocean
of infinite extent without bottom, Ωt+ the atmosphere, and Γt the surface of the ocean. Let nt be
the unit outer normal to Γt pointed from Ωt+ to Ωt−. For any x0 ∈ Γt and function f defined on
Ωt+ ∪Ωt−, we set
[[f ]](x0, t) = limx→x0
x∈Ωt−
f(x, t)− lim
x→x0
x∈Ωt+
f(x, t),
which is the jump quantity of f across Γt. Let Ω˙t = Ωt+ ∪Ωt−, and for any function f defined on Ω˙t,
we write f± = f |Ωt± . In the following, we use the following symbols:
• ρ : Ω˙t → R+ = [0,∞) is the density,
• u : Ω˙t → RN the velocity field,
• uΓ : Γt → RN the interfacial velocity field,
• π : Ω˙t → R the pressure field,
• T : Ω˙t → {A ∈ GLN (R) |⊤A = A} the stress tensor field,
• θ : Ω˙t → (0,∞) the thermal field,
• e : Ω˙t → R+ the internal energy density,
• η : Ω˙t → R the entropy density,
• ψ : Ω˙t → R the Helmholtz free energy function,
• q : Ω˙t → RN the energy flux,
• f : Ω˙t → RN the external body force per unit mass,
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• r : Ω→ R the heat supply.
Here and in the following, ⊤M denotes the transposed M . And then, our problem is:
∂tρ+ div (ρu) = 0,
∂t(ρu) + div (ρu⊗ u)− divT = ρf ,
∂t(
ρ
2
|u|2 + ρe) + div ((ρ
2
|u|2 + ρe)u)− div (Tu− q) = ρf · u+ ρr,
for x ∈ Ω˙t, t > 0,(1.1)
subject to the interface conditions:
[[u]] = [[1/ρ]]nt, [[u]]− [[T]]nt = −σHΓtnt,
[[θ]] = 0, θ[[η]]− [[d∇θ]] · nt = 0,
2
2
[[ 1
ρ2
]]
+ [[ψ]]−
[[1
ρ
(Tnt · nt)
]]
= 0
Vt = uΓ · nt =
[[ρu]] · nt
[[ρ]]
,
(∇ρ+) · nt = 0.
for x ∈ Γt, t > 0,(1.2)
where Ωt± and Γt are given by
Ωt± ={(x′, xN ) ∈ R× RN−1 | ±(xN − h(x′, t)) > 0, t ≥ 0},
Γt ={x ∈ RN | xN = h(x′, t) for x′ ∈ RN−1},
respectively, with unknown function h(x′, t). Above, HΓt is the N −1 times mean curvature of Γt, σ a
positive constant describing the coefficient of the surface tension, and Vt the velocity of evolution of Γt
with respect to nt. Furthermore, ∂t = ∂/∂t, ∂i = ∂/∂xi, for any matrix fieldK with (i, j)
th component
Kij , the quantity divK is the N -vector with i
th component
∑N
j=1 ∂jKij , and for any N vectors or
N vector fields, a = ⊤(a1, . . . , aN ), b =
⊤(b1, . . . , bN ), we set a · b =
∑N
j=1 ajbj , div a =
∑N
j=1 ∂jaj ,
and a ⊗ b denotes the N × N matrix with (i, j)th component aibj. The interface condition (1.2) is
explained in more detail in Sect. 2 below. To describe the motion of incompressible viscous flow
occupying Ωt− we use the usual Navier-Stokes equations, and so we set
ρ− = ρ∗−, T− = µ−D(u−)− π−I, q− = −d−∇θ−,(1.3)
where ρ∗− is a positive constant describing the mass density of the reference body Ωt−, µ− is the
viscosity coefficient,D(u) = (1/2)(∇u+⊤∇u), is the deformation tensor with (i, j)th elementDij(u) =
∂iuj+∂jui for ∂i = ∂/∂xi and u =
⊤(u1, . . . , uN ), and d is the coefficient of the heat flux. In particular,
the equation of mass conservation: ∂tρ− + div (ρ−u−) = 0 leads to divu− = 0 in Ωt−.
On the other hand, to describe the motion of a compressible viscous fluid occupying Ωt+, we adopt
the Navier-Stokes-Korteweg tensor of the following form: T+ = S+ +K+ − π+I with
S+ = µ+D(u+) + (ν+ − µ+)div u+I− π+,
K+ =
(κ+ + ρ+κ′+
2
|∇ρ+|2 + κ+ρ+∆ρ+
)
I− κ+∇ρ+ ⊗∇ρ+.
(1.4)
Here, K+ is called the Korteweg tensor (cf. Dunn and Serrin [9] and Kotschote [17]). According to
Dunn and Serrin [9], in view of the second law of thermodynamics the energy flux includes not only
a classical contribution corresponding to the Fourier law but also a nonclassical contribution, which
we now call the interstitial working. In this sense, the energy flux q+ is given by
q+ = −d+∇θ+ + (κ+ρ+ divu+)∇ρ+(1.5)
when we use the Navier-Stokes-Korteweg equations, where d+ is the coefficient of the heat flux.
We assume that µ+ = µ+(ρ+, θ+), ν+ = ν+(ρ+, θ+), κ+ = κ+(ρ+, θ+), e+ = e+(ρ+, θ+), d+ =
d+(ρ+, θ+) are positive C
∞ functions with respect to (ρ+, θ+) ∈ (0,∞)× (0,∞), and ψ+(ρ+, θ+) and
η+(ρ+, θ+) are real valued C
∞ functions with respect to (ρ+, θ+) ∈ (0,∞)×(0,∞), while µ− = µ−(θ−),
e− = e−(θ−), d− = d−(θ−) are positive C
∞ functions with respect to θ− ∈ (0,∞), and ψ−(θ−)
and η−(θ−) are real valued C
∞ functions with respect to θ− ∈ (0,∞). Moreover, we assume that
COMPRESSIBLE-INCOMPRESSIBLE TWO-PHASE FLOWS 3
∂e+/∂θ+ > 0, e
′
− > 0, and π+ is given by π+ = P+(ρ+, θ+), where P+ is some C
∞ function with
respect to (ρ+, θ+) ∈ (0,∞)× (0,∞).
We now explain why the Navier-Stokes-Korteweg equations is used in Ωt+ to describe the motion
of the compressible viscous fluid. Shibata [28] used the Navier-Stokes-Fourier equations for Ωt+,
that is T+ = S+ and q+ = −d+∇θ+, to formulate the compressible-incompressible two-phase flows
separated by a sharp interface with the phase transition. He proved the existence of R bounded
solution operators for the model problem that derives the maximal Lp-Lq regularity of solutions to the
linearized equations automatically with the help of Weis’s operator valued Fourier multiplier theorem
[35]. According to Shibata [13], the regularity of ρ+ is W
1
q in space, but to solve the kinetic equation:
uΓ · nt = [[ρu]] · nt/[[ρ]] on Γt we need W 2−1/qq regularity of ρ+ on Γt, which means the regularity
loss. On the other hand, the regularity of ρ+ dominated by the Navier-Stokes-Korteweg equations is
W 3q in Ωt+ (cf. Kotschote [16, 17] and Saito [25]), which is enough to solve the kinetic equation. In
addition, quite recently Gorban and Karlin [12] proved that the Navier-Stokes-Korteweg equations is
implied by the Boltzmann equation that describes the statistical behavior of a gas. In this sense, to
use the Navier-Stokes-Korteweg equations to describe the motion of compressible viscous fluid flow
is meaningful. Furthermore, we would like to add some comments about the Navier-Stokes-Korteweg
equations. More than one hundred years ago, Korteweg [15] derived the Navier-Stokes-Korteweg
equations to describe the two phase problem with diffused interface like liquid and vapor flows with
phase transition, which was based on the gradient theory for the interface developed by van der Waals
[33]. In 1985, Dunn and Serrin [9] studied the Navier-Stokes-Korteweg equations with the second
law of thermodynamics. As equations describing the two-phase flows with diffused interface, we also
know the Navier-Stokes-Allen-Chan equations and the Navier-Stokes-Chan-Hilliard equations (cf. [2]),
but they can be reduced to the Navier-Stokes-Korteweg equations, which is quite recently proved by
Freisthu¨ler and Kotchote [11]. Thus, our formulation (1.1) and (1.2) includes the following situation:
The ocean and atmosphere are separated by a sharp interface and on this interface the phase transition
occurs. In addition, the atmosphere part is two-phase flows with diffused interface like the mixture of
gas and ice. Thus, we totally treat three phase problem, and liquid and gas-solid are separated by a
sharp interface with phase transition and gas-solid part has diffused interface with phase transition.
Finally, let us mention related results about the initial-boundary value problem for the Navier-
Stokes-Korteweg equations. In 2008 and 2010, Kotschote [16, 17] proved the existence and uniqueness
of local strong solutions for an isothermal and non-isothermal model of capillary compressible fluids
derived by Dunn and Serrin [9]. Recently, Tsuda [32] studied the existence and stability of time
periodic solution to the Navier-Stokes-Korteweg equations in R3, and Saito [25] proved the existence
of R bounded solution operators for the model problem of the Navier-Stokes-Korteweg equations with
free boundary conditions.
The two phase problem has been studied by Abels [1], Denisova [3, 4], Denisova and Solonnikov
[6, 7], Giga and Takahashi [14], Maryani and Saito [19], Nouri and Poupaund [20], Pru¨ss et al.
[21, 22, 23], Shibata and Shimizu [30], etc.. Although these works dealt with the two phase problem
for the incompressible-incompressible case, as far as the author knows, the compressible-incompressible
case is few. The compressible-incompressible case was studied by Denisova [5], Denisova and Solon-
nikov [8], Kubo, Shibata, and Soga [18], and Shibata [28]. In particular, Denisova [5] and Denisova
and Solonnikov [8] studied the compressible-incompressible case in the L2 Sobolev-Sobodetskii space.
Denisova [5] proved the energy inequality without surface tension. Denisova and Solonnikov [8] proved
the global-in-time solvability without surface tension under the assumption that the data are small. On
the other hand, Kubo, Shibata, and Soga [18] and Shibata [28] studied the compressible-incompressible
case in the Lp in time and Lq in space frame work. Kubo, Shibata, and Soga [18] proved the exis-
tence of R-bounded solution operators to the corresponding generalized resolvent problem without
surface tension and without phase transition and Shibata [28] prove it with surface tension and phase
transition. However, the work in [18, 28] included the problem about the regularity of density, which
we mentioned above. In this paper, we eliminate this problem by using the Navier-Stokes-Korteweg
equations instead of the compressible Navier-Stokes equations.
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Our goal is to prove the local well-posedness and for this purpose, the key step is to prove the
maximal Lp-Lq regularity of the model problem. Let
R
N
± = {x = (x1, . . . , xN ) ∈ RN | ± xN > 0}, RN0 = {x ∈ RN | xN = 0}, R˙N = RN+ ∪ RN− .
and for any x0 ∈ RN0 , we define f |±(x0) by
f |±(x0) = limx→x0
x∈RN±
f(x),
Let ρ∗± and θ∗± be the mass density and the absolute temperature of the reference domain: Ωt±|t=0,
all of which are positive constants. Transforming Ω˙t and Γt to R˙
N and RN0 , respectively, and linearizing
the problem at ρ∗± and θ∗±, we have following two model problems. One is the following system:
∂tρ+ + ρ∗+divu+ = f1 in R
N
+ × (0, T ),(1.6)
ρ∗+∂tu+ − µ∗+∆u+ − ν∗+∇divu+
−ρ∗+κ∗+∇∆ρ+ = f2 in RN+ × (0, T ),
divu− = f3 = div f4 in R
N
− × (0, T ),
ρ∗−∂tu− − µ∗−∆u− +∇π− = f5 in RN− × (0, T ),
subject to the interface condition: for x0 ∈ RN0 and t ∈ (0, T )
∂th−
( ρ∗−
ρ∗− − ρ∗+uN−|−(x0)−
ρ∗+
ρ∗− − ρ∗+uN+|+(x0)
)
= d,(1.7)
µ∗−DmN (u−)|−(x0)− µ∗+DmN (u+)|+(x0) = gm,
{µ∗−DNN (u−)− π−}|−(x0)− {µ∗+DNN (u+)
+(ν∗+ − µ∗+)divu+ + ρ∗+κ∗+∆ρ+}|+(x0)− σ∆′h = f6,
1
ρ∗−
{µ∗−DNN (u−)− π−}|−(x0)− 1
ρ∗+
{µ∗+DNN (u+)
+(ν∗+ − µ∗+)divu+ + ρ∗+κ∗+∆ρ+}|+(x0) = f7,
um−|−(x0)− um+|+(x0) = hm,
∂Nρ+|+(x0) = k,
and initial condition:
u±|t=0 = u0± in RN± ,(1.8)
ρ+|t=0 = ρ∗+ + ρ0+ in RN+ ,
h|t=0 = h0 in RN0 ,
where m ranges from 1 to N − 1 and we have set u± = (u1±, . . . , uN±), µ∗+ = µ+(ρ∗+, θ∗+), κ∗+ =
κ+(ρ∗+, θ∗+), ν∗+ = ν+(ρ∗+, θ∗+), µ∗− = µ−(θ∗−), ∆
′h =
∑N−1
j=1 ∂
2
j h.
The other is the heat equations:
ρ∗+κv∗+∂tθ+ − d∗+∆θ+ = f˜+ in RN+ × (0, T ),(1.9)
ρ∗−κv∗−∂tθ− − d∗−∆θ− = f˜− in RN− × (0, T ),
subject to the interface condition: for x0 ∈ RN0 and t ∈ (0, T )
θ−|−(x0)− θ+|+(x0) = 0, d∗−∂Nθ−|−(x0)− d∗+∂Nθ+|+(x0) = g˜,(1.10)
and the initial condition:
θ±|t=0 = θ0± in RN±(1.11)
where we have set d∗+ = d(ρ∗+, θ∗), κv∗+ = (∂e+/∂θ+)(ρ∗+, θ∗), d∗− = d−(θ∗), and κv∗− = e
′
−(θ∗).
Here, the right-hand sides of (1.6), (1.7), (1.9), and (1.10) are nonlinear terms.
We note that the interface condition (1.7) can be rewritten as follows: for x0 ∈ RN0 and t ∈ (0, T )
∂th−
( ρ∗−
ρ∗− − ρ∗+uN−|−(x0)−
ρ∗+
ρ∗− − ρ∗+uN+|+(x0)
)
= d,
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µ∗−DmN (u−)|−(x0)− µ∗+DmN (u+)|+(x0) = gm,
{µ∗−DNN (u−)− π−}|−(x0) = σ−∆′h+ gN ,
{µ∗+DNN (u+) + (ν∗+ − µ∗+)divu+ + ρ∗+κ∗+∆ρ+}|+(x0) = σ+∆′h+ gN+1,
um−|−(x0)− um+|+(x0) = hm,
∂Nρ+|+(x0) = k,
with
σ± =
ρ∗±σ
ρ∗− − ρ∗+ , gN =
ρ∗−
ρ∗− − ρ∗+ (f6 − ρ∗+f7), gN+1 =
ρ∗+
ρ∗− − ρ∗+ (f6 − ρ∗−f7).
As in Shibata [26, 29], the maximal Lp-Lq regularity and the generation of C
0 analytic semigroup
follow automatically from the existence of R bounded solution operator families of the corresponding
generalized resolvent problem. Hence, in this paper we concentrate on the existence of R-bounded
solution operator families for the resolvent problem arising from model problem with the interface
condition:
λρ+ + ρ∗+divu+ = f1 in R
N
+ ,(1.12)
ρ∗+λu+ − µ∗+∆u+ − ν∗+∇divu+ − ρ∗+κ∗+∇∆ρ+ = f2 in RN+ ,
divu− = f3 = div f4, ρ∗−λu− − µ∗−∆u− +∇π− = f5 in RN− ,
λH −
( ρ∗−
ρ∗− − ρ∗+uN−|−(x0)−
ρ∗+
ρ∗− − ρ∗+uN+|+(x0)
)
= d,
µ∗−DmN (u−)|−(x0)− µ∗+DmN (u+)|+(x0) = gm,
{µ∗−DNN (u−)− π−}|−(x0) = σ−∆′H + gN ,
{µ∗+DNN (u+) + (ν∗+ − µ∗+)divu+ + ρ∗+κ∗+∆ρ+}|+(x0) = σ+∆′H + gN+1,
um−|−(x0)− um+|+(x0) = hm,
∂Nρ+|+(x0) = k,
which is corresponding to the time dependent problem (1.6), (1.7), and (1.8). Here, H(x, t) is an
extension of h(x′, t) such that H = h on RN0 . In this paper, we do not consider (1.6), (1.7), and (1.8)
anymore, and so we use the same symbols in the right-hand side of (1.12) as used in (1.6) and (1.7)
below.
In order to state our main results precisely we introduce function spaces and some more symbols
which will be used throughout the paper. For any scalar field θ we set ∇θ = (∂1θ, . . . , ∂Nθ), and for
any N -vector field u = ⊤(u1, . . . , uN), ∇u is the N ×N matrix with (i, j)th component ∂iuj. For any
domain D in RN , integer m, and 1 ≤ q ≤ ∞, Lq(D) and Wmq (D) denote the usual Lebesgue space
and Sobolev space of functions defined on D with norms: ‖ · ‖Lq(D) and ‖ · ‖Wmq (D), respectively. We
setW 0q (D) = Lq(D). The Wˆ
1
q (D) is a homogeneous space defined by Wˆ
1
q (D) = {f ∈ Lq,loc(D) | ∇f ∈
Lq(D)}. For any Banach space X , interval I, integer m, and 1 ≤ p ≤ ∞, Lp(I,X) and Wmp (I,X)
denote the usual Lebesgue space and Sobolev space of the X-valued functions defined on I with norms:
‖ · ‖Lp(I,X) and ‖ · ‖Wmp (I,X), respectively. For any Banach space X , XN denote the N -product space
of X , that is XN = {f = (f1, . . . , fN ) | fi ∈ X (i = 1, . . . , N)}. The norm of XN is also denoted
by ‖ · ‖X for simplicity and ‖f‖X =
∑N
j=1 ‖fj‖X for f = (f1, . . . , fN) ∈ XN . For any two Banach
spaces X and Y , L(X,Y ) denotes the space of all bounded linear operators from X to Y , and L(X)
is the abbreviation of L(X,X). Let U be a subset of C. Then Anal (U,L(X,Y )) denotes the set of
all L(X,Y )-valued analytic functions defined on U . Throughout in this paper, the letter C denotes
generic constants and Cα,β,γ,... means that the constant depends on the quantities α, β, γ, . . . . The
values of constants C and Cα,β,γ,... may change from line to line.
Before we state the main theorem, we first introduce the definition of R-boundedness.
Definition 1.1. (R-boundedness) Let X and Y be Banach spaces. A set of operators T ⊂ L(X,Y ) is
called R-bounded, if there is a constant 0 < C <∞ and 1 ≤ p <∞ such that, for all T1, . . . , Tm ∈ T
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and x1, . . . , xm ∈ X with m ∈ N, we have(∫ 1
0
∥∥∥ m∑
n=1
rn(t)Tnxn
∥∥∥p
Y
dt
)1/p
≤ C
(∫ 1
0
∥∥∥ m∑
n=1
rn(t)xn
∥∥∥p
X
dt
)1/p
where rn(t) = sign sin(2
nπt) are the Rademacher functions on [0, 1]. The smallest such C is called
R-bound of T on L(X,Y ), which is denoted by RL(X,Y )(T ).
Let η∗ be a constant given by
η∗ =
(µ∗+ + ν∗+
2κ∗+
)2
− 1
κ∗+
and let ε∗ ∈ [0, π/2) be some angle that is given precisely in Lemma 6.1 below. In this paper, we
assume η∗ 6= 0 and κ∗+ 6= µ∗+ν∗+. We discuss these conditions in more detail in Remark 5.2 below
(cf. Saito [25, Remark 3.3]).
The following theorem is a main theorem in this paper.
Theorem 1.2. Let 1 < q < ∞ and ε∗ < ε < π/2. Assume that ρ∗+ 6= ρ∗−, η∗ 6= 0, and κ∗+ 6=
µ∗+ν∗+. Set
Σε ={λ = γ + iτ ∈ C\{0} | |argλ| ≤ π − ε},
Σε,λ0 ={λ ∈ Σε | |λ| > λ0} (λ0 ≥ 0), ∂τ = ∂/∂τ,
Xq ={(f1, f2, f3, f4, f5,g,h, k, d) | f1 ∈W 1q (RN+ ), f2 ∈ Lq(RN+ )N , f3 ∈W 1q (RN− ),
f4 ∈ Lq(RN− )N , f5 ∈ Lq(RN− )N , g = (g1, . . . , gN+1) ∈ W 1q (RN )N+1,
h = (h1, . . . , hN−1) ∈W 2q (RN )N−1, k ∈ W 2q (RN ), d ∈W 2q (RN )},
Xq ={(F1, . . . , F15) | F1 ∈W 1q (RN+ ), F2 ∈ Lq(RN+ )N , F3 ∈ Lq(RN− ),
F4, F5, F6 ∈ Lq(RN− )N , F7 ∈ Lq(RN )N+1, F8 ∈ Lq(RN )(N+1)N ,
F9 ∈ Lq(RN )N−1, F10 ∈ Lq(RN )(N−1)N , F11 ∈ Lq(R)(N−1)N2 ,
F12, F13 ∈ Lq(RN )N , F14 ∈ Lq(RN )N2 , F15 ∈ W 2q (RN )}.
Then, there exist a positive constant λ0 and operator families A±(λ), B+(λ), P−(λ), and H(λ) with
A±(λ) ∈Anal (Σε,λ0 ,L(Xq ,W 2q (RN± )N ),
B+(λ) ∈Anal (Σε,λ0 ,L(Xq ,W 3q (RN+ )),
P−(λ) ∈Anal (Σε,λ0 ,L(Xq , Wˆ 1q (RN− ))),
H(λ) ∈Anal (Σε,λ0 ,L(Xq ,W 3q (RN )),
such that for any λ ∈ Σε,λ0 and F = (f1, f2, f3, f4, f5,g,h, k, d) ∈ Xq, u± = A±(λ)F˜, ρ+ = B+(λ)F˜,
π− = P−(λ)F˜, and H = H(λ)F˜ are unique solutions of problem (1.12). Furthermore, for s = 0, 1, we
have
RL(Xq,Lq(RN )N3+N2+N )({(τ∂τ )s(G1λA±(λ)) | λ ∈ Σε,λ0}) ≤c0,
RL(Xq,Lq(RN )N3+N2×W 1q (RN ))({(τ∂τ )
s(G2λB+(λ)) | λ ∈ Σε,λ0}) ≤c0,
RL(Xq,Lq(RN )N )({(τ∂τ )s(∇P−(λ)) | λ ∈ Σε,λ0}) ≤c0,
RL(Xq,W 2q (RN )N+1)({(τ∂τ )s(G3λH(λ)) | λ ∈ Σε,λ0}) ≤c0,
with some positive constant c0. Here, G
1
λA±(λ) = (λA±(λ), λ1/2∇A±(λ),∇2A±(λ)), G2λB−(λ) =
(λB−(λ), λ1/2∇2B−(λ),∇3B−(λ)), G3λH(λ) = (λH(λ),∇H), and
F˜ = (f1, f2, λ
1/2f3,∇f3, λf4, f5, λ1/2g,∇g, λh, λ1/2∇h,∇2h, λk, λ1/2∇k,∇2k, d).
Remark 1.3. (1) The uniqueness of solutions of problem (1.12) follows from the existence of solutions
for a dual problem in a similar way to Shibata and Shimizu [31, Sect. 3], so that we omit its proof.
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(2) It is easy to show the existence ofR-bounded solution operator families for the resolvent problem
arising from (1.9), (1.10), and (1.11). In fact, when we employ the similar argumentation to that in
the proof of Theorem 1.2 given in the sequel. Hence, we do not consider problem (1.9), (1.10), and
(1.11) in this paper.
(3) We can show the maximal Lp-Lq regularity theorem for (1.6), (1.7), (1.8), (1.9), (1.10), and
(1.11) due to the same theory as in Shibata [28] with the help of the R-bounded solution operator
and the operator valued Fourier multiplier theorem of Weis [35].
This paper is organized as follows. In Sect. 2, according to the argument due to Pru¨ss et al. [21] (cf.
Pru¨ss and Simonett [24] and Shibata [27]) we explain the interface condition (1.2) in more detail from
the point of conservation of mass, conservation of momentum, conservation of energy and increment
of entropy and we show the complete model. In Sect. 3, we introduce some results of half spaces.
From Sect.. 4 to Sect. 6, we consider the problem without the surface tension. In Sect. 4, by the
partial Fourier transform, we have ordinary differential equations with respect to xN . Then, we solve
them and apply the inverse partial Fourier transform to its solution in order to obtain exact solution
formulas to the resolvent problem. In Sect. 5, we introduce some technical lemmas and give some
estimates for the multipliers appearing in the solution formula. In Sect. 6, we analyze the Lopatinski
determinant appearing in the solution formula. Finally in Sect. 7, we prove the main theorem for the
R-bounded solution operator families.
2. Derivation of interface conditions
In this section, assuming that the equation (1.1) holds in the bulk Ω˙t, we derive interface conditions
(1.2) under which balance of mass, balance of momentum, balance of energy, and entropy production
hold. We follow the argument due to Pru¨ss et al. in [21]. Our model is, however, different from Pru¨ss
et al. [21], and so we give a detailed explanation.
For our purpose we may assume that integration appearing below is finite. In this sense, our
argument below is rather formal from the integrability point of view *1. In addition, we assume that
there exists a smooth diffeomorphism φt : R
N → RN such that
Ω˙t± = {x = φt(y) | y ∈ Ω0±}, Γt = {x = φt(y) | y ∈ Γ0}.
for t > 0. Let v = (∂tφt)(φ
−1
t (x), t) and then, it follows from the Reynolds transport theorem that
d
dt
∫
Ω˙
f dx =
∫
Ω˙t
(∂tf + div (fv)) dx.(2.1)
In particular, uΓ · nt = v · nt on Γt. We assume that
∂tρ+ div (ρu) = 0,(2.2)
∂t(ρu) + div (ρu⊗ u)− divT = ρf ,(2.3)
∂t
(ρ
2
|u|2 + ρe
)
+ div
((ρ
2
|u|2 + ρe
)
u
)
− div (Tu− q) = ρf · u+ ρr(2.4)
hold in the bulk Ω˙t. And then, we look for the interface conditions under which the following formulas
hold:
d
dt
∫
Ω˙
ρ dx = 0 (Balance of Mass),(2.5)
d
dt
∫
Ω˙
ρu dx =
∫
Ω˙
ρf dx (Balance of Momentum),(2.6)
d
dt
{∫
Ω˙t
(ρ
2
|u|2 + ρe
)
dx + σ|Γt|
}
=
∫
Ω˙t
(ρf ·+ρr) dx (Balance of Energy),(2.7)
d
dt
∫
Ω˙
ρη dx ≥
∫
Ω˙t
ρθ−1r dx (Entropy Production).(2.8)
*1In order to make the discussion in this section rigorous, it is enough to assume that the domain is bounded and
the outer boundary conditions are imposed like Pru¨ss et al. [21]
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where |Γt| is the Hausdorff measure of Γt. We know that
d
dt
|Γt| = −
∫
Γt
HΓtuΓ · nt dτ.(2.9)
Here and in the sequel, dτ denotes the surface element of Γt.
Balance of Mass:
By (2.1), (2.2), and the divergence theorem of Gauss we have
d
dt
∫
Ω˙
ρ dx =
∫
Ω˙t
(∂tρ+ div (ρv)) dx =
∫
Ω˙t
div (ρ(v − u)) dx =
∫
Γt
[[ρ(uΓ − u)]] · nt dτ.
Thus, to obtain (2.5) it is sufficient to assume that
[[ρ(uΓ − u)]] · nt = 0 on Γt,
and so we define  be
 = ρ+(u+ − uΓ) · nt = ρ−(u− − uΓ) · nt,(2.10)
which is called the phase flux, more precisely, the interfacial mass flux. Since uΓ ·nt = u+ ·nt− /ρ+ =
u− · nt − /ρ−, we have
 =
[[u]] · nt
[[1/ρ]]
.(2.11)
A phase transition takes place if  6= 0.
Furthermore, by (2.10), we have
VΓt = uΓ · nt =
( ρ+
ρ+ − ρ−u+ −
ρ−
ρ+ − ρ−u−
)
· nt = [[ρu]] · nt
[[ρ]]
.(2.12)
which is the kinetic condition in the case that  6= 0.
On the other hand, if  = 0, then we have u± · nt = uΓ · nt on Γt. Thus, we have a usual kinetic
condition: VΓt = u · nt. If Γt is defined by F (x, t) = 0 locally, then F (φt(y), t) = 0 for y ∈ Γ0. Thus,
we have
0 =
d
dt
F (φt(y), t) = ∂tF + (∇F ) · uΓ.
Since nt is parallel to ∇F , we have (∇F ) · uΓ = (∇F ) · u± on Γt, and so we have
∂tF + u · ∇F = 0 on Γt.
This is a different representation formula of kinetic condition when the phase transition does not take
place.
Balance of Momentum:
We will prove that it follows from the balance of momentum that{
ρ(∂u+ u · ∇u)− divT = ρf in Ω˙t,
[[u]]− [[Tnt]] = −σHΓtnt on Γt.
(2.13)
In fact, we write (2.3) componentwise as
∂t(ρui) + div (ρuiu) =
N∑
j=1
∂jTij = ρfi in Ω˙.
And then, by (2.1) we have
d
dt
∫
Ω˙
ρui dx =
∫
Ω˙
(∂t(ρui) + div (ρuiv) dx
=
∫
Ω˙t
(
div (ρui(v − u)) +
N∑
j=1
∂jTij + ρfi
)
dx
=
∫
Γt
([[ρui(uΓ − u)]] · nt + (ith component of [[Tnt]])) dτ +
∫
Ωt
ρfi dx.
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By (2.10), we have [[ρui(uΓ − u)]] · nt = −[[ui]] on Γt, and so in order that (2.6) holds it is sufficient
to assume that ∫
Γt
(−[[u]] + [[Tnt]]) dτ = 0,
which leads to
−[[u]] + [[Tnt]] = div ΓtTΓt on Γt,
where TΓt denotes surface stress and div Γt denotes the surface divergence. When we consider surface
tension on Γt, we have
div ΓtTΓt = σdiv Γtnt = σ∆Γtx = σHΓtnt
where x is a position vector of Γt. Thus, we have the interface condition:
[[u]]− [[Tnt]] = −σHΓtnt. on Γt.
Moreover, by (2.2) we have
∂t(ρu) + div (ρu⊗ u) = (∂tρ+ div (ρu))u+ ρ(∂tu+ u · ∇u) = ρ(∂tu+ u · ∇u),
and so we can rewrite (2.3) as
ρ(∂u+ u · ∇u)− divT = ρf in Ω˙t.
Balance of Energy:
We will prove that it follows from the balance of energy that ρ(∂te+ u · ∇e) + div q−T : ∇u = ρr in Ω˙t,
2
[[|u− uΓ|2]] + [[e]]− [[T(u − uΓ)]] · nt + [[q]] · nt = 0 on Γt..
(2.14)
In fact, by (2.1), (2.9) and (2.4), we have
d
dt
{∫
Ω˙t
(
ρ
2
|u|2 + ρe) dx+ σ|Γt|
}
=
∫
Ω˙t
{
∂t
(ρ
2
|u|2 + ρe
)
+ div
((ρ
2
|u|2 + ρe
)
v
)}
dx− σ
∫
Γt
HΓtuΓ · nt dτ
=
∫
Ω˙
{
div
((ρ
2
|u|2 + ρe
)
(v − u)
)
+ div (Tu − q) + ρf · u+ ρr
}
dx− σ
∫
Γt
HΓtuΓ · nt dτ
=
∫
Γt
{[[(ρ
2
|u|2 + ρe
)
(uΓ − u)
]]
· nt + [[Tu− q]] · nt − σHΓtuΓ · nt
}
dτ +
∫
Ω˙
(ρf · u+ ρr) dx.
If we assume that[[(ρ
2
|u|2 + ρe
)
(uΓ − u)
]]
· nt + [[Tu− q]] · nt − σHΓtuΓ · nt = 0,
then we have the balance of energy (2.7). By (2.10)[[(ρ
2
|u|2 + ρe
)
(uΓ − u)
]]
· nt = − 
2
[[|u|2]]− [[e]] = − 
2
[[|u− uΓ|2]]− [[u]] · uΓ − [[e]].
Noting that T is a symmetric matrix, by (2.13) we have
[[Tu− q]] · nt − σHΓuΓ · nt = [[T(u − uΓ)]] · nt + [[Tnt]] · uΓ − [[q]] · nt − σ(HΓtnt) · uΓ
= [[T(u − uΓ)]] · nt − [[q]] · nt + [[u]] · uΓ.
Putting these formulas together gives the following interface condition:

2
[[|u− uΓ|2]] + [[e]]− [[T(u− uΓ)]] · nt + [[q]] · nt = 0 on Γt.
By (2.2) and (2.3), we rewrite (2.4) as
∂t
(ρ
2
|u|2 + ρe
)
+ div
((ρ
2
|u|2 + ρe
)
u
)
− div (Tu− q)
=
(1
2
|u|2 + e
)
(∂tρ+ div (ρu)) + ρ(u · ut + et) + ρu · ∇
(1
2
|u|2 + e
)
− (divT) · u−T : ∇u+ div q
= ρ(∂te+ u · ∇e) + ρf · u−T : ∇u+ div q,
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where we have set T : ∇u =∑Ni,j=1 Tij∂iuj . Putting this and (2.4) together gives
ρ(∂te+ u · ∇e) + div q−T : ∇u = ρr in Ω˙t.
Entropy Production:
We now introduce the fundamental thermodynamic relations which read
∂e
∂η
= θ, e = ψ + θη, η = −∂ψ
∂θ
, κv =
∂e
∂θ
, ℓ = θ
[[∂ψ
∂θ
]]
= −θ[[η]].(2.15)
The quantities κv and ℓ are called heat capacity and latent heat, respectively. We assume that
κv =
∂e
∂θ
> 0, θ > 0.(2.16)
As constitutive laws in the phases, for the compressible viscous fluid part, Ωt+, we employ the
Korteweg’s law for the stress tensor and the Dunn-Serrin law for the energy flux, while for the incom-
pressible viscous fluid part, Ωt−, we employ the Newton’s law for the stress tensor and Fourier’s law
for the energy flux. Namely, we assume that
Constitutive Law in the Phases:
T+ = S+ +K+ − π+I, S+ = µ+D(u+) + (ν+ − µ+)div u+ − π+I,
K+ = (α0(ρ+)|∇ρ+|2 + α1(ρ+)∆ρ+)I+ β(ρ+)∇ρ+ ⊗∇ρ+,
q+ = −d+∇θ+ + (κ+(ρ+)ρ+divu+)∇ρ+ in Ωt+,
T− = S− − π−I, S− = µ−D(u−)− π−I, q = −d−∇θ− in Ωt−.
Here, D(u) = (1/2)(∇u + ⊤∇u). To ensure non-negative entropy production in the bulk Ωt±, we
assume that
α0 =
κ+ + ρ+κ
′
+
2
|∇ρ+|2, α1 = κ+ρ+, β = −κ+,(2.17)
µ± > 0, ν+ >
N − 1
N
µ+, d± > 0.
Assuming q+ = −d+∇θ++(κ+(ρ+)ρ+divu+)∇ρ+, Dunn and Serrin [9] proved that K+ should equal
(1/2)(κ+ + ρ+κ
′
+)|∇ρ+|2 + κ+ρ+∆ρ+)I− κ+∇ρ+ ⊗∇ρ+ to ensure non-negative entropy production.
But, in the following, assuming that K+ = (α0(ρ+)|∇ρ+|2 + α1(ρ+)∆ρ+)I + β(ρ+)∇ρ⊗ ρ, we prove
that q+ = −d+∇θ+ + (κ+(ρ+)ρ+divu+)∇ρ+, and α0, α1 and β should be given as in (1.4) to ensure
non-negative entropy production. Namely, our argument below is just opposite direction to Dunn and
Serrin [9].
We also assume the following.
Constitutive Law on the Interface Γt:
[[θ]] = 0, [[u− (u · nt)nt]] = 0, (∇ρ+) · nt = 0 on Γt.(2.18)
Hence in our model, the temperature and the tangential part of velocity field are continuous across
the interface, and the interstitial working does not take place in the normal direction of boundary
Γt. In addition, the third boundary condition in (2.18) ensures the Fourier law and the generalized
Gibbs-Thomson law, which we will explain below.
We first consider
d
dt
∫
Ωt+
ρ+η+ dx.
We assume that e+ = e+(η+, ρ+,∇+ρ+). Let zj be a variable corresponding to ∂jρ+. We then have
∂te+ + u+ · ∇e+ =∂e+
∂η+
(∂tη+ + u+ · ∇η+) + ∂e+
∂ρ+
(∂tρ+ + u+ · ∇ρ+)
+
N∑
j=1
∂e+
∂zj
(∂t∂jρ+ + u+ · ∇∂jρ+).
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By (2.2), we have
∂tρ+ + u+ · ∇ρ+ = −ρ+divu+.(2.19)
Differentiating (2.19) by xj , we have
∂t∂jρ+ + u+ · ∇∂jρ+ = −(∂ju+) · (∇ρ+)− ∂j(ρ+divu+).(2.20)
Inserting (2.19) and (2.20) and using the assumption: ∂e+/∂η+ = θ+, we have
∂te+ + u+ · ∇e+ =θ+(∂tη+ + u+ · ∇η+)− ∂e+
∂ρ+
ρ+divu+
−
N∑
j=1
∂e+
∂zj
((∂ju+) · (∇ρ+) + ∂j(ρ+divu+)).
On the other hand, by (2.14), we have
ρ+(∂te+ + u+ · ∇e+) = −divq+ +T+ : ∇u+ + ρ+r+,
and so
ρ+θ+(∂tη+ + u+ · ∇η+) =− div q+ +T+ : ∇u+ + ∂e+
∂ρ+
ρ2+divu+(2.21)
+
N∑
j=1
∂e+
∂zj
ρ+((∂ju+) · (∇ρ+) + ∂j(ρ+dvu+)) + ρ+r+.
Using (2.2), we have ∂t(ρη) + div (ρηu) = ρ(∂tη + u · ∇η), and so by (2.1) we have
d
dt
∫
Ω˙
ρη dx =
∫
Ω˙
(∂t(ρη) + div (ρηv)) ds(2.22)
=
∫
Ω˙
ρ(∂tη + u · ∇η) dx +
∫
Ω˙
div (ρη(v − u) dx.
From (2.21) we have
ρ+(∂tη+ + u+ · ∇η+)− θ−1+ ρ+r+
(2.23)
= θ−1+
{
− div q+ +T+ : ∇u+ + ∂e+
∂ρ+
ρ2+divu+ +
N∑
j=1
∂e+
∂zj
ρ+((∂ju+) · (∇ρ+) + ∂j(ρ+divu+))
}
.
We now assume that
S+ =µ+D(u+) + (ν+ − µ+)div u+I− π+I,
K+ =(α0(ρ+)|∇ρ+|2 + α1(ρ+)∆ρ+)I+ β(ρ+)∇ρ+ ⊗ ρ+.
Since D(u) = (Dij(u)) is symmetric, setting u =
⊤(u1, . . . , uN ), we have
D(u) : ∇u =
N∑
i,j=1
Dij(u)∂iuj =
1
2
N∑
i,j=1
Dij(u)(∂iuj + ∂jui) = |D(u)|2.
In the same manner, we have
∇ρ+ ⊗∇ρ+ : ∇u+ =
N∑
i,j=1
(∂iρ+)(∂jρ+)(∂iuj+)
=
1
2
N∑
i,j=1
(∂iρ+)(∂jρ+)(∂iuj+ + ∂jui+)
=
N∑
i,j=1
Dij(u+)(∂iρ+)(∂jρ+).
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We then have
T+ : ∇u+
=
N∑
i,j=1
{µ+Dij(u+) + ((ν+ − µ+)div u+ − π+ + α0|∇ρ+|2 + α1∆ρ+)δij + β(∂iρ+)(∂jρ+)}∂iuj+
= µ+|D(u+)|2 + (ν+ − µ+)(divu+)2 + (−π+ + α0|∇ρ+|2 + α1∆ρ+)div u+
+ β
N∑
i,j=1
Dij(u+)(∂iρ+)(∂jρ+).
Using chain rule and the fact that (∇α1) · (∇ρ+) = α′1|∇ρ+|2, we have
θ−1+ α1(∆ρ+)divu+ =div (θ
−1
+ α1(∇ρ+)divu+)− (∇(θ−1+ α1divu+)) · ∇ρ+
=div (θ−1+ α1(∇ρ+)divu+ + θ−2+ α1(∇ρ+)divu+) · (∇θ+)
− θ−1+ α′1|∇ρ+|2divu+ − θ−1+ α1(∇div u+) · ∇ρ+,
θ−1+ div q+ =div (θ
−1
+ q+) + θ
−2
+ q+ · (∇θ+).
Inserting the formulas above into (2.23), we have
ρ+(∂tη+ + u+ · η+)− θ−1+ ρ+r+(2.24)
= −div (θ−1+ q+)− θ−2+ q+ · (∇θ+) + div (θ−1+ α1(∇ρ+)divu+) + θ−2+ (α1(∇ρ+)div u+) · (∇θ+)
+ θ−1+
{
µ+|D(u+)|2 + (ν+ − µ+)(divu+)2 + (−π+ + (α0 − α′1)|∇ρ+|2)divu+
+ β
N∑
i,j=1
Dij(u+)(∂iρ+)(∂jρ+) +
∂e+
∂ρ+
ρ2+divu+
+
N∑
j=1
∂e+
∂zj
ρ+((∂ju+) · (∇ρ+) + (∂jρ+)divu+ + ρ+(∂jdivu+))− α1(∇divu+) · ∇ρ+
}
.
We now assume that
∂e+
∂zj
=
α1
ρ2+
∂jρ+,(2.25)
to obtain
N∑
j=1
∂e+
∂zj
ρ2+∂jdivu+ = α1(∇divu+) · (∇ρ+).
In particular, we have
e+ =
α1
2ρ2+
|∇ρ+|2 + e′+(η+, ρ+).(2.26)
with some function e′+(η+, ρ+). Thus, we have
∂e+
∂ρ+
=
α′1
2ρ2+
|∇ρ+|2 − α1
ρ3+
|∇ρ+|2 +
∂e′+
∂ρ+
,
and so we have
∂e+
∂ρ+
ρ2+divu+ +
N∑
j=1
∂e+
∂zj
ρ+((∂ju+) · (∇ρ+) + (∂jρ+)divu+ + ρ+(∂jdivu+))− α1(∇divu+) · ∇ρ+
=
1
2
α′1|∇ρ+|2divu+ − α1ρ−1+ |∇ρ+|2divu+ +
∂e′+
∂ρ+
ρ2+divu+
+
N∑
i,j=1
α1
ρ+
Dij(u+)(∂iρ+)(∂jρ+) +
α1
ρ+
|∇ρ+|2divu+,
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which, combined with (2.24), leads to
ρ+(∂tη+ + u+ · η+)− θ−1+ ρ+r+
= −div (θ−1+ q+)− θ−2+ q+ · ∇θ+ + div (θ−1+ α1(∇ρ+)div u+) + θ−2+ (α1(∇ρ+)div u+) · (∇θ+)
+ θ−1+
{
µ+|D(u+)|2 + (ν+ − µ+)(div u+)2
+
(
− π+ +
(
α0 − 1
2
α′1
)
|∇ρ+|2 +
∂e′+
∂ρ+
ρ2+
)
divu+ +
(
β +
α1
ρ+
) N∑
i,j=1
Dij(u+)(∂iρ+)(∂jρ+)
}
.
We now assume that q+ = −d+∇θ++α1divu+(∇ρ+), that is we employ the Dunn-Serrin law for the
energy flux. Furthermore, we assume that
−π+ +
(
α0 − 1
2
α′1
)
+
∂e′+
∂ρ+
ρ2+ = 0, β +
α1
ρ+
= 0.(2.27)
We then have
ρ+(∂tη+ + u+ · ∇η+) =div (θ−1+ d+∇θ+) + θ−2+ d+|∇θ+|2(2.28)
+ θ−1+ (µ+|D(u+)|2 + (ν+ − µ+)(divu+)2) + θ−1+ ρ+r+ in Ωt+.
If we choose
β = −κ, α1 = ρ+κ, α0 = 1
2
α′1 =
1
2
(κ+ ρ+κ
′),
∂e′+
∂ρ+
ρ2+ = π+,(2.29)
then, the formulas in (2.27) hold. In particular, we have the Korteweg tensor given in (1.4).
Since T− = S−, assuming that e− = e−(ρ−, η−), q− = −d−∇θ− and ∂e−
∂η−
= θ−, and
∂e−
∂ρ−
ρ2− = π−,
we also have
ρ−(∂tη− + u− · ∇η−) =div (θ−1− d−∇θ−) + θ−2− d−|∇θ−|2(2.30)
+ θ−1− (µ−|D(u−)|2 + (ν− − µ−)(divu−)2) + θ−1− ρ−r− in Ωt−.
Putting (2.22), (2.28), and (2.30) together and assuming that [[θ]] = 0, by the divergence theorem of
Gauss we have
d
dt
∫
Ω˙t
ρη dx =
∫
Ω˙t
(θ−2d|∇θ|2 + µ|D(u)|2 + (ν − µ)(div u)2) dx(2.31)
+
∫
Γt
(θ−1[[d∇θ]] · nt − [[ρη(u− uΓ)]] · nt) dτ +
∫
Ω˙t
θ−1ρr dx.
Since (divu)2 ≤ N |D(u)|2, if we assume that
µ± > 0, ν+ ≥ N − 1
N
µ+,(2.32)
then we have ∫
Ω˙t
(θ−2d|∇θ|2 + µ|D(u)|2 + (ν − µ)(divu)2) dx ≥ 0
because divu− = 0 in Ωt−. Since [[ρη(u − uΓ)]] · n = [[η]] as follows from (2.10), to obtain Entropy
Production:
d
dt
∫
Ω˙t
ρη dx ≥
∫
Ω˙t
ρθ−1r dx,
it is sufficient to assume that
θ[[η]] − [[d∇θ]] · nt = 0 on Γt,(2.33)
which is called the Stefan law.
We now derive the generalized Gibbs-Thomson law:
[[ψ]] + 2
[[ 1
2ρ2
]]
−
[[1
ρ
nt · (Tnt)
]]
= 0 on Γt.(2.34)
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provided that  6= 0. Let τi (i = 1, . . . , N − 1) be the tangent vectors of Γt. We then write
u− uΓ =< u− uΓ,nt > nt +
N−1∑
i−1
< u− uΓ, τi > τi.
Using the orthogonality of {τ1, . . . , τN−1,nt}, we have
|u− uΓ|2 = |(u− uΓ) · nt|2 +
N−1∑
i=1
|(u− uΓ) · τi|2..
Since [[u− < u,nt > nt]] = 0 as follows from (2.18), we have
[[< u− uΓ, τi >]] = 0,(2.35)
and so by (2.10) we have
1
2
[[|u− uΓ|2]] = 1
2
[[|(u− uΓ) · nt|2]] = 1
2
(|(u+ − uΓ) · nt|2 − |(u− − uΓ) · nt|2)
=
1
2
(( 
ρ+
)2
−
( 
ρ−
)2)
=
2
2
[[ 1
ρ2
]]
.
Inserting this formula into the second formula in (2.14), using the relation: ψ = e− θη, and recalling
the formulas: q+ = −d+∇θ+ + (κ+ρ+divu+)∇ρ+ and q− = −d−∇θ−, by (2.18) and (2.33) we have
0 =
3
2
[[ 1
ρ2
]]
+ [[ψ]] + θ[[η]]− [[(u− uΓ) ·Tnt)]]− [[d∇θ]] · nt + (κ+ρ+divu+)(∇ρ+) · n+(2.36)
=
3
2
[[ 1
ρ2
]]
+ [[ψ]] − [[(u− uΓ) · (Tnt)]].
We write the last term as
[[(u− uΓ) · (Tnt)]] = [[< u− uΓ,nt >< nt,Tnt)]] +
N−1∑
i=1
[[< u− uΓ, τi >< τi,Tnt >]]
=< u+ − uΓ,nt >< nt,T+nt > − < u− − uΓ,nt >< nt,T−nt >
+
N−1∑
i−1
{< u+ − uΓ, τi >< τi,T+n+ > − < u− − uΓ, τi >< τi,T−nt >}.
By (2.10), we have
< u+ − uΓ,nt >< nt,T+nt > − < u− − uΓ,nt >< nt,T−nt >
= 
(< nt,T+nt >
ρ+
− < nt,T−nt >
ρ−
)
= 
[[1
ρ
nt · (Tnt)
]]
.
On the other hand, by (2.18), (2.13), and (2.36), we have
< u+ − uΓ, τi >< τi,T+n+ > − < u− − uΓ.τi >< τi,T−nt >
=< u+ − uΓ, τi >< τi, [[Tnt]] >=< u+ − uΓ, τi >< τi, [[u]] >= 0.
Summing up, we have obtained
[[(u− uΓ) · (Tnt)]] = 
[[1
ρ
nt · (Tnt)
]]
,
which, combined with (2.35), leads to (2.34). Notice that if  = 0, we do not have (2.34).
Finally, using θ we rewrite the first equation in (2.14). Since
div (θ−1d∇θ) + θ−2d|∇θ|2 = θ−1div (d∇θ),
by (2.28) and (2.30), we have
ρθ(∂tη + u · ∇η) = div (d∇θ) + µ|D(u)|2 + (ν − µ)(div u)2 + ρr in Ω˙t.(2.37)
By (2.15),
κv =
∂e
∂θ
=
∂
∂θ
(ψ + θη) =
∂ψ
∂θ
+ η + θ
∂η
∂θ
= θ
∂η
∂θ
,
∂η
∂ρ
= − ∂
2ψ
∂ρ∂θ
,
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and so, by (2.2) we have
ρθ(∂tη + u · ∇η) = ρθ∂η
∂θ
(∂tθ + u · ∇θ) + ρθ∂η
∂ρ
(∂tρ+ u · ∇u)
= ρκv(∂tθ + u · ∇θ) + θρ2 ∂
2ψ
∂ρ∂θ
divu,
which, combined with (2.37) leads to
ρκv(∂tθ + u · ∇θ) = div (d∇θ) + µ|D(u)|2 + (ν − µ)(div u)2 − θρ2 ∂
2ψ
∂ρ∂θ
divu+ ρr in Ω˙t.
Summing up, we have obtained the following complete model.
The Complete Model:
In the bulk:
∂tρ+ + div (ρ+u+) = 0
ρ+(∂tu+ + u+ · ∇u+)− div (S+ +T+ − π+I) = ρ+f+
ρ+κv+(∂tθ+ + u+ · ∇θ+)− div (d+∇θ+)− µ+|D(u+)|2
− (ν+ − µ+)(div u+)2 + θ+ρ2+
∂2ψ+
∂ρ+∂θ+
divu+ = ρ+r+
in Ωt+,

divu− = 0
ρ−(∂tu− + u−∇u−)− div (S− − π−I) = ρ−f−
ρ−κv−(∂tθ− + u− · ∇θ−)− div (d−∇θ−)− µ−|D(u−)|2 = ρ−r−
in Ωt−.
On the interface Γt: 
[[u]] = 
[[1
ρ
]]
nt, [[u]]− [[T]]nt = −σHΓtnt,
[[θ]] = 0, θ[[η]]− [[d∇θ]] · nt = 0,
[[ψ]] +
2
2
[[ 1
ρ2
]]
−
[[1
ρ
(Tnt · nt)
]]
= 0
Vt = uΓ · nt =
[[ρu]] · nt
[[ρ]]
, (∇ρ+) · nt = 0.
3. Results of half spaces
In this section, we introduce some results of half spaces. To prove Theorem 1.2, we consider the
following systems:
λρ+ + ρ∗+divu+ = f1 in R
N
+ ,
ρ∗+λu+ − µ∗+∆u+ − ν∗+∇divu+ − ρ∗+κ∗+∆∇ρ+ = f2 in RN+ ,
µ∗+DmN(u+)|+ = gm,
{µ∗+DNN (u+) + (ν∗+ − µ∗+)divu+
+ρ∗+κ∗+∆ρ+}|+ = gN+1,
∂Nρ+|+ = k
(3.1)
and {
divu− = f3 = div f4, ρ∗−λu− − µ∗−∆u− +∇π− = f5 in RN− ,
µ∗−DmN (D(u−))|− = 0, {µ∗−DNN (u−)− π−}|− = gN .
(3.2)
The existence of R-bounded solution operators of (3.1) and (3.2) are proved by Saito [25] and Shibata
[26], respectively. In fact, we know the following two lemmas.
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Lemma 3.1. ([25]) Let 1 < q < ∞, ε∗ < ε < π/2. Assume that ρ∗+ 6= ρ∗−, η∗ 6= 0, and κ∗+ 6=
µ∗+ν∗+. Set
Yq+ ={(f1, f2, g˜, k) | f1 ∈W 1q (RN+ ), f2 ∈ Lq(RN+ )N ,
g˜ = (g1, . . . , g(N−1), gN+1) ∈W 1q (RN+ )N , k ∈ W 2q (RN+ )},
Yq+ ={(F1, F2, F˜7+, F˜8+, F12, F13, F14) | F1 ∈ W 1q (RN+ ), F2 ∈ Lq(RN+ )N ,
F˜7+ ∈ Lq(RN+ )N , F˜8+ ∈ Lq(RN+ )N
2
, F12 ∈ Lq(RN+ )N ,
F13 ∈ Lq(RN+ )N , F14 ∈ Lq(RN+ )N
2}.
Then, there exists a positive constant λ0 and operator families A1+(λ) and B1+(λ) with
A1+(λ) ∈Anal (Σε,λ0 ,L(Yq+,W 2q (RN+ )N ),
B1+(λ) ∈Anal (Σε,λ0 ,L(Yq+,W 3q (RN+ )),
such that for any λ ∈ Σε,λ0 and F+ = (f1, f2, g˜, k) ∈ Yq+, u+ = A1+(λ)F˜+ and ρ+ = B1+(λ)F˜+ are
unique solutions of problem (3.1). Furthermore, for s = 0, 1, we have
RL(Yq+ ,Lq(RN )N3+N2+N )({(τ∂τ )s(G1λA1+(λ)) | λ ∈ Σε,λ0}) ≤c0,
RL(Yq+,Lq(RN )N3+N2×W 1q (RN ))({(τ∂τ )
s(G2λB1+(λ)) | λ ∈ Σε,λ0}) ≤c0,
with some positive constant c0. Here, F˜+ = (f1, f2, λ
1/2g˜,∇g˜, λk, λ1/2∇k,∇2k).
Lemma 3.2. ([26]) Let 1 < q <∞, 0 < ε < π/2. Set
Yq− ={(f3, f4, f5, gN ) | f3 ∈W 1q (RN− ), f4, f5 ∈ Lq(RN− )N , gN ∈W 1q (RN− )}
Yq− ={(F3, F4, F5, F6, F˜7−, F˜8−) | F3 ∈ Lq(RN− ), F4, F5, F6 ∈ Lq(RN− )N ,
F˜7− ∈ Lq(RN− ), F˜8− ∈ Lq(RN− )N}.
Then, there exists operator families A1−(λ) and P1−(λ) with
A1−(λ) ∈Anal (Σε,L(Yq−,W 2q (RN− )N )),
P1−(λ) ∈Anal (Σε,L(Yq−, Wˆ 1q (RN− )))
such that for any λ ∈ Σε and F− = (f3, f4, f5, gN) ∈ Yq−, u− = A1−(λ)F˜− and π− = P1−(λ)F˜− are
unique solutions of problem (3.2). Furthermore, for s = 0, 1, we have
RL(Yq− ,Lq(RN )N3+N2+N )({(τ∂τ )s(G1λA1−(λ)) | λ ∈ Σε,λ0}) ≤c0,
RL(Yq−,Lq(RN )N )({(τ∂τ )s(∇P1−(λ)) | λ ∈ Σε,λ0}) ≤c0,
with some positive constant c0. Here, F˜− = (λ
1/2f3,∇f3, λf4, f5, λ1/2gN ,∇gN).
Thus, it is sufficient to consider the problem (1.12) with f1 = 0, f2 = 0, f3 = 0, f5 = 0, and gk = 0
(k = 1, . . . , N + 1). Finally, we consider one more auxiliary problem:
λρ+ + ρ∗+divu+ = 0 in R
N
+ ,(3.3)
ρ∗+λu+ − µ∗+∆u+ − ν∗+∇divu+ − ρ∗+κ∗+∆∇ρ+ = 0 in RN+ ,
divu− = 0, ρ∗−λu− − µ∗−∆u− +∇π− = 0 in RN− ,
µ∗−DmN (D(u−))|− − µ∗+DmN (u+)|+ = 0,
{µ∗−DNN (u−)− π−}|− = 0,
{µ∗+DNN (u+) + (ν∗+ − µ∗+)div u+ + ρ∗+κ∗+∆ρ+}|+ = 0,
um−|− − um+|+ = hm, ∂Nρ+|+ = 0.
From Sect. 4 to Sect. 6, we prove the following theorem.
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Theorem 3.3. Let 1 < q < ∞ and ε∗ < ε < π/2. Assume that ρ∗+ 6= ρ∗−, η∗ 6= 0, and κ∗+ 6=
µ∗+ν∗+. Set
Zq ={h = (h1, . . . , hN−1) | h ∈ W 2q (RN )N−1},
Zq ={(F9, F10, F11) | F9 ∈ Lq(RN )N−1, F10 ∈ Lq(RN )(N−1)N , F11 ∈ Lq(RN )(N−1)N2}.
Then, there exist a positive constant λ0 and operator families A±(λ), B+(λ), and P−(λ) with
A2±(λ) ∈Anal (Σε,λ0 ,L(Zq,W 2q (RN± )N ),
B2+(λ) ∈Anal (Σε,λ0 ,L(Zq,W 3q (RN+ )),
P2−(λ) ∈Anal (Σε,λ0 ,L(Zq, Wˆ 1q (RN− ))),
such that for any λ ∈ Σε,λ0 and h ∈ Zq, u± = A2±(λ)H˜, ρ+ = B2+(λ)H˜, and π− = P2−(λ)H˜ are
solutions of problem (3.3). Furthermore, for s = 0, 1, we have
RL(Zq,Lq(RN )N3+N2+N )({(τ∂τ )s(G1λA2±(λ)) | λ ∈ Σε,λ0}) ≤c0,(3.4)
RL(Zq,Lq(RN )N3+N2×W 1q (RN ))({(τ∂τ )
s(G2λB2+(λ)) | λ ∈ Σε,λ0}) ≤c0,
RL(Zq ,Lq(RN )N )({(τ∂τ )s(∇P2−(λ)) | λ ∈ Σε,λ0}) ≤c0,
with some positive constant c0. Here, H˜ = (λh, λ
1/2∇h,∇2h).
4. Solution formulas without surface tension
In this section, we consider the following equations:
λρ+ + ρ∗+divu+ = 0 in R
N
+ ,(4.1)
ρ∗+λu+ − µ∗+∆u+ − ν∗+∇divu+ − ρ∗+κ∗+∆∇ρ+ = 0 in RN+ ,
divu− = 0, ρ∗−λu− − µ∗−∆u− +∇π− = 0 in RN− ,
µ∗−DmN (D(u−))|− − µ∗+DmN (u+)|+ = 0,
{µ∗−DNN (u−)− π−}|− = σ−∆′H,
{µ∗+DNN (u+) + (ν+∗+− µ∗+)divu+ + ρ∗+κ∗+∆ρ+}|+ = σ+∆′H,
um−|− − um+|+ = hm, ∂Nρ+|+ = 0,
where we have added σ±∆
′H with σ± = ρ∗±σ/(ρ∗− − ρ∗+) to (3.3) for the latter use. Let v̂ =
Fx′ [v](ξ′, xN ) denote the partial Fourier transform with respect to the tangential variable x′ =
(x1, . . . , xN−1) with ξ
′ = (ξ1, . . . , ξN−1) defined by Fx′ [v](ξ′, xN ) =
∫
RN−1
e−iξ
′·ξ′v(x′, xN )dx
′. Ap-
plying the partial Fourier transforms to (4.1) yields ordinary differential equations with respect to
xN 6= 0:
λρ̂+ + ρ∗+d̂ivu+ = 0 for xN > 0,(4.2)
ρ∗+λûj+ − µ∗+(∂2N − |ξ′|2)ûj+ − ν∗+iξj d̂ivu+(4.3)
−iξj{ρ∗+κ∗+(∂2N − |ξ′|2)}ρ̂+ = 0 for xN > 0,
ρ∗+λûN+ − µ∗+(∂2N − |ξ′|2)ûN+ − ν∗+∂N d̂ivu+(4.4)
−∂N{ρ∗+κ∗+(∂2N − |ξ′|2)}ρ̂+ = 0 for xN > 0,
d̂ivu− = 0 for xN < 0,(4.5)
ρ∗−λûj− − µ∗−(∂2N − |ξ′|2)ûj− − iξj π̂− = 0 for xN < 0,(4.6)
ρ∗−λûN− − µ∗−(∂2N − |ξ′|2)ûN− − ∂N π̂− = 0 for xN < 0,(4.7)
subject to the interface condition:
µ∗−(∂N ûm− + iξmûN−)|− − µ∗+(∂N ûm+ + iξmûN+)|+ = 0,(4.8)
{2µ∗−∂N ûN− − π̂−}|− = σ−|ξ′|2Ĥ(0),(4.9)
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{2µ∗+∂N ûN+ + (ν∗+ − µ∗+)d̂ivu+ − ρ∗+κ∗+(∂2N − |ξ′|2)ρ̂+}|+ = σ+|ξ′|2Ĥ(0),(4.10)
ûm−|− − ûm+|+ = ĥm(0),(4.11)
∂N ρ̂+ = 0.(4.12)
Here and in the sequel, j runs from 1 to N − 1. According to Saito [25], from (4.2), (4.3), and (4.4),
we obtain
(∂2N −B2+)Pλ(∂N )ûJ+ = 0 (J = 1, . . . , N − 1)(4.13)
with
B+ =
√
|ξ′|2 + ρ∗+µ−1∗+λ (ReB+ > 0),
Pλ(t) = ρ∗+λ
2 − λ(µ∗+ + ν∗+)(t2 − |ξ′|2) + (t2 − |ξ′|2){ρ∗+κ∗+(t2 − |ξ′|2)}.
The roots of Pλ(t) = 0 are t = ±
√|ξ′|2 + siλ (i = 1, 2) and si (i = 1, 2) are the root of the following
equation:
z2 −
(
µ∗+ + ν∗+
κ∗+
)
z +
1
κ∗+
= 0.(4.14)
Here, ti are defined by ti =
√|ξ′|2 + siλ, whose detail will be discussed in Sect. 5. As seen in Sect.
5, we have three roots B+, t1, and t2 with positive real parts different from each other.
On the other hand, according to Shibata [28], from (4.5), (4.6), and (4.7), we obtain
(∂2N −A2)(∂2N −B2−)ûJ− = 0,(4.15)
(∂2N −A2)π̂− = 0(4.16)
with
A = |ξ′|, B− =
√
|ξ′|2 + ρ∗−µ−1∗−λ (ReB− > 0).
In view of (4.13), (4.15), and (4.16), we look for solutions ûJ± and π̂− of the forms:
ûJ+(xN ) = αJ+e
−B+xN + βJ+(e
−t1xN − e−B+xN )(4.17)
+ γJ+(e
−t2xN − e−B+xN ),
ûJ−(xN ) = αJ−e
B−xN + βJ−(e
B−xN − eAxN ),(4.18)
π̂−(xN ) = γ−e
AxN .(4.19)
Using A and B±, we rewrite (4.3), (4.4), (4.6), and (4.7) as follows:
µ∗+λ(∂
2
N −B2+)ûj+ + iξj{ν∗+λ− ρ∗+κ∗+(∂2N −A2)}d̂ivu+ = 0,(4.20)
µ∗+λ(∂
2
N −B2+)ûN+ + ∂N{ν∗+λ− ρ∗+κ∗+(∂2N −A2)}d̂ivu+ = 0,(4.21)
µ∗−(∂
2
N −B2−)ûj− − iξj π̂− = 0,(4.22)
µ∗−(∂
2
N −B2−)ûN− − ∂N π̂− = 0.(4.23)
To state our solution formulas of equations: (4.2) - (4.12), we introduce some classes of multipliers.
Definition 4.1. Let 0 < ε < π/2, λ0 ≥ 0, and let s be a real number. Set
Σ˜ε,λ0 = {(λ, ξ′) | λ = γ + iτ ∈ Σε,λ0 , ξ′ = (ξ1, . . . , ξN−1) ∈ RN−1\{0}}.
Let m(λ, ξ′) be a function defined on Σ˜ε,λ0 which is infinitely times differentiable with respect to τ
and ξ′ when (λ, ξ′) ∈ Σ˜ε,λ0 .
(1) If there exists a real number s such that for any multi-index α′ = (α1, . . . , αN−1) ∈ NN−10 and
(λ, ξ′) ∈ Σ˜ε,λ0 there hold the estimates:
|∂α′ξ′ m(λ, ξ′)| ≤ Cα′(|λ|1/2 +A)s−|κ
′|,(4.24) ∣∣∣∂α′ξ′ (τ∂τm(λ, ξ′))∣∣∣ ≤ Cα′(|λ|1/2 +A)s−|κ′|
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for some constant Cα′ depending on s, α
′, ε, µ∗±, ν∗+, κ∗+, and ρ∗±. Then, m(λ, ξ
′) is called a
multiplier of order s with type 1.
(2) If there exists a real number s such that for any multi-index α′ = (α1, . . . , αN−1) ∈ NN−10 and
(λ, ξ′) ∈ Σ˜ε,λ0 there hold the estimates:
|∂α′ξ′ m(λ, ξ′)| ≤ Cα′(|λ|1/2 +A)sA−|κ
′|,(4.25) ∣∣∣∂α′ξ′ (τ∂τm(λ, ξ′))∣∣∣ ≤ Cα′(|λ|1/2 +A)sA−|κ′|
for some constant Cα′ depending on s, α
′, ε, µ∗±, ν∗+, κ∗+, and ρ∗±. Then, m(λ, ξ
′) is called a
multiplier of order s with type 2.
In what follows, we denote the set of multipliers defined on Σ˜ε,λ0 of order s with type l (l = 1, 2)
by Ms,l,ε,λ0 .
Obviously, Ms,l,ε,λ0 are the vector spaces on C. Furthermore, by the fact |λ1/2 + A|−|α
′| ≤ A−|α′|
and the Leibniz rule, we have the following lemma immediately.
Lemma 4.2. Let s1, s2 ∈ R, 0 < ε < π/2, λ ∈ Σε,λ0 .
(1) Given mi ∈Msi,1,ε,λ0 (i = 1, 2), we have m1m2 ∈Ms1+s2,1,ε,λ0 .
(2) Given li ∈Msi,i,ε,λ0 (i = 1, 2), we have l1l2 ∈Ms1+s2,2,ε,λ0 .
(3) Given ni ∈Msi,2,ε,λ0 (i = 1, 2), we have n1n2 ∈Ms1+s2,2,ε,λ0 .
Remark 4.3. We easily see that iξj ∈ M1,2,ε,0 (j = 1, . . . , N − 1), and A ∈ M1,2,ε,0. Especially,
iξj/A ∈ M0,2,ε,0 (j = 1, . . . , N − 1). In addition, Ms,1,ε,λ ⊂Ms,2,ε,λ for any s ∈ R.
Then, we arrive at the following solution formulas for equations (4.2) - (4.12):
ûJ+ =
4∑
i=1
û+Ji, ûJ− =
3∑
i=1
û−Ji,(4.26)
ρ̂+ =AM0+(xN )
{N−1∑
m=1
P+m,1ĥm(0) +AP
+
N,1Ĥ(0)
}
+Ae−t1xN
{N−1∑
m=1
P+m,2ĥm(0) +AP
+
N,2Ĥ(0)
}
,
π̂− =e
AxN
{N−1∑
m=1
P−m ĥm(0) +AP
−
N Ĥ(0)
}
,
û+J1 =AM1+(xN )
{N−1∑
m=1
Q+Jm,1ĥm(0) +AQ
+
JN,1Ĥ(0)
}
,
û+J2 =AM2+(xN )
{N−1∑
m=1
Q+Jm,2ĥm(0) + +AQ
+
JN,2Ĥ(0)
}
,
û+J3 =Ae
−B+xN
{N−1∑
m=1
R+Jmĥm(0) +AR
+
JN Ĥ(0)
}
,
û+j4 =e
−B+xNS+j ĥj ,
û+N4 =0,
û−J1 =AM−(xN )
{N−1∑
m=1
Q−Jmĥm(0) +AQ
−
JN Ĥ(0)
}
,
û−J2 =Ae
B−xN
{N−1∑
m=1
R−Jmĥm(0) +AR
−
JN Ĥ(0)
}
,
û−j3 =e
B−xNS−j ĥj,
û−N3 =0,
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with
P+m,1 ∈ M−1,2,ε,0, P+N,1 ∈ M−1,2,ε,0, P+m,2 ∈ M−1,2,ε,0,(4.27)
P+N,2 ∈ M−1,2,ε,0, P−m ∈ M1,2,ε,0, P−N ∈ M1,2,ε,0,
Q+Jm,1 ∈ M0,2,ε,0, Q+JN,1 ∈ M0,2,ε,0, Q+Jm,2 ∈ M0,2,ε,0,
Q+JN,2 ∈ M0,2,ε,0, R+Jm ∈ M−1,2,ε,0, R+JN ∈ M−1,2,ε,0,
S+j ∈ M0,1,ε,0, Q−Jm ∈ M0,2,ε,0, Q−JN ∈ M0,2,ε,0,
R−Jm ∈ M−1,2,ε,0, R−JN ∈ M−1,2,ε,0, S−j ∈ M0,1,ε,0.
Here and in the following, J runs from 1 through N . Recall that j and m run from 1 through N − 1,
respectively. Furthermore, we define M0+(xN ), M1+(xN ), M2+(xN ), and M−(xN ) as follows:
M0+(xN ) =
e−t2xN − e−t1xN
t2 − t1 ,
Mi+(xN ) =
e−tixN − e−B+xN
ti −B+ (i = 1, 2),
M−(xN ) =
eB−xN − eAxN
B− −A .
From now on, we prove (4.26). On the other hand, we prove (4.27) in Sect.5. By (4.19), we obtain
d̂ivu+ =(iξ
′ · α′+ − iξ′ · β′+ − iξ′ · γ′+ −B+αN+ +B+βN+ +B+γN+)e−B+xN
+ (iξ′ · β′+ − t1βN+)e−t1xN + (iξ′ · β′+ − t2βN+)e−t2xN
with
iξ′ · v′ =
N−1∑
j=1
iξjvj for v = (v1, . . . , vN−1, vN ).
Then, from (4.20) and (4.21), we have
iξ′ · α′+ − iξ′ · β′+ − iξ′ · γ′+ −B+αN+ +B+βN+ +B+γN+ = 0,(4.28)
µ∗+λβj+(t
2
1 −B2+) + iξj(iξ′ · β′+ − t1βN+){ν∗+λ− ρ∗+κ∗+(t21 −A2)} = 0,
µ∗+λγj+(t
2
1 −B2+) + iξj(iξ′ · γ′+ − t2γN+){ν∗+λ− ρ∗+κ∗+(t22 −A2)} = 0,
µ∗+λβN+(t
2
1 −B2+)− t1(iξ′ · β′+ − t1βN+){ν∗+λ− ρ∗+κ∗+(t21 −A2)} = 0,
µ∗+λγN+(t
2
2 −B2+)− t2(iξ′ · γ′+ − t2γN+){ν∗+λ− ρ∗+κ∗+(t22 −A2)} = 0,
which furnishes that
d̂ivu+ = (iξ
′ · β′+ − t1βN+)e−t1xN + (iξ · γ′+ − t2γN+)e−t2xN ,(4.29)
βj+ = −
iξj
t1
βN+, γj+ =
iξj
t2
γN+.(4.30)
By (4.5), (4.22), and (4.23), we have
iξ′ · α′− + iξ′ · β− +B−αN+ +B−βN− = 0,(4.31)
µ∗−(B
2
− −A2)βj− − iξjγ− = 0,(4.32)
µ∗−(B
2
− −A2)βN− −Aγ− = 0.(4.33)
Combining (4.31) and (4.32), we deduce iξ′ ·β′−+AβN− = 0. Hence, by (4.31), (4.32), and (4.33), we
observe
iξ · β′− =
A
B− −A (iξ
′ · α′− +B−αN−),(4.34)
βN− =
1
A−B− (iξ
′ · α′− +B−αN−),(4.35)
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γ− = −µ∗−(A+B−)
A
(iξ′ · α′− +B−αN−).(4.36)
Next, we consider the interface condition. From (4.2) and (4.10), we have
λσ+A
2Ĥ(0) =2µ∗+λ{−B+αN+ − (t1 −B+)βN+ − (t2 −B+)γN+}(4.37)
+ {λ(ν∗+ − µ∗+)− ρ∗+κ∗+(t21 −A2)}(iξ′ · β′+ − t1βN+)
+ {λ(ν∗+ − µ∗+)− ρ∗+κ∗+(t22 −A2)}(iξ′ · γ′+ − t2γN+).
Substituting (4.28) and (4.30) into (4.37) to obtain
αN+ =− σ+A
2Ĥ(0)
2µ∗+B+
+
1
2t1B+
(2t1B+ − B2+ −A2)βN+ +
1
2t2B+
(2t2B+ −B2+ −A2)γN+(4.38)
because λµ∗+ 6= 0. In addition, by (4.28) and (4.38), it follows that
iξ′ · α′+ =−
σ+A
2Ĥ(0)
2µ∗+
+
A2 −B2+
2t1
βN+ +
A2 −B2+
2t2
γN+.(4.39)
Together with (4.11) and (4.39), this shows
iξ′ · α′− =−
σ+A
2Ĥ(0)
2µ∗+
+ iξ′ · ĥ′(0) + A
2 −B2+
2t1
βN+ +
A2 −B2+
2t2
γN+.(4.40)
By (4.9), we have
2µ∗−{B−αN− + (B− −A)βN−} − γ− = σ−A2Ĥ(0).
Combining with (4.35) and (4.36), this yields
αN− =
σ−A
3Ĥ(0)
µ∗−(A+B−)B−
+
A−B−
(A+B−)B−
iξ′ · α′−.(4.41)
From (4.8), we have
0 =µ∗−(B−αm− + (B− −A)βm− + iξmαN−)(4.42)
− µ∗+(−B+αm+ − (t1 −B+)βm+ − (t2 −B+)γm+ + iξmαN+),
which implies
0 =µ∗−(B−iξ
′ · α′− + (B− −A)iξ′ · β′− −A2αN−)(4.43)
− µ∗+(−B+iξ′ · α′+ − (t1 −B+)iξ′ · β′+ − (t2 −B+)iξ′ · γ′+ −A2αN+).
Substituting (4.30), (4.34), (4.38), (4.39), (4.40), and (4.41) into (4.43), we obtain
t2(Dt1 − E)βN+ + t1(Dt2 − E)γN+ = 2t1t2{A2FĤ(0)−Giξ′ · ĥ′(0)}(4.44)
with
D =4µ∗+A
2B+B−(A+B−),(4.45)
E =µ∗+B−(A+B−)(A
2 +B2+)
2
+ µ∗−B+(A
2 −B2+)(A3 − 3AB− −AB2− − B3+),
F =
σ+B+
2µ∗+
{µ∗+(A+B−)(A2 +B+B−)
+ µ∗−(B
3
− +B
2
−A+ 3B−A
2 −A3)} − σ−A2B+(B− −A),
G =µ∗+B
2
+B−(A+B−) + µ∗−B+(B
3
+ +B
3
− + 2B
2
−A+ 3B−A
2 −A3).
By (4.2) and (4.12), we have
ρ∗+(t
2
1 −A2)βN+ + ρ∗+(t22 −A2)γN+ = 0.(4.46)
Consequently, by (4.44) and (4.46), we have
L
(
βN+
γN+
)
=
(
2t1t2{A2FĤ(0)−Giξ′ · ĥ′(0)}
0
)
,(4.47)
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where
L =
(
t2(Dt1 − E) t1(Dt2 − E)
ρ∗+(t
2
1 −A2) ρ∗+(t22 −A2)
)
.
By direct calculations, we have
detL = ρ∗+(t1 − t2){E(t21 + t1t2 + t22 −A2)−Dt1t2(t1 + t2)}.(4.48)
According to Saito [25], we have following formula:
(A2 +B2+)
2(t21 + t1t2 + t
2
2 −A2)− 4A2B+t1t2(t1 + t2)
=
λm1(λ, ξ
′)
t1(t1 +B+)
=
λm2(λ, ξ
′)
t2(t2 +B+)
=: λn(λ, ξ′)
with
mi =ρ
2
∗+µ
−2
∗+λti(ti +B+)(t
2
1 + t1t2 + t
2
2 −A2)
+ 4A2B+{sitiB+(ti +B+)− (si − ρ∗+µ−1∗+)t1t2(t1 + t2)} (i = 1, 2)
Then, we rewrite (4.48) as follows:
detL =ρ∗+λ(t1 − t2)
(
µ∗+B−(A+B−)n(λ, ξ
′)(4.49)
− ρ∗+µ∗+µ∗−B+(A3 − 3A2B− −AB2− −B3+)(t21 + t1t2 + t22 −A2)
)
= : ρ∗+λ(t1 − t2)l(λ, ξ′).
If detL 6= 0, the inverse of L exists and we see(
βN+
γN+
)
= L−1
(
2t1t2{A2FĤ(0)−Giξ′ · ĥ′(0)}
0
)
(4.50)
with
L−1 =
1
detL
(
ρ∗+(t
2
2 −A2) −t1(Dt2 + E)
−ρ∗+(t21 −A2) t2(Dt1 + E)
)
=:
1
detL
(
L11 L12
L21 L22
)
.(4.51)
In this section, we assume detL 6= 0 and continue to obtain the solution formula. We shall prove
detL 6= 0 when (λ, ξ′) ∈ Σ˜ε,λ0 in Sect. 6. By (4.50) and (4.51), we obtain
βN+ =− 2t1t2GL11
detL
iξ′ · ĥ′(0) + 2t1t2A
2FL11
detL
Ĥ(0),
γN+ =− 2t1t2GL21
detL
iξ′ · ĥ′(0) + 2t1t2A
2FL21
detL
Ĥ(0).
Setting
Q+Nm,1 = −
2iξmt1t2GL11(t1 −B+)
AdetL
, Q+NN,1 =
2t1t2FL11(t1 −B+)
detL
,(4.52)
Q+Nm,2 = −
2iξmt1t2GL21(t2 −B+)
AdetL
, Q+NN,2 =
2t1t2FL21(t2 −B+)
detL
,
with m = 1, . . . , N − 1, we have
βN+ =
A
t1 −B+
{N−1∑
m=1
Q+Nm,1ĥm(0) +AQ
+
NN,1Ĥ(0)
}
,(4.53)
γN+ =
A
t2 −B+
{N−1∑
m=1
Q+Nm,2ĥm(0) +AQ
+
NN,2Ĥ(0)
}
.
From (4.30), we have
βj+ =
A
t1 −B+
{N−1∑
m=1
Q+jm,1ĥm(0) +AQ
+
jN,1Ĥ(0)
}
,
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γj+ =
A
t2 −B+
{N−1∑
m=1
Q+jm,2ĥm(0) +AQ
+
jN,2Ĥ(0)
}
.
with
Q+jm,1 = −
2ξmξjt2GL11(t1 −B+)
AdetL
, Q+jN,1 = −
2iξjt2FL11(t1 −B+)
detL
,
Q+jm,2 = −
2ξmξjt1GL21(t2 −B+)
AdetL
, Q+jN,2 = −
2iξjt2FL21(t2 −B+)
detL
.
Furthermore, combined with (4.29), (4.30), and (4.53), we have
ρ̂+ =AM0+(xN )
{N−1∑
m=1
P+m,1ĥm(0) +AP
+
N,1Ĥ(0)
}
+Ae−t1xN
{N−1∑
m=1
P+m,2ĥm(0) +AP
+
N,2Ĥ(0)
}
with
P+m,1 = −
2ρ∗+s1s2iξmt1G
Al(λ, ξ′)
, P+N,1 =
2ρ∗+s1s2t1F
l(λ, ξ′)
,
P+m,2 =
2ρ∗+s1s2iξm(t2 − t1)G
Al(λ, ξ′)
, P+N,2 =
2ρ∗+s1s2(t1 − t2)F
l(λ, ξ′)
.
By (4.38), we have
αN+ = A
{N−1∑
m=1
R+Nmĥm(0) +AR
+
NN Ĥ(0)
}
with
R+Nm =−
iξmG{s1(2t2B+ −B2+ −A2)t1 + s2(2t1B+ −B2+ −A2)t2}
(t1 − t2)AB+l(λ, ξ′) ,(4.54)
R+NN =
F{s1(2t2B+ − B2+ −A2)t2 + s2(2t1B+ −B2+ −A2)t1}
(t1 − t2)B+l(λ, ξ′) −
σ+
2µ∗+B+
.
Substituting (4.53) into (4.40) to obtain
iξ′ · α′− =
N−1∑
m=1
(A2(A2 −B2+)
2t1(t1 −B+) Q
+
Nm,1 +
A2(A2 −B2+)
2t2(t2 −B+) Q
+
Nm,2 + iξm
)
ĥm(0)(4.55)
+
(A3(A2 −B2+)
2t1(t1 −B+) Q
+
NN,1 +
A3(A2 −B2+)
2t2(t2 −B+) Q
+
NN,2 −
σ+A
2
2µ∗+
)
Ĥ(0).
Combining (4.41) and (4.55), we obtain
αN− = A
{N−1∑
m=1
R−Nmĥm(0) +AR
−
NN Ĥ(0)
}
(4.56)
with
R−Nm =
A−B−
(A+B−)B−
(A(A2 −B2+)
2t1(t1 −B+)Q
+
Nm,1 +
A(A2 −B2+)
2t2(t2 −B+)Q
+
Nm,2 +
iξm
A
)
,(4.57)
R−NN =
A−B−
(A+B−)B−
(A(A2 −B2+)
2t1(t1 −B+)Q
+
NN,1 +
A(A2 −B2+)
2t2(t2 −B+)Q
+
NN,2 −
σ+
2µ∗+
)
+
σ−A
µ∗−(A+B−)B−
.
Substituting (4.55) and (4.56) into (4.35) and (4.36), we have
βN− =
A
B− −A
{N−1∑
m=1
Q−Nmĥm(0) +AQ
−
NN Ĥ(0)
}
,(4.58)
γ− =
N−1∑
m=1
P−m ĥm(0) +AP
−
N Ĥ(0),
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respectively. Here we set
Q−Nm =−
1
A+B−
(A2(A2 −B2+)
2t1(t1 −B+) Q
+
Nm,1 +
A2(A2 −B2+)
2t2(t2 −B+) Q
+
Nm,2 + iξm
)
,
Q−NN =−
1
A+B−
(A2(A2 −B2+)
2t1(t1 −B+) Q
+
NN,1 +
A2(A2 −B2+)
2t2(t2 −B+) Q
+
NN,2 −
σ+A
2µ∗+
)
− σ−A
µ∗−(A+B−)
,
P−m =− µ∗−(A+B−)Q−Nm,
P−N =− µ∗−(A+B−)Q−NN ,
for short. From (4.32) and (4.58), we have
βj− =
A
B− −A
{N−1∑
m=1
Q−jmĥm(0) +AQ
−
jN Ĥ(0)
}
(4.59)
with
Q−jm = −
iξj
A
Q−Nm, Q
−
jN = −
iξj
A
Q−NN .
Accordingly, by (4.11), (4.42), and (4.59), we obtain
αj+ =A
{N−1∑
m=1
R+jmĥm(0) +AR
+
jN Ĥ(0)
}
+ S+j ĥj,
αj− =A
{N−1∑
m=1
R−jmĥm(0) +AR
−
jN Ĥ(0)
}
+ S−j ĥj,
with
R+jm = − (µ∗+B+ + µ∗−B−)−1
(
µ∗+(AQ
+
jm,1 +AQ
+
jm,2 − iξjR+Nm) + µ∗−(Q−jm + iξjR−Nm)
)
,
R+jN = − (µ∗+B+ + µ∗−B−)−1
(
µ∗+(AQ
+
jN,1 +AQ
+
jN,2 − iξjR+NN ) + µ∗−(Q−jN + iξjR−NN)
)
,
S+j = − µ∗−B−(µ∗+B+ + µ∗−B−)−1, R−jm = R+jm, R−jN = R+jN ,
S−j =µ∗+B+(µ∗+B+ + µ∗−B−)
−1.
This completes the proof of (4.26).
To prove Theorem 3.3, we consider problem (3.3), namely, problem (4.1) with H = 0. First of all,
we define our solution operators A3+Ji (λ) (i = 1, 2, 3, 4), A3−Ji (λ) (i = 1, 2, 3), B3+(λ), and P3−(λ) of
problem (4.26) such that
u+Ji = A3+Ji (λ)h on RN+ (i = 1, 2, 3, 4),
u−Ji = A3−Ji (λ)h on RN− (i = 1, 2, 3),
ρ+ = B3+(λ)h on RN+ ,
π− = P3−(λ)h on RN−
with
A3+J1 (λ)h =
N−1∑
m=1
F−1ξ′
[
Q+Jm,1AM1+(xN )ĥm(0)
]
(x′),
A3+J2 (λ)h =
N−1∑
m=1
F−1ξ′
[
Q+Jm,2AM2+(xN )ĥm(0)
]
(x′),
A3+J3 (λ)h =
N−1∑
m=1
F−1ξ′
[
R+JmAe
−B+xN ĥm(0)
]
(x′),
A3+j4 (λ)h =F−1ξ′
[
S+j e
−B+xN ĥj(0)
]
(x′),
A3+N4(λ)h =0,
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A3−J1 (λ)h =
N−1∑
m=1
F−1ξ′
[
Q−JmAM−(xN )ĥm(0)
]
(x′),
A3−J2 (λ)h =
N−1∑
m=1
F−1ξ′
[
R−JmAe
B−xN ĥm(0)
]
(x′),
A3−j3 (λ)h =F−1ξ′
[
S−j e
B−xN ĥj(0)
]
(x′),
A3−N3(λ)h =0,
B3+(λ)h =F−1ξ′
N−1∑
m=1
[
P+m,1AM0+(xN )ĥm(0)
]
(x′) + F−1ξ′
N−1∑
m=1
[
P+m,2Ae
−t1xN ĥm(0)
]
(x′),
P3−(λ)h =
N−1∑
m=1
F−1ξ′
[
P−me
AxN ĥm(0)
]
(x′).
In order to prove Theorem 3.3, we introduce following lemma and corollary.
Lemma 4.4. Let 1 < q < ∞, λ0 ≥ 0, ε∗ < ε < π/2. Assume that ρ∗+ 6= ρ∗−, η∗ 6= 0, and
κ∗+ 6= µ∗+ν∗+. For m(λ, ξ′) ∈ M0,2,ε,λ0 , i = 0, 1, 2, 3, and j = 1, 2, we define operators Ji(λ), Ki(λ),
and Lj(λ) by
[Ji(λ)f ](x) =
∫ ∞
0
F−1ξ′
[
m(λ, ξ′)λ1/2AMi+(xN + yN )f̂(ξ
′, yN)
]
(x′) dyN ,
[Ki(λ)f ](x) =
∫ ∞
0
F−1ξ′
[
m(λ, ξ′)A2Mi+(xN + yN)f̂(ξ
′, yN )
]
(x′) dyN ,
[Lj(λ)f ](x) =
∫ ∞
0
F−1ξ′
[
m(λ, ξ′)Ae−tj(xN+yN )f̂(ξ′, yN )
]
(x′) dyN .
Then, for i = 0, 1, 2, j = 1, 2, and s = 0, 1, the sets {(τ∂τ)sJi(λ)}, {(τ∂τ)sKi(λ)}, and {(τ∂τ)sLj(λ)}
are R-bounded families in L(Lq(RN+ )), whose R-bounds do not exceed some constant CN,q,λ0,ε,µ∗+,ν∗+,κ∗+
depending essentially only on N , q, λ0, ε, µ∗+, ν∗+, and κ∗+.
Proof. First we consider K0(λ). Setting
k0,λ(x) = F−1ξ′ [m(λ, ξ′)A2M0+(xN )](x′),
we have
[K0(λ)f ](x) =
∫
R
N
+
k0,λ(x
′ − y′, xN + yN )f(y) dy.
Employing the same argumentation due to Shibata and Shimizu [31, Lemma 5.4], it is sufficient to
prove
|(τ∂τ )sk0,λ(x)| ≤ CN,λ0,ε,µ∗+,ν∗+,κ∗+ |x|−N (s = 0, 1).(4.60)
According to Saito [25, Lemma 4.8], we have
|∂α′ξ′ {(τ∂τ )sM0+(xN )}| ≤ CxN (|λ|1/2 +A)−|α
′|e−b(|λ|
1/2+A)xN (s = 0, 1).
Here and in the sequel, b is a positive constant depending on ε, µ∗+, ν∗+, and κ∗+. On the other
hand, C is a positive constant depending on α′, λ0, ε, µ∗+, ν∗+, and κ∗+. Then, by the Leibniz rule
and the assumption we have
|∂α′ξ′ {(τ∂τ )sm(λ, ξ′)A2M0+(xN )}|(4.61)
≤ Cα′,λ0,ε,µ∗+,ν∗+,κ∗+A1−|α
′|e−(b/2)(|λ|
1/2+A)xN (s = 0, 1),
which, combined with Theorem 3.6 in Shibata and Shimizu [31], furnishes that
|(τ∂τ )sk0,λ(x)| ≤ CN,λ0,ε,µ∗+,ν∗+,κ∗+ |x′|−N (s = 0, 1).
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On the other hand, using (4.61) with s = 0 and α′ = 0, for s = 0, 1, we have
|(τ∂τ )sk0,λ(x)| ≤ Cλ0,ε,µ∗+,ν∗+,κ∗+
( 1
2π
)N−1 ∫
RN−1
Ae−(b/2)AxN dξ′
≤ |xN |−NCλ0,ε,µ∗+,ν∗+,κ∗+
( 1
2π
)N−1 ∫
RN−1
|η′|e−(b/2)|η′| dη′,
which, combined with (4.61), implies (4.60). Thus this completes the case K0(λ).
Next we consider K1(λ) and K2(λ). By the identities:
B2+ =A
2 +
ρ∗+λ
µ∗+
= −
N−1∑
m=1
(iξm)
2 +
ρ∗+λ
µ∗+
,(4.62)
t2j =A
2 + sjλ =
N−1∑
m=1
(iξm)
2 + sjλ (j = 1, 2),
we have for j = 1, 2
Mj+(xN ) = rj(λ, ξ
′)
(e−tjxN − e−B+xN
tj −B+
)
, rj(λ, ξ
′) =
(sj − ρ∗+µ−1∗+)(t1 + t2)
(s2 − s1)(tj +B+) .
Since Mj+(xN ) = −rj(λ, ξ′)xN
∫ 1
0 e
−{θtj+(1−θ)B+}xN dθ and rj(λ, ξ
′) ∈M0,1,ε,0 by (5.6) below, we can
prove the required properties in the same manner as the case K0(λ). In addition, we can prove the
case Ji(λ) (i = 0, 1, 2) in the same manner as the case K0(λ), so that we may omit those proof.
Then, we consider L1(λ). If we set
l1,λ(x) = F−1ξ′ [m(λ, ξ′)Ae−t1xN ](x′),
the operator L1(λ) is given by the formula:
[L1(λ)f ](x) =
∫
R
N
+
l1,λ(x
′ − y′, xN + yN )f(y) dy,
so that to prove that L1 has the required properties it is sufficient to prove
|(τ∂τ )sl1,λ(x)| ≤ CN,λ0,ε,µ∗+,ν∗+,κ∗+ |x|−N (s = 0, 1).(4.63)
According to Saito [25, Lemma 4.5] and Shibata and Shimizu [31, Lemma 5.3], we have
|∂α′ξ′ {(τ∂τ )se−t1xN}| ≤ C(|λ|1/2 +A)−|α
′|e−b(|λ|
1/2+A)xN (s = 0, 1).
Then, by the Leibniz rule and the assumption we have
|∂α′ξ′ {(τ∂τ )sm(λ, ξ′)Ae−t1xN }|(4.64)
≤ Cα′,λ0,ε,µ∗+,ν∗+,κ∗+A1−|α
′|e−b(|λ|
1/2+A)xN ,
which, combined with Theorem 3.6 in Shibata and Shimizu [31], furnishes that
|(τ∂τ )sl1,λ(x)| ≤ CN,λ0,ε,µ∗+,ν∗+,κ∗+ |x′|−N (s = 0, 1).
On the other hand, using (4.64) with s = 0 and α′ = 0, for s = 0, 1, we have
|(τ∂τ )sl1,λ(x)| ≤ Cλ0,ε,µ∗+,ν∗+,κ∗+
( 1
2π
)N−1 ∫
RN−1
Ae−bAxN dξ′
≤ |xN |−NCλ0,ε,µ∗+,ν∗+,κ∗+
( 1
2π
)N−1 ∫
RN−1
|η′|e−b|η′| dη′,
which, combined with (4.64), implies (4.63). Hence, this completes the case L1(λ). Furthermore, we
can prove the case L2(λ) in the same manner as the case L1(λ), so that we omit its proof. 
Corollary 4.5. Let 1 < q < ∞ and ε∗ < ε < π/2. Assume that ρ∗+ 6= ρ∗−, η∗ 6= 0, and κ∗+ 6=
µ∗+ν∗+. Set N1 = N + 1 and N2 = N
2 +N + 1.
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(1) Let r = 1, 2. For kr,1(λ, ξ
′) ∈ Mr−3,2,ε,0 and lr(λ, ξ′) ∈ Mr−4,2,ε,0, we define operators Kr0(λ),
Lrj(λ) (j = 1, 2) by
[Kr0(λ)f ](x) = F−1ξ′
[
kr,1(λ, ξ
′)AM0+(xN )f̂(ξ
′, 0)
]
(x′),
[Lrj(λ)f ](x) = F−1ξ′
[
lr(λ, ξ
′)Ae−tjxN f̂(ξ′, 0)
]
(x′) (j = 1, 2),
for λ ∈ Σε,λ0 , and f ∈W rq (RN+ ). Then, there exist operators K˜r0(λ), L˜rj(λ), with
K˜r0(λ), L˜
r
j(λ) ∈ Anal (Σε,λ0 ,L(Lq(R+)Nr ,W 3q (RN+ ))),
such that for any g ∈W 1q (RN+ ) and any h ∈W 2q (RN+ )
K10(λ)g = K˜
1
0(λ)(λ
1/2g,∇g), K20 (λ)h = K˜20 (λ)(λh, λ1/2∇h,∇2h),
L1j(λ)g = L˜
1
j(λ)(λ
1/2g,∇g), L2j(λ)h = L˜2j(λ)(λh, λ1/2∇h,∇2h) (j = 1, 2).
Furthermore, for s = 0, 1, j = 1, 2
RL(Lq(RN+ )Nj ,Lq(RN+ )N3+N2×W 1q (RN+ ))({(τ∂τ )
s(G2λK˜
r
0(λ)) | λ ∈ Σε,λ0}) ≤ C,
RL(Lq(RN+ )Nj ,Lq(RN+ )N3+N2×W 1q (RN+ ))({(τ∂τ )
s(G2λL˜
r
j(λ)) | λ ∈ Σε,λ0}) ≤ C,
with a positive constant C = CN,q,ε,λ0,µ∗+,ν∗+,κ∗+.
(2) Let i, r = 1, 2. For kr,2(λ, ξ
′) ∈Mr−2,2,ε,0, we define operators Kri (λ) by
[Kri (λ)f ](x) = F−1ξ′
[
kr,2(λ, ξ
′)AMi+(xN )f̂(ξ
′, 0)
]
(x′),
for λ ∈ Σε,0, and f ∈W rq (RN+ ). Then, there exist operators K˜r0(λ), L˜rj(λ), with
K˜ri (λ) ∈ Anal (Σε,0,L(Lq(R+)Nr ,W 2q (RN+ ))),
such that for any g ∈W 1q (RN+ ) and any h ∈W 2q (RN+ )
K1i (λ)g = K˜
1
i (λ)(λ
1/2g,∇g), K2i (λ)h = K˜2i (λ)(λh, λ1/2∇h,∇2h).
Furthermore, for s = 0, 1,
RL(Lq(RN+ )Nj ,Lq(RN+ )N3+N2+N )({(τ∂τ )
s(G1λK˜
r
0(λ)) | λ ∈ Σε,λ0}) ≤ C,
with a positive constant C = CN,q,ε,µ∗+,ν∗+,κ∗+.
Proof. We only prove the case K10(λ). The proof of other cases are similar to K
1
0 (λ), so that we may
omit the detailed proof (cf. Saito [25, Corrolary 4.9] and Shibata and Shimizu [31, Lemma 5.6, Lemma
5.7]).
By the definition of M0+(xN ), we have
∂NM0+(xN ) = −t2M0+(xN )− e−t1xN ,(4.65)
which, combined with (4.62), implies that
K10 (λ)g
=
∫ ∞
0
F−1ξ′
[ρ∗+λ1/2t2k1,1(λ, ξ′)
µ∗+B2+
AM0+(xN + yN )λ̂1/2g(λ, ξ
′)
]
(x′) dyN
+
N−1∑
m=1
∫ ∞
0
F−1ξ′
[ iξmt2kr,1(λ, ξ′)
B2+
AM0+(xN + yN )∂̂mg(ξ
′, yN )
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[ρ∗+λ1/2k1,1(λ, ξ′)
µ∗+B2+
Ae−t1(xN+yN )λ̂1/2g(ξ′, yN )
]
(x′) dyN
−
N−1∑
m=1
∫ ∞
0
F−1ξ′
[ iξmk1,1(λ, ξ′)
B2+
Ae−t1(xN+yN )∂̂mg(ξ
′, yN )
]
(x′) dyN
−
∫ ∞
0
F−1ξ′
[
k1,1(λ, ξ
′)AM0+(xN + yN )∂̂Ng(ξ
′, yN )
]
(x′) dyN
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=
∫ ∞
0
F−1ξ′
[ρ2∗+λt2k1,1(λ, ξ′)
µ2∗+B
4
+
λ1/2AM0+(xN + yN)λ̂1/2g(λ, ξ
′)
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[ρ∗+λ1/2t2Ak1,1(λ, ξ′)
µ∗+B4+
A2M0+(xN + yN)λ̂1/2g(λ, ξ
′)
]
(x′) dyN
+
N−1∑
m=1
∫ ∞
0
F−1ξ′
[ρ∗+iξmλ1/2t2kr,1(λ, ξ′)
µ∗+B4+
λ1/2AM0+(xN + yN )∂̂mg(ξ
′, yN)
]
(x′) dyN
+
N−1∑
m=1
∫ ∞
0
F−1ξ′
[ iξmt2Akr,1(λ, ξ′)
B4+
A2M0+(xN + yN )∂̂mg(ξ
′, yN)
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[ρ∗+λ1/2k1,1(λ, ξ′)
µ∗+B2+
Ae−t1(xN+yN )λ̂1/2g(ξ′, yN )
]
(x′) dyN
−
N−1∑
m=1
∫ ∞
0
F−1ξ′
[ iξmk1,1(λ, ξ′)
B2+
Ae−t1(xN+yN )∂̂mg(ξ
′, yN )
]
(x′) dyN
−
∫ ∞
0
F−1ξ′
[ρ∗+λ1/2k1,1(λ, ξ′)
µ∗+B2+
λ1/2AM0+(xN + yN)∂̂Ng(ξ
′, yN )
]
(x′) dyN
−
∫ ∞
0
F−1ξ′
[Ak1,1(λ, ξ′)
B2+
A2M0+(xN + yN)∂̂Ng(ξ
′, yN)
]
(x′) dyN
=:
8∑
l=1
K˜10,l(λ)(λ
1/2g,∇g).
Here, we use Volevich’s formula [34]:
f(ξ′, xN )ĝ(0)
= −
∫ ∞
0
{(∂Nf)(ξ′, xN + yN)ĝ(yN ) + f(ξ′, xN + yN )∂̂Ng(ξ′, yN )} dyN
with f(ξ′, xN + yN )ĝ(yN )→ 0 as yN →∞.
First, we estimate K˜10,n0(λ) (n0 = 1, 2, 3, 4, 7, 8). Here, we consider K˜
1
0,8(λ) only, because we can
treat other terms similarly. Let j, k, l = 1, . . . , N − 1. By (4.65), K˜10,8(λ) can be written as
λK˜10,8(λ)(λ
1/2g,∇g)
= −
∫ ∞
0
F−1ξ′
[λAk1,1(λ, ξ′)
B2+
A2M0+(xN + yN)∂̂Ng(ξ
′, yN )
]
(x′) dyN ,
(λ∂j , λ
1/2∂j∂k, ∂j∂k∂l)K˜
1
0,8(λ)(λ
1/2g,∇g)
= −
∫ ∞
0
F−1ξ′
[ (λiξj ,−λ1/2ξjξk,−iξjξkξl)Ak1,1(λ, ξ′)
B2+
×A2M0+(xN + yN )∂̂Ng(ξ′, yN)
]
(x′) dyN ,
(λ, λ1/2∂j , ∂j∂k)∂NK˜
1
0,8(λ)(λ
1/2g,∇g)
=
∫ ∞
0
F−1ξ′
[ (λ, λ1/2iξj ,−ξjξk)t2Ak1,1(λ, ξ′)
B2+
A2M0+(xN + yN)∂̂Ng(ξ
′, yN)
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[ (λ, λ1/2iξj ,−ξjξk)A2k1,1(λ, ξ′)
B2+
Ae−t1(xN+yN )∂̂Ng(ξ
′, yN)
]
(x′) dyN ,
(λ1/2, ∂j)∂
2
N K˜
1
0,8(λ)(λ
1/2g,∇g)
= −
∫ ∞
0
F−1ξ′
[ (λ1/2, iξj)t22Ak1,1(λ, ξ′)
B2+
A2M0+(xN + yN)∂̂Ng(ξ
′, yN)
]
(x′) dyN
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−
∫ ∞
0
F−1ξ′
[ (λ1/2, iξj)(t1 + t2)A2k1,1(λ, ξ′)
B2+
Ae−t1(xN+yN )∂̂Ng(ξ
′, yN)
]
(x′) dyN ,
∂3NK˜
1
0,8(λ)(λ
1/2g,∇g)
=
∫ ∞
0
F−1ξ′
[ t32Ak1,1(λ, ξ′)
B2+
A2M0+(xN + yN )∂̂Ng(ξ
′, yN )
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[ (t21 + t1t2 + t22)A2k1,1(λ, ξ′)
B2+
Ae−t1(xN+yN )∂̂Ng(ξ
′, yN )
]
(x′) dyN .
Then, by Lemma 4.2, the assumption for k1,1(λ, ξ
′), and (5.6) below, we have
λAk1,1(λ, ξ
′)
B2+
∈M−1,2,ε,0 ⊂M0,2,ε,λ0 ,
(λiξj ,−λ1/2ξjξk,−iξjξkξl)Ak1,1(λ, ξ′)
B2+
∈M0,2,ε,0,
(λ, λ1/2iξj ,−ξjξk)t2Ak1,1(λ, ξ′)
B2+
∈M0,2,ε,0,
(λ, λ1/2iξj ,−ξjξk)A2k1,1(λ, ξ′)
B2+
∈M0,2,ε,0,
(λ1/2, iξj)t
2
2Ak1,1(λ, ξ
′)
B2+
∈M0,2,ε,0,
(λ1/2, iξj)(t1 + t2)A
2k1,1(λ, ξ
′)
B2+
∈M0,2,ε,0,
t32Ak1,1(λ, ξ
′)
B2+
∈M0,2,ε,0,
(t21 + t1t2 + t
2
2)A
2k1,1(λ, ξ
′)
B2+
∈M0,2,ε,0.
Combining these properties with Lemma 4.4 furnishes for s = 0, 1
RL(Lq(RN+ )N1 ,Lq(RN+ )N3+N2×W 1q (RN+ ))({(τ∂τ )
s(G2λK˜
1
0,8(λ)) | λ ∈ Σε,λ0}) ≤ C,(4.66)
with some positive constant C = CN,q,ε,λ0,µ∗+,ν∗+,κ∗+ . Analogously, we have
RL(Lq(RN+ )N1 ,Lq(RN+ )N3+N2×W 1q (RN+ ))({(τ∂τ )
s(G2λK˜
1
0,n1(λ)) | λ ∈ Σε,λ0}) ≤ C(4.67)
for n1 = 1, 2, 3, 4, 7.
Next, we estimate K˜10,n2(λ) (n2 = 5, 6). By Lemma 4.2, the assumption for k1,1(λ, ξ
′), and (5.6)
below, we have for m = 1, . . . , N − 1
ρ∗+λ
1/2k1,1(λ, ξ
′)
µ∗+B2+
,
iξmk1,1(λ, ξ
′)
B2+
∈M−3,2,ε,0.
Accordingly, if we employ the same argument as in proving (4.66), we obtain
RL(Lq(RN+ )N1 ,Lq(RN+ )N3+N2×W 1q (RN+ ))({(τ∂τ )
s(G2λK˜
1
0,n2(λ)) | λ ∈ Σε,λ0}) ≤ C
for s = 0, 1 and n2 = 3, 4 with C = CN,q,ε,λ0,µ∗+,ν∗+,κ∗+ , which, combined with (4.66) and (4.67),
complete the proof. 
Employing the argument in Shibata [28, Sect. 4], by (4.26) and (4.27), there exist operator families
A˜3+Ji (λ) (i = 1, 2, 3, 4), A˜3−Jl (λ) (l = 1, 2, 3), and P˜3−(λ) such that
A3+Ji (λ)h = A˜3+Ji (λ)H˜, A3−Jl (λ)h = A˜3−Jl (λ)H˜, P3−(λ)h = P˜3−(λ)H˜,
respectively. Using (4.26), (4.27), and Corollary 4.5, there exists operator family B˜3+(λ) such that
B3+(λ)h = B˜3+(λ)H˜.
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Consequently, if we define operators A2±(λ), B2+(λ), and P2−(λ) by
A2+(λ)H˜ =
4∑
i=1
(A3+1i (λ)H˜, . . . ,A3+Ni(λ)H˜),
A2−(λ)H˜ =
3∑
l=1
(A3−1l (λ)H˜, . . . ,A3−Nl(λ)H˜),
B2+(λ)H˜ = B˜3−(λ)H˜,
P2−(λ)H˜ = P˜3−(λ)H˜,
respectively, from (4.26) we have
u± = A2±(λ)(λh, λ1/2∇h,∇2h),
ρ+ = B2+(λ)(λh, λ1/2∇h,∇2h),
π− = P2−(λ)(λh, λ1/2∇h,∇2h).
Combining Corollary 4.5 and the argument in Shibata [28, Sect. 4], we have (3.4), so that we have
completed the proof of Theorem 3.3.
5. Analysis of multipliers
In this section, we estimate several multipliers. To this end, we start with the following wildly
known estimate:
|αλ + β| ≥
(
sin
ε
2
)
(α|λ| + β)(5.1)
for any λ ∈ Σε and positive numbers α and β.
First, we estimate Bs± and (µ∗+B+ + µ∗−B−). For this purpose, we use the estimates:
c1(|λ|1/2 +A) ≤ ReB± ≤ |B±| ≤ c2(|λ|1/2 +A)(5.2)
for any (λ, ξ) ∈ Σ˜ε,0 with some positive constant c1 and c2, which immediately follows from (5.1).
Here and in the sequel, c1 and c2 denote some positive constants essentially depending on ε, µ∗±, ν∗+,
κ∗+, and ρ∗±. In particular, by (5.2) we have
c1(|λ|1/2 +A) ≤ Re (µ∗+B+ + µ∗−B−)(5.3)
≤ |(µ∗+B+ + µ∗−B−)| ≤ c2(|λ|1/2 +A)
for any (λ, ξ) ∈ Σ˜ε,0. As shown in Enomoto and Shibata [10, Lemma 4.3], using (5.2), (5.3) and the
Bell’s formula:
∂α
′
ξ′ f(g(ξ
′)) =
|α′|∑
l=1
f (l)(g(ξ′))
∑
α1+···+αl=α
′
|αi|≥1
Γα
′
α1,...,αl(∂
α1
ξ′ g(ξ
′)) · · · (∂αlξ′ g(ξ′))(5.4)
with suitable coefficients Γα
′
α1,...,αl , where f
(l)(t) = dlf(t)/dtl, we see that
(M1)
s ∈ Ms,1,ε,0 (M1 = B±, µ∗+B+ + µ∗−B−).(5.5)
Second, we estimate (ti)
s, ti + B+, and tiB+ + A
2 (i = 1, 2). As seen in Saito [25], we have the
following lemma.
Lemma 5.1. Let i = 1, 2. Then, the roots si of (4.14) are given by
s1 =

µ∗+ + ν∗+
2κ∗+
+
√
η∗ (η∗ > 0),
µ∗+ + ν∗+
2κ∗+
+ i
√|η∗| (η∗ < 0), s2 =

µ∗+ + ν∗+
2κ∗+
−√η∗ (η∗ > 0),
µ∗+ + ν∗+
2κ∗+
− i√|η∗| (η∗ < 0)
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with
η∗ =
(µ∗+ + ν∗+
2κ∗+
)2
− 1
κ∗+
.
In addition, there exist positive constants c1 and c2 such that
c1(|λ|1/2 +A) ≤ Re ti ≤ |ti| ≤ c2(|λ|1/2 +A) (i = 1, 2)
for any (λ, ξ′) ∈ Σ˜ε,0.
Remark 5.2. We have in general the following situations concerning roots with positive real parts
for the characteristic equation of (4.13):
(1) When η∗ < 0, it holds that B+ 6= t1, B+ 6= t2, and t1 6= t2.
(2) When η∗ = 0, there are two cases: B+ 6= t1 and t1 = t2; B+ = t1 = t2.
(3) When η∗ > 0, there are three cases: B+ 6= t1, B+ 6= t2, and t1 6= t2; B+ = t1 and t1 6= t2;
B+ = t2 and t1 6= t2.
We assume η∗ 6= 0 and κ∗+ 6= ν∗+µ∗+. Under these assumptions, we have the three roots with
positive real parts different from each other. We consider, however, that our technique in this paper
can be applied to the case of equal roots.
From the Bell’s formula and Lemma 5.1, for i = 1, 2, we have
(M2)
s ∈Ms,1,ε,0 (M2 = ti, ti + B+), n(λ, ξ′) ∈M4,1,ε,0.(5.6)
Then, by (4.45), (4.49), (4.51), (4.52), and Lemma 5.1, we have
Q+Nm =−
2iξmt1t2Gρ∗+(t
2
2 −A2)(t21 −B2+)(t1 + t2)
Aρ∗+λ(t21 − t22)l(λ, ξ′)(t1 +B+)
=− 2(s1 − ρ∗+µ
−1
∗+)s2iξmt1t2(t1 + t2)G
(s1 − s2)A(t1 +B+)l(λ, ξ′)
with s1−ρ∗+µ−1∗+ 6= 0. Hence, by Remark 4.3, (5.5), Lemma 5.1, (5.6), and Lemma 6.1 bellow, we have
Q+Nm ∈M0,2,ε,0. Analogously, we have Q+jm ∈ M0,2,ε,0 (j = 1, . . . , N−1), which yields Q+Jm ∈M0,2,ε,0
(J = 1, . . . , N). Furthermore, employing the same argument as Q+Jm, we have other assertions in
(4.27). Then, we finish the estimate of multipliers.
6. Analysis of Lopatinski determinant
Lemma 6.1. Let ε∗ < ε < π/2 and l(λ, ξ
′) be defined in (4.49). Assume that ρ∗+ 6= ρ∗−, η∗ 6= 0, and
κ∗+ 6= µ∗+ν∗+. Then, there exists a positive constant C such that
|l(λ, ξ′)| ≥ C(|λ|1/2 +A)6(6.1)
for any (λ, ξ′) ∈ Σ˜ε,0. Here, positive constant Cα′ is depending on α′, ε, µ∗±, ν∗+, κ∗+, and ρ∗±.
In addition, we have
|∂α′ξ′ {(τ∂τ )s(l(λ, ξ′))−1}| ≤ C(|λ|1/2 +A)−6A−|α
′| (s = 0, 1)(6.2)
for any multi-index α′ ∈ NN−10 and (λ, ξ′) ∈ Σ˜ε,0, that is, l(λ, ξ) ∈M−6,2,ε,0.
Proof. We can prove (6.2) by using (6.1) with the Leibniz rule and the Bell’s formula (5.4) with
f(t) = t−1 and g(ξ′) = l(λ, ξ′).
In order to prove (6.1), we consider the three cases: (1) R1|λ|1/2 ≤ A, (2) R2A ≤ |λ|1/2, (3)
R−12 |λ|1/2 ≤ A ≤ |λ|1/2 for large R1 ≥ 1 and R2 ≥ 1.
First, we consider the case: R1|λ|1/2 ≤ A with large R1 ≥ 1. In this case, we set δ1 = λ1/2/A and
see that
B+ = A(1 +O(δ1)), B− = A(1 +O(δ1)), ti = A(1 +O(δ1)) (i = 1, 2),
which imply that
mi(λ, ξ
′) =8ρ∗+µ
−1
∗+A
6(1 +O(δ1)) (i = 1, 2),
n(λ, ξ′) =4ρ∗+µ
−1
∗+A
4(1 +O(δ1)).
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Here, by Lemma 5.1 we have si − ρ∗+µ−1∗+ 6= 0. Then, we obtain
l(λ, ξ′) = (24ρ∗+ + 8ρ∗+µ∗+µ∗−)A
6(1 +O(δ1)),=: ω1A
6(1 +O(δ1)).
Summing up, there exists a positive constant C1 := ω1/2 such that
|l(λ, ξ′)| ≥ C1(|λ|1/2 +A)6.(6.3)
Second, we consider the case R2A ≤ |λ|1/2 for large R2. In this case, we set δ2 = A/λ1/2 and see
that
B+ =
√
ρ∗+µ
−1
∗+λ(1 +O(δ2)), B− =
√
ρ∗−µ
−1
∗−λ(1 +O(δ2)),
ti =
√
siλ(1 +O(δ2)) (i = 1, 2),
which imply that
mi = ρ
2
∗+µ
−2
∗+
√
si(
√
si + ρ
1/2
∗+ µ
−1/2
∗+ )(s1 +
√
s1s2 + s2)λ
3(1 +O(δ2)) (i = 1, 2),
n = ρ2∗+µ
−2
∗+
(√
s1 +
√
s2√
s1
(
√
s1 +
√
s2)
)
λ2(1 +O(δ2))
= ρ2∗+µ
−2
∗+
(√
s2 +
√
s1√
s2
(
√
s1 +
√
s2)
)
λ2(1 +O(δ2)).
Then, we obtain
l(λ, ξ′) =
(s1 +
√
s1s2 + s2)√
s1
(
ρ∗+µ∗+µ
−1
∗− + ρ
5
∗+µ
−3
∗+µ∗−
)
λ3(1 +O(δ2))
=
(s1 +
√
s1s2 + s2)√
s2
(
ρ∗+µ∗+µ
−1
∗− + ρ
5
∗+µ
−3
∗+µ∗−
)
λ3(1 +O(δ2))
=: ω2λ
3(1 +O(δ2)).
From Lemma 5.1, we obtain ω2 6= 0. Summing up, there exists a positive constant C2 := |ω2|/2 such
that
|l(λ, ξ)| ≥ C2(|λ|1/2 +A)6.(6.4)
Third, we consider the case R−12 |λ|1/2 ≤ A ≤ R1|λ|1/2. Here, we set
ξ˜′ =
ξ′
|λ|1/2 +A, A˜ =
A
|λ|1/2 +A, λ˜ =
λ
(|λ|1/2 +A)2 ,
B˜± =
√
A˜2 + ρ∗±(µ∗±)−1λ˜, t˜i =
√
A˜2 + siλ˜,
Dε(R1, R2) = {(λ˜, A˜) |(1 +R1)−2 ≤ |λ˜| ≤ R22(1 +R2)2,
(1 +R2)
−1 ≤ A˜ ≤ R1(1 +R1)−1, λ˜ ∈ Σε}.
If (λ, ξ′) satisfies the condition: R−12 |λ|1/2 ≤ A ≤ R1|λ|1/2 and λ ∈ Σε, then (λ˜, A˜) ∈ Dε(R1, R2). We
also define l(λ˜, ξ˜′) by replacing A,B± and ti (i = 1, 2) by A˜, B˜± and t˜i, respectively. Then, we have
l(λ, ξ′) = (|λ|1/2 +A)6l(λ˜, ξ˜′).(6.5)
We prove that l(λ˜, ξ˜′) 6= 0 provided that (λ˜, A˜) ∈ Dε(R1, R2) by contradiction. Suppose that
l(λ˜, ξ˜′) = 0, namely, detL = 0. In this case, in view of (4.47) we assume that there exist u±(xN ) =
(u1±(xN ), . . . , uN±(xN )) 6= 0, ρ+(xN ) 6= 0, and π−(xN ) 6= 0 satisfying (4.2) - (4.12) with d̂(0) = 0,
Ĥ(0) = 0, ĥm(0) = 0, and ρ+ 6= 0, that is, u±(xN ) 6= 0, ρ+(xN ) 6= 0, and π−(xN ) 6= 0 satisfy the
following homogeneous equations: for xN 6= 0 and w+ =
∑N−1
j=1 iξjuj+(xN ) + ∂NuN+(xN ) (xN > 0),
λρ+ + ρ∗+w+ = 0 for xN > 0,(6.6)
ρ∗+λuj+ − µ∗+
N−1∑
k=1
iξk(iξkuj+ + iξjuk+)− µ∗+∂N (∂Nuj+ + iξjuN+)
−(ν∗+ − µ∗+)iξjw+ − iξjρ∗+κ∗+(∂2N − |ξ′|2)ρ+ = 0 for xN > 0,
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ρ∗+λuN+ − µ∗+(∂2N − |ξ′|2)uN+ − µ∗+
N−1∑
k=1
iξk(iξkuN+ + ∂Nuk+)
−2µ∗+∂2NuN+ − (ν∗+ − µ∗+)∂Nw+ − ρ∗+κ∗+∂N (∂2N − |ξ′|2)ρ+ = 0 for xN > 0,
N−1∑
j=1
iξjuj− + ∂NuN− = 0 for xN < 0,
ρ∗−λuj− − µ∗−
N−1∑
k=1
iξk(iξkuj− + iξjuk−)− µ∗−∂N (∂Nuj− + iξjuN−)− iξjπ− = 0 for xN < 0,
ρ∗−λuN− − µ∗−
N−1∑
k=1
iξk(iξkuN− + ∂Nuk−)− 2µ∗−∂2NuN− − ∂Nπ− = 0 for xN < 0,
µ∗−(∂Num− + iξmuN−)|− − µ∗+(∂Num+ + iξmuN+)|+ = 0,
{2µ∗−∂NuN− − π−}|− − {2µ∗+∂NuN+ + (ν∗+ − µ∗+)(iξ′ · u′+ + ∂NuN+)
−ρ∗+κ∗+(∂2N − |ξ′|2)ρ+}|+ = 0,
∂Nρ+|+ = 0.
Set (f, g)± = ±
∫∞
0 f(xN )g(xN )dxN and ‖f‖± = (f, f)
1/2
± . Multiplying the equations in (6.6) by uJ±
and using integration by parts and interface conditions in (6.6), we have
0 =λ
(
ρ∗+
N∑
J=1
‖uJ+‖2+ + ρ∗−
N∑
J=1
‖uJ−‖2−
)
(6.7)
+ µ∗+
( N−1∑
j,k=1
‖iξkuj+‖2+ +
∥∥∥N−1∑
j=1
iξjuj+
∥∥∥2
+
+
N−1∑
k=1
‖∂Nuj+ + iξjuN+‖2+ + 2‖∂NuN+‖2+
)
+ (ν∗+ − µ∗+)‖w+‖2+ +
ρ∗+κ∗+
λ
(‖∂Nw+‖2+ + |ξ′|2‖w+‖2+)
+ µ∗−
( N−1∑
j,k=1
‖iξkuj−‖2− + ‖
N−1∑
j=1
iξjuj−‖2− +
N−1∑
k=1
‖∂Nuj− + iξjuN−‖2− + 2‖∂NuN−‖2−
)
.
Here, we use the identity
N−1∑
j,k=1
(iξkuj± + iξjuk±, iξkuj±)± =
N−1∑
j,k=1
‖iξkuj±‖2± +
∥∥∥N−1∑
j=1
iξjuj±
∥∥∥2
±
,
N−1∑
j=1
(∂Nuj± + iξjuN±, ∂Nuj±)± +
N−1∑
k=1
(iξkuN± + ∂Nuk±, iξkuN±)± =
N−1∑
j=1
‖∂Nuj± + iξjuN±‖2±.
Taking the real part of (6.7) to obtain
0 =(Reλ)
(
ρ∗+
N∑
J=1
‖uJ+‖2+ + ρ∗−
N∑
J=1
‖uJ−‖2−
)
+ µ∗+
( N−1∑
j,k=1
‖iξkuj+‖2+ +
∥∥∥N−1∑
j=1
iξjuj+
∥∥∥2
+
+
N−1∑
k=1
‖∂Nuj+ + iξjuN+‖2+ + 2‖∂NuN+‖2+
)
+ (ν∗+ − µ∗+)‖w+‖2+ +
ρ∗+κ∗+(Reλ)
|λ|2 (‖∂Nw+‖
2
+ + |ξ′|2‖w+‖2+)
+ µ∗−
( N−1∑
j,k=1
‖iξkuj−‖2− +
∥∥∥N−1∑
j=1
iξjuj−
∥∥∥2
−
+
N−1∑
k=1
‖∂Nuj− + iξjuN−‖2− + 2‖∂NuN−‖2−
)
,
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which, combined with the inequality:
‖w+‖2+ ≤
N−1∑
j,k=1
‖iξkuj+‖2+ +
∥∥∥N−1∑
j=1
iξjuj+
∥∥∥2
+
+ 2‖∂NuN+‖2+,
furnishes that
0 ≥(Reλ)
(
ρ∗+
N∑
J=1
‖uJ+‖2+ + ρ∗−
N∑
J=1
‖uJ−‖2−
)
+ ν∗+‖w+‖2+(6.8)
+ µ∗+
N−1∑
k=1
‖∂Nuj+ + iξjuN+‖2+ + µ∗−
N−1∑
k=1
‖∂Nuj− + iξjuN−‖2−
+
ρ∗+κ∗+Reλ
|λ|2 (‖∂Nw+‖
2
+ + |ξ′|2‖w+‖2+).
When Imλ = 0, we have λ > 0 because λ ∈ Σε. However, this contradict to (6.8). Summing up, we
have l(λ˜, ξ˜′) 6= 0 for (λ˜, A˜) ∈ D(R1, R2), where
D(R1, R2) = {(λ˜, A˜) | (1 +R1)−2 ≤ |λ˜| ≤ R22(1 +R2)2, (1 +R2)−1 ≤ A˜ ≤ R1(1 +R1)−1, Re λ˜ ≥ 0}.
Then, there exists a positive constant C3 such that
inf
(λ˜,A˜)∈D(R1,R2)
|l(λ˜, ξ˜′)| = 2C3 > 0
because D(R1, R2) is compact. Since l(λ˜, ξ˜′) is continuous in Σε,λ0 × RN−1 for 0 < ε < π/2 and
Dε(R1, R2) is compact, l(λ˜, ξ˜′) is uniformly continuous in Dε(R1, R2)×RN−1 for 0 < ε < π/2. Then,
there exist a constant ε∗ ∈ (0, π/2) such that
|l(λ˜, ξ˜′)| ≥ C3 for (λ˜, A˜) ∈ Dε(R1, R2), ε ∈ (ε∗, π/2),
which, combined with (6.5), furnishes that
|l(λ, ξ′)| ≥ C3(|λ|1/2 +A)6(6.9)
provided that R−12 |λ|1/2 ≤ A ≤ R1|λ|1/2 and λ ∈ Σε.
Summing up, setting C = min(C1, C2, C3), by (6.3), (6.4), and (6.9), we have (6.1), which completes
the proof of Lemma 6.1. 
7. Problem with surface tension and height function
In this final section, we consider the following problem:
λρ+ + ρ∗+divu+ = 0 in R
N
+ ,(7.1)
ρ∗+λu+ − µ∗+∆u+ − ν∗+∇divu+ − κ∗+∆∇ρ+ = 0 in RN+ ,
divu− = 0, ρ∗−λu− − µ∗−∆u− +∇π− = 0 in RN− ,
µ∗−DmN (D(u−))|− − µ∗+DmN (u+)|+ = 0,
{µ∗−DNN (u−)− π−}|− = σ−∆′H,
{µ∗+DNN (u+) + (ν+∗+− µ∗+)divu+ + κ∗+∆∇ρ+}|+ = σ+∆′H,
um−|− − um+|+ = 0, ∂Nρ+|+ = 0,
λH −
( ρ∗−
ρ∗− − ρ∗+u|N−|− −
ρ∗+
ρ∗− − ρ∗+uN+|+
)
= d,
where σ± = ρ∗±σ/(ρ∗− − ρ∗+), and prove the following theorem.
Theorem 7.1. Let 1 < q < ∞ and ε∗ < ε < π/2. Assume that ρ∗+ 6= ρ∗−, η∗ 6= 0, and κ∗+ 6=
µ∗+ν∗+. Then, there exist a positive constant λ0 and operator families A4±(λ), B4+(λ), P4−(λ), and
H(λ) with
A4±(λ) ∈Anal (Σε,λ0 ,L(W 2q (RN ),W 2q (RN± )N ),
B4+(λ) ∈Anal (Σε,λ0 ,L(W 2q (RN ),W 3q (RN+ )),
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P4−(λ) ∈Anal (Σε,λ0 ,L(W 2q (RN ), Wˆ 1q (RN− ))),
H(λ) ∈Anal (Σε,λ0 ,L(W 2q (RN ),W 3q (RN ))),
such that for any λ ∈ Σε,λ0 and d ∈ W 2q (RN ), u± = A4±(λ)d, ρ+ = B4+(λ)d, π− = P4−(λ)d, and
H = H(λ)d are solutions of problem (7.1). Furthermore, for s = 0, 1, we have
RL(W 2q (RN ),Lq(RN )N3+N2+N )({(τ∂τ )
s(G1λA3±(λ)) | λ ∈ Σε,λ0}) ≤c0,
RL(W 2q (RN ),Lq(RN )N3+N2×W 1q (RN ))({(τ∂τ )
s(G2λB3+(λ)) | λ ∈ Σε,λ0}) ≤c0,
RL(W 2q (RN ),Lq(RN )N )({(τ∂τ )s(∇P3−(λ)) | λ ∈ Σε,λ0}) ≤c0,
RL(W 2q (RN ),W 2q (RN )N+1)({(τ∂τ )s(G3λH(λ)) | λ ∈ Σε,λ0}) ≤c0,
with some constant c0.
Remark 7.2. Combining Theorem 7.1 with Theorem 3.1, Theorem 3.2, and Theorem 3.3, we have
Theorem 1.2 immediately.
As discussed in Sect. 4, applying the partial Fourier transform to (7.1), we have
λρ̂+ + ρ∗+d̂ivu+ = 0 for xN > 0,
ρ∗+λûj+ − µ∗+(∂2N − |ξ′|2)ûj+ − ν∗+iξj d̂ivu+
−iξj{κ∗+(∂2N − |ξ′|2)}ρ̂+ = 0 for xN > 0,
ρ∗+λûN+ − µ∗+(∂2N − |ξ′|2)ûN+ − ν∗+∂N d̂ivu+
−∂N{κ∗+(∂2N − |ξ′|2)}ρ̂+ = 0 for xN > 0,
d̂ivu− = 0 for xN < 0,
ρ∗−λûj− − µ∗−(∂2N − |ξ′|2)ûj− − iξj π̂− = 0 for xN < 0,
ρ∗−λûN− − µ∗−(∂2N − |ξ′|2)ûN− − ∂N π̂− = 0 for xN < 0,
with the interface condition:
µ∗−(∂N ûm− + iξmûN−)|− − µ∗+(∂N ûm+ + iξmûN+)|+ = 0,
{2µ∗−∂N ûN− − π̂−}|− = σ−|ξ′|2Ĥ(0),
{2µ∗+∂N ûN+ + (ν∗+ − µ∗+)d̂iv u+
+κ∗+(∂
2
N − |ξ′|2)ρ̂+}|+ = σ+|ξ′|2Ĥ(0),
ûm−|− − ûm+|+ = 0,
∂N ρ̂+ = 0,
and the resolvent equation for H :
λĤ(0)−
( ρ∗−
ρ∗− − ρ∗+ ûN−|− −
ρ∗+
ρ∗− − ρ∗+ ûN+|+
)
= d̂(0).(7.2)
Our task is to represent Ĥ in terms of d̂(0), so that we look for solutions ûJ± and π̂− of the form
(4.26) with gj = hj = k = 0. In view of (4.17), (4.18), and (4.19), when gj = hj = k = 0, we have
û+N+(0) = αN+ =AR
+
NN Ĥ(0),
û−N−(0) = αN− =AR
−
NN Ĥ(0).
Inserting these formulas into (7.2), we have
(λ+KH)Ĥ(0) = d̂(0)(7.3)
with
KH =
ρ∗−
ρ∗− − ρ∗+AR
−
NN −
ρ∗+
ρ∗− − ρ∗+AR
+
NN .(7.4)
We now prove the following lemma.
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Lemma 7.3. Let ε∗ < ε < π/2 and let KH be the function defined in (7.4). Assume that ρ∗+ 6= ρ∗−,
η∗ 6= 0, and κ∗+ 6= µ∗+ν∗+. Then there exists a positive constant λ0 depending on ε, µ∗±, ν∗+, κ∗+,
and ρ∗± such that
|∂α′ξ′ {(τ∂τ )s(λ +KH)−1}| ≤ Cα′(|λ|1/2 + A)−1A−|α
′| (s = 0, 1)(7.5)
for any multi-index α′ ∈ NN−10 and (λ, ξ′) ∈ Σ˜ε,λ0 with some constant Cα′ depending on α′, λ0, ε,
µ∗±, ν∗+, κ∗+, and ρ∗±.
Proof. To prove (7.5) with α′ = 0 and s = 0, first we consider the case where R1|λ|1/2 ≤ A with large
R1. In the following, δ1 is the same small number as in the proof of Lemma. 6.1. In this case, we see
that
AR+NN = −
σ+
2µ∗+
A(1 +O(δ1)), AR
−
NN =
σ−
2µ∗−
A(1 +O(δ1)).
Then, we have
KH =
[( ρ∗+
ρ∗− − ρ∗+
)2 σ
2µ∗+
+
( ρ∗−
ρ∗− − ρ∗+
)2 σ
2µ∗−
]
A(1 +O(δ1))(7.6)
=: ω3A(1 +O(δ1)) (ω3 > 0).
Since λ ∈ Σε, by (5.1) and (7.6) we have
|λ+KH | ≥
(
sin
ε
2
)(
|λ|1/2 + ω3A
)
− ω3AO(δ1).
If we choose δ1 so small that O(δ1) ≤ sin(ε/2)/2, we have
|λ+KH | ≥
(1
2
sin
ε
2
)(
|λ|1/2 + ω3A
)
(7.7)
provided that R1|λ|1/2 ≤ A with large R1 > 0 and λ ∈ Σε.
Next we consider the case where A ≤ R1|λ|1/2. Here and in the sequel, C denotes a generic constant
depending on R1, ε, µ∗±, ν∗+, κ∗+, and ρ∗±. From (4.45), (4.49), (4.51), and (4.52), we have
|Q+NN,1| ≤ C|λ|1/2, |Q+NN,2| ≤ C|λ|1/2.
Then, by (4.54) and (4.57), we easily see
|R+NN | ≤ C, |R−NN | ≤ C,
which, combined with (7.4), furnishes that
|KH | ≤ C|λ|1/2
for any (λ, ξ′) ∈ Σ˜ε,0 provided that A ≤ R1|λ|. Thus we have |λ + KH | ≥ |λ|1/2(|λ|1/2 − C).
Consequently, when we take λ0 > 0 so large that λ
1/2
0 /2 ≥ C, we have
|λ+KH | ≥ 1
2
|λ|
for any (λ, ξ′) ∈ Σ˜ε,λ0 provided that A ≤ R1|λ|. Since A ≤ R1|λ|1/2, we have
|λ+KH | ≥ 1
4
|λ|+ 1
4
|λ| ≥ 1
4
|λ|+ λ
1/2
0
4
|λ|1/2 ≥ 1
4
(
|λ|+ λ
1/2
0 A
R1
)
.
Choosing R1 so large that λ
1/2
0 R
−1
1 ≤ ω3, we obtain
|λ+KH | ≥ 1
4
(
|λ|1/2 + ω3A
)
(7.8)
for any (λ, ξ′) ∈ Σ˜ε,0 provided that A ≤ R1|λ|. Accordingly, by Σε,λ0 ⊂ Σε, combining (7.7) and (7.8),
we obtain
|λ+KH | ≥ ω4(|λ|1/2 +A)
for any (λ, ξ′) ∈ Σ˜ε,λ0 with
ω4 = min
(1
4
,
ω3
4
,
sin(ε/2)
2
,
ω3 sin(ε/2)
2
)
.
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Finally, we prove (7.5) for any multi-index α′ ∈ NN−10 . By Lemma 4.2, (4.27), and Lemma 6.1, we
have KH ∈M1,2,ε,0, so that by the Bell’s formula (5.4) with f(t) = (λ+ t)−1 and g = KH , we have
|∂α′ξ′ (λ+KH)−1| ≤ Cα′
|α′|∑
l=1
|λ+KH |−(l+1)(|λ|1/2 +A)lA−|α′| ≤ Cα′(|λ|1/2 +A)−1A−|α′|.
Analogously, we have
|∂α′ξ′ (τ∂τ (λ+KH)−1)| ≤ Cα′(|λ|1/2 +A)−1A−|α
′|.
Summing up, we have (7.5). 
From (7.4) and Lemma 7.3, we have
Ĥ(ξ′, 0) = (λ+KH)
−1d̂(ξ′, 0),
so that we define Ĥ(ξ′, xN ) by Ĥ(ξ
′, xN ) = e
−(1+A2)1/2xN (λ +KH)
−1d̂(ξ′, 0). The following lemma
was proved in Shibata [28].
Lemma 7.4. Let 1 < q < ∞, ε∗ < ε < π/2 and let λ0 be the same constant as in Lemma 7.3.
Assume that ρ∗+ 6= ρ∗−, η∗ 6= 0, and κ∗+ 6= µ∗+ν∗+. Given that the operator H˜(λ) is defined by
[H˜(λ)d](x) = F−1ξ′ [e−(1+A
2)1/2xN (λ+KH)
−1d̂(ξ′, 0)](x′) for x′ ∈ RN+
for any d ∈W 2q (RN ), H˜(λ) ∈ Anal (Σε,λ0 ,L(W 2q (RN ),W 3q (RN+ )), and
RL(W 2q (RN ),W 3q (RN+ ))({(τ∂τ )
s(λ,∇)H˜(λ) | λ ∈ Σε,λ0}) ≤ γ (s = 0, 1)
with some constant γ depending on λ0, ε, µ∗±, ν∗+, κ∗+, and ρ∗±.
We extend H˜(λ)d to xN < 0, namely, we define H(λ) by
[H(λ)d](x) =

[H˜(λ)d](x) (xN > 0),
4∑
j=1
aj [H˜(λ)d](x′,−jxN ) (xN < 0),
where aj are constants satisfying the equations:
∑4
j=1 aj(−j)k = 1 for k = 0, 1, 2, 3. By Lemma 7.4,
we have the following corollary of Lemma 7.4 immediately.
Corollary 7.5. Let 1 < q < ∞, ε∗ < ε < π/2 and let λ0 be the same constant as in Lemma 7.3.
Assume that ρ∗+ 6= ρ∗−, η∗ 6= 0, and κ∗+ 6= µ∗+ν∗+. Then, there exists an operator family
H(λ) ∈ Anal (Σε,λ0 ,L(W 2q (RN ),W 3q (RN ))),
such that for any λ ∈ Σε,λ0 and d ∈ W 2q (RN ), F−1ξ′ [d̂(ξ′, 0)/(λ+KH)](x′) = H(λ)d|xN=0 and
RL(W 2q (RN ),W 2q (RN )N+1)({(τ∂τ )s(λ,∇)H(λ) | λ ∈ Σε,λ0}) ≤ c0 (s = 0, 1)
with some constant c0 depending on λ0, ε, µ∗±, ν∗+, κ∗+, and ρ∗±.
Then, we construct solution operators of (7.1). Using (4.26) and (7.3), we have
ûJ+ =
AQ+JN,1
λ+KH
AM1+(xN )d̂(0) +
AQ+JN,2
λ+KH
AM2+(xN )d̂(0) +
AR+JN
λ+KH
Ae−B+xN d̂(0),
ûJ− =
AQ−JN
λ+KH
AM−(xN )d̂(0) +
AR−JN
λ+KH
AeB−xN d̂(0),
ρ̂+ =
AP+N,1
λ+KH
AM0+(xN )d̂(0) +
AP+N,2
λ+KH
Ae−t1xN d̂(0)
π̂− =
AP−N
λ+KH
eAxN d̂(0),
which yields
uJ+ =F−1ξ′
[AQ+JN,1
λ+KH
AM1+(xN )d̂(0)
]
(x′) + F−1ξ′
[AQ+JN,2
λ+KH
AM2+(xN )d̂(0)
]
(x′)
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+ F−1ξ′
[ AR+JN
λ+KH
Ae−B+xN d̂(0)
]
(x′) =: A4+J (λ)d,
uJ− =F−1ξ′
[ AQ−JN
λ+KH
AM−(xN )d̂(0)
]
(x′) + F−1ξ′
[ AR−JN
λ+KH
AeB−xN d̂(0)
]
(x′) =: A4−J (λ)d,
ρ+ =F−1ξ′
[ AP+N,1
λ+KH
AM0+(xN )d̂(0)
]
(x′) + F−1ξ′
[ AP+N,2
λ+KH
Ae−t1xN d̂(0)
]
(x′) =: B4+(λ)d,
π− =F−1ξ′
[ AP−N
λ+KH
eAxN
]
(x′) =: P4−(λ)d.
Accordingly, if we the define operator A4±(λ) by
A4±d = (A4±1 , . . . ,A4±N )d,
by (4.27), Corollary 4.5, Lemma 7.3, and the argument in Shibata [28, Sect. 6], we have Theorem 7.1,
which completes the proof of Theorem 1.2.
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