Abstract. We propose a machine learning framework based on sliding windows for glaucoma diagnosis. In digital fundus photographs, our method automatically localizes the optic cup, which is the primary structural image cue for clinically identifying glaucoma. This localization uses a bundle of sliding windows of different sizes to obtain cup candidates in each disc image, then extracts from each sliding window a new histogram based feature that is learned using a group sparsity constraint. An -SVR (support vector regression) model based on non-linear radial basis function (RBF) kernels is used to rank each candidate, and final decisions are made with a non-maximal suppression (NMS) method. Tested on the large ORIGA −light clinical dataset, the proposed method achieves a 73.2% overlap ratio with manually-labeled ground-truth and a 0.091 absolute cup-to-disc ratio (CDR) error, a simple yet widely used diagnostic measure. The high accuracy of this framework on images from low-cost and widespread digital fundus cameras indicates much promise for developing practical automated/assisted glaucoma diagnosis systems.
Introduction
Glaucoma affects about 60 million people [1] and is responsible for approximately 5.2 million cases of blindness (15% of world total) [2] . It unfortunately cannot be cured because the damage to the optic nerve cannot be reversed. Early detection is thus essential for people to seek early treatment and prevent the deterioration of vision [3] . In recent years, much effort has been put into automated/assisted glaucoma diagnosis systems based on computer vision. The design of a glaucoma analysis system depends on the image cues and image modality used.
Among the structural image cues studied for glaucoma diagnosis, those based on the optic disc and cup are of particular importance. The optic disc is located where the ganglion nerve fibers congregate at the retina. The depression inside the optic disc where the fibers leave the retina via the optic nerve head (ONH) is known as the optic cup. The boundaries of the cup and disc structures need to be identified as it facilitates evaluation of glaucoma cues such as cup and disc asymmetry and large cup-to-disc ratio (CDR), defined as the ratio of the vertical cup diameter to the vertical disc diameter [4] . The CDR value can be determined by planimetry from color fundus images after the optic disc and cup are outlined manually. Since it is very time consuming and labor intensive to manually annotate the cup and disc for each image, computer vision methods have been proposed to automatically segment the disc and cup in fundus images.
In previous work, researchers have mainly focused on automated segmentation of the optic disc [5] , using various techniques such as intensity gradient analysis, Hough transforms, template matching, pixel feature classification, vessel geometry analysis, deformable models and level sets [6] [7] . In this paper, we focus only on the challenging cup detection problem [8] [9], using a large clinical dataset called ORIGA −light [10] in which the ground-truth of discs and cups is marked by a team of graders from a hospital. Unlike previous segmentation based algorithms, which classify each pixel as cup or non-cup, our technique identifies a cup as a whole, based on sliding windows and machine learning.
Sliding Window Based Cup Detection
In this work, we start with a disc image for cup detection, which may be obtained using methods such as [6] . Different from previous image processing based techniques, a general sliding window based learning framework is proposed for cup localization.
Sliding Windows
From the suggestion of doctors and graders, in this paper we represent the localized disc by a non-rotated, arbitrary-sized ellipse denoted by its central point (U, V ), corresponding description function
= 1, and rectangular bounding box delimited by (1, 1) and (2U − 1, 2V − 1). With the disc image, we search for the candidate cup by sampling non-rotated ellipses at various aspect ratios represented as (u, v, r, s) Nw ×4 , where (u, v, r, s) is the description matrix of all the cup candidates and N w is the number of cups. For the i th cup candidate denoted as
Cup candidates are generated by sampling values of (p
In this work, we empirically set 
Feature Representation
Features play an important role in computer vision applications. In this paper, we introduce a new region based color feature for cup detection. Similar to segmentation based approaches, it takes advantage of color differences between cup and disc regions in fundus images. However, it additionally accounts for the elliptical shape of a cup and the blood vessels that run through it, which often mislead segmentation algorithms. We extract features using the following steps:
1. For a given disc image, the green, blue, hue and saturation channels are computed from the color image. Since the red (RGB model) and value (HSV model) channels differ little between the disc and cup, they are not used in this work. We linearly scale hue and saturation values into [0,255] for consistency with the green and blue color channels. For each color channel, its values are histogrammed by quantization with different bin numbers B = {B n | N n=1 } such that each bin has an equal (or as equal as possible due to quantization) number of pixels, giving equalized channels.
In the experiments, we use B = {3, 4, · · · , 9, 10, 12, 16, · · · , 28, 32}. 2. For each color channel and each number of bins B n ∈ B, we form three types of features: 1) L1 normalized histogram of the candidate cup region; 2) L1 normalized histogram of the candidate non-cup region within the disc; 3) for each of the B n bins, the proportion of cup pixels with respect to all the pixels within the disc. Determining the optimal bin numbers in each color channel is non-trivial, so we used multiple bin numbers to generate redundant features and then employ a group sparsity based approach to select the most effective and discriminant features. Finally, each feature is represented as a B i dimensional vector, and we refer to each type of feature for a given color channel and bin number as a group. 3. For a candidate cup in a specific disc, referred to as a "cup-disc" candidate, its original feature f i is obtained by concatenating 3 types of features over 4 color channels and multiple bin numbers. In our experimental setting, this leads to a feature dimension of
N n=1 B n = 2208. As illustrated in Fig. 1 , after the green channel image is histogrammed into three bins, the first bin (illustrated as black pixels) occupies most of the vessel region, the second bin (grey color) mainly occupies the non-cup region, while the third bin (white color) occupies most of the cup region. Also, it can be observed that the equalized channels are more clear and they facilitate distinguishing different components, since they are relatively insensitive to illumination condition (e.g., see the hue channel). For the cup detection task, it is unclear which color channels to use and how many bins is optimal for a given channel, so we apply statistical learning methods to select features from this large redundant feature representation and use only the selected features for cup localization.
Feature Selection Based on Group Sparsity Constraint
Identifying and using only the effective elements of the original feature can bring higher precision and speed. For a cup candidate in the training set with an original feature f i consisting of g feature groups, we denote its regression value (i.e., the score obtained from its overlap ratio with the clinical ground-truth) as z i ∈ [0, 1]. We adopt the linear regression model ω T f i + μ to obtain the estimated value, where ω is the weighting vector and μ is the bias. We minimize the following objective function: where ω j is the corresponding weight of the j th feature group, l is the number of training samples and λ is used to control the sparsity of ω. In Eq. (1), the first term represents the regression error and the second term is a L 1,2 -norm based regularizer to enforce group sparsity. Considering the features are intrinsically organized in groups, we use an L 1,2 -norm based regularizer to select features from only a sparse set of groups. In the experiments, we use the group-lasso method in [11] to solve Eq. (1).
After ω is obtained, it can be used as a feature selection mask to generate the final features, i.e., the j th group of features is selected when ω j 2 > 0. We represent the feature extracted from the i th cup-disc training sample after feature selection as x i . The lower dimension of the final feature x i leads to faster feature extraction and cup detection in the testing phase when compared with using the original 2208-D feature.
Non-linear Regression Model
After feature selection, we introduce a kernelized -SVR to further improve accuracy:
where x i is a training sample after feature selection, ξ i and ξ * i are slack variables for -insensitive loss, C is a regularization parameter, w T φ(x i )+b is the non-linear regres-sion function with w as the weight vector in the feature space, b as the bias term, and φ(·) is the non-linear function mapping x i from the original space to a higher dimensional space. LibSVM toolbox [12] is used to solve this problem in our implementation. In the testing phase, the feature x i is extracted directly from the i th cup candidate (i = 1, 2, · · · , N w ) in the test disc image based on the feature selection mask ω. Then the regression values of all the cup candidates are calculated, denoted as
T . We sort γ in descending order and obtain the final detection result using the non-maximal suppression (NMS) of the next section.
Detection Result Fusion with NMS
Various NMS methods have been proposed to reduce redundancy in sliding window based detection. Let us denote the cup candidates as as (u i , v i , r i , s i ) . Note that the cup candidates are sorted according to the regression value γ i . A detection result can simply be computed as the mean of the top T candidates with the highest regression values,
Since the top T candidates
may not all be of high accuracy, we perform the following steps to handle outliers, similar to majority voting:
1. Initialize a zero matrix O (2U−1)×(2V −1) of the same size as the disc image. 
For each cup candidate
).
Experiments
In this section, we describe the evaluation criteria and experimental setting, then analyze the two main steps in our framework, i.e., the group sparsity based feature selection and candidate cup ranking by using RBF based -SVR, through comparisons of three cup detection methods. The first method (referred to as feature selection+ -SVR) uses the group sparsity based feature selection method to obtain a low-dimensional feature and then performs RBF based -SVR to rank the cup candidates. The second method (referred to as feature selection+simple ranking) uses ω T f i to directly rank the cup candidates after obtaining ω from feature selection. In the third method (referred to as -SVR), we directly perform RBF based -SVR ranking using the original feature f i without conducting the feature selection process. We also compare our feature selection+ -SVR approach with level-set based segmentation methods [6] [9].
Cup Detection Evaluation Criteria
Three evaluation criteria are commonly used for cup detection/segmentation, namely non-overlap ratio (m 1 ), relative absolute area difference (m 2 ) [13] and absolute cup-todisc ratio (CDR) error (δ), defined as:
where E dt denotes a detected cup region, E gt denotes the ground-truth ellipse, d dt is the vertical diameter of the detected cup, d gt is the vertical diameter of the ground-truth cup, R = 2V − 1 is the vertical diameter of the disc, and
Experimental Setup
Training samples. The ORIGA −light dataset is divided into two sets S A and S B , which consist of 150 images and 175 images, respectively. In the training phase, 500 samples including one ground-truth cup and 499 randomly generated cup candidates are obtained for each of the 150 disc images from set S A . In total, we have 75,000 cup candidates in the training set. The method for generating training cup candidates in the training phase is designed so that the windows of the training cup candidates and those examined in the testing phase have different description parameters (u, v, r, s). We then use both image sets for testing our algorithm.
Parameter setting for feature selection. For each cup-disc candidate, its original feature f i is extracted, and the regression value corresponding to the overlap ratio (1 − m 1 ) of the cup candidate region and the ground-truth ellipse is also calculated using Eq. (3). Only the ground-truth cup region will have a full score of 1. We solve the problem in Eq. (1) using the group-lasso tool [11] to obtain ω by empirically setting the parameter λ = 0.01. According to the obtained values of ω j 2 , 993 of 2208 feature dimensions are selected. Using only 44.97% of the original features leads to significant acceleration in detection speed.
Parameter setting for RBF based -SVR. The well-known Lib-SVM toolbox [12] is used to train the -SVR model. We perform cross-validation to determine the optimal parameters by setting the parameters as C ∈ {10 −3 , 10 . To avoid overlap between the training and testing samples in the cross-validation process, 8000 randomly selected samples and the ground-truth cups from the first 100 images are used for training, while another 6000 randomly selected samples and the groundtruth cups from the remaining 50 images are used for testing. After conducting crossvalidation, the optimal parameters were determined to be C = 10, p = 10 −3 , k = −3 and = 0.001. With these parameters, all of the 75,000 samples are used to train an -SVR model for the testing phase.
Comparison of Three Methods in Our Framework
We compared the three methods to show the effectiveness of each step of our framework. The same cross-validation method is used to determine the optimal parameters of the -SVR method for a fair comparison. The results are listed in Table 1 . From it, we have the following observations: 1. Comparing feature selection+ -SVR to feature selection+simple ranking shows that the RBF kernel based -SVR is better than simple ranking using the selected features from our feature selection method. This demonstrates better generalization ability of -SVR, which is consistent with previous work on image classification. 2. Comparing feature selection+ -SVR to -SVR shows that group sparsity based feature selection also improves performance by selecting and using the most effective and discriminant features. Moreover, it accelerates the detection procedure by about 60%. We also observe that the performance improvement from feature selection+ -SVR over -SVR is not as large as that from feature selection+ -SVR over feature selection+simple ranking, possibly because -SVR also tunes the weight of each feature dimension and thus acts as a kind of feature selection.
Comparison with Level-Set Based Segmentation [6],[9]
One of the few methods for both cup and disc segmentation is the level-set method of [6] , which first identifies the pixels that belong to the cup region, then uses a convex hull method to generate an ellipse. In [9] , histogram based analysis of the color pixel intensity together with multiple method fusion are also employed to further improve cup detection accuracy. Table 1 compares our method to these two level-set approaches 1 . Compared with the more advanced approach [9] , our method is shown to significantly improve cup localization accuracy in both sets S A and S B , and m 1 and CDR error (i.e., δ) are reduced by 43.7% and 35.0%, respectively. We note that all methods obtain better performance on set S A , possibly because of the data distribution itself. Moreover, it is worth mentioning that the relative CDR error reduction in set S B is more significant when compared with that in set S A .
Detection Speed and Limitations
The experiments were carried on an eight-core 2.67GHz PC with 16GB RAM using the Matlab Parallel Computing Toolbox. In our approach, the extraction of the original feature takes about 6 minutes per image, while feature selection reduces the time cost by about 60%. The RBF based -SVR takes about 1 minute per image. The NMS takes about 0.2 minutes per image on average. The main time cost is for feature extraction, and the proposed sparsity based feature selection greatly accelerates the detection speed. In addition, from our observations the proposed method does not handle large cups as effectively, because NMS suppresses the rim of the cup.
Conclusion
We proposed a sliding window based learning framework with a newly developed feature for cup detection in glaucoma diagnosis. Tested on a large clinical dataset with three evaluation criteria, it achieves a 26.8% non-overlap ratio (m 1 ) with manually-labeled ground-truth, a 31.5% relative absolute area difference (m 2 ) and a 0.091 absolute CDR error (δ). In future work, we plan to elevate performance using new features or by introducing domain-specific knowledge on this problem.
