Let B be a Borel subset of R d and let p(t; x; y) be the transition densities of Brownian motion killed on leaving B. Fix x and y in B. If p(t; x; y) is positive for one t, it is positive for every value of t. Some related results are given.
Statement of results.
Let d 2, let B be a Borel subset of R d , and let p(t; x; y) denote the transition density of d-dimensional Brownian motion killed on exiting B. The purpose of this paper is to examine the question of when p(t; x; y) is positive and when it is 0. If B is an open set, this problem is easy, but we have in mind domains which are similar to the following. Let B(x; r) be the open ball of radius r centered at x and let B = B(0; 1) ? 1 i=1 B(x i ; r i ), where fx i g is dense in B(0; 1). In view of the fact that the set fx i g is dense, B has empty interior. However, if the r i are small enough and go to 0 fast enough, there will be in nitely many pairs (x; y) and t > 0 for which p(t; x; y) > 0 (cf. BB, Sect. 4]).
In order for the problem of when p(t; x; y) is positive to make sense, we need to de ne p(t; x; y) precisely. We let p(t; x; y) = (t; x; y) ? E x (t ? B ; X B ; y); B < t ;
(1:1) A key tool in our analysis is the eigenvalue expansion of p(t; x; y) when the Lebesgue measure of B is nite. In BB] it was proved that p(t; x; y) had an eigenvalue expansion P i e ? it ' i (x)' i (y), where the equality holds for almost every pair (x; y). Our rst result of this paper strengthens this equality to all pairs (x; y). De ne hf; gi = R B f(x)g(x) dx and P t f(x) = R p(t; x; y)f(y) dy: Set B 0 = fx 2 B : P x ( B > 0) = 1g: Theorem 1.1. Suppose B R d has nite Lebesgue measure and denotes the restriction of Lebesgue measure to B. There exist reals 0 < 1 2 < 1 and a collection of orthonormal functions ' i in L 2 (B) such that (i) the sequence f i g has no subsequential limit point other than 1; (ii) for each t 0 and every x 2 R d , we have P t ' i (x) = e ? it ' i (x);
(1:2) the convergence is absolute and the convergence is uniform over B; (iv) we have the expansion p(t; x; y) = 1 X i=1 e ? it ' i (x)' i (y); 8x; y 2 R d ;
(1:3) the convergence is absolute, and the convergence is uniform over B B; (v) if for some t > 0 we have p(t; x; y) > 0 for 2 -almost every pair (x; y), then 1 < 2 and ' 1 > 0, -almost everywhere; (vi) the ' i form a complete orthonormal system for L 2 (B 0 ).
Remark. In BB] it was incorrectly asserted that the f' i g were a complete orthonormal system for L 2 (B). Note that in the remaining results in this section we do not assume that B has nite Lebesgue measure. The most general result we have on positivity is the following. Theorem 1.2. Suppose x; y 2 B are xed. Then t 7 ! p(t; x; y), t 2 (0; 1), is either identically 0 or else everywhere strictly positive. In other words, if p(t; x; y) > 0 for some t, then p(t; x; y) > 0 for all t.
The example of two disjoint open balls shows that Theorem 1.5 below needs an assumption of \connectedness." Let T A be the hitting time of A by X t . Recall that a set A has positive capacity if and only if P x (T A < 1) > 0 for every x. Sets with positive Lebesgue measure have positive capacity.
For our purposes, the following assumption is su cient. Remarks. (a) It is clear that our proofs will work for many other symmetric Markov processes.
The key property is that the transition densities be bounded. or P t h = 0 a.e. Since ' i = ' i a.e., then e ? it h' i ; hi = e ? it h' i ; hi = hP t ' i ; hi = h' i ; P t hi = 0; which shows that h is orthogonal to all of the ' i . By the de nition of q and Q t ,
This implies that, Q t f(x) = X e ? it hf; ' i i' i (x):
(2:5) From (2.4) and (2.1) with t replaced by t=2, P t=2 f(y) = X hf; ' i ie ? it=2 ' i (y); a:e:
By the semigroup property and the fact that P t=2 has a kernel p(t=2; x; y), P t f(x) = P t=2 (P t=2 f)(x) = X hf; ' i ie ? it=2 P t=2 ' i (x) = X e ? it hf; ' i i' i (x):
for all f 2 L 2 (B) and all x. This implies p(t; x; ) = q(t; x; ); a:e: (2:7)
Therefore q is a transition density for Brownian motion. Using (2.4), for all x and y, q(t; x; y) = Z q(t=2; x; z)q(t=2; y; z) dz = Z p(t=2; x; z)p(t=2; y; z) dz = p(t; x; y):
From the de nition of ' i (x) we obtain ' i (x) = e it P t ' i (x) = e it P t ' i (x); which proves (ii). Proof. Let U f(x) = R 1 0 e ? t P t f(x) dt. Applying the eigenvalue expansion,
is the di erence of two -excessive functions. Next use the fact B, Sect. II.6] that a -excessive function composed with a Brownian motion yields a process with continuous paths, so ' i (X t ) is continuous, a.s. Our result follows from the fact that the convergence in the eigenvalue expansion is absolute and uniform.
Recall that the ne topology is the smallest topology with respect to which allexcessive functions are continuous. By the proof of Lemma 2.2, the ' i are nely continuous. Hence by the uniform convergence we have Corollary 2.3. p(t; x; y) is jointly nely continuous in x and y. Lemma 2.4. Suppose (B) < 1. Suppose p(T; x; y) > 0. There exists s 0 depending on T, x, and y such that if s s 0 and A = fz : p(T; z; y) > =2g, then P x (X s 2 A) > 3=4. Proof. Notice that > 0, P x -a.s., because p(T; x; y) > 0. Let M t = p(T; X t ; y). Since M 0 a.s.-P x and M t is continuous by Lemma 2.2, there exists s 0 such that
Our result is immediate from this.
Proof of Theorem 1.2. Suppose rst that (B) < 1 and that p(T; x; y) > 0. Let t 2 (0; 1) be xed. By Theorem 1.1 (iv), P e ? it j' i (x)' i (y)j < 1, for all t > 0. This, the assumption that p(T; x; y) > 0 and Lemma 2.1 applied with c i = ' i (x)' i (y) imply that there exists t 1 2 (0; t) with p(t 1 ; x; y) > 0. It is easy to see from (1.1) that the transition densities p n (t; x; y) for Brownian motion killed on exiting B n increase to p(t; x; y). So if p(t; x; y) > 0 for some t, then p n (t; x; y) > 0 for some n. If s is a positive real, the argument of the above paragraphs shows that p n (s; x; y) > 0. Since p(s; x; y) p n (s; x; y), the theorem follows.
We prove the remaining assertions of Section 1 in this order: Theorem 1.5, Proposition 1.7, Theorem 1.6, Proposition 1.4.
Proof of Theorem 1.5. If x or y is regular for B c , then p(t; x; y) = 0 by B, Sect. II.4].
Next suppose x; y 2 B 0 and Hypothesis 1.3 holds. Since P x ( B 0 > 0) > 0, Fubini's theorem implies that p(t; x; z) > 0 for some z 2 B 0 and t > 0. Fix some z and t with these properties. For a 2 (0; 1) let V a be the set of v 2 B 0 such that p(t; x; v) > a p(t; x; z). By Corollary 2.3, the set V a is a ne neighborhood of z for every a 2 (0; 1). It follows that P z ( V 1=2 > 0) = 1. Therefore V 1=2 is a non-polar set, and so by Hypothesis 1.3, P y (T V 1=2 < B 0 ) > 0. Let S be the rst exit time from V 1=4 after time T V 1=2 . Using Corollary 2.3 again we obtain P y (T V 1=2 < S < B 0 ) > 0. This shows that the process starting from y spends a By the Krein-Rutman theorem, the rst eigenfunction of U , which is ' 1 , is positive a.e. on B 0 . Also the rst eigenvalue, namely ( + 1 ) ?1 , has multiplicity one, which implies 1 < 2 .
Since ' 1 > 0 a.e. on B 0 , then ' 1 (z) = e 1 P ' 1 (z) = e 1 Z B p( ; z; w)' 1 (w) dw > 0:
Proof of Theorem 1.6. We de ne an equivalence relation on the set B 0 by saying that x and y are in the same equivalence class if and only if for every set A B 0 we have either (a) P x (T A < B 0 ) > 0 and P y (T A < B 0 ) > 0; or (b) P x (T A < B 0 ) = 0 and P y (T A < B 0 ) = 0. Fix some x and let B 1 be the equivalence class of x. First we show that B 1 has positive Lebesgue measure. Since x 2 B 0 , we have P x ( B > 0) = 1. Find s > 0 small such that P x ( B > s) > 0. Then, by Fubini's theorem, there exist t 2 (0; s) and a set C B 0 which has positive Lebesgue measure such that p(t; x; y) > 0 for all y 2 C. We will show that C B 1 . Let A B 0 be such that P x (T A < B 0 ) > 0. Then we must have R V P v (T A < B 0 ) dv > 0 for every ne neighborhood V of x. Suppose that y 2 C. Since p(t; ; ) is jointly nely continuous, we have p(t; v; y) > p(t; x; y)=2 for all v in some ne neighborhood V of x. Then 
