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Abstract
Solving a Radon-Kaczmarz puzzle involves filling a square grid with
positive integers, each between one and nine, satisfying certain clues com-
ing from the sum of entries that lie on the same line in the square grid.
Given a set of slopes (of a particular order) that define clues of Radon-
Kaczmarz puzzles, we give an upper bound of the size such that any
solvable Radon-Kaczmarz puzzle whose size is less than or equal to that
is uniquely solvable.
1 Introduction
A 3 × 3 Radon-Kaczmarz puzzle (or RK puzzle), such as the one in Figure 1,
involves filling in an empty 3×3 square grid with positive integers, each between
one and nine, so that the sum of each row, column, and diagonal is equal to its
own aggregate given in the four grids of Figure 1.
Exploration 1. How many solution(s) can you find for the RK puzzle described
in Figure 1 and how do you know there are not any more?
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Figure 1: Example of a 3× 3 Puzzle
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We say that the clues in the first (resp. second, third and fourth) grid of
Figure 1 are given by lines of slope 0 (resp. ∞, −1 and 1) because each aggregate
is obtained by summing the grid entries whose centers lie on a line of slope 0
(resp. ∞, −1 and 1). It is not hard to check that every solvable 3×3 RK puzzle
has a unique solution given clues coming from 0,∞,−1 and 1.
Exploration 2. How many solution(s) can you find for the RK puzzle described
in Figure 2?
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Figure 2: Example of a 4× 4 RK puzzle
If we add another set of clues coming from lines of slope −1/2 in Figure 3,
the solution of the 4 × 4 RK puzzle defined by the clues in Figure 2 (together
with the clues in Figure 3 is unique. In fact, one can check that every solvable
4× 4 RK puzzle has a unique solution if we have all the clues coming from lines
of slope 0, ∞, −1, 1 and −1/2.
5
2
6
7
7
9
10
11 3 2
Figure 3: Additional Clues of Slope −1/2 for the 4× 4 RK puzzle
This leads us to ask the following question: given a solvable RK puzzle of
any size, what is the relationship between the size and the clue slopes of the
puzzle so that the puzzle is uniquely solvable? For the sake of generality, we
will work with RK puzzles whose clues and solutions are real numbers in this
paper.
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Theorem 1. For every positive integer n, given any solvable n× n RK puzzle
with clues coming from the set
{0,∞,±1,±2,±
1
2
, . . . ,±q,±
1
q
}.
If n ≤ q2 + 3q − 1, then the RK puzzle has a unique solution.
Theorem 1 is clearly true when q = 1. See Theorem 3 Part (4) for the proof
of Theorem 1 when q ≥ 2.
The authors would like to thank Julian Fleron for creating and introducing
the RK puzzle to them in [1]. Interested readers are encouraged to work out
the task sequence in [1, Chapter 3.2]. Furthermore, Fleron wrote a paper [2]
that explains the connections between solving RK puzzles and CAT scan, and
an integer linear programming approach to solve RK puzzles.
2 Basic Terminology and Facts
In this section, we give a formal definition of an n ×m RK puzzle and prove
several basic facts about the uniqueness of its solution.
For every positive integer n, let In = {1, 2, . . . , n}. For every pair of positive
integers (n,m) ∈ Z2>0, let In,m := In × Im ⊂ R
2 be a lattice of points with
integral coordinates on the Cartesian plane with the natural embedding. Let
Bn,m := ({1, n}×Im)∪(In×{1,m}) be the border of In,m. For each s ∈ Q∪{∞},
let Ls be the set of all lines ℓ in R
2 of slope s such that ℓ ∩ In,m 6= ∅. For each
ℓ ∈ Ls, we construct a linear clue polynomial with respect to In,m of nm
variables:
Pℓ,s(X) =
n∑
i=1
m∑
j=1
ai,jXi,j
where
ai,j =
{
1 if (i, j) ∈ ℓ ∩ In,m,
0 otherwise.
Definition 1. Let T be a finite subset of Q ∪ {∞}. An n ×m RK puzzle of
the slope set T is a pair M = (In,m,CT ) where CT = ∪t∈TC∗t is called the set of
clues of M and C∗t consists of all the equations of the type Pℓ,t(X) = cℓ,t where
ℓ ∈ Lt and cℓ,t ∈ R.
Clearly, the set of clues CT of any RK puzzle form a system of linear equa-
tions. A solution of an RK puzzle is a solution of the system of linear equations
defined by CT . Note that here we allow the constant term of each clue to be
any real number instead of just positive integers, and the solution of RK puzzle
to be any real numbers instead of just positive integers between one and nine.
We now study the symmetries of the uniqueness of solutions of RK puzzles.
This will allow us to focus our study on particular areas of the puzzles and then
apply those results elsewhere.
3
Proposition 1. Let M = (In,m,CT ) be a solvable n×m RK puzzle. If the (i, j)-
entry of the RK puzzle is uniquely solvable, then the (n− i+1,m− j+1)-entry
is also uniquely solvable.
Proof: We construct an RK puzzle M ′ such that if f : {Xi,j}(i,j)∈In,m → R
is a solution of M , then the composition of
µ : {Xi,j}(i,j)∈In,m → {Xi,j}(i,j)∈In,m
Xi,j 7→ Xn−i+1,m−j+1
and f is a solution of M ′.
Let Pℓ,p/q(X) be a clue polynomial in CT with ℓ : px − qy + b = 0, then
Pℓ,p/q(µ(X)) = Pℓ′,p/q(X) where ℓ
′ : px − qy − p(n + 1) + q(m + 1) + b = 0
is another clue polynomial of CT . For each clue Pℓ,p/q(X) = cℓ,p/q in CT ,
we define a clue Pℓ,p/q(µ(X)) = cℓ,p/q in C
′
T of M
′. The systems of linear
equations of CT and C
′
T have the same coefficient matrix (up to a reordering of
clue polynomials) but different augmented matrices. As the uniqueness of the
solution of systems of linear equations only depends on the coefficient matrix,
we know that if the (i, j)-entry of M is uniquely solvable, then the (i, j)-entry
of M ′ is also uniquely solvable. But the solution of the (i, j)-entry of M ′ is
the solution of the (n − i + 1,m − j + 1)-entry of M , so the solution of the
(n− i+ 1,m− j + 1)-entry of M is unique. QED
Proposition 2. Let M = (In,m,CT ) be a solvable n×m RK puzzle with slope
set T such that if t ∈ T then −t ∈ T . If the (i, j)-entry of the RK puzzle is
uniquely solvable, then the (n − i + 1, j)-entry and the (i,m − j + 1)-entry are
also uniquely solvable.
Proof: The fact that the (n − i + 1, j)-entry is uniquely solvable can be
proved using the same argument as Proposition 1 by letting
µ : {Xi,j}(i,j)∈In,m → {Xi,j}(i,j)∈In,m
Xi,j 7→ Xn−i+1,j
By Proposition 1, we know the (i,m− j + 1)-entry is also uniquely solvable as
well. QED
Proposition 3. Let M = (In,n,CT ) be a solvable n × n RK puzzle with slope
set T such that if t ∈ T then 1/t ∈ T . If the (i, j)-entry of the RK puzzle is
uniquely solvable, then the (j, i)-entry and the (n − j + 1, n − i + 1)-entry are
uniquely solvable.
Proof: The fact that the (j, i)-entry is uniquely solvable can be proved
using the same argument as Proposition 1 by letting
µ : {Xi,j}i,j∈In → {Xi,j}i,j∈In
Xi,j 7→ Xj,i
By Proposition 1, we know that the (n − j + 1, n − i + 1)-entry is uniquely
solvable as well. QED
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3 Invariants
Let S := Z ∪ (1/Z) ⊂ Q ∪ {∞} where 1/0 :=∞. We define the following order
≺ on S:
0 ≺ ∞ ≺ −1 ≺ 1 ≺ −
1
2
≺ −2 ≺
1
2
≺ 2 ≺ −
1
3
≺ −3 ≺
1
3
≺ 3 ≺ · · · .
For the next two sections, the set of slopes T , which defines the clue set CT ,
will always be a subset of S (instead of Q ∪ {∞}) that contains all slopes from
0 to s (according to the order ≺) for some s ∈ S. In this case, we denote CT by
Cs for brevity. Let RK
s
n,m be the family of all solvable RK puzzles of the type
M = (In,m,Cs).
Definition 2. We define the following five invariants of RK puzzles in RKsn,m.
1. Let kn,m (resp. bn,m) be the smallest element in S (with respect to the
order ≺) such that every RK puzzle (resp. the border of every RK puzzle)
in RKkn,mn,m (resp. RK
bn,m
n,m ) has a unique solution.
2. Let rn,m (resp. cn,m) be the smallest element in S (with respect to the
order ≺) such that either the first or the last row (resp. column) of every
RK puzzle in RKrn,mn,m (resp. RK
cn,m
n,m ) has a unique solution. Let sn,m :=
min{rn,m, cn,m}.
Remark 1. By Proposition 1, we can change “either . . . or” in Definition 2
(2) to “both . . . and”. Hence bn,m = max{rn,m, cn,m}.
Proposition 4. For every positive integers n and m, we have
(1) rn,m  rn+1,m and rn,m  rn,m+1.
(2) cn,m  cn+1,m and cn,m  cn,m+1.
(3) sn,m  sn+1,m and sn,m  sn,m+1.
Proof: We first prove rn,m  rn+1,m in (1). Let M = (In,m,Crn+1,m) be
in RKrn+1,mn,m . We want to show that either the top row or the bottom row of M
has a unique solution.
We construct an (n+1)×m RK puzzle M ′ = (In+1,m,C′rn+1,m). The lattice
In+1,m has an additional column on the right compared to In,m. Let P
′ be a
clue polynomial with respect to In+1,m and let c
′
P ′ be the number of variables of
the type Xn+1,i in P
′. By letting all the variables Xn+1,i = 0 for all i in P
′, we
get a clue polynomial P with respect to In,m. Let P = cP be the corresponding
clue in Crn+1,m . The clue set C
′
rn+1,m consists of clues of the type P
′ = cP + c
′
P ′
where P ′ varies among all clue polynomials with respect to In+1,m. A solution
of M together with all 1’s in the rightmost column gives a solution of M ′. By
definition of rn+1,m, we know that either the top or the bottom row of M
′ is
uniquely solvable and hence the same is true for M . Thus rn,m  rn+1,m. In a
similar way, we can prove that rn,m  rn,m+1 in (1) and the two inequalities in
(2). (3) is direct consequence of (1) and (2) by definition. QED
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Theorem 2. We have sn,m = kn,m.
Proof: It is clear from the definition that sn,m  kn,m so it remains to
prove that kn,m  sn,m.
Let M = (In,m,Csn,m) be in RK
sn,m
n,m . By definition of sn,m and Remark 1,
either the first and last rows of M are uniquely solvable, or the first and last
columns of M are uniquely solvable. We discuss the two cases separately.
1. Suppose the first and last rows of M is solvable. By plugging in the
solutions of the first row and last row of M into the clues in Csn,m , we get
a new clue set C′sn,m for an n× (m− 2) RK puzzle M
′ = (In,m−2,C
′
sn,m).
2. Suppose the first and last columns of M is solvable. In a similar way as
(1), we get an (n− 2)×m RK puzzle M ′′ = (In−2,m,C
′′
sn,m).
As sn,m−2  sn,m and sn−2,m  sn,m, we know that M is uniquely solvable by
induction. QED
Corollary 1. For every positive integers n and m, we have rn,m = cn,m =
kn,m = bn,m = sn,m.
4 Proof of Main Theorem
In this section, we will only work with n× n RK puzzles. To ease notation let
RKsn := RK
s
n,n and kn := kn,n.
For any finite sequence ω = (w1, w2, . . . , wm) of integers and any integers
1 ≤ i ≤ j ≤ m, let ω(i, j) :=
∑j
k=i wk.
Lemma 1. Let M = (In,n,CT ) be an n×n RK puzzle. Let ω = (w1, w2, . . . , wm)
be a sequence of non-negative integers such that ω(1,m) ≤ n and all entries in
Jω =
⋃m
i=1 Iω(i,m),i are uniquely solvable. For any 1 ≤ j ≤ m+1, if there exists
a clue slope −1/q ∈ T such that
tq ≥ ω(j, j + t− 1) + 1, for 1 ≤ t ≤ m− j + 1 (*)
and
tq + 1 ≤ ω(j − t, j − 1), for 1 ≤ t ≤ j − 1, (**)
then the entry (ω(j,m) + 1, j) is uniquely solvable.
Proof: Let Pℓ,−1/q(X) = c be a clue such that (ω(j,m) + 1, j) ∈ ℓ ∩ In,n.
Other points on ℓ ∩ In,n are of the form (ω(j,m) + 1 − hq, j + h) for some
h ∈ Z−{0}. If h > 0, then ω(j,m)+1−hq = ω(j, j+h−1)+1−hq+ω(j+h,m)≤
ω(j+ h,m) by (*). If h < 0, then ω(j,m)+ 1− hq ≤ ω(j,m)+ω(j+ h, j− 1) ≤
ω(j + h,m) by (**). Hence (ω(j,m) + 1 − hq, j + h) ∈ Jω for h ∈ Z − {0}.
All points in ℓ ∩ In,n are in Jω . Therefore the entry (ω(j,m) + 1, j) is uniquely
solvable as well by using the clue Pℓ,−1/q(X) = c. QED
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Corollary 2. Let M = (In,n,CT ) be an n × n RK puzzle. Suppose that there
exists a sequence of non-negative integers ω = (w1, w2, . . . , wm) with ω(1,m) ≤
n such that
1. there exists a positive integerm0 ≤ m so that the sequence (w1, w2, . . . , wm0)
is monotonic non-increasing and {wm0+1, . . . , wm} ⊂ {0, 1};
2. all entries in Jω =
⋃m
i=1 Iω(i,m),i are uniquely solvable.
For any 1 ≤ j ≤ m0 + 1, if there exists a clue slope −1/q ∈ T such that
wj + 1 ≤ q ≤ wj−1 − 1, then the entry (ω(j,m) + 1, j) is uniquely solvable.
Proof: This is an easy corollary of Lemma 1 and the proof is left to the
reader. QED
Lemma 2. For any positive integer q ≥ 2, let m(q) := q + (q − 1)(q + 2)/2.
For every solvable n × n RK puzzle M = (In,n,C−q), all entries in the set
Jωq :=
⋃m(q)
i=1 Iωq(i,m(q)),i are uniquely solvable where ωq = (w
q
1 , . . . , w
q
m(q)) is
defined as follows:
wqi =


q + 1− i if 1 ≤ i ≤ q,
1 if i = q + (j − 1)(j + 2)/2 ∀ 2 ≤ j ≤ q,
0 otherwise.
Proof: When q = 2, ω2 = (2, 1, 0, 1). It is easy to see that entries in Jω2
are uniquely solvable by using clue slopes −1, −1/2 and −2.
Suppose that all entries in Jωq−1 are uniquely solvable. For any 1 ≤ t ≤ q
and 1 ≤ s ≤ q + 1− t, we define ω
(t,s)
q−1 = (w
(t,s)
1 , . . . , w
(t,s)
m(q−1)) where
w
(t,s)
i =


q − i if 1 ≤ i ≤ q + 1− t and i 6= s,
q + 1− i if q + 1− t < i < q + 1, or i = s,
1 if i = (q − 1) + (j − 1)(j + 2)/2 ∀ 2 ≤ j ≤ q − 1,
0 otherwise.
We put the lexicographic order on {ω
(t,s)
q−1 | 1 ≤ t ≤ q, 1 ≤ s ≤ q+1−t} and prove
that J
ω
(t,s)
q−1
is uniquely solvable by induction. We know that J
ω
(1,1)
q−1
is solvable by
the fact that Jωq−1 is solvable and Corollary 2 because w
q−1
1 +1 = q−1+1 ≤ q.
Suppose that entries in J
ω
(t,s)
q−1
are uniquely solvable, there are two possibilities:
1. If s < q + 1 − t, then we want to show that J
ω
(t,s+1)
q−1
is uniquely solvable.
As w
(t,s)
s+1 +1 ≤ q−s ≤ w
(t,s)
s −1, the entry (ω
(t,s)
q−1 (s+1,m(q−1))+1, s+1)
is uniquely solvable by Corollary 2. Thus J
ω
(t,s+1)
q−1
is uniquely solvable.
2. If s = q + 1 − t, then we want to show that J
ω
(t+1,1)
q−1
is uniquely solvable.
As w
(t,q+1−t)
1 +1 ≤ q, the entry (ω
(t,q+1−t)
q−1 (1,m(q− 1))+1, 1) is uniquely
solvable by Corollary 2. Thus J
ω
(t+1,1)
q−1
is uniquely solvable.
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Apply Proposition 3 to J
ω
(q,1)
q−1
, we get that entries in J
ω
(q+1,1)
q−1
are uniquely
solvable where ω
(q+1,1)
q−1 = (w
(q+1,1)
1 , . . . , w
(q+1,1)
(q−1)+(q−1)(q+2)/2) is defined by:
w
(q+1,1)
i =


q + 1− i if 1 ≤ i ≤ q − 1,
1 if i = (q − 1) + (j − 1)(j + 2)/2 ∀ 2 ≤ j ≤ q,
0 otherwise.
For 1 ≤ s ≤ q, define ω
(q+2,s)
q−1 = (w
(q+2,s)
1 , . . . , w
(q+2,s)
(q−1)+(q−1)(q+2)/2) where
w
(q+2,s)
i =


q + 1− i if 1 ≤ i ≤ q, and i 6= q − s
q − i if i = q − s,
1 if i = (q − 1) + (j − 1)(j + 2)/2 ∀ 2 ≤ j ≤ q,
0 otherwise.
By induction on s and Corollary 2 using clue slope −1/s, we get that entries
in J
ω
(q+2,s)
q−1
are uniquely solvable. Apply Proposition 3 to J
ω
(q+2,q)
q−1
, we get that
entries in Jωq are uniquely solvable. QED
Theorem 3. Let n ≥ 1 and q ≥ 2 be positive integers.
(1) Every RK puzzle in RK
−
1
q
n has a unique solution if n ≤ q2 + 2q − 3, or
equivalently, kq2+2q−3  −
1
q .
(2) Every RK puzzle in RK−qn has a unique solution if n ≤ q
2 + 2q − 2, or
equivalently, kq2+2q−2  −q.
(3) Every RK puzzle in RK
1
q
n has a unique solution if n ≤ q2 + 3q − 2, or
equivalently, kq2+3q−2 
1
q .
(4) Every RK puzzle in RKqn has a unique solution if n ≤ q
2 + 3q − 1 or
equivalently, kq2+3q−1  q.
Proof: We first prove (4). Given a solvable (q2+3q−1)× (q2+3q−1) RK
puzzle M of clue set Cq. Let ωq be the sequence defined in Lemma 2, we know
that Jωq is solvable. Hence the first q+
(q−1)(q+2)
2 entries on the first row of M
are uniquely solvable. By Proposition 2 and the clue that gives the sum of the
first row, we know that all the 2(q+ (q−1)(q)2 )+1 = q
2+3q−1 entries on the first
row of M are uniquely solvable. By Corollary 1, we know that kq2+3q−1  q.
The proof of (2) is similar to the proof of (4) except that we can only use
Proposition 2 for Jωq−1 and not for Jωq because we do not have clue slopes 1/q
and q available. Hence the number of uniquely solvable entries on the first row
is equal to
q2 + 3q − 2
2
+
(q − 1)2 + 3(q − 1)− 2
2
+ 1 = q2 + 2q − 2.
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By Corollary 1, we know that kq2+2q−2  −q.
Now we prove (1). Since the clue slopes are available up to −1/q, in the proof
of Lemma 2, we cannot apply Proposition 3 to show that the entries in J
ω
(t,s)
q−1
for t ≥ q + 1 are uniquely solvable. The number of entries that are uniquely
solvable on the first row of the bottom left corner is equal to the number of
entries in the first row of J
ω
(q,1)
q−1
, which is q − 2 + q(q + 1)/2. We can apply
Proposition 2 to Jωq−1 and the clue that gives the sum of the first row, we get
that the number of uniquely solvable entries on the first row is equal to
q − 2 +
q(q + 1)
2
+
(q − 1)2 + 3(q − 1)− 2
2
+ 1 = q2 + 2q − 3.
By Corollary 1, we know that kq2+2q−3  −1/q.
The proof of (3) is similar to the proof of (1). The total number of uniquely
solvable entries on the first row is equal to
q2 + 3q − 2
2
+ q − 2 +
q(q + 1)
2
+ 1 = q3 + 3q − 2.
By Corollary 1, we know that kq2+3q−2  1/q. QED
5 Optimality and Questions
We do not know whether the upper bound provided in Theorem 3 is optimal or
not but some computations (see the following table for the case of n ≤ 20) have
suggested that it is the case.
n Slopes needed n Slopes needed
1 0 11 0, ∞, ±1, ±1/2, ±2, −1/3
2 0, ∞, −1 12 0, ∞, ±1, ±1/2, ±2, −1/3
3 0, ∞, ±1 13 0, ∞, ±1, ±1/2, ±2, −1/3, −3
4 0, ∞, ±1, −1/2 14 0, ∞, ±1, ±1/2, ±2, ±1/3, −3
5 0, ∞, ±1, −1/2 15 0, ∞, ±1, ±1/2, ±2, ±1/3, −3
6 0, ∞, ±1, −1/2, −2 16 0, ∞, ±1, ±1/2, ±2, ±1/3, −3
7 0, ∞, ±1, ±1/2, −2 17 0, ∞, ±1, ±1/2, ±2, ±1/3, ±3
8 0, ∞, ±1, ±1/2, −2 18 0, ∞, ±1, ±1/2, ±2, ±1/3, ±3, −1/4
9 0, ∞, ±1, ±1/2, ±2 19 0, ∞, ±1, ±1/2, ±2, ±1/3, ±3, −1/4
10 0, ∞, ±1, ±1/2, ±2, −1/3 20 0, ∞, ±1, ±1/2, ±2, ±1/3, ±3, −1/4
Further generalization can be studied if we allow clues defined by slopes
of any rational numbers (instead of just coming from S). Also what are the
optimal upper bound for the clue slopes for non-square RK puzzles?
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