Abstract-Future microcellular systems will require distributed network control. A packet-switched network is particularly suitable for this requirement. Moreover, packet switching naturally accommodates speech activity detection to improve Vation-ALOHA protocol for packet speech transmission from wireless terminals to a base station. Because PRMA is a statistical multiplexer, the channel becomes congested when to0 many terminals are active. Voice packets require prompt delivery, and therefore PRMA responds to congestion by dropping packets ooint analvsis is used to evaluate system behavior. We derive the A * System Goodman et al. proposed packet reservation multiple access (PRMA) for packet voice terminals in cellular systems nals Since conversational speech produces multipacket messages during talkspurts. The present paper presents an analysis of PRMA, a modification of R-ALOHA for indoor microcellular applications. This particular application implies that cation implies that delayed Packets are dropped. These modicapacity. Packet reservation multiple access (PRMA) is a Reser14i. A reservation protocol is appropriate for speech termidelayed beyond a specified time limit. In this paper, equilibrium the are The speech appliprobability of packet dropping given the number of simultaneous conversations. We also establish conditions for system stability and efficiency. Numerical calculations based on the theory show close agreement with computer simulations. They also provide valuable guides to system design. For a particular example we find that speech activity detection permits 37 speech terminals to share a PRMA channel with 20 slots per frame, with a packet dropping probability of less than 1%.
I. INTRODUCTION
HE Reservation ALOHA (R-ALOHA) protocol was first T proposed by Crowther et al. in 1973 [l] . Terminals contend for channel access as in slotted ALOHA and, if successful, get a reservation to transmit packets using time division. The outcome of the contention for the channel is provided by the feedback from the central receiver. The slot reservations make the protocol appropriate for statistical multiplexing of sources that generate multipacket messages.
Lam [2] did a performance analysis for R-ALOHA under the assumption that a successful transmission in an unreserved time slot occurs with a constant probability. This simplifying assumption is useful to obtain first results, but misses phenomena such as the multiple equilibrium characteristics of the protocol. Tasaka [3] , [15] studied R-ALOHA using equilibrium point analysis. The main results include throughput and delay plots as a function of offered traffic. The dynamic behavior of the protocol was studied and it was shown that under high traffic, the system has multiple equilibrium points.
fications are outlined in the following two paragraphs.
The input to each voice terminal follows a pattern of talkspurts and silent gaps. The terminal begins contending and transmitting speech packets as soon as the first packet is generated. Therefore, the number of packets in one multipacket message (talkspurt) is variable and unknown at the beginning of the talkspurt. Since speech packets require low delay, the terminal contains a finite FIFO packet buffer. During a talkspurt, a new speech packet arrives at the terminal buffer in every frame; if the buffer is full, the oldest packet is dropped. Thus the maximum speech packet delay is fixed and congestion leads to increase in the packet dropping. The speech quality gradually degrades with increased packet dropping. The system performance measure of interest is therefore the packet dropping probability.
Future microcellular systems will require distributed network architecture and control [6] , [7] , to manage the large number of intercell handovers associated with the mobility of wireless terminals. It has been suggested [6] , that packet networks with autonomous routing and mobile initiated handovers is the appropriate architecture for microcellular networks. In each microcell, the wireless terminals communicate with a central base station transmitting packetized voice; thus the network has a star topology. PRMA, described in the next section, is a random access protocol that requires little central control. The main function of the central base station is to broadcast binary feedback at the end of each slot. Since the protocol is designed for an indoor or short range microcell, the transmission delays are negligible and the feedback is assumed to be available instantaneously (prior to the next slot).
B . Summary of Results
The PRMA protocol multiplexes packetized voice and low bit rate data from spatially dispersed wireless terminals. In this paper, we discuss the voice-only system. In Section I1 and 111, we describe the protocol in detail. In Section IV, we develop the model and present an equilibrium point analysis 0018-9545/91$01.00 0 1 9 9 1 IEEE Authorized licensed use limited to: Stanford University. Downloaded on January 13, 2010 at 18:58 from IEEE Xplore. Restrictions apply.
of the system. We show that some system configurations lead to multiple (three) equilibrium points, only two of which are stable. We show that one of these two stable equilibrium points is congested. in Section IV-D, we derive an estimated state probability distribution.
The system performance measures, throughput and packet dropping probability, are derived in Section V and Appendix 11. This prepares the path for a thorough performance study of the PRMA system. We establish the accuracy of the analytical calculations by comparing the derived packet dropping probabilities with the simulation results in Figs. 7-10. In Fig. 6 the bimodal probability distribution function obtained from simulations provides evidence of the two stable equilibrium points predicted by analysis.
From Fig. 11 , we conclude that the slow speech detector, which detects only pauses in speech, performs almost as well as the fast detector, which detects, in addition to pauses, intersyllabic gaps. The gains of the fast speech detector are mostly offset by increased contention. Although the fast detector marginally outperforms the slow detector for packet sizes of 8-16 ms, the slow detector has a robust performance over a larger range of packet sizes. Moreover, we can expect the slow detector, with less contention, to perform better in the presence of channel errors.
In Figs. 12 and 13, we show how PRMA performance improves as the number of equivalent time division multiple access (TDMA) channels, or the speech delay limit, increases. We discover that most of the speech activity gain is achieved with just 23 TDMA channels, and that a delay limit of 32 ms, corresponding to a two packet buffer, is sufficient.
DESCRIPTION OF PRMA

A . A Protocol for Packet Speech
With the protocol designed for multiple access in a single cell, the network has a star topology with the base station as the central node. In [4] PRMA is proposed as a multiplexer for speech terminals and random data packets. In this paper, we concentrate on the voice-only system. Spatially dispersed voice terminals transmit fixed length packets in time slots, to the base station. Slot timing is derived from the base station feedback timing.
After each time slot, the base broadcasts to all terminals a short feedback packet based on the information it received in that slot. If the base is able to decode the header of an arriving packet, the feedback packet identifies the terminal that sent the packet to the base.
If the base is unable to decode the header of an arriving packet, the base broadcasts a "null" feedback packet to indicate this result. The base need not indicate why it is unable to decode an arriving header. Possible reasons are: no packet transmitted (idle); more than one packet transmitted (collision); one packet transmitted but impaired by adverse channel conditions (packet errors). To simplify the problem, we well consider error-free channels in this paper. A simulation study with channel impairments has been presented elsewhere [8].
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B. Channel Access and Permission
The PRMA channel is slotted, and the slots are grouped together into frames. The frame rate is identical to the arrival rate of speech packets (see Section 111-B). The slot period is the transmission time of a speech packet. The terminals classify each slot as either "reserved" or "available" according to the feedback message received from the base at the end of the slot. in the following frame, a reserved slot can be used only by the terminal that reserved the slot. An available slot can be used by any terminal, not holding a reservation, that has information to transmit to the base.
When a multipacket speech burst begins, the terminal contends for the next available time slot. Upon successful reception of the first packet of the burst, the base station grants the terminal a reservation for exclusive use of the same time slot in subsequent frames. At the end of the burst, the terminal stops transmitting. Its idle reserved time slot causes the base to broadcast a null feedback message as an indication to all terminals that the slot is once again available.
If two terminals simultaneously transmit a packet in an available slot, a collision occurs. The base station fails to detect either packet and both terminals have to retransmit the packets. In practice, when colliding packets arrive at the base with substantially different signal levels, the base may be able to detect the packet with the strongest signal. This is referred to as packet capture. Although capture would improve PRMA performance [4], we ignore its effects in our analysis and assume that all colliding packets require retransmission.
As in R-ALOHA, a contending terminal transmits a packet in an available slot if it has "permission" to transmit. Permission occurs at each terminal with a fixed probability, as determined by a pseudo-random number generator. (Permissions at different terminals occur independently .) The terminal attempts to transmit the initial packet of a burst until the base station acknowledges successful reception of the packet, or until the terminal discards the packet because it has been delayed too long. The maximum packet holding time, Om,, s, is determined by delay constraints on speech communication. Dmax is a design parameter of the PRMA system. If a terminal drops the first packet of a burst, it continues to contend for a reservation to send subsequent packets. It drops additional packets as their holding times exceed the delay constraint.
Since PRMA is a statistical multiplexer, when traffic builds up, packet collisions increase and terminals encounter delays in gaining access to the channel. Data sources absorb these delays as performance penalties. Conversations require prompt information delivery and speech terminals discard delayed packets. This packet loss impairs the quality of received speech. A key measure of PRMA performance is the number of speech terminals that can share a channel with a given tolerance level of packet dropping probability. In our work we consider a packet dropping probability Pdrop = 0.01 to be the limit. There is evidence that with short packets (10-20 ms of speech), speech distortion due to a 1 % packet dropping is barely audible [9] .
SYSTEM VARIABLES
In this section we present a model of speech activity and we define system variables that determine PRMA performance.
A . Speech Model
A speech source creates a pattern of talkspurts and gaps, as classified by a speech activity detector. There are principal spurts and gaps related to the talking, pausing, and listening patterns of a conversation. There are also "minispurts" and "minigaps" due to the short silent intervals that punctuate continuous speech. Our analysis captures the effects of two different speech activity detectors. The "slow" speech activity detector responds only to the principal talkspurts and gaps. The more sensitive, "fast," speech activity detector also responds to the minispurts and minigaps. The model of the slow speech activity detector is similar to the behavior of the detector designed for the original Time Assignment Speech Interpolation (TASI) system devised to improve the efficiency of undersea transmissions [lo] . The model of the fast detector is based on the behavior of the speech detector used in an experimental wide-band packet communications system [ 111.
The slow speech activity detector is modeled as a two-state Markov process ( Fig.-l(a) ). The probability that a talkspurt with mean duration t , s ends in a time slot of duration 7 s is y = 1 -e x p ( -r / f , ) .
(1) This is the probability of a transition from the talking state, TLK, to the silent state, SIL. Correspondingly, the probability that a silent gap, of mean duration t, s, ends during a r s time slot is U = 1 -exp ( -r / t , ) .
( 2 )
In the fast speech activity detector, Fig. l(b) , we have three states: talking (TLK), principal silent gap (SIL,), and minisilent gap (SIL,). The probability of a transition from SIL, to TLK during any time slot is U as in (2). Minisilences have mean duration t4 s, and the probability of a transition from SIL, to TLK is U,= 1 -e x p ( -7 / t 4 ) .
(3) At the end of a minitalkspurt (mean duration t , s) there is a transition from TLK to SIL, provided this spurt is not the final one in a principal talkspurt. The probability that a minispurt ends in any time slot is y , = 1 -exp ( -7 / t , ) .
The mean number of minitalkspurts in each principal talkspurt is the ratio t , / ( t , + t,). Therefore,
is the probability that any minitalkspurt is the final one in its principal talkspurt. Thus the probability of a transition from TLK to SIL, is (1 -a)y, and the probability of a transition from TLK to SIL, is ay,.
The expected spurt and gap durations are properties of the speech activity detector. With t, = 0 (no minigaps detected), and t , = t , (no distinction between minispurts and principal spurts), a = 1, and the slow detector becomes a special case of the fast detector.
B. PRMA Packets
PRMA communicates packets of fixed length. Each packet is composed of user information (speech, data, or control) and a header. The header contains routing, synchronization and control information. Let the source rate be R , b/s, the channel rate, R , b/s, and the required header size per packet H bits. The frame duration T is a design variable. The frame structure is designed so that speech sources generate exactly one packet per frame. The amount of source information per packet is R,T bits and the total packet length is R,T + H bits. In a frame, the channel carries R,T bits. It follows that N, the number of channel time slots (packet intervals) in each frame, is 
C. Permission Probability
A contending terminal is one with packets to transmit and no reservation. A contending terminal transmits a packet in a time slot if 1) the slot is available, and 2) the terminal has permission to transmit. If the base station feedback indicates a collision, the terminal returns to contention. The permission probability, p , is a system design parameter. In this study, p is time invariant and the same for all terminals.
Permission to transmit at each terminal is independent of permissions at other terminals.
D. Smech Delav Limit and Buffer Size
spect to + ( Q ) . Unfortunately, the precise analysis of the (7) with 1x1 denoting the smallest integer 2 x. T is the frame duration and Omax, the maximum transmission delay for speech. In analyzing the packet dropping behavior of PRMA, we refer to the variable, D, defined as the maximum waiting time measured in time slots: 
IV. EQUILIBRIUM POINT ANALYSIS
The aim of the analysis is to determine the influence on system performance of the speech model parameters (Section 111-A) and the PRMA variables (Sections 111-B-111-D). Speech packets that wait too long at a terminal contending for a reservation are dropped. Hence, the important performance measure for PRMA speech transmission is Pdrop, the packet dropping probability. In Section V we will calculate Pdmp and the system throughput.
To analyze the system performance, we model the behavior of the PRMA system as a Markov process. If N is the number of time slots per PRMA frame (6), then each terminal can be in one of N + 3 terminal states, { SIL,, SIL,, CON, RES,, RES,, . * , RES,-,) , (9) defined as SIL,: minisilence SIL , : principal silence CON: contending RES,: holding a reservation for the ith future slot.
The system state, Q, is a configuration of N + 3 variables
defined as the number of terminals in each of the terminal states listed in (9). For example, C denotes the number of contending terminals. Since at most one terminal can hold a reservation for any given slot, R ; can only take values zero and one. With M terminals the number of possible states could be as large as 2 N M 3 (typical values: N = 20 and M between 30 and 40).
To study the system in a steady state, we would derive the probability of a transition from any of the possible states to every other state and obtain + ( Q ) , the asymptotic probability distribution of Q . The packet dropping probability, and other interesting performance statistics, are expectations with rereferred to as the equilibrium point. Thus in this notation c = equilibrium value of C. The equilibrium point is defined as the values of the state variables S,, S,, C, R I , for which, at each slot, the expected change in each state variable is zero. At equilibrium, C = c, S , = s , , S , = S,, and R , = r,, and the expected rate at which terminals leave a given state, say CON, is exactly equal to the expected rate at which terminals enter CON.
It is possible for more than one set of values, s M , s , , C , rr, to satisfy this condition, therefore, the same system can have multiple equilibrium points. We show this to be true of the PRMA system, later in this section. Clearly, this shows that the equilibrium values(s) are distinct from the expected values of these variables. However, the multiple equilibrium points provide an indication of system dynamics and the probability distribution functions of these state variables. Thus the multiple equilibrium points predict a bimodal probability distribution function for C, as shown in Fig. 6 . This characteristic is lost in the aggregation, in the expected value of c.
The accuracy of EPA and of the derived performance measures are not theoretically established. In our analysis, we have derived probability distribution functions when there is a single equilibrium point, assuming that the equilibrium value of the state variable is equal to the mean. The accuracy of this approach and our results can only be established through comparison with simulations (also see [15, p. 391) .
In the following two sections, we present two Markov models. The first, shown in Fig. 2 is a simplified model of PRMA that makes it easy to follow the analysis. The second Markov model, Fig. 3 , is a more complete representation of the system. The analysis of Section IV-A extends easily to the complete model. In Section IV-C we analyze the stability of PRMA at each equilibrium value w. Section IV-D presents the estimated equilibrium probability distribution 0 ( Q ) .
A . Basic Analysis
In order to present the essential characteristics of the analysis we first study a terminal with a slow speech detector. Furthermore, we ignore the possibility that a talkspurt ends before the terminal obtains a reservation to transmit it. In Section IV-B we will generalize the theory to encompass both types of speech detectors and to account for the loss of entire talkspurts due to long delays in obtaining a reservation. terminal always goes to state RES,-,. From state RES,, it returns to RES,-, if it continues to hold packets for transmission. After transmitting the last packet in a talkspurt, the terminal enters state SIL. The probability of a transition from state RES, to SIL is the probability that the talkspurt ended in the most recent frame. This frame transition probability is
I ) Terminal States and Transitions:
where y, ( l ) , is the probability that the talkspurt ended in one of the N time slots in the frame. To leave state CON, the terminal must obtain a reservation by encountering three favorable conditions: an available time slot, permission to transmit, and no collision with a packet from another terminal. The latter two events depend only on which contending terminals have permission. The permissions occur independently at all terminals and are independent of the reservation status of the channel. Hence, all three conditions for obtaining a reservation are independent and the probability of a transition from CON to RES,-in Fig. 2 is a product of three terms. In the model of Figure 2 no talkspurt ends before the terminal obtains a reservation. In Section IV-B, we will drop this restriction.
2) System Equilibrium:
The simplified PRMA system model is an ensemble of M terminals, each with terminal state transitions corresponding to Fig. 2 ( 1 3 )
Note that the equilibrium values are real, not integers.
have an equal probability, r , of being reserved:
To begin the analysis, observe that at equilibrium, all slots r, = rl = r2 = r N -I = r .
(14)
This follows by equating the outflow and the inflow at states RES,-2 , , RES,. At equilibrium, the transitions probability from state CON to state RES,-,, is the product of the probabilities 1 -r probability of an available time slot; P permission probability, a system parameter; and
uncontested access probability, which is the probability that none of the other contending terminals has permission to transmit in the current slot.
As shown at the end of the last section, these events are independent.
U ( . )
= ( 1 -p ) c -' , c r l
The equilibrium equation at RES,-, may be written by equating the flow out of the state to the flow into the state: there is an odd number of solutions of (19), each corresponding to an equilibrium value of C. If there is only one such value, it is a stable equilibrium. Three or more solutions of (19) indicate multiple equilibrium operating points. We discuss the stability of these equilibrium points in Section IV-c. Fig. 3 extends Fig. 2 in two ways. It incorporates the general speech activity model, Fig. l(b) . And, it shows transitions from contending state, CON, to principal silence, SIL,, and minisilence, SIL,. These transitions imply that if a talkspurt ends before the terminal obtains a reservation, the terminal stops contending. Corresponding to the convention adopted in the simple analysis we denote by S, and S, the number of terminals in state SIL, and SIL., respectively.
B. Complete analysis
The corresponding equilibrium values are s, , , , and s p . (1)-(5). In Fig. 3 , y , ! is analogous to yf in (12). It is the probability that a minitalkspurt ended in the most recent frame:
The following equations correspond to (16)- ( 18):
Combining these formulas, we arrive at the equivalent of (19):
With U given in (15), (25) is an equation with the single unknown, c. We denote the left-hand side of (25) by F ( c ) and call it the System Equilibrium Function, since the equilibrium is the solution to F ( c ) = M . As in the simplified analysis, (25) has an odd number of solutions for c between 0 and M , because F(0) = 0 and
C. StabiIity of PRMA At a stable equilibrium point any small excursion of the system state variables is forced back to the equilibrium value. At an unstable equilibrium point, a small perturbation of the state variables is forced further away toward a stable equilibrium point.
To study the stability of PRMA, let us define the function G(c), where c is the equilibrium value of the number of terminals in the contending state, CON. (26) G(c) = C Y , + C P U (~ -y, )(1 -r ) .
(27) From Fig. 3, we can see that G(c) is the "outflow" from state CON, at equilibrium. The stability of the equilibrium points of PRMA can be characterized by the derivative of G(c). At an equilibrium point, if c increases slightly due to increased "inflow" into state CON, G'(c) > 0 implies that the outflow G(c) from CON also increases. Conversely, a decrease in c leads to a decrease in G(c). Hence, G'(c) > 0 implies that the equilibrium point is stable. When G'(c) < 0, the opposite occurs. The outflow decreases with increased inflow (or vice versa) and the equilibrium point is unstable.
The equilibrium values of c are solutions of the equation
is defined as the left-hand side of (25). Therefore, it is useful to characterize the stability in terms of F(c).
In Fig. 4 
F(c).
In Section V-A, we show that the throughput of the PRMA system, 7, is exactly the equilibrium slot reservation probability, r. The throughput has a maximum where r'(c) = 0.
We define this maximizing value of c to be co and show in Appendix I that,
For c > co, the throughput decreases with increasing offered traffic and packet dropping increases rapidly. The system is congested. If the equilibrium value c < co, we characterize the system as eficient. We show in Appendix I that for an efficient equilibrium point, c < co, G'(c) > 0, that is, the system is stable. Equilibrium points with c < co are stable and efficient and are therefore useful operating points for a well-designed PRMA system. The value co therefore provides a single number that may be used as a criterion for stable and efficient systems. As p becomes smaller, from (28) we see that co increases and the system remains stable for large values of c. Although reservation delays increase, the system remains stable because backlogged speech terminals drop packets and stop contending when a talkspurt ends. In Fig. 5 , we show plots of F(c) versus c for the same values of the system parameters, with p = 0.1 and 0.5. The value of co for each case is shown on the plots. These plots also demonstrate the crucial part that the permission probability, p, plays in the design of the PRMA system. Simulations show that the PRMA system with multiple equilibrium points oscillates between the two stable equilibria. The oscillation is seen independent of the initial conditions in the simulation. Once in a congested state, the system spends tens of thousands of slots there before moving into the efficient stable state and vice versa. In Fig. 6 , we show the histogram of the relative frequencies of C for a particular PRMA system with P = 0.05 and M = 45. Fig. 5 shows that this system has multiple equilibrium points. The proportion of time the system spends in each of the two stable equilibrium points is given by the area under each hump in Fig. 6 .
D. Estimate of the State Probability Distribution
In Section V (and Appendix II), we describe the calculation of packet dropping probability. However, the value of this function at the equilibrium value of the state variables, is not a good estimate of the packet dropping probability. In this section, we derive an estimate of the state probability distribution of the system state variables. We then use the expectation of the packet dropping function with respect to the estimated distribution, as an estimate of the packet dropping probability.
Since the terminals act independently and without synchronization, we can assume that R o , * -* , RN-, are independent and identically distributed (iid). We define R as the sum of
Clearly, R is the number of reserved slots in a frame. Since the reservation probability at equilibrium is r , we conclude that the distribution of R must be binomial. That is,
6JR(R) = ( i ) r R ( l -r ) N -R . (30)
In Appendix 11, we derive the packet dropping probability as a function of R and C , the number of contending terminals.
Since e(c, R , = eC1 R('1 R ) e R ( R )
we next need to evaluate e,, R(C I R ) . We know that C + R I M , since the total number of terminals is M. For large values of M , the system enters the congested state and the value of the c asymptotically approaches M / h , . Hence, all terminals in TLK are contending and R is small. The packet dropping probability in this case is high (close to one) and we need not do the calculation of Pdrop in more detail.
Consider the case when the system is in an efficient equilibrium state, i.e., C e M / h , . Then the number of contending terminals is small. Thus at steady state, a terminal arrives in CON, contends, obtains a reservation and departs. The arrivals and departures are independent events. Looking at the contending state as a service queue for obtaining reservations suggests that the number waiting in the queue is geometrically distributed.
C e c I R ( C I R ) = P o ( l -P o ) 9 C C A 4 -R M -R
= ( l -p o )
, C = M -R = 0, otherwise
The maximum number of contending terminals is actually finite, and so our assumption of a geometric distribution of C is appropriately modified in (32).
V. THROUGHPUT AND DROPPED PACKET PROBABILITY
A . System Throughput
One measure of the multiple access efficiency of PRMA is the throughput, defined as the proportion of time slots that successfully carry packets from terminals to the base station. The analysis of Section IV provides us with the equilibrium values of the system state variables. We can calculate the system throughput using these equilibrium values.
Except for the last time slot of a talkspurt, reserved slots always convey information packets. Unreserved slots deliver packets with probability CPU in the simplified model. Thus the PRMA throughput is
is the probability that the terminal in contention does not gain a reservation in the current time slot.
In Appendix 11-B, we derive the following expression for the ratio of dropped packets for the complete system model:
where the first term is the probability of a reserved slot that is
(37) not empty following a talkspurt. The second term is the number of unreserved slots that carry speech packets. Taken together, (16) and (34) reveal the throughput to be simply where
the reserved time slot probability. talkspurt, all reserved slots carry a speech packet, except for A nonmathematical explanation of (34) is that for each
We then calculate the packet dropping probability as an expectation Over the estimated distribution e(c9 one empty slot immediately following each talkspurt. On the other hand, one unreserved slot per talkspurt (the one used to obtain the reservation) does carry a speech packet. Thus, the number of received packets is exactly equal to the number of reserved slots. In the complete system, unreserved slots deliver packets with probability cpu(1 -yM). Using (21), once again the throughput, 7 = r ; that is, the throughput is the proportion of reserved time slots.
B. Packet Dropping Probability
To calculate the throughput, a system performance measure, equilibrium values of the system state variables are used above. To study packet dropping, however, we must consider the interaction of a single terminal in contention, with the rest of the system.
A PRMA terminal drops all packets that wait longer than D time slots for a reservation. To find the probability of packet dropping, we derive the probability that a terminal obtains a reservation j timeslots after the beginning of a talkspurt, where j is any integer. No packets are dropped if j 5 D. If j > D , one packet is dropped, plus one for each additional frame ( N slots) that the terminal waits for a reservation.
In Appendix 11-A, we use this reasoning for the simplified model, to obtain the following formula for the ratio of dropped packets to the total number of speech packets at any terminal,
VI. PERFORMANCE STUDY
In this section, we use the formulas derived in Sections IV and V to evaluate the performance of PRMA. Our basic aim is to observe the dependence of dropped packet probability, Pdrop, on a wide range of system parameters. Our performance measures depend on the speech activity factor, $, the proportion of time that the speech detector reports active speech. For the slow detector, we have $s = t , / ( t , + t 2 ) = 0.43 (40) (41) and for the fast detector, = $ s t 3 / ( t 3 + f,) = 0.36.
In examining system performance, we will focus our attention on the "system capacity at the 1% packet dropping level." Denoted this capacity is defined as the maximum number of simultaneous conversations supported by PRMA within the constraint Pdrop 5 0.01. The throughput, 77, is the ratio of successfully transmitted bits to the channel bit rate. At the 1 % packet dropping level, 99% of the packets generated are successfully transmitted. It follows that the throughput is directly proportional to
77
(o.99$Mo.oi)/N-(42)
Recall that, at equilibrium the throughput is identical to the proportion of reserved slots. What follows is a complete characterization of the PRMA system. In the following sections we explore the dependence of system performance on the PRMA design variables. The analysis tools developed provide performance results quickly as compared to the simulations. Each simulation point was obtained by running the simulation for a duration of 500000 slots. The good match between the simulations and analysis in Section VI-A justifies using analytical results only in the remainder of the protocol analysis.
A . Eflect of Permission Probability
Figs. 7-10 show Pdrop as a function of number of conversations, M , for different permission probabilities, p . The isolated points on each plot are computer simulation results. The close agreement between theory and simulations lends credibility to the analysis in Sections 4 and 5. Fig. 7 shows that with p = 0.1, 0.2, and 0.3 the system supports 23, 35, and 38 simultaneous conversations, respectively. In the range of M shown, increasing p to 0.3 allows terminals to contend more frequently, decreases the waiting time and therefore decreases the packet dropping probability.
For larger values of p , the increased probability of con- This results in multiple equilibrium points in the range of M shown. Thus in Figs. 8 and 9 , beyond M = 44 and 34, respectively, the system has multiple equilibrium points. The dashed line and the solid line show the values of Pdrop at the two stable equilibrium points. Clearly one equilibrium point represents a highly congested system with very few packets transmitted successfully. During the simulation, the system oscillates between the two stable equilibria. These simulations were started with all terminal buffers empty. (Similar results are obtained when we started the simulations with all terminals in the TLK state.) Because the simulations results are averages over the entire run, the simulation points in
Figs. 8-10 fall between the two theoretical curves for values of M with multiple equilibrium points. Fig. 10 shows Pdrop for a different set of system parameters. Again, a good match between analysis and simulations is seen. The data displayed in Figs. 6-9 lead us to adopt p = 0.3 as a design value for the PRMA system specified by the numerical parameters listed at the beginning of Section VI.
The theoretical capacity of this system is MO,,, = 37 simultaneous conversations, and the system has only one equilibrium point over the range of interesting operating conditions. We adopt this permission probability in our investigations of other parameters in the following sections. 
B. Frame Duration and Speech Activity Detector
With the other system variables fixed, there is an optimum range of values of T, the frame duration. When T is small, we have small speech packets and the packet overheads reduce system efficiency. With large T, each collision wastes too much channel time. Furthermore, since the slot duration is larger, for fixed speech delay D,,,, there are fewer slots to contend for before packets are dropped. Thus, with longer frame durations the terminals have few chances to obtain a reservation within the speech delay constraint.
For the two speech activity detectors, Fig. 11 displays the influence of frame duration on MO.,, and throughput. Here p is fixed at 0.3. For large values of T, the slow speech detector leads to higher PRMA capacity than the fast detector. The fast detector lets other terminals use the channel during minigaps; however, this advantage is outweighed by the fact that after the short minigap, the terminal must contend once again for a reservation. With longer packets (and slot duration), there are fewer opportunities to contend for available slots, before packets are dropped. The increased contention leads to a decrease in throughput. Except when packets are short, it is better for a terminal to keep its reservation until the end of the principal talkspurt. MO.,, with a lower throughput 7 , than the slow detector. This can be seen from Fig. 11 and in (42). Notice that the PRMA throughput is approximately 0.75. Clearly, the reservation mechanism provides for enhanced use of the channel relative to slotted ALOHA, which has a maximum throughput of approximately 0.36 [12] , [13] . For both the slow and the fast detector, PRMA supports at least 34 simultaneous conversations with frame durations ranging from 8 to 24 ms. We confine further study to the slow speech activity detector, because it is easier to implement than the fast detector and offers comparable performance.
C. Wide-Band Channel Rate
Define
as the equivalent number of TDMA channels used by the PRMA system. Nc is the number of simultaneous conversations in a TDMA system with no overhead. Because PRMA is a type of statistical multiplexer, we expect its performance to improve as N, increases. To examine this trunking effect, we define the normalized system capacity,
Since gf C qS, the fast detector is able to support a higher .
In Fig. 12 Fig. 12 , we see that with as few as 18 equivalent source channels, the relative efficiency comes to within 10% of its maximum value. This is an encouraging indication of design flexibility, making PRMA a useful protocol for a range of wide-band channels. 
D. Speech Packet Delay Limit
(46) Then, the throughput, 7 , is related to the normalized system capacity, P~.~~, as 17 = 0.99 hGsll.O.O1* (47) That is, if we fix the size of the packet and its header, the throughput is directly proportional to the normalized system capacity. rium probability distributions for the number of contending terminals and the number of reserved time slots per frame. PRMA is particularly suitable for speech communications in which packets delayed beyond a fixed time limit are discarded by the terminals. Consequently, the packet dropping probability is a key performance measure. Previous work on protocol analysis has been concerned with throughput/delay analysis. Finite buffer sizes and packet dropping have been considered, either for simple queues, or not at all. Our analysis is novel in exploring the effects of packet dropping. It reveals a close match between theoretical calculations of aggregate system packet dropping probability and simulation results of individual terminal performance.
This analysis neglects the effect of packet transmission errors on PRMA. An unsuccessful packet transmission in a reserved slot may be treated by the system as an empty slot, causing a terminal to lose its reservation. The model must therefore be modified, so that a packet transmission error returns the terminal to the contending state. A simulation study is presented in [8] .
Finally, notice that with the slow detector, in Figs. 11 and 13, the throughput, 7, is about 0.75. Collisions account for some of the remaining slots, while other slots are unused. If the voice terminals also generate data packets at a low rate, for example network control messages, it appears that they could be transmitted in some of these unused slots. The assumption is that data packets can tolerate longer delays and do not require reservations. Some preliminary results on combined voice/data transmission in a single PRMA system are in [14] . and That is, r'(c) > 0 for c < 1, since 0 < r < 1. Next, consider c 2 1. From (54) and (53), 
APPEDIX I1 PACKET DROPPING STATISTICS
We assume that the PRMA system is in equilibrium. At any particular time, the number of contending terminals is C and the number of terminals holding reservations in the next N slots (one frame), is R . To calculate the packet dropping probability we consider a terminal with a talkspurt beginning in the current slot. The talkspurt consists of L packets and we derive the probability that k ( k = 0, 1; . . A . Basic Analysis
To begin, observe that this terminal with the new talkspurt contends with the C terminals already in state CON. To ( 5 3 ) r ( c ) =
obtain a reservation, three conditions are necessary: where 1) the time slot is not reserved, probability 1 -( R /N);
2) the terminal has permission to transmit, probability p ; 3) the other C contending terminals do not have permis-
sion, probability ( 1 -p ) = ;
Let us first consider c < 1. In this case,
The terminal therefore stays in state CON unless all three conditions are met simultaneously. We denote this probability by u(C, R ) . The three events considered above are indepen-(55) dent. Given a certain probability of a slot being reserved, the reservation status of a given slot is independent of the permission events generated at any contending terminal. This The number of packets dropped at the beginning of a talkspurt depends on how long the terminal waits for a reservation.
random variable U , defined above. First we observe that at the beginning of a talkspurt, a terminal waits j time slots to as a function of waiting time:
From (59) and (60), we derive Prob(ndrop = k I L), the
with -yf given in (12). The expectation of (63) with respect to (65) is probability that in a talkspurt of L packets, k packets are dropped, In the model of Fig. 3 there is an additional packet -(61) dropping mechanism. A contending terminal drops all pack-. .
ets in its buffer when a talkspurt ends. Therefore, we have to The expressions On the right-hand side Of (61) are Of a consider the aggregate packet dropping as two different funcgeometric Wries with terms given in (59). The Sums are tions of waiting time, j . The relationship in Fig. 1 5 (~) holds when the talkspurt duration is longer than the delay limit, special cases of the general expression: B Om,, s. When the talkspurt is shorter than Om,,, the packet buffer in the terminal is long enough to store the entire talkspurt. If the terminal obtains a reservation before the spurt ends, no packets are lost. Otherwise, the terminal For the complete model, the probability that a terminal remains in state CON, u(C, R) is given in (38). The factor (1 -y,,,,) reflects the probability that the talkspurt ends in the current slot. In this case, the whole talkspurt is dropped and the terminal moves into one of the silent states. With this new definition of U , the waiting time distribution is still given by (59). Combining (59) and (68) 
The packet dropping probability for talkspurts of length discards all L packets in the talkspurt. This relationship of
The conditions that determine whether the packet dropping function conforms to Fig. 15(a) or 15(b) can be expressed in terms of the size of the packet storage buffer at the terminal, dropped packets to waiting time is shown in Fig. 15(b) . (75) and (76). The formula for u(C, R ) , the probability of remaining in contention in any time slot, is given in (38).
