Abstract. New existence results are presented for fuzzy differential and integral equations. Our analysis combines the stacking theorem with results concerning the maximal solution for an appropriate differential equation.
Introduction
We consider fuzzy sets with respect to a nonempty base set X (usually X = R n ). To each x ∈ X we assign a membership grade u(x) taking values in [0, 1] with u(x) = 0 corresponding to non-membership, 0 < u(x) < 1 to partial membership and u(x) = 1 to full membership. For example a fuzzy set u ∈ E n is a function u : R n → [0, 1] for which (i) u is normal; (ii) u is fuzzy convex; (iii) u is upper semicontinuous; and (iv) the closure of {x ∈ R n : u(x) > 0}, denoted [u] In Section 2 we look at the structure of solution sets for differential and integral inclusions. The results in this section are new and extend previously known results in the literature (see [1, 6, 9] and the references therein). Next we recall the results from the literature [2, 3] which will be used in Section 2. First we consider the differential inclusion y (t) ∈ F (t, y(t)) for a.e. t ∈ [0, T ]
here F : [0, T ]×R n → CK(R n ) and M ⊆ R n is nonempty and compact (respectively nonempty compact and connected). Let S D (M ; R n ) denote the solution set of (1.1). For our results we will assume the following conditions are satisfied: (1.5)
Let ε > 0 be given and let τ ε : R n → [0, 1] be the Urysohn function for
and consider the problem
(1.6) [3] ).
Next we consider the integral inclusion
here M is a nonempty compact (respectively nonempty compact and connected) subset of
Let S I (M ; R n ) denote the solution set of (1.9). For our result we will assume (1.2), (1.3) and (1.4) hold and in addition we suppose the following conditions are satisfied:
and
Let ε > 0 be given and let τ ε : R n → [0, 1] be as before. LetF (t, x) = τ ε (x) F (t, x) and consider the problem 
has a maximal solution (here a = 1 and a 0 = sup{|y 0 | : 
V (t) is the value at t and F
We consider the fuzzy Volterra integral equation
where we interpret [7, 10, 13 ] the equation (1.15) as a family of integral inclusions
where the subscript β indicates that the β-level set of a fuzzy set is involved (the system (1.16) can only have any significance as a replacement for (1.15) if the solutions generate fuzzy sets). Note (1.16) (for fixed β) will be understood to mean that there exists h ∈ V β such that
In [7] , (1.15) and (1.16) was discussed if F satisfies the following "global" boundedness assumption:
for a.e. t ∈ [0, T ] and x ∈ R n ; here0 is the fuzzy
This condition is very restrictive from an application viewpoint since F must be integrably bounded for all x ∈ R n . In Section 3 we remove this condition and replace it with a "local" integrably boundedness assumption
which is exactly what one needs from an application viewpoint. To achieve this we will use the new results for solution sets established in Section 2. Also in Section 3 we discuss the fuzzy differential equation
where
We interpret [8, 10, 13 ] the equation (1.17) as a family of differential inclusions
where the subscript β indicates that the β-level set of a fuzzy set is involved (the system (1.18) can only have any significance as a replacement for (1.17) if the solutions generate fuzzy sets).
Finally in this section we recall the following results which will be needed in the next section. The first result can be found in [6, Section 4.7] , the second in [13, 14] , the third in [8, 13] , the fourth in [5] , and the fifth in [11] .
with (1.10) and
family of subsets satisfying:
and 
Solution sets for differential and integral inclusions
In this section we use Theorem 1.1 (respectively Theorem 1.2) and put natural assumptions (from an application viewpoint) on F to guarantee that S D (M ; R n ) (respectively S I (M ; R n )) is a continuum. Theorem 2.1. Suppose M ⊆ R n is nonempty and compact (respectively nonempty compact and connected) and assume (1.2) and (1.3) hold. In addition suppose the following conditions are satisfied: 
Now a standard comparison theorem for ordinary differential equations in the real case [12, Theorem 1.10.2] guarantees that |u(s)| ≤ r(s) for s ∈ [a, t]. In particular |u(t)| ≤ r(t). As a result |u|

|y(s)| ≤ |y (s)| ≤ g(s, |y(s)|) a.e. on (a, t), and as above we have |y(s)| ≤ r(s) for s ∈ [a, t]. In particular |y(t)| ≤ r(t).
As a result |y| 0 < M 0 . Proof. We will apply Theorem 1.2 with ε > 0 and M 0 = sup t∈[0,T ] r(t)+1. Let u be a possible solution of (1.9) for any h ∈ M . Then
k(t) g(t, |u(t)|) ≤ sup t∈[0,T ] k(t) g(t, v(t)) a.e., so v (t) ≤ sup t∈[0,T ] k(t) g(t, v(t)) for a.e. t ∈ [0, T ]
v(0) = sup{|w| 0 : w ∈ M }.
Now [12, Theorem 1.10.2] guarantees that v(t) ≤ r(t) for t ∈ [0, T ], so |u(t)| < M 0 for t ∈ [0, T ]. A similar argument guarantees that |y(t)|
, for any possible solution y of (1.13) for any h ∈ M .
Fuzzy differential and integral equations
We first consider (1.15) where we interpret (1.15) as a family of inclusions (1.16). We denote the solution set of the β th inclusion by S β (V β ) (the system (1.16) can only have any significance as a replacement for (1.15) if the solutions generate fuzzy sets i.e. if the sets S β (V β ) are level sets of a fuzzy set S(V ) say). Before we state our main result recall a mapping 
Notice assumption (3.9) is only needed to establish (3.17), so in Theorem 3.1 we could replace (3.9) with the following closure property: To see this we apply Theorem 2.2. Note (with F replaced by F β ) (1.2) follows from (3.2) and Theorem 1.5, (1.3) follows from (3.1), (2.1) (see (3.6)) and (2.4) (see (3.8) ). Now Theorem 2.2 guarantees that (3.11) is true, so condition (i) of Theorem 1.4 (with Remark 1.2) is satisfied. Let 
2). It remains to show (3.13). Now since
Now {v β i } is uniformly bounded and equicontinuous from the Arzela-Ascoli theorem (recall V 0 is compact and
Then
a.e. so 
This together with (3.5) and the fact that {v β i } is equicontinuous implies that {x β i } is equicontinuous. As a result there exists {x
, and also of course x β i(2) → x β . From (3.15) and (3.16) we have
so the sequence of functions
This together with (3.14) implies
We claim
If (3.17) is true then (1.16) is satisfied so x β ∈ S β (V β ). Thus S ⊆ S β (V β ) and (3.13) is true. It remains to show (3.17). Fix t ∈ [0, T ] and let ε > 0 be given. Now (3.9) (assume of course it is holding for this t) guarantees that there exists a neighborhood U of (
here B is the unit ball in R n . Choose i(4) sufficiently large so that
Thus given a neighborhood N of zero there exists i(5) sufficiently large so that (u β i (t), 
