Abstract This paper addresses the fingerprinting of network devices using semisupervised clustering. Semi-supervised clustering is a new technique that uses known and labeled data in order to assist a clustering process. We propose two different fingerprinting approaches. The first one is using behavioral features that are induced from a protocol state machine. The second one is relying on the underlying parse trees of messages. Both approaches are passive. We provide a performance analysis on the SIP protocol. Important application domains of our work consist in network intrusion detection and security assessment.
Introduction
Assuming a protocol, fingerprinting a device aims to retrieve the names and versions of software or hardware equipment (also named the device type). From a security point of view, knowing the device type may help to design a powerful attack but the network administrator is also able to evaluate precisely the risks in order to apply necessary. Device fingerprinting may help to identify attack tools or to enforce the host identity verification. Whereas a device often announces its type thanks to a specific field in the messages (the user-agent field), it can be easily faked. Previous fingerprinting approaches show that remote identification is possible due to deviations in the implementation of a given protocol but most of them are limited to manually constructed signature. Therefore, our main motivation is to automatically observe protocol deviations in order to establish signatures without human and net-work interactions (passive fingerprinting) for any protocol (generic approach). The only assumption is to capture and label few traffic from each device type to fingerprint. We propose first a fingerprinting scheme that can learn distinctive patterns in the state machine of a particular implementation. We consider also a second fingerprinting approach, where syntactic information from parse trees is leveraged to identify a given device or protocol stack. Thus, this paper highlights the benefit of using recent classification techniques for security purposes.
Our paper is structured as follows: section 2 describes the semi-supervised clustering approach. We continue in section 3 with the state machine fingerprinting. Section 4 addresses the syntactic one. Section 5 describes relevant prior work and section 6 concludes the paper and highlights future works.
Semi-Supervised Clustering

Overview
Semi-supervised learning approaches focus on data sets with only a small amount of labeled data and a lot of unlabeled data samples. Semi-supervised clustering was introduced in [19] . The main idea in semi-structured clustering also known as label propagation algorithm is to construct a fully connected graph with some nodes with labels (class name of the node). The edges between two nodes have weights associated depending on the distances between nodes. Iteratively, all the labels are propagated to unlabeled regions in the fully connected graph. Nodes that are not labeled, will iteratively estimate the probabilities f belonging to each class. At the end of the iterations, an unlabeled node will be allocated to the most probable class.
Formal Definition
We have a set composed of labeled data (x 1 , y 1 ),...,(x l , y l ) and unlabeled data (x l+1 , y l+1 ),...,(x l+u , y l+u ) with l ≪ u, where Y L = {y 1 , ..., y l } are the class labels of the labeled data and Y U = {y l + 1, ...y l + u} unobserved yet. It is assumed that the number of classes C is known and that all classes are in the labeled data samples [19] . Let X={x 1 , ..., x l+u } be the different data items x i . We want to estimate the class labels of the unlabeled samples Y U from the data items X and their class labels Y L . This is done using a distance function. If two cluster tuples (x i , y i ) and (x j , y j ) have to be compared ( y i respectively y j represent the class labels), the distance d i j measures the difference between the two data items x i and x j . The performance of the semi-clustering algorithm is dependent on this distance function which is defined in next sections. The labeled and unlabeled data samples are represented in a fully connected graph, where the edge between node i, j is weighted. The edge weight w i j is given by the following expression:
As in [19] we define a (l + u) × (l + u) transition matrix T , where T i j gives the probability to jump from node i to j.
We define a (l + u) × C label matrix Y , where a row reflects the label probability distribution of a node. The element Y ic is the probability that element Y i belongs to the class c. Initially this probabilities are initialized with 1/C for the unlabeled items. The label propagation algorithm by [19] has three different steps: The previous steps are repeated from step 1 to 3, until Y converges which is always the case as proved in [19] . In a multi-class prediction problem with C classes, [5] , a C × C contingency or confusion matrix Z = z i j is used. z i j is the number of times a sample belonging to class i, is put in class j. The overall evaluation parameter is the quality Q total , which is the value of all correct predictions made:
Fingerprinting Protocol State Machines
Behavioral Tree
Since the theoretical details of protocol state machine fingerprinting are given in [11] , this section gives a general overview. Each device type is represented by multiple behavioral trees as for instance in figure 1(a). The nodes correspond to the emitted (prefixed by !) or received (prefixed by ?) messages and are only symbolized by their types. Thus, each path of the tree is an observed sequence of messages (a session) for the current device with average delays put as edge labels. For comparing such trees, a kernel function considers similar paths (sim paths) (same sequence of nodes from the root) and computes a time based difference: 
Performance Evaluation and Experimental Datasets
For validating our approach, SIP [15] was chosen due to its popularity for VoIP applications and to many related security problems as for example [3] .
The first dataset denoted as testbed dataset was generated using both softphones like Twinkle and hardphones from different brands (Cisco, Linksys, Snom or Thomson) connected on a local testbed. The operator dataset refers to network traces provided by a real VoIP operator. 160MB of data were randomly extracted for our evaluation. The main difference with testbed dataset is that devices are connected through Internet entailing greater noise and longer delays as highlighted in We use the testbed dataset for assessing the accuracy of our system with different σ parameter values in order to tune it before applying the fingerprinting technique on the operator dataset. All experiments are run multiple times and the accuracy is measured as the average of Q total . The corresponding standard deviation is displayed as an error bar on graphs.
Small values of σ will tend to bring together clusters that lie far apart. Large values will move apart clusters that lie close. We have extensively tested a range of figure 2(a) . We have investigated this case and concluded that many clusters were colluded for this range. Obviously, the overall quality measure is steadily increasing with respect to the proportion of the labeled data as shown in figure 2(b). For instance, when only 30% of the data is labeled, the overall quality is more than 70%. In order to obtain 90% , the system requires around 80% of labeled data. Considering the operator dataset, 82% of devices were identified thanks to 40% of labeled data.
Fingerprinting With Syntactic Information
Syntactic Trees
The syntactic fingerprinting was introduced in [10] . The key idea is that device/stack specific features can be revealed due to the programming choices taken by the software developers. In fact, a protocol is generally defined by an Augmented BackusNaur Form (ABNF) [7] grammar. Then, each message can be represented as successive derivations of rules. A toy example is illustrated in figures 3 and 4.
For applying the semi supervised algorithm, a distance metric is necessary for comparing two trees. Because computing usual distance is time consuming, new distances with polynomial complexity were introduced in [17] . For comparing two syntactic trees, the similarity between isomorphic subtrees is computed by calculating the similarity between each node thanks to table 2 and by assuming a zero similarity if the ancestor nodes are different [10] . Assuming max sim, the maximum similarity among all isomorphisms, and |T |, the number of nodes in the tree T , the distance between two trees, T 1 and T 2 , is: ; space Accept = "Accept" HCOLON *Alpha "." Date = "Date" HCOLON *Alpha "." Call-Id = "Call-Id" HCOLON *Alpha "." User-Agent = "user-Agent" HCOLON *Alpha "." Table 3 summarizes the characteristics of syntactic trees of the most represented device types in the testbed dataset. The trees are generally huge with a height around 30 and often contain more than 800 nodes due to the SIP grammar (more than 500 lines). Although, the behavioral fingerprinting results vary well due to σ as shown in figure 2(a), figure 5(a) highlights clearly a maximal value and so an easy distinguishable best configuration. Figure 5(b) illustrates the impact of the proportion of the labeled data. We observe that even a very small percentage of labeled data can be used to obtain good results. For instance, when the known labeled data is about ten percent of the whole data quantity, we can expect the quality value to be in the 81s percents. With 40%, the overall quality is 0.92. Assuming the operator dataset, this value reaches 68%. This limited result is due to the creation of groups including several devices which are not distinguishable. In fact, some devices use probably the same or close protocol stacks (same series, same brands) which does not entail enough differences in syntactic structure. 
Evaluation
Related Work
Network and service fingerprinting is a common task in security and network assessment. The key assumption is that subtle differences due to development divergences can be traced [9] . Passive fingerprinting monitors traffic without any interaction as for example [2] which uses a set of signatures to identify the operating systems. In contrast, active fingerprinting generates specific requests directed to a device and monitors the responses as for instance [14] (operating system and service versioning). A related work is [6] , which describes a mechanism to automatically explore and select the right requests to send. The authors in [13] give an overview of techniques used for determining the different classes of traffic (Web, P2P, Chat..) whereas [12] focus on the identification on the flow types. Our work is different and complementary since its goal is to determine precisely the implementation. This kind of methods was explored in [1] for determining the web server version by observing the value or the order of some headers. Determining the version of a SIP equipment could be based on the bad randomness value of the Call-id field [16] . As argued in the introduction, changing these fields is very easy in order to counter fingerprinting. SIP fingerprinting is also addressed in [18] with other fields protocol and an active probing technique. Furthermore, such techniques are only able to identify devices for which signatures were manually constructed and keeping a signature database up-to-date is difficult to the huge variety and upgrade of devices. A related work is presented in [4] which needs a grid of 10 computers during several days for an equivalent dataset as the testbed dataset. We have used the constructs introduced in our previous works [10, 11] and argued to use a semi supervised learning which uses a small quantity of labeled data. Hence, the accuracy results are similar once the percentage of messages used for training is sufficient but semi supervised fingerprinting is clearly better for small volume of training messages (10%). Especially, it provides better results (around 8%) whit the operator dataset. Hence, semi-supervised fingerprinting is robust even the variety of devices is very high. Whereas our previous based on Support Vector Machines [8] require various parameters to define, σ is the only one to tune for the semi supervised learning.
Conclusion
In this paper, we have addressed the problem of fingerprinting devices and/or implementation stacks. Our approach is based on semi-supervised clustering of time enhanced state machine induced features. We have also looked at the syntactic information that is contained in messages. We have obtained results that are promising taking into account the small quantity of labeled data. While most supervised fingerprinting algorithms use about four fifths of the data to train the system and only twenty percent for testing, our approach achieves good results when only few labeled data items are available. We will look at other protocols -for instance wireless protocols -and assess the operational applicability in this scenario.
