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In this paper, bounds for the edge connectivity ofm-Cayley graphs
are found, and also several structural conditions are given for a
connected k-regular bi-abelian graph to have edge connectivity
strictly less than k. Finally, two infinite families of partial sum
families that generate directed strongly regular graphs with new
parameters are shown.
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1. Introduction
The notion of directed strongly regular graph was introduced by Duval in [5]. A directed graph
X without loops, of valency k and order v is called a directed strongly regular graph with parameters
(v, k, µ, λ, t) (for short, (v, k, µ, λ, t)-DSRG or simply DSRG if we do not specify the parameters)
whenever for any vertex u of X there are t undirected edges having u as an endvertex and for every
two different vertices u and w of X the number of paths p(u, w) of length 2 starting at u and ending
atw depends only on whether uw is an arc of X or not. In particular,
p(u, w) =
t if u = w
λ if u ≠ w and uw ∈ A(X)
µ if u ≠ w and uw ∉ A(X)
(where A(X) denotes the arc set of X). A directed strongly regular graph will also be refereed to as
a strongly regular digraph. Some infinite families of directed strongly regular graphs can be found in
[6,8,9,11,12].
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Given integersm ≥ 1 and n ≥ 2, an automorphism group of a digraph is called (m, n)-semiregular
if it has m orbits of length n and no other orbit, and the action is regular on each orbit. An m-Cayley
digraphG is a digraph admitting an (m, n)-semiregular groupH of automorphisms.WhenH is abelian,
we say that G is m-abelian. If H is generated by an automorphism ρ (that is to say, when H is a cyclic
group) andm = 1 (respectively,m = 2)we say thatG is n-circulant (respectively, n-bicirculant). Every
m-Cayley digraph G can be represented, following the terminology established by the fourth author
in [16], by anm×m array of subsets of H in the following way. Let U0, . . . ,Um−1 be them orbits of H ,
and for each i let ui ∈ Ui. For each i and j, let Si,j be defined by Si,j = {ρ ∈ H | ui → ρ(uj)}. The family
(Si,j) is called the symbol of G relative to (H; u0, . . . , um−1).
Now the question of when an m-Cayley digraph is a DSRG arises. Let us remark that the strong
regularity question for Cayley and bi-Cayley graphs is related to the notions of partial difference sets
[3,14] and partial difference triples [15,4]. Strongly regular tri-Cayley graphs were studied by the
second and fourth authors in [13], whereas the strong regularity question for m-Cayley digraphs is
related to the notion of partial sum families which was first introduced in [17] by the first and third
authors in the context of the so-called difference digraphs, whose definition we recall in the next
paragraph. In many cases, we will be dealing with abelian groups, but the definition of difference
digraph is generally valid for arbitrary finite groups. In any case, we will use additive notation for the
group operation, so that the identity is denoted by 0.
If G is a finite group, H a normal subgroup of G and ϕ : G/H × G/H −→ P (G − {0}) a mapping
satisfying
ϕ(x, y) ⊆ y− x for every x, y ∈ G/H,
then the difference digraph induced by ϕ is the digraph GG,H,ϕ = (G, E) with vertex set G and
adjacencies satisfying the following condition: xy ∈ E if y− x ∈ ϕ(x, y).
An equivalent definition of difference digraphs was also introduced in [17]:
If G is a finite group, H a normal subgroup of G and Φ : G/H −→ P (G − {0}) is a mapping, then
the difference digraph induced byΦ is the digraph ΓG,H,Φ = (G, E) such that xy ∈ E if y− x ∈ Φ(x).
Given a digraph GG,H,ϕ , we can express it in the form ΓG,H,Φ by taking Φ(x) = y∈G/H ϕ(x, y)
for each coset x. Similarly, given a digraph ΓG,H,Φ , we can express it in the form GG,H,ϕ by taking
ϕ(x, y) = Φ(x) y− x∀x, y ∈ G/H . In some cases the notation GG,H,ϕ will come handy, as in the
definition of partial sum family (Definition 1.1), whereas in other cases we prefer to use the notation
ΓG,H,Φ , as in most of Section 2.
A very important particular case of the ϕ construction is when G = H × Cm, where Cm is the
cyclic group of order m. In this case, the pairs (0, i), i ∈ Cm form a transversal for the cosets in G/H ,
and ϕ((0, i), (0, j)) is of the form Si,j × (j − i), with Si,j ⊆ H . Hence it suffices to give the sets Si,j to
determine the digraph. It can be easily seen that in this case the difference digraph is an m-Cayley
graph of the group H (where m is the index of H in G). Moreover, the sets Si,j form the symbol of
the digraph as defined above. In the constructions of Section 3 we will consider this case in which
G = H×Cm, and hence in that sectionwewill use the symbol notation. Aswe said before, the problem
of characterizingwhichm-Cayley digraphs areDSRGswas solved in [17] by using the concept of partial
sum family. Next, we will give the definition in the terminology of symbols. In the definition, unlike
the notation used in [17], we have included m and n in the list of parameters. Condition (iii) of the
definition represents an identity in the group ring Z[H] where, as usual, a subset of H is identified
with the sum in Z[H] of its elements (for definitions and results on group rings, we refer the reader
to [18]). In the definition, γ = t − µ and β = λ− µ.
Definition 1.1. Let H be a group of order n and m an integer with m ≥ 1. A family S = {Si,j}, with
0 ≤ i, j < m, of subsets ofH is an (m, n, k, µ, λ, t)-partial sum family (for short, (m, n, k, µ, λ, t)-PSF,
or simply PSF if we do not specify the parameters) if it satisfies:





j=0 |Sj,i| = k for every i.
(iii)
∑m−1
k=0 Si,kSk,j = δi,jγ {0} + βSi,j + µH for every i and j, where δi,j is the Kronecker delta and 0 is
the identity of the group H .
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Observe that the {0} in (iii) is not the zero element of the group ring.
If H is cyclic (respectively, abelian), the PSF is said to be circulant (respectively, abelian).
Now, the following result holds:
Proposition 1.2. S = {Si,j} is a (m, n, k, µ, λ, t)-PSF iff the digraph associated with the symbol (Si,j) is
a (mn, k, µ, λ, t) DSRG (which admits H as an (m, n)-semiregular group of automorphisms).
Next we will describe the main results in our paper. In Section 2 we give bounds for the edge
connectivity of m-Cayley graphs and, in the case when m = 2, we give some structural information
about the graphs when the edge connectivity does not take the maximum value. In Section 3 we
obtain, by using cyclotomy of finite fields, some infinite families of PSFs that generate DSRGs with
new parameters.
2. Edge connectivity of difference graphs
It is well known that, for a connected k-regular Cayley graphG (and, more generally, for a k-regular
connected vertex-transitive graph) the edge connectivity κ1(G) is equal to k, that is, it is as large as
possible. One can ask if for regular difference graphs ΓG,H,Φ with H ‘‘large’’ the edge connectivity is
high. The next result goes in this direction, but first we will recall some concepts.
The edge boundary of a set A of vertices in a graph G is the set ∂A formed by the edges of the
graph that have exactly one end in A; if the set A satisfies |∂A| = κ1(G) and |A| is minimal among the
cardinalities of the sets satisfying that condition, then it will be called an edge atom. Recall that, if K is
a group acting transitively on a set X , a non-empty subset Y of X is said to be a block of imprimitivity
for K if for any element z in K either Yz = Y or Y ∩ Yz = ∅.
Proposition 2.1. Let δ be the minimum degree of G = ΓG,H,Φ , with G connected. Then,
δ ≥ κ1(G) ≥ min{δ, (δ + 1)/m},
where m is the index of H in G.
Proof. The inequality δ ≥ κ1(G) is trivial.
Let A be an edge atom of G. Since two distinct edge atoms are always vertex disjoint (see, for
instance, [10, Corollary 3.3.2]) then, for any coset x in G/H , the set x ∩ A is a block of imprimitivity (if
non-empty of course) for the action on x of the group H of automorphisms of G. Let x1, . . . , xd be the
cosets whose intersection with A is non-empty and, for each i, let Ai = A∩ xi. Then, if we consider the
subgraph induced by A, all the vertices in Ai have the same valency, say ki. Also, in the graph G all the
elements in the coset xi have the same valency k′i = |Φ(xi)|. Now, a simple counting argument shows
that
|∂A| = |A1|(k′1 − k1)+ · · · + |Ad|(k′d − kd). (1)
Each Ai is a block of imprimitivity and the stabilizer of all the Ai is the same; in fact, it is the same as
the stabilizer of A because, although the action of H in G is not transitive, it is still true that if x is in H ,
then either A+ x = A or A ∩ (A+ x) = ∅. Besides, this stabilizer acts regularly on each Ai. Hence, we
may conclude that the cardinality of all the Ai must be |A|/d. Thus, we obtain from (1) that
|∂A| = (k′1 − k1 + · · · + k′d − kd)|A|/d. (2)
If k′i were equal to ki for all i, then the graphGwould be disconnected, what contradicts the hypothesis.
Hence, we have from (2) that
|∂A| ≥ |A|/d ≥ |A|/m. (3)
If |A| > δ, then |A| ≥ δ+1, andwe obtain from (3) that |∂A| ≥ (δ+1)/m, andwe are done. Thus, let us
suppose that |A| ≤ δ. Since ki ≤ |A|−1 for all i, then k′1−k1+· · ·+k′d−kd ≥ k′1+· · ·+k′d+d(1−|A|)
holds, and we obtain from (2) that
|∂A| ≥ (k′1 + · · · + k′d)|A|/d+ |A|(1− |A|).
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Let U = (k′1+ · · ·+ k′d)/d. Then, U ≥ δ ≥ |A| and |∂A| ≥ |A|(U + 1− |A|). Since this expression takes
its minimum when |A| = 1, then |∂A| ≥ U ≥ δ, and hence |∂A| = δ, and this concludes the proof of
the proposition. 
Remark. Observe that, when m = 1, we obtain the classical result that in a k-regular Cayley graph
the edge connectivity is equal to k.
If the index of H in G is equal to two, we can say more than we did in Proposition 2.1 as shown in
the following two propositions:
Proposition 2.2. If G = ΓG,H,Φ is connected and k-regular with [G : H] = 2, then
k ≥ κ1(G) ≥ (k+ 1)/2.
Besides, if κ1(G) = k, the edge atoms are the vertices of G and, if κ1(G) < k then the following hold:
(i) the subgraphs induced by all the edge atoms are isomorphic
(ii) for every edge atom A we have that 4 divides |A| and |A| divides |G|
(iii) for every edge atom A, half of the vertices in the subgraph of G induced by A have valency k and the
other half have valency k− 1.
Proof. Let A be an edge atom of G. Suppose that the d appearing in the proof of Proposition 2.1 is
equal to 1. Then, |∂A| = |A|(k − k1) with k1 < k, and then, by following the proof of the mentioned
propositionwe see that κ1(G) = k, fromwherewe can conclude that the edge atoms are the singletons
of G, and we are done. Thus, let us suppose that d = 2. Then, in the subgraph induced by A there
are only two possible values k1 and k2 (that might be equal) for the valency of an arbitrary vertex,
depending on whether the vertex is in H or in G − H . Following the notation in Proposition 2.1, A1
and A2 are the vertices whose valencies are k1 and k2, respectively. We obtain from what we proved
in that Proposition 2.1 that |A1| = |A2| = |A|/2 and
|A|k = |∂A| + (k1 + k2)|A|/2, with k1 < k or k2 < k. (4)
Let us suppose that both inequalities hold. If |A| > k then, since k1, k2 ≤ k − 1, we obtain from (4)
that |∂A| ≥ |A| > k, but this contradicts the obvious fact that κ(G) ≤ k, and hence this case cannot
hold. Thus |A| ≤ k, and now the proof of Proposition 2.1 shows that κ1(G) = k and the edge atoms
are precisely the vertices of G. Now we can suppose without losing any generality that k1 = k and
k2 < k. If |A| ≤ k, we have again that |∂A| = k and the edge atoms are the vertices of G. If |A| > k,
substituting in (4), we obtain |∂A| = (k − k2)|A|/2. Since |A| > k, this implies that k2 = k − 1 and
that |∂A| ≥ (k+ 1)/2. Since the sum of the valencies in the subgraph induced by Amust be even, we
obtain that |A|must be a multiple of 4. Since A1 and A2 are blocks of imprimitivity, we have that the
translates of A by elements of H partition the set G, and hence we obtain that |A| divides |G|.
Finally, since distinct edge atoms are vertex disjoint, the edge atomsmust be the translates of A by
elements of H , and hence the subgraph induced by any edge atom is isomorphic to the one induced
by A. 
The graph in Fig. 1 shows that equality can hold in Proposition 2.2, and hence the bound is tight.
In it we take G = C32 , H = {0} × C22 and
Φ(000) = {001, 100, 101}, Φ(100) = {100, 101, 011}.
Proposition 2.3. Let G = ΓG,H,Φ be a connected k-regular graph where H is an index 2 abelian subgroup
of G, then κ1(G) = k or H contains a subgroup isomorphic to Z2 × Z2. Moreover, in the latter case the
following hold:
(i) G contains exactly two edge atoms each of which contains half of the vertices of 0¯ and half of the
vertices of x¯, where 0¯ and x¯ are the two cosets of H in G;
(ii) κ1(G) = |H|/2; and
(iii) |H|/2 < k ≤ |H| − 1.
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Fig. 1. An example.
Proof. Let A be an edge atom of G, and let 0¯ and x¯, with x ∈ G − H , be the two cosets of H in G.
Suppose that κ1(G) < k. Then by the proof of Proposition 2.1, we have that A0 = 0¯ ∩ A ≠ ∅ and
Ax = x¯∩A ≠ ∅. Moreover, by Proposition 2.1, A0 and Ax are blocks of imprimitivity for the action of H
on 0¯ and x¯, respectively. In addition, by Proposition 2.2wemay assume that the valency of the vertices
in A0 and the valency of the vertices in Ax in the subgraph induced by A is, respectively, equal to k and
k − 1. Therefore, the neighbors of the vertices of A0 all belong to A whereas every vertex of Ax has
exactly one neighbor in x¯ lying outside Ax. Now consider the stabilizer Hx of the block Ax in H . Since
H is abelian Hx is normal in H , and thus every bipartite subgraph of the graph G[x¯] induced by two
adjacent blocks of an imprimitivity block system Ax arising from the block Ax contains a matching.
But then, since any vertex of Ax has exactly one neighbor in x¯ lying outside Ax and all the vertices of A0
have all the neighbors inside A, the connectivity of X implies that |Ax| = 2. This proves part (i) of the
proposition. Moreover, since |Ax| = |H|/2 and every vertex of Ax has a neighbor outside Ax we have
that |∂Ax| = |H|/2, proving part (ii). Part (iii) now follows from Proposition 2.2.
To complete the proof we need to show that H contains a subgroup isomorphic to Z2 × Z2.
First observe that, by the previous paragraph, H is of even order and Hx is an index 2 subgroup of
H . Furthermore, by Proposition 2.2, |H| is divisible by 4, and so Hx is an index 2 subgroup of H of
even order. The result now follows from the fact that if an element of H which maps Ax to A′x, where
Ax = {Ax, A′x}, is of order greater than 2, then its inverse maps an edge e = vw, v ∈ Ax andw ∈ A′x, to
an edge vw′, wherew′ ≠ w, which contradicts the fact that every vertex in Ax has only one neighbor
in x¯ lying outside Ax. 
Since in a cyclic group there is no subgroup isomorphic to the group Z2×Z2 we have the following
corollary of Proposition 2.3.
Corollary 2.4. Let G = ΓG,H,Φ be a connected k-regular graph where H is an index 2 cyclic subgroup of
G, then κ1(G) = k.
Proposition 2.3 cannot be generalized to non-abelian subgroups of index 2. For example, let
H = D2n = ⟨τ , ρ | τ 2 = ρn = id, τρτ = ρ−1⟩ be the dihedral group of order 2n, n ≥ 3, and
let G = H × Z2. Then the bi-Cayley graph G = ΓG,H,Φ with
[ϕ(0¯, 0¯), ϕ(x¯, x¯), ϕ(0¯, x¯)] = [{(τ , 0)}, {(τρ, 0)}, {(id, 1), (τ , 1)}]
has edge connectivity κ1(G) = 2 < val(G) and contains n distinct edge atoms. Fig. 2 shows the
smallest bi-Cayley graph in this family.
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Fig. 2. A bi-Cayley graph G = ΓG,H,Φ , where H = D6 and G = D6 × Z2 , with three edge atoms.
3. New constructions of partial sum families
Cyclotomy of finite fields has been a useful tool to construct strongly regular graphs (see, for
instance, [2]) and, more generally, amorphic association schemes (see, for instance, [19]). In this
section, we use cyclotomy to construct two infinite families of PSFs that generate DSRGs with new
parameters.
If Fq is a field of order q and θ is a primitive root of the field and if q− 1 = ef , then the cyclotomic
cosets C0, . . . , Ce−1 are defined by
Ci = {θ je+i | j = 0, . . . , f − 1}.
If i, j are in {0, . . . , e − 1} then the cyclotomic number (i, j) is defined to be the number of solutions
to the equation
1+ θ re+i = θ se+j with 0 ≤ r, s ≤ f − 1.
The indexes i in the cyclotomic cosets Ci and the indexes i, j in the cyclotomic numbers (i, j) are taken
modulo e.





(j− i, k− i)Ck + ai,j{0}, (5)
where ai,j is f if Cj = −Ci and 0 in other case.
Baumert et al. introduced in [1] the concept of uniform cyclotomy. A cyclotomy is uniform if there
exist nonnegative integers A, B and C such that (0, 0) = A, (0, i) = (i, 0) = (i, i) = B for every i in
{1, . . . , e− 1} and C = (i, j) for every i, jwith 0 ≠ i, j and i ≠ j. In this case, the cyclotomic numbers
take only three values.
Proposition 3.1 ([1, Theorem 4]). Let q be a power of the prime p, and let e be a divisor of q−1 such that
e ≥ 3. Then the cyclotomic numbers of order e over GF(q) are uniform if and only if −1 is a power of p
modulo e.
Proposition 3.2. In a uniform cyclotomy the cyclotomic numbers can be determined by solving the
following system of equations:
A+ (e− 1)B = f − 1
2B+ (e− 2)C = f
(A− 3B+ 2C)2 = ef + 1
A− 3B+ 2C ≡ −1 (mod e).
(6)
The proof can be found in [1, Theorem 1] or, for more general uniform cyclotomies, in [7,
Proposition 3.7].
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In the next two propositions, we give two infinite families of PSFs that generate DSRGs with new
parameters. First, we will need a lemma.
Lemma 3.3. Let e be a positive integer such that e − 1 is a prime power. Then, the cyclotomy of order e
in F(e−1)2 is uniform, and the cyclotomic numbers are A = e− 3, B = 0 and C = 1.
Proof. The fact that the cyclotomy is uniform is a direct consequence of Proposition 3.1 and then, by
solving system (6), it can be seen that the cyclotomic numbers are as stated in this lemma. 
To prove the propositions, it is necessary to use Definition 1.1 and to check that the appropriate
identities hold in the group ring Z[H], where H is the additive group of the corresponding field.
Proposition 3.4. Let e be a positive integer such that e − 1 is a prime power and s a positive integer. If
we consider the cyclotomy of order e in F(e−1)2 and the cyclotomic cosets C0, . . . , Ce−1, then
Si,j =

Ci if i = j,
{0} ∪ Cj in other case,
is an (s, (e− 1)2, s(e− 2)+ s− 1, s− 1, e+ s− 4, e+ s− 3)-partial sum family in the additive group
of F(e−1)2 .
Proof. We put q = (e−1)2. Parts (i) and (ii) in Definition 1.1 hold trivially. In order to prove part (iii),
let us consider i and jwith 0 ≤ i, j < s. We have to see that
s−1
k=0
Si,kSk,j = δi,j(e− 2){0} + (e− 3)Si,j + (s− 1)Fq, (7)
where 0 is the zero element of Fq. In the proof we will use the fact that, since in our case−1 is in C0,
then for every cyclotomic coset Ci we have−Ci = Ci or, equivalently,
ai,j = δi,j, (8)
where the ai,j are as in (5) and δi,j is the Kronecker delta.
We consider two cases:
Case 1. i = j.
Then, in the left-hand side of (7), the summand corresponding to k = i is the element of the group
ring Si,iSi,i = CiCi, which can be expanded as∑e−1l=0 (0, l− i)Cl + ai,i{0}. By Lemma 3.3 and by (8), we
see that this sum equals (e− 3)Si,i + (e− 2){0}. In a similar way, if k ≠ iwe obtain
Si,kSk,i = ({0} + Ck)({0} + Ci) = {0} + Ck + Ci + CkCi = Fq
and, summing over k, we have
s−1
k=0
Si,kSk,i = (e− 2){0} + (e− 3)Si,i + (s− 1)Fq,
as desired.
Case 2. i ≠ j.






and for k = jwe get
Si,jSj,j = (e− 2)Cj + (e− 2){0},
while for k ≠ i, jwe have Si,kSk,j = Fq.
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Now, summing over kwe obtain
s−1
k=0
Si,kSk,j = (s− 1)Fq + (e− 3)Si,j. 
For s = 2, the parameters of the DSRGs generated by these PSFs have the form of the ones of an
infinite family of DSRGs constructed by Klin et al. in [12]. For s > 2, although that, in some cases the
parameters correspond to the ones of other constructions, in general the parameters are, to the best
of our knowledge, new (for instance, for (s = 3, e = 6), (s = 5, e = 4), (s = 6, e = 4), (s = 8, e =
4), (s = 9, e = 4), (s = 11, e = 4) and (s = 12, e = 4), their existence appears as unknown in
Brouwer’s table [20]).
Proposition 3.5. Let e be a positive integer such that e−1 is a prime power and s a positive integer, with
s < e. If we consider the cyclotomy of order e in F(e−1)2 and the cyclotomic cosets C0, . . . , Ce−1, then
Si,j =

Ci ∪ Cs if i = j,
{0} ∪ Cj in other case,
is an (s, (e− 1)2, (s+ 1)(e− 2)+ s− 1, s+ 1, e+ s− 4, 2(e− 2)+ s− 1)-partial sum family in the
additive group of F(e−1)2 .
Proof. The proof is similar to the one of the previous proposition. Again, parts (i) and (ii) in
Definition 1.1 hold trivially; hence we will prove only part (iii). If we take i and jwith 0 ≤ i, j < s, we
have to see that
s−1
k=0
Si,kSk,j = δi,j(2e− 6){0} + (e− 5)Si,j + (s+ 1)Fq. (9)
We consider two cases:
Case 1. i = j.
When we consider the sum in the left-hand side of (9), then for k = iwe get
Si,iSi,i = (e− 5)Si,i + (2e− 6){0} + 2Fq,
and for k ≠ iwe obtain
Si,kSk,i = Fq.
Summing over k, we have
s−1
k=0
Si,kSk,i = (2e− 6){0} + (e− 5)Si,i + (s+ 1)Fq,
as desired.
Case 2. i ≠ j.






and for k = j, we have
Si,jSj,j = (e− 3)Si,j + Fq,
while for k ≠ i, j, we get
Si,kSk,j = Fq.
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Summing over k, we have
s−1
k=0
Si,kSk,j = (e− 5)Si,j + (s+ 1)Fq. 
In the particular case when s = 2 (and only for even e), the parameters of the DSRGs generated by
these PSFs have the form of the ones of an infinite family of DSRGs constructed by Fiedler et al. in [8].
For s > 2, the parameters are, to the best of our knowledge, new (in fact, their existence appears as
unknown in Brouwer’s table [20]).
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