Abstract�A novel edge extraction method that employs an active defocusing technique is presented. The method is based on the principle that a Laplacian-of-Gaussian (LOG) operation can be approximated by a Difference-of-Gaussian (DOG) operation. While such an operation is usually done in digital image processing, it can also be very effective conducted in a combination of optical techniques and digital processing. In this edge extraction method, a focused image of an object in a scene is first acquired. The image of the scene is then slightly defocused by changing the focal length of the camera. A real time subtraction operation is applied to subtract the defocused image from the previously acquired image. It produces a residual image that emphasizes abrupt intensity variations. An objective evaluation, called an edge index, is performed on the resulting image. The amount of defocusing is carefully adjusted according to this measurement so that a desired edge image is generated. Boundaries of objects can then be obtained by further enhancement of the edge image. Since this edge detection method is an optical-based process aided by digital processing, it is fast and relatively inexpensive.
INTRODUCTION
Boundaries of objects are fundamental sources of information for object representation and description in computer vision. Edge extraction is considered the first step towards the formation of these object boundaries. Extensive research has been done on edge extraction by digital processing techniques (Davis, 1975; Fram and Deutsch, 1975; Peli and Malah, 1982) . Attempts were made to characterize the features of various types of edges. Efforts ranged from psychophysical analysis of biological vision to numerical processing of digital information. Algorithms based on signal processing theory (Shaw, 1979; De Michell et al., 1989) , optimization technique (Canny, 1986; Bergholm, 1987) , functional analysis (Marr and Hildreth, 1980; Grimson and Hildreth, 1985) , curve and surface fitting (Haralick, 1984; Nalwa and Binford, 1986) , image feature statistics (Kundu and Mitra, 1987), etc. (Shaw, 1979; David et al., 1988) have been developed.
Edges are presented as sharp local intensity changes or discontinuities in images. Edge detection is essentially a differentiation operation. Depending on whether they use first or second-order derivatives, two main streams of algorithms may be categorized. In the case of the first-order derivative operation, edges are detected as local maxima of gradients of intensity changes. In the second-order derivative operation, edges are detected at locations where the second derivatives of image pixels cross zero. Performances of edge operators are evaluated in terms of the detectability, the localization, and the resolution of the edges. Optimization of the detection largely depends on the fitness of the operators to the edge types contained in the particular images. Therefore, it is almost impossible to have a universal edge operator that performs equally well on all types of images.
It is known that differentiation operators are sensitive to noise. Torre and Poggio (1986) have shown that numerical differentiation of images is an ill-posed problem because of the presence of noise. Well posedness and the numerical stability of the differentiation step requires the regularization of the image function. It leads to the conclusion that an edge detection process needs a low-pass filtering operation preceding any differentiation operation. Edge detection therefore consists of two steps: (1) regularization filtering, and (2) differentiation. In many cases these two steps are combined into a one-pass operation. The Laplacian-of-Gaussian (LOG) operator (Marr and Hildreth, 1980) is the most popular of this type. The operator applies a Gaussian smoothing operation to the image and makes a Laplacian operation on the smoothed image.
The effectiveness of the edge operator is closely related to the size (window width) of the operators involved in the above-mentioned two operation steps. It is known that a smoothing filter with a broad impulse response has a better signal-to-noise ratio than a narrow filter applied to step edges. On the other hand, a narrow filter gives better localization of the edges detected (De Michell et al., 1989) . In the LOG operator, the noise in an image is attenuated by varying the standard deviation (a), i.e. the width of the Gaussian operator. Usually, a different Q is needed for edge operators applied to different images. Even in the same image, different Q may be needed for operators activated at different portions of the image (Canny, 1986) .
There is, however, a problem in choosing appropriate sizes of edge operators so as to obtain the best results for a given image. Information for such decisions may be derived from the signal-to-noise ratio analysis of the image (Canny, 1986) , but it adds one extra process to the image, and the operation is usually time-consuming. Moreover, there is an inherent problem in edge detection: the contradiction between detection and localization performances. When the detection performance is improved by widening the scale of operator, the localization performance deteriorates. As the uncertainty principle indicated (Canny, 1986) : "Through spatial scaling of the filter, we can trade off detection performance against location. But we can't improve both simultaneously".
The question, then, is how to make a compromise so that the two performances are balanced, or to make a biased selection according to practical requirements, such that one of the performances may be emphasized. We use a combined optical and digital processing approach to edge detection. The method can conveniently accommodate operator size changes and can adapt to imaging requirements in various situations. The process takes place simultaneously when the images are grabbed from the video camera. As the process starts, a focused image of the scene is obtained and stored. Then the lens of the camera is defocused a little. The slightly defocused image is grabbed and subtracted from the formerly focused image. The difference image (residual image) is objectively evaluated by an edge index measurement. The amount of defocus of the camera is continuously adjusted, according to the evaluation result. The process stops when a desired difference image is obtained. One advantage of this method is that it is fast. It is, therefore, attractive and applicable to real-time computer vision applications.
This paper is organized as follows: Section 2 illustrates the underlying principle of active defocusing for edge detection. Section 3 describes the objective edge evaluation scheme and the edge index measurement for the adjustment of active defocusing. The configuration of the edge extraction system based on a desk-top personal computer
