In the present paper we consider Laplace deconvolution problem for discrete noisy data observed on an interval whose length T n may increase with the sample size. Although this problem arises in a variety of applications, to the best of our knowledge, it has been given very little attention by the statistical community. Our objective is to fill the gap and provide statistical analysis of Laplace deconvolution problem with noisy discrete data. The main contribution of the paper is explicit construction of an asymptotically rate-optimal (in the minimax sense) Laplace deconvolution estimator which is adaptive to the regularity of the unknown function. We show that the original Laplace deconvolution problem can be reduced to nonparametric estimation of a regression function and its derivatives on the interval of growing length T n . Whereas the forms of the estimators remains standard, the choices of the parameters and the minimax convergence rates, which are expressed in terms of T 2 n /n in this case, are affected by the asymptotic growth of the length of the interval.
1 Introduction
Formulation and motivation
Mathematical modeling of a variety of problems in population dynamics, mathematical physics, theory of superfluidity and many others fields leads to the convolution type Volterra equation of the first kind of the form q(t) = t 0 g(t − τ )f (τ )dτ, t ≥ 0, (1.1) where q(t) is the known or observed function, g(t) is the known kernel and f (t) is the unknown function to be solved for.
Note that the LHS of equation ( is also known as Laplace deconvolution problem.
In practice, however, one typically has only discrete observations of the function q in (1.1) which are available only on a finite interval and, in addition, are corrupted by noise, that leads to the following discrete noisy version of equation (1.1) y(t i ) = that were detected within the time interval (t k , t k + ∆t), and appears as a noisy convolution of the impulse response function I(t) with a known lamp function L(t)
The objective is to determine the impulse response function I(x) that best matches the experimental data.
Difficulty of the problem
The mathematical theory of (noiseless) convolution type Volterra equations is well developed (see, e.g., Gripenberg, Londen and Staffans, 1990 ) and the exact solution of (1.1) can be obtained through Laplace transform. However, direct application of Laplace transform for discrete measurements faces serious conceptual and numerical problems. The inverse Laplace transform is usually found by application of tables of inverse Laplace transforms, partial fraction decomposition or series expansion (see, e.g., Polyanin and Manzhirov, 1998) , neither of which is applicable in the case of the discrete noisy version of Laplace deconvolution.
Formally, by extending g(t) and f (t) to the negative values of t by setting f (t) = g(t) = 0 for Unfortunately, the existing approaches to Fourier deconvolution cannot be easily extended to solution of noisy discrete version of Laplace convolution equation (1.3) . The body of work cited above addresses one of three situations: the case when functions f and g are periodic with period T , density deconvolution, and the case of random design, where t i in (1.6) are random variables generated by some density function.
In the first setup, convolution (1.5) becomes circular convolution and measurements in equation (1.6) are taken on an interval of fixed length T , so that the problem can be solved by application of discrete Fourier transform. However, since the functions f and g are not periodic on [0, T n ], the integral in the RHS of equation (1.3) is not a circular convolution and the discrete Fourier transform cannot be directly applied. Furthermore, the length of the interval T n may grow with n that affects the convergence rates. For relatively small T n (e.g., T n ∼ log n), approximation of Fourier transform by its discrete version will be very poor which results in low convergence rates of the estimator of f .
Density deconvolution problem and nonparametric regression estimation with random measurements t i typically assume that, as n → ∞, the measurements t i in (1.6) adequately represent the domain of h(t) in (1.5). In these setups observations are absent on a particular part of the domain only if the density which generates those observations is very low. This, however, is not at all true for equation (1. 3) where lack of observations for t > T n is due entirely to experimental design and has no relation to the values of the estimated function.
To the best of our knowledge, nobody tackled the problem of Fourier deconvolution (1.6) when observations t i are non-random fixed quantities on an interval of length T n which grows with the number of observations. In addition, we should also mention the important causality property of the Laplace deconvolution not shared by its Fourier counterpart, where the values of q(t) for 0 ≤ t ≤ T n depend on values of f (t) for 0 ≤ t ≤ T n only and vice versa. Finally, we show that under mild conditions, the solution of the equation (1.3) can be represented explicitly via derivatives of the RHS q(t) that implies computational advantages of the proposed approach.
Existing results
Only few applied mathematicians took an effort to tackle the problem with discrete measurements in the LHS of (1.1). Ameloot and Hendrickx (1983) applied Laplace deconvolution for the analysis of fluorescence curves and used a parametric presentation of the solution f as a sum of exponential functions with parameters evaluated by minimizing discrepancy with the RHS. In a somewhat similar manner, Maleknejad et al. (2007) proposed to expand the unknown solution over a wavelet basis and find the coefficients via the least squares algorithm. Lien et al. (2008) , following Weeks (1966), studied numerical inversion of the Laplace transform using Laguerre functions. Finally, Lamm (1996) and Cinzori and Lamm (2000) used discretization of the equation (1.1) and applied various versions of the Tikhonov regularization technique. However, in all of the above papers, the noise in the measurements was either ignored or treated as deterministic. The presence of random noise in (1.3) makes the problem even more challenging.
Unlike Fourier deconvolution that has been intensively studied in statistical literature (see references above), Laplace deconvolution received virtually no attention within statistical framework. To the best of our knowledge, the only paper which tackles the problem is Dey, Martin and Ruymgaart (1998) which considers a noisy version of Laplace deconvolution with a very specific kernel of the form g(t) = be −at . The authors use the fact that, in this case, the solution of the equation (1.1) satisfies a particular linear differential equation and, hence, can be recovered using q(t) and its derivative q (t). For this particular kind of kernel, the authors derived convergence rates for the quadratic risk of the proposed estimators, as n increases, under the assumption that the m-th derivative of f is continuous on (0, ∞). However, they assume that data is available on the whole nonnegative half-line (i.e. T n = ∞) and that m is known (i.e., the estimator is not adaptive).
Objectives and organization of the paper
For the reasons listed above, estimation of f from discrete noisy observations y in (1.3) requires development of a novel approach. The objective of the present paper is to fill the gap and to develop general statistical methodology for Laplace deconvolution problem which allows to circumvent lack of observations for t > T n and leads to effective representation of f on the interval (0, T n ), no matter what value T n takes. We establish minimax convergence rates for Laplace deconvolution setup over Sobolev classes and derive the adaptive estimator of f which is rate-optimal over entire range of Sobolev classes. The proposed estimator is based on estimating q and its derivatives from noisy data y in (1.3), where
dτ is the convolution of f and g. Thus, one can use the numerous existing techniques for nonparametric estimation of a function and its derivatives. In particular, we employ kernel estimators with the global bandwidth adaptively selected by Lepski procedure.
An attractive feature of the estimation technique proposed in this paper is that estimator of f is expressed explicitly via q and its derivatives. Another interesting aspect of the considered model (1.3) is that the data is observed on the interval of asymptotically increasing length, where T n → ∞ as n → ∞. This is indeed a reasonable assumption since, as n is growing, demands on the improvements of the estimation precision require to decrease the bias by sampling q(t) for larger and larger values of t. Dependence of T on n may not significantly affect estimation procedures but evidently leads to different convergence rates that are formulated in terms of T 2 n /n. The rest of the paper is organized as follows. Section 2 delivers main results of the paper.
In particular, Section 2.1 introduces notations and assumptions used throughout the paper. In Section 2.2 we derive the lower bounds on the minimax risk of estimating f in (1.3). Section 2.3 reviews some mathematical results for noiseless Laplace deconvolution relevant for constructing the proposed estimator. Section 2.4 is dedicated to explicit derivation of Laplace deconvolution estimator in model (1.3), while Section 2.5 establishes its asymptotic adaptive minimaxity over entire range of Sobolev classes. Section 3.1 contains examples of explicit estimators of Laplace deconvolution for various types of kernels g. The results of a simulation study are presented in Section 3.2. Section 4 concludes the paper with discussion. All the proofs are given in Appendix.
Main results

Notations and assumptions
In this section we introduce notations and assumptions used throughout the paper.
The L k (R + )-norm of the function h is denoted by h k and h ∞ is the supremum norm of h.
If k = 2 and there is no ambiguity, we shall omit the subscript in the notation of the norm, i.e. h = h 2 . We use the standard notation W r,p (R + ) for a Sobolev space of functions on [0, ∞) that have r weak derivatives with finite L p -norms and omit p in this notation if p = 2, that is, W r (R + ) = W r,2 (R + ). In addition, we shall omit R + in the notations of the norms and functional spaces and, unless the opposite is stated, assume that all functions are defined on the nonnegative part of the real line.
Let r ≥ 1 be such that
with obvious modification g(0) = B 1 = 0 for r = 1.
Assume now the following conditions on the unknown f and the known kernel g in (1.1):
(A2) Let Ω be a collection of distinct zeros s ω of the Laplace transformg of g. Then all zeros ofg have negative real parts, i.e.,
Finally, we impose the following assumption on T n and design points t i , i = 1, ..., n:
In what follows, we use the symbol C for a generic positive constant, independent of the sample size n, which may take different values at different places.
Lower bounds for the minimax risk
In order to establish a benchmark for an estimator of an unknown function f from its noisy Laplace convolution (1.3) we derive the asymptotic minimax lower bounds for the L 2 ([0, T n ])-risk over a Sobolev ball W m (A) of radius A. It turns out that, unlike in the density deconvolution problem or Fourier deconvolution setup, the rates of convergence depend on the length of the interval T n and are expressed in terms of the ratio T 2 n /n: Theorem 1. Let condition (2.1) and Assumptions (A1)-(A4) hold. Then, there exists a constant
where the infimum is taken over all possible estimatorsf n of f , and, therefore,
Solution of noiseless Volterra equation
As we have already mentioned, unlike Fourier deconvolution, an estimatorf n of the unknown f in (1.3) can be obtained explicitly in the closed form. To understand the motivation for the proposed f n we find first the exact solution of the noiseless Volterra equation (1.1).
Taking derivatives of both sides of (1.1) under (2.1) and Assumptions (A1), (A3), one obtains
which is the Volterra equation of the second kind. Taking higher-order derivatives, (2.3) yields
Then, under Assumptions (A1) and (A3), one has q (r+m) ∈ L 2 and, hence, q ∈ W r+m .
In addition, due to Assumptions (A1) and (A3), condition (2.3) implies that q (r) ∈ L 1 and, therefore, one can use the following known facts from the theory of Volterra equations of the second kind:
1. there exists a unique solution φ of the equation
called a resolvent of g (r) (see Theorem 3.1 of Gripenberg, Londen and Staffans, 1990);
2. there exists a unique solution f of (2.3) and, therefore, of the original equation (1.1), which can be written as
(see Theorem 3.5 of Gripenberg, Londen and Staffans, 1990). It follows from the above that, in order to solve the noiseless Volterra equation (1.1), one only needs to determine a resolvent φ in (2.4) defined entirely by the r-th derivative g (r) of the (known) kernel g. Taking Laplace transform of both sides of (2.4) yields
where, due to (2.1), one has g (r) (s) = s rg (s) − B r . Therefore, φ(t) can be obtained as an inverse
Laplace transform ofφ, whereφ
Behavior of the resolvent function φ is thus determined by the propertiesg. It turns out (see, e.g., Gripenberg, Londen and Steffans 1990, Chapter 7) that, under Assumption (A2) and (2.1),g is analytic and, hence, all its zeros are well separated. Moreover, φ can be presented as the sum of a polynomial of degree (r − 1) and an absolutely integrable function. In a variety of practical applications, the kernel g is represented by a combination of some elementary functions and, hence, g is not an oscillating function. Hence, the number of zeros ofg is finite and, sinceg is an analytic function, these zeros are of finite orders. In this case, solution f can be written explicitly as it follows from the following theorem:
Theorem 2. Let condition (2.1) and Assumptions (A1)-(A3) hold. Then, the resolvent φ in (2.6) is of the form
where φ 1 ∈ L 1 . Hence, by (2.5), f in (1.1) can be recovered as
If, in addition,g has a finite number M of distinct zeros of orders α l , respectively, l = 1, ..., M , then f is of the form
where s 0 = 0, α 0 = r and
Remark 2. Note that in Theorem 2, Assumption (A1) and condition (2.1) are essential for explicit construction of estimators. However, calculations in (2.7)-(2.12) can be carried out without Assumption (A2) being valid. Assumption (A2) is only needed to ensure that φ 1 ∈ L 1 . In particular, if the number of zeros is finite, then Re(s l ) < 0, l = 1, ..., M , implies that φ 1 in (2.10) is a sum of products of polynomials and exponentials with powers having negative real parts and, hence,
If some of zeros have positive real parts, expansions (2.11) and (2.12) in Theorem 2 will still be valid but φ (r) 1 will contain exponential terms with positive powers that will grow and magnify the errors of estimating q as t tends to infinity.
Adaptive estimation of Laplace deconvolution
Theorem 2 leads to an estimatorf n in (1.3) of the semi-explicit form
where q (j) (t) are some estimators of q (j) (t), j = 0, . . . , r, and the function φ 1 is expressed in terms of the inverse Laplace transform of the completely known functionφ defined in (2.6). Under the additional (usually satisfied) condition thatg has a finite number of zeros, the second statement of Theorem 2 leads to an explicit expression for the estimator with φ 1 defined by (2.10):
Note that, unlike (2.13), the integral term in (2.14) involves q rather than q (r) and, hence, the boundary effects of estimating derivatives do not propagate to interior points of the interval [0, T n ].
Laplace deconvolution can be therefore reduced to nonparametric estimation of q = f * g ∈ W r+m (see Section 2.3) and its derivatives of orders up to r from the discrete noisy data in the model
variates and σ > 0 is known. This is a well-studied problem, and estimation can be carried out by a number of various approaches, e.g., kernel estimation, splines, local polynomials, wavelets, etc.
It is important to note however that for the problem at hand, the data is sampled on an interval of asymptotically increasing length that calls for necessary modifications of traditional estimators and affects their global convergence rates on the interval [0, T n ] which are expressed in terms of n −1 T 2 n . For illustration, we consider kernel estimation with the global bandwidth selected adaptively by Lepski technique. To estimate the j-th derivative of q(t), j = 0, . . . , r, t ∈ [0, T n ], choose a kernel function K j (not to be confused with the convolution kernel g) of order (L, j) with L > r satisfying the following conditions:
Construction of such kernels is described in, e.g., Gasser, Müller and Mammitzsch (1985) .
Define a well-known Priestley-Chao type kernel estimator of q (j) with a (global) bandwidth λ j :
Certain routine boundary corrections are required for t close to the boundaries (see Gasser and Müller, 1984 for details).
We utilize a general methodology developed by Lepski (e.g., Lepski, 1991) for data-driven selection of a bandwidth λ j in (2.15). In particular, we apply the global bandwidth version of Lepski, Mammen and Spokoiny's (1997) procedure and modify it also for estimating derivatives.
The resulting procedure for choosing λ j in (2.15) can be described as follows. For each j, 0 ≤ j ≤ r, and the corresponding kernel K j of order (L, j), L > r, consider the geometric grid of bandwidths Λ j , where 16) and a > 1 is an arbitrary constant. Smaller values of a allow a finer choice of the optimal bandwidth but increase computational complexity. Note that cardinality of Λ j does not exceed log a n since card (Λ j ) = 1 + J n ≤ log a n. Definê
where constants C j are such that
and µ is defined in Assumption (A4).
We then estimate q (j) by 19) and plug (2.19) into (2.13) or (2.14).
Note that the resulting estimatorsf n are inherently adaptive to the smoothness of the underlying function f in (1.3) which is rarely known in practice.
Adaptive minimaxity
The following theorem establishes the upper bound for the L 2 ([0, T n ])-risk of the estimatorf n defined in Section 2.4 over Sobolev classes:
Theorem 3. Let condition (2.1) and Assumptions (A1)-(A4) hold. Consider kernels K j , j = 0, . . . , r of orders (L, j), L > r satisfying the conditions (K1) and (K2). Letf n be the estimator of f of the form (2.13) or (2.14), where q (j) (t)'s are given by (2.19) . Then, for all 1 ≤ m ≤ min(L, ν + 1) − r, and A > 0, one has
.
(2.20)
Under the additional conditions on f and T n , the results of Theorem 3 can be easily extended to the entire nonnegative half-line: Corollary 1. Let conditions of Theorem 3 hold and also there exists ρ ≥ 1 such that It is easy to see that r = 4 and B 4 = b 3 in (2.1), andg is of the form
Hence,g(s) has no zeros and one can use Theorem 2 for recovering and estimating f . By (2.6) one has
so that, in (2.9) and (2.14), one has α 0,0 = −4a,
and φ 1 (x) = 0. Hence, using (2.14) . Example 2. Consider (1.3) with
where
Therefore,
In particular, for k = 0 and r = 1, P(s) has no roots, so that b 0 = −a and we recover the result of 
The asymptotic minimax rate of convergence off n in (3.
For general values of k and r, the exact form of the solution (2.9) strongly depends on the roots of the polynomial P(s) given by (3.3). Assume that P(s) has k distinct roots. Then,
By observing that r j=0 α j s j is the quotient of s r+k and k j=0 ρ j s k−j , one can recursively evaluate α j , j = 1, . . . , r, in (3.5) as
The values of β l can be obtained by multiplying both sides of equation (3.5) by P(s)/(s − s l ) and setting s = s l :
The respective expression for f is of the form f = f 1 + f 2 where
which can easily be reduced to representation (2.9).
Under assumptions (A2) and (A3), the asymptotic minimax rate of convergence of the estimator (3.4) is provided by Theorem 3.
Simulation study
In this section we present the results of a simulation study to illustrate finite sample performance of the Laplace deconvolution procedure developed above.
First, we consider the data simulated according to the model (1.3) with five convolution kernels g 1 , . . . , g 5 , where The chosen true functions f in (1.3) are f 1 (t) = t 2 e −t , f 2 (t) = 1 − Γ 2,2 (t) and f 3 (t) = 1 − Γ 3,0.75 (t), where Γ α,θ is the c.d.f of the Gamma distribution with the shape parameter α and the scale parameter θ (see Figure 2 ). Functions f 2 and f 3 mimic sojourn time distributions of the particles of a contrast agent in DCE-imaging experiments, while f 1 is aimed to be a more general case.
The Laplace convolution q = f * g which produces observations in (1.3) has been numerically computed using trapezoidal rule for approximation of the integral. The noise levels for each of the kernels g 1 , ..., g 5 was chosen as σ 0 (g j )/2 i , i = 0, . . . 4; j = 1, . . . , 5, where the nominal noise levels σ 0 (g j ) were 0.001, 0.1, 0.01, 0.002, 0.002 for g 1 , . . . , g 5 respectively. We ran simulations with n = 100 and n = 250 and regular design for the t i equally spaced between 0 and T n = 10. Figure   5 illustrates that deconvolution estimators show good precision although boundary effects in estimating high-order derivatives remain despite the use of boundary kernels. For each combination of true function f , kernel g, sample size n and the noise level, we ran 400 simulations and calculated mean square errors. In order to remove the influence of boundary effects (see comments above), we did not include 20% of the boundary points (10% at each boundary).
The box-plots of the resulting mean square errors are presented on Figure 6 . Table 1 shows the average mean square errors and standard deviations (in parentheses) over 400 simulation runs.
Discussion
In the present paper, we consider Laplace deconvolution problem with discrete noisy data observed on the interval whose length T n may increase with the sample size n. Although this problem arises in a variety of applications, to the best of our knowledge, it has been given very little attention by the statistical community. Our objective was to fill this gap and to provide statistical analysis of Laplace deconvolution problem with noisy discrete data.
The main contribution of the paper is explicit construction of a rate-optimal (in the minimax We show that the original Laplace deconvolution problem can be reduced to nonparametric estimation of a regression function and its derivatives on the interval of growing length T n . Although the latter problem has been well studied on a finite interval, the asymptotic increase of its length as the sample size grows raises a new challenge. Whereas the forms of the estimators remains standard, the choices of the parameters and the minimax convergence rates, which are expressed in terms of T 2 n /n in this case, are affected by the asymptotic growth of the length of the interval. In the present paper, we use kernel estimators with a global bandwidth adaptively chosen by the Lepski procedure (e.g., Lepski, 1991) and establish asymptotic minimaxity of the resulting Laplace deconvolution estimator over a wide range of Sobolev classes. One can, however, apply other types of estimators (e.g., local polynomial regression, splines or wavelets). In particular, we believe that the use of wavelet-based methods can extend the adaptive minimaxity range from Sobolev to more general Besov classes. for kernels g 1 to g 5 and unknown function f 1 to f 3 , for n = 100 (upper part) and n = 250 (lower part) and for the noise level equal to σ 0 (g j )/2 i , j = 1, . . . , 5; i = 0, . . . , 4.
We illustrate the theory by examples of construction of explicit expressions for estimators of f based on observations governed by equation (1.3) with various kernels. Simulation study shows, that, in addition to providing asymptotic optimality, the proposed Laplace deconvolution estimator demonstrates good finite sample performance.
The present paper provides the first comprehensive statistical treatment of Laplace deconvolution problem, though a number of open questions remain beyond its scope. In particular, an interesting challenge would be to study Laplace deconvolution with an unstable resolvent, where Assumption (A2) does not hold. Another important problem would be to study the equation (1.3) when the kernel g is not completely known and is estimated from observations.
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Appendix
Throughout the proofs we use C to denote a generic positive constant, not necessarily the same each time it is used, even within a single equation.
Proof of Theorem 1
Although the rates are derived by standard methods described in, e.g., Tsybakov (2009), the challenging part of the proof is constructing the set of test functions and, subsequently, producing upper bounds for the Kullback-Leibler divergence.
The main idea of the proof is to find a subset of functions F ⊂ W m (A) such that for any pair
and the Kullback-Leibler divergence
where log stands for natural logarithm and vectors q j , j = 1, 2, have components q ji = (g * f j )(t i ), 
(ii) the Kullback divergences K(P f 1 , P f 2 ) between the measures P f 1 and P f 2 satisfy the inequality
Then, for some absolute positive constant C,
where the infimum is taken over all estimatesf n of f .
Without loss of generality, let us assume that the points are equally spaced, i.e. t i −t i−1 = T n /n, i = 1, ..., n. To construct such a subset F, define integers M n ≥ 8 and N = n Mn , the largest integer which does not exceed n/M n . Let λ n = N T n /n and define points z l = l λ n , l = 0, 1, ..., M n . Note that the latter implies that points of observation t j = j T n /n in equation (1.3) are related to z l as z l = t j where j = N l for l = 1, ..., M n and j ≤ N M n . Note also that Introduce functions
where the constant L > 0 will be defined later. Note that ϕ j have non-overlapping supports, where
Consider the set of all binary sequences of the length M n ≥ 8:
Mn and the corresponding subset of functions
HereΩ ⊂ Ω is such that log 2 card(Ω) ≥ M n /8 and the Hamming distance ρ(ω 1 , ω 2 ) = Mn j=1 I{ω 1j = ω 2j } ≥ M n /8 for any pair ω 1 , ω 2 ∈Ω (see, e.g., Lemma 2.9 of Tsybakov (2009) for construction ofΩ).
We now need to show that F in (5.4) is exactly the required set. Note first that since the supports of ϕ j are non-overlapping, for any f ω ∈ F a straightforward calculus yields
Similarly,
and therefore f ω ∈ W (m) (A), where A = L||k|| W m . Furthermore,
2m n and (5.1) holds provided λ n ≥ C(T 2 n n −1 ) −1/(2(m+r)+1) for some positive constant C.
To verify (5.2), note that
where, suppressing index j, we write
In order to obtain an upper bound for Q(f ) we need the following supplementary lemma, the proof of which is presented at the end of the section.
Lemma 2. Introduce functions K j (x) using the following recursive relation
Then, under condition (5.3), functions K j (x), j = 1, ..., r, are uniformly bounded and K j (1) = 0, j = 1, . . . , r. Moreover,
Applying equation (5.7) to the integral in Q(f ), obtain
Observe that for any t and any l 1 and l 2 such that l 1 = l 2 , one has
n (ti − z l )) = 0 for only one value of l, namely, for l = [i/N ] + 1 where [x] is the largest integer which does not exceed x. Therefore, 9) where · ∞ is the supremum norm. In order to obtain an upper bound for ∆ 2 , observe that for any nonnegative function F (x) one has
Hence, we derive
Combining formulae (5.5)-(5.10), we obtain that, in order to satisfy the condition (5.2), we need the following inequality to hold
Note that
. Therefore, both conditions (5.1) and (5.2) hold and theorem is proved.
2
Proof of Theorem 2
To prove Theorem 2 we use the following Lemma 3 which can be viewed as a version of Theorem 
where L is the total number of distinct zeros s l of s rg (s) such that Re(s l ) > Re(s g ), α l is the order of zero s l and φ 1 ∈ L 1 .
Choose s g such that s * < s g < 0. Then, the first condition in (5.12) immediately follows from has a single zero of r-th order at s = 0. Lemma 3 yields then that φ(t) = φ 0 (t) + φ 1 (t), where 15) and integrating by parts, one has
that completes the proof of (2.8).
In order to prove (2.9) -(2.12), note that it follows from equation (2.6) thatφ(s) has poles s l , and, therefore,φ does not have a pole at infinity. Then,φ is a rational function and, consequently, can be represented using Cauchy integral formulã
where C l , l = 0, ..., M , is a circle around the pole s l such that this circle does not enclose any other pole ofφ (see LePage, 1961, Section 5.14). Using Laurent expansion ofφ(z) around s l , we have
Combining the last two expressions and taking inverse Laplace transform ofφ(s) yields
where φ 0 is given by (5.15), same as before, and
Repeat calculations in (5.16) and also note that, by similar considerations, for every j = 0, ..., α l −1,
To complete the proof, evaluate the derivatives, observe that
and interchange summation with respect to j and k.
2
Proof of Theorem 3
Since the estimator (2.14) is just a particular form of the estimator (2.13), it is sufficient to carry out the proof for the estimator (2.13) of f . From (2.8), one immediately obtains
where q (j) λ j,n , j = 0, . . . , r are given in (2.19).
The proof is based on the following proposition which provides upper bounds for the risks E|| q
In particular, Proposition 1 implies that the errors of estimating q (j) in (5.18) are dominated by the estimation error of the highest order derivative q (r) . Furthermore, φ 1 ∈ L 1 (see Theorem 2) and, therefore,
(see also Theorem 2.2.2 of Gripenberg, Londen and Staffans, 1990).
Thus, (5.18) and Proposition 1 yield
Proof of Proposition 1
For simplicity of notations we drop the index n inλ j,n .
Recall that under Assumptions (A1)-(A3), q ∈ W r+m (see Section 2.3). By the standard asymptotic calculus for kernel estimation (see, e.g., Gasser and Müller, 1984) for estimator (2.15) and any interior point t of (0, T n ), one then has
The required boundary corrections ensure the same order of error for the values t close to the boundaries (Gasser and Müller, 1984) and the integrated variance then is 20) where V 0j = σ 2 ||K j || 2 . Similarly, the integrated squared bias can be written as
where B 0j = B , where C j is defined in (2.18) . Note that
Forλ j ≥ λ * j , equations (5.24) and (2.17) imply that uniformly over q ∈ W m+r (A ) E q
Hence, for allh < λ * j and q ∈ W m+r (A ), one has
due to C j − K j d j > K j (µ + d j ). Thus, uniformly over q ∈ W s+r (A ), one has P (λ j < λ * j ) ≤ h∈Λ j h≤λ * j P (h = h) P q h − E q
where Q is an n × n symmetric nonnegative-definite matrix with elements
(5.29)
Applying a χ 2 -type inequality which initially appeared in Laurent and Massart (1998), was improved by Comte (2001) and furthermore by Gendre (2013), we derive that, for any x > 0, 30) where Tr(Q) is the trace of Q, and ρ 2 max (Q) is the maximal eigenvalue of Q. Note that
and ρ 2 max (Q) is the spectral norm of matrix Q which is dominated by any other norm. In particular,
we derive
Using inequality (5.30) with x = d 2 j T n /(2µh) and h < λ * j one obtains 
