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Abstract Contrary to the actual nonlinear Glauber model (NLGM), the linear
Glauber model (LGM) is exactly solvable, although the detailed balance condi-
tion is not generally satisfied. This motivates us to address the issue of writing
the transition rate (w j) in a best possible linear form such that the mean squared
error in satisfying the detailed balance condition is least. The advantage of this
work is that, by studying the LGM analytically, we will be able to anticipate how
the kinetic properties of an arbitrary Ising system depend on the temperature and
the coupling constants. The analytical expressions for the optimal values of the
parameters involved in the linear w j are obtained using a simple Moore-Penrose
pseudoinverse matrix. This approach is quite general, in principle applicable to
any system and can reproduce the exact results for one dimensional Ising system.
In the continuum limit, we get a linear time-dependent Ginzburg-Landau (TDGL)
equation from the Glauber’s microscopic model of non-conservative dynamics.
We analyze the critical and dynamic properties of the model, and show that most
of the important results obtained in different studies can be reproduced by our new
mathematical approach. We will also show in this paper that the effect of magnetic
field can easily be studied within our approach; in particular, we show that the in-
verse of relaxation time changes quadratically with (weak) magnetic field and that
the fluctuation-dissipation theorem is valid for our model.
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21 Introduction
The nonequilibrium statistical mechanics is a very active field where new excit-
ing results are appearing regularly. While a widely accepted formalism exists for
studying systems in equilibrium, we are yet to develop a general framework to
study irreversible processes. To get better understanding of how systems evolve,
it is important to study dynamics of simple physical models. The Ising model
is probably the simplest non-trivial model in physics. Studying dynamics of this
model may give us some new insights into the general feature of a nonequilibrium
process.
Even for this simple Ising model, studying dynamics is not generally an easy
task. Roy J. Glauber showed in his classic original work how one can study (non-
conservative) dynamics in a simple (ferromagnetic) Ising chain [1]. Since then
this work has been extended to study, both analytically and numerically, different
systems in numerous physical situations with varying degrees of success [2,3,4,
5,6,7,8,9,10,11]. For an arbitrary Ising system, it is possible to get a non-linear
form of the transition rate w j for which the detailed balance condition is exactly
satisfied. Unfortunately, with this non-linear w j , analytical calculations become
intractable. It has been a real challenge to develop a microscopic kinetic model
which will be solvable for a generic system without compromising on the detailed
balance condition.
Although the numerical studies of the Glauber dynamics for different Ising
systems are substantial and satisfactory, the analytical studies, especially in the
two and three dimensions, remain scarce and limited. There are mainly two types
of analytical approaches to study this microscopic kinetic model: the mean field
type approaches [12,13,14,15] and the quantum formalism for the stochastic mod-
els [16]. The problem of mean field type approaches are obvious; they undermine
fluctuations. It is though possible to incorporate effects of fluctuations by higher
order theories, but they naturally come with more complexities and one effectively
needs numerical methods to study them. On the other hand, very few system can
be exactly solved within the quantum formalism. Except for some one dimen-
sional cases (when problems can be represented by integrable quantum systems),
one needs to use different numerical techniques or some approximate methods
to study dynamics within this approach. In this context, purpose of this paper
is to present a new analytical approach by which the microscopic dynamics can
be studied in any Ising system and which does not undermine fluctuations. The
microscopic kinetic model that we present here is not only exactly solvable in d-
dimension, it can reproduce Glauber’s exact results for one dimensional (d = 1)
system. In this sense, our work can be viewed as the generalization of Glauber’s
work for one dimensional Ising system. We will see that, most of the important
results regarding the Glauber’s dynamics in d-dimensional Ising system obtained
in different studies can be reproduced by analyzing our model.
To give a brief formal description about the main idea behind our approach,
we note that, while the actual nonlinear Glauber model (NLGM) is not generally
exactly solvable, the detailed balance condition at equilibrium is exactly satisfied
by the nonlinear choice of transition rate (w j). On the contrary, the linear Glauber
model (LGM), where the choice of w j is linear, is exactly solvable although the
detailed balance condition is not generally exactly satisfied [17,18,19]. For the
3LGM, sometimes called the voter model with noise, w j is taken in the following
form:
w j(σ j) =
α
2
(
1− λ
2d
z
∑
k=1
σ j ·σk
)
, (1)
where z in the number of nearest neighbors (or the coordination number; z = 2d for
hypercubic lattice) and α sets the overall timescale of the nonequilibrium process.
The variables σk’s are neighboring Ising spins of the jth site. The parameter λ (0≤
λ ≤ 1) determines the strength of noise. For one dimensional (ferromagnetic) Ising
chain (d = 1), it is possible to find a λ for which the detailed balance condition
is exactly satisfied. For this special case, λ = tanh 2β |J|, where β is the inverse
temperature and |J| is the strength of coupling constant. Unfortunately for the
two and three dimensional systems, no choice of λ satisfies the detailed balance
condition exactly.
In this context we pose the following question: For the d-dimensional system,
what is the best value of the parameter λ of the linear model for which the mean
squared error in satisfying the detailed balance condition is least? or in other
words, what is the best way of relating the parameter λ of the LGM to the tem-
perature and the coupling constant such that the results obtained from the model
are as close as possible to the results obtained from the nonlinear Glauber model
(NLGM)? It is desirable that, the proposed approach to address the issue should
give the exact known value of λ for one dimensional system.
In this paper we address the stated issue in a more general set-up. For a generic
Ising system where a spin is coupled to z neighbors with different coupling con-
stants, we show how the nonlinear exact form of the transition rate w j can be
linearized in an optimal way. Here obviously, instead of one parameter (λ ), there
will be z number of parameters in general. In our approach, the optimization is
done by a linear regression process; the Moore-Penrose pseudoinverse matrix in-
volved in the regression process is obtained solely from the configuration matrix
and takes a simple form of dimension z× 2z. The elements of the pseudoinverse
matrix do not depend on the Hamiltonian parameters or temperature, this makes
our approach very appealing. For the obvious reason, we call the present micro-
scopic model the optimal linear Glauber model (OLGM). Here it may be briefly
mentioned that, though the linear Glauber model was studied extensively and still
attracts substantial interests, to the best of our knowledge, no attempt was made
to relate the parameter λ to the temperature and coupling constant for a generic
Ising system. Therefore ours is the first work in this direction where we actually
show how to do it in an optimal way.
It is easy to extend our approach to study the effect of magnetic field. In this
paper we demonstrate that our transition rate in the presence of magnetic field
works more efficiently than the commonly used one. As an application, we show
that the inverse of relaxation time changes quadratically with (weak) magnetic
field. We also discuss the fluctuation-dissipation theorem in the present context.
As an additional advantage of the present work, in the continuum limit we get
a linear time-dependent Ginzburg-Landau (TDGL) equation for non-conservative
order parameter dynamics. This establishes a connection between the phenomeno-
logical TDGL theory (linear version) and the Glaubers microscopic model for
non-conservative dynamics.
4Regarding the nature of the steady state that we obtain from the OLGM, we
will later see that (section 2.5), although the local probability currents are non-zero
in the steady state, its average over all possible configurations of the neighbors is
zero; in addition, our approach ensures that the individual opposite currents are on
average as small in strength as possible. These facts allow us to safely say that,
within a linearization approach, the steady state that we get here is as close to the
equilibrium state as possible.
Our paper is organized in the following way. In section 2, we give a detailed
description of our approach. In the next section (sec 3), we apply our method to
study Ising systems in different dimensions. We conclude our work in section 4.
2 General theory
Let us consider a system of N interacting Ising spins (σi = ±1). These spins can
be arranged in any spatial dimension where each spin is assumed to interact with z
neighbors (z is called coordination number). In our approach, nature and strength
of the coupling constants can be different. We here assume that these neighbors
are not directly interacting with each other, i.e., there is no next-nearest neighbor
interactions. Let us now consider that p({σ}; t) be the probability that the spins
take the values σ1, · · · ,σN at time t . We note that there can be 2N possibilities
of spin configurations, and sum of the probabilities corresponding to all these
possibilities is 1. We now assume that w j(σ j) is the transition rate of jth spin,
i.e., the probability per unit time that the jth spin will flip from the state σ j to
−σ j while the neighboring spins are momentarily remain fixed. This rate should
intuitively depend on the states of neighbors. We will later discuss in detail the
form of w j’s. Following Glauber, we can now write the master equation which
gives the time derivative of the probability:
d
dt p({σ}; t) =−∑j w j(σ j)p({σ}; t)+∑j w j(−σ j)p(R j{σ}; t), (2)
where R j{σ} represents the same spin configuration as {σ} with jth spin flipped.
By considering σi(t) as stochastic function of time, we can define two im-
portant quantities, namely, a time dependent average spin value qi(t) and a time
dependent correlation function ri, j(t). These are given below,
qi(t) = 〈σi(t)〉= ∑
C(N)
σi p({σ}; t) (3)
ri, j(t) = 〈σi(t)σ j(t)〉= ∑
C(N)
σiσ j p({σ}; t). (4)
Here sum is over all possible (2N in number) spin configurations, C(N). It may be
noted that ri,i = 1.
We now write time derivative of these quantities as first step to obtain them as
function of time. It is easy to get them by multiplying σk and σ jσk respectively
5to the Eq. (2) and then sum them over all possible spin configurations. Following
Glauber, these time derivatives can be written as,
d
dt qk(t) =−2 ∑C(N)σkwk(σk)p({σ}; t) (5)
d
dt r j,k(t) =−2 ∑C(N)σ jσk{w j(σ j)+wk(σk)}p({σ}; t). (6)
To solve these equations, a choice of w j(σ j) has to be made. As we may ex-
pect, the tendency of the jth spin to be up or down should depend on the states
of the neighboring spins as well on the nature and strength of the coupling con-
stants between jth spin and the neighboring spins. For example, if the jth and kth
spins are coupled by a ferromagnetic interaction, then the jth spin will try to align
itself parallel to the kth spin. There can be many ways to choose w j(σ j) to obey
this tendency, although the option is constrained by the fact that it has to satisfy
the equation of detailed balance at equilibrium for all possible configurations of
neighbors. Now we will introduce a general mathematical approach by which one
will be able to find the optimal linear form of the transition rate for an arbitrary
Ising system.
When the system reaches equilibrium at temperature T , the probability p(σ j)
that the jth spin will be in the state σ j as opposed to −σ j (for a given configura-
tion of neighbors), is just proportional to the Maxwell-Boltzmann factor e−βh j(σ j).
Here β = 1/kBT with kB being the Boltzmann constant. In the factor, h j(σ j) is
the interaction energy associated with the jth spin (when in the state σ j) with its
neighbors, and this is given by
h j(σ j) =
z
∑
k=1
Jkσ j ·σk, (7)
where Jk is the coupling constant between the jth and kth spins. For the ferro-
magnetic coupling, Jk < 0 and for antiferromagnetic coupling, Jk > 0. In the equi-
librium, for a momentarily fixed configuration of other spins, the jth spin should
satisfy the equation of detailed balance,
p(σ j)
p(−σ j) =
w j(−σ j)
w j(σ j)
. (8)
To proceed further, let us now write the probability factor in the following way:
e−βh j(σ j) = cosh
[
β
z
∑
k=1
Jkσk
]
−σ jsinh
[
β
z
∑
k=1
Jkσk
]
= cosh
[
β
z
∑
k=1
Jkσk
]{
1−σ jtanh
[
β
z
∑
k=1
Jkσk
]}
(9)
If we use the above expression of the probability factor in the equation of detailed
balance, Eq. (8), we immediately get an exact form of w j ,
w j(σ j) =
α
2
(
1+σ jtanh
[
β
z
∑
k=1
Jkσk
])
, (10)
6where α/2 is the transition rate for non-interacting case. This nonlinear form of
w j not only fulfills the orientational tendencies of jth spin mentioned earlier, it
exactly satisfies the equation of detailed balance (Eq. (8)) at equilibrium for all
possible configurations. Unfortunately, this nonlinear form is intractable for the
analytical study of the Glauber dynamics. A linear form of w j is easy to handle,
but, except for a few special cases, it does not exactly satisfy the detailed balance
condition. It will be shown here how this nonlinear w j can be linearized in an
optimal way such that mean squared error in satisfying detailed balance condition
is least. It will be also clear in the process why we have chosen this particular
nonlinear form of w j while one has other options.
Noting the series tanh x = x− x33 + · · ·, we can attempt to linearize w j by
considering,
tanh
[
β
z
∑
k=1
Jkσk
]
≈
z
∑
k=1
γkσk. (11)
Here the coefficients γk’s are not just βJk’s that appear in the first order term of the
hyperbolic-tan series. These coefficients also have contributions from the higher
order terms of the series (this will be clear by noting that, σnk = 1 if n is even
and σnk = σk if n is odd). Although by analyzing the series it is possible to find
out the exact values of γk’s, it is best to take the optimized values for the γk’s
which can be obtained by a linear regression process. By taking the optimized
values, we ensure that the mean squared error in satisfying the detailed balance
condition is least. The optimization process somewhat compensates the absence of
the nonlinear terms in our desired linear form of w j (nonlinear terms are typically
product of different σ ’s).
To do a linear regression, we will consider γk’s in Eq. (11) as the parameters
of the regression process. We may note that, Eq. (11) actually represents 2z linear
equations in z parameters. Each of these linear equations corresponds to the one
of the 2z configurations of the z neighbors. Obviously, no set of values for the γ’s
can simultaneously satisfy the overdetermined set of 2z linear equations (except
for a special case discussed later). We will now see how the best possible values
for γ’s, for which mean squared error is minimum, can be obtained.
Before discussing the linear regression process, it may be worth mentioning
here that, the function tanh x is linear about the origin (x = 0). Since the term
[β ∑zk=1 Jkσk] is zero or close to zero for a good fraction of the total number of
configurations (at least for isotropic case when Jk’s are equal), we expect our lin-
earization to work reasonably good in a normal situation.
2.1 Theory of linear regression (LR)
Before we use it, let us first briefly present the linear regression theory [20] neces-
sary for our present work. We consider an overdetermined system of m linear equa-
tions in n (< m) unknown coefficients (parameters) µ1,µ2, · · · ,µn: ∑nj=1 ai jµ j = yi(i= 1,2, · · · ,m). Here yi’s are regressands or dependent variables while ai1,ai2, · · · ,ain
are regressors or independent variables. This can be written in the matrix form as,
Aµ = Y, (12)
7where A is an m× n matrix with ai j being the i jth element, µ is a column vector
(dimension n× 1) with µ j being the jth element and Y is again a column vector
(dimension m× 1) with yi being its ith element. For a particular set of values of
µi’s, we can define an error function S(µ) = ∑mi=1 |yi−∑nj=1 ai jµ j|2 = ||Y−Aµ ||2;
this error function can be minimized with respect to µi’s to obtain the best possible
values for the parameters. It can be easily shown that the minimization problem
reduced to finding solution of the following equation,
AT Aµ = ATY. (13)
There are many ways to solve this equation; if A+ be the pseudoinverse matrix of
A, called the Moore-Penrose pseudoinverse, then the solution can be written as,
µ = A+Y. (14)
If the n columns of the A matrix are linearly independent, then AT A is invertible
and the pseudoinverse matrix can simply be obtained as,
A+ = (AT A)−1AT . (15)
If (AT A)−1 does not exist, then there are ways to get the pseudoinverse matrix
A+; for example by doing Tikhonov regularization or by doing a singular value
decomposition (SVD) of matrix A [20]. We may note that if UΣV T is the SVD
of A, then A+ = VΣ+UT , where Σ+ is just obtained by taking the reciprocal of
each non-zero element on the diagonal of matrix Σ . For our present problem, the
n column vectors of the A matrix are linearly independent; this is because they are
generated by n independent Ising variables (σi’s).
We can now use the pseudoinverse matrix to get the minimum of the error
function S(µ). Using Eq. (14) in the error function, we get the following expres-
sion for the minimum:
Smin = ||(I−AA+)Y ||2, (16)
where I is the m×m Identity matrix.
2.2 Application of LR Theory to Glauber dynamics
To apply this linear regression theory to our problem in hand, we first note that,
Eq. (11) will give a linear equation in γ’s corresponding to each of the 2z spin
configurations. For us n = z and m = 2z. In Eq. (12), the elements of the column
matrix µ are the parameters γi’s; we will denote this matrix as Γ . Each of the rows
of the A matrix will represent one of the 2z spin configurations of the z neighbors;
we will call this matrix as configuration matrix C. For z = 4, the form of the matrix
C can be seen in Eq. (17).
8C =


1 1 1 1
−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
−1 −1 1 1
−1 1 −1 1
−1 1 1 −1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1
−1 −1 −1 1
−1 −1 1 −1
−1 1 −1 −1
1 −1 −1 −1
−1 −1 −1 −1


(for z = 4) (17)
The ith element of the column matrix Y is just the value of tanh[β ∑zk=1 Jkσk]
for the spin configuration as appears in the ith row of the matrix A; we will denote
this column matrix as Ω . With the present set of relevant notations, Eq. (12) is
rewritten as CΓ = Ω for our regression problem. The best possible values of γi’s
can be obtained by
Γ =C+Ω , (18)
where C+ is the Moore-Penrose pseudoinverse of the configuration matrix C.
We will now determine the form of the pseudoinverse matrix C+ for any co-
ordination number z. We first note that ∑2zi=1 C2i, j = 2z for any j. We also note that,
along a row of any two columns i and j (i 6= j), there can appear only four con-
figurational states, namely, 1 1, 1 -1, -1 1, -1 -1. Each of the states appears exactly
2z−2 times; this is due to the fact that, when two Ising spins are in one of the four
states, rest of the spins (z− 2 in number) can assume any of the 2z−2 possible
configurations. This implies that, ∑2zk=1Ck,iCk, j = 0, i.e., all the z columns of the
C matrix are orthogonal. From these facts we can easily conclude that CTC is a
diagonal matrix (z× z in dimension) with (CTC)i, j = 2zδi, j . This result helps us to
write the pseudoinverse matrix C+ in the following form,
C+ = (CTC)−1CT = 2−zCT (19)
By using this pseudoinverse matrix we can get the best possible values of the
parameters (γ’s) from the equation Γ =C+Ω . This set of parameters can then be
used in Eq. (11) to obtain a best possible linearized version of w j (see Eq. (10)),
w j(σ j) =
α
2
(1+
z
∑
k=1
γkσ j ·σk). (20)
If we use this linearized form of w j , the net local probability current between
two spin configurations of a site will not be zero in the steady state for the different
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Fig. 1 Plots show here ratio of the steady state probabilities (Ps) and corresponding equilib-
rium probabilities (Pe) for 16 different configurations as given in different rows of C matrix (cf.
Eq. (17)). Three plots correspond to three different temperatures (one corresponds to critical
temperature TC (cf. section 3.2)). The values of the temperature are given in the unit of |J|/kB.
configurations of neighbors (except for a special case). As a result, this steady
state does not qualify for an equilibrium state. However, our approach makes sure
that the average local current is zero and the opposite currents are individually as
small as possible on the average (cf. section 2.5). This allows us to say that the
steady state that we get here is as close to the equilibrium state as possible within a
linearization approach. To see how close the steady state probabilities (Ps) come to
the equilibrium probabilities (Pe), we plot here ratio of the probabilities calculated
through our approach and corresponding Maxwell-Boltzmann probabilities. The
result for the two dimensional system can be seen in Fig. 1, where we have Ps/Pe =
[1−σ j|γ |∑k σk]/[1−σ j tanh(β |J|∑k σk)]. We consider here an isotropic system,
therefore we only have one parameter γ which is given by Eq. (22). In the figure
the horizontal coordinates represent configurations of neighbors as given in the
different rows of configuration matrix C (cf. Eq. (17)). We may also note that the
plots are for a ferromagnetic system (J = −|J|), and we have taken σ j = 1. For
σ j = −1, we will get an exactly similar plots but with a left-right inversion (e.g.
the value of Ps/Pe corresponding to the 1st configuration will now correspond to
the 16th configuration in the new figure). We see in the figure that the ratio is
close to 1 for most of the configurations and the value of |Ps/Pe− 1| on average
decreases with increasing temperature.
Practical advantage of this linearized form of w j should be clear now. If we
use it in Eqs. (5) and (6), we will get two decoupled sets of equations for qk’s and
ri, j’s respectively. Solving these sets of equations is much easier as equations for
qk’s will not contain any correlation term ri, j and vise versa.
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2.3 Reduction of problem by the use of symmetries
The problem of regression can be reduced if Z2 symmetry is available, i.e., the
external magnetic field is absent. In this case we only need to consider half of
the configurations which are not transformed to each other by Z2 symmetry. The
configuration matrix in this case will be of dimension 2z−1 × z; we denote this
matrix as ˜C. We see that the configurations in the first half of the C matrix (1 to
2z−1 rows) are just the spin flipped version of the configurations in the second
half. This simply implies that, the columns of ˜C matrix are also orthogonal, and
consequently ˜CT ˜C is a diagonal matrix with ( ˜CT ˜C)i, j = 2z−1δi, j . In this case,
˜C+ = ( ˜CT ˜C)−1 ˜CT = 2−z+1 ˜CT (21)
Now we will discuss another way of reducing the regression problem. We see
that in the expression of w j(σ j) (see Eq. (20)), γl is expected to be same as γm if
Jl = Jm in Eq. (7), i.e., if jth spin is coupled to the lth and mth spin by the same
coupling constant. In this case, we can work with z−1 number of parameters (γi’s)
instead of considering all z parameters. We also note that, with this consideration,
the matrix (which we denote by ¯C) whose pseudoinverse we seek in the regression
process, will have z−1 columns. It should be clear that, one of the columns of the
¯C matrix will be just the sum of the lth and mth columns of the actual configuration
matrix C matrix, and rest of its columns will be same as those of the C matrix.
Properties of the ¯C matrix can be directly derived from the C matrix; in fact it can
be seen that ¯CT ¯C is a (z−1)× (z−1) diagonal matrix with the diagonal elements
being 2z except for the row/column which corresponds to the sum of two columns
of the C matrix. The value of this particular element is 2 ·2z or 2z+1.
Now we will consider in little more detail the important special case when
all the coupling constants are same (the isotropic case). In this case it is enough
to consider only one parameter (γ) in the expression of w j(σ j) (see Eq. (20)).
Clearly, here ¯C will be just a column vector and consequently ¯CT ¯C is just a number
whose value is z · 2z. For this isotropic case, the pseudoinverse matrix (which is
a row vector) is, ¯C+ = 2−zz ¯CT . We may further note that the first element of the
column vector ¯C is z, next zC1 elements are all (z− 2), and so on till we get the
last element (2zth) as−z. On the other hand, the first element of the column vector
Ω is tanh [βzJ], next zC1 elements are all tanh [β(z−2)J], and so on till we get
the last element (2zth) as tanh [β(−z)J]. We may note that, in this special case,
Γ will have only one element which is the parameter γ . This parameter γ can be
calculated using Eq. (18); its explicit form is given by the following formula:
γ = 2
−z+1
z
L
∑
i=1
Zi zCi−1tanh [βZiJ] , (22)
where Zi = z− 2i+ 2 and L is z2 or z+12 depending on whether z is even or odd
respectively.
It is now worth noting that, for a dimerized linear Ising chain, the coordination
number z = 2. In the absence of magnetic field, we can use the matrix ˜C for the re-
gression process. The dimension of this matrix is 2z−1× z, i.e., 2×2. This implies
that, we can get exact values of the two parameters (γ1 and γ2) appearing in the
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expressions of w j’s. This can be also understood from the Eq. (11), which in this
particular case will give two independent equations in two unknown parameters
(γ’s). When dimerization is zero, these two parameters will turn out to be same.
This is the special case studied by Glauber in his original paper. This shows that
our approach to the dynamics is truly general; in principle this same approach can
be used in studying dynamics of any type of Ising system. From this point of view,
our approach can be seen as natural extension of what Glauber did in his work.
2.4 Presence of magnetic field
In the presence of external magnetic field (H), the interaction energy associated
with the jth spin will have now an extra term −Hσ j , and therefore Eq. (7) will be
modified accordingly,
h′j(σ j) =
z
∑
k=1
Jkσ j ·σk−Hσ j. (23)
It is common to write the modified transition rate (w′j) in terms of w j in the
following way [1]:
w′j(σ j) = w j(σ j)(1−σ jtanh βH). (24)
Main problem with this form of w′j is that, when used in Eq. (5), the equations
for qk’s get coupled with the correlation functions ri, j’s. On the other side, when
this form of w′j is used in Eq. (6), the equations for ri, j’s not only get coupled with
qk’s, they now get coupled with more complex three point correlation functions.
Here we will present another way of handling this issue of applied magnetic field.
In our approach, the transition rates (w′j’s) will have one more independent pa-
rameter than the number of neighbors (z). If we use this form of w′j’s, we will get
a decoupled set of equations for qk’s (ri, j’s do not appear in them) and the equa-
tions for ri, j’s will not contain any three point correlation terms (though will get
coupled with qk’s).
To present our approach, we first note that, w′j will have following exact but
nonlinear form (cf. Eq. (10)):
w′j(σ j) =
α
2
(
1+σ jtanh
[
β
(
z
∑
k=1
Jkσk−H
)])
, (25)
As before (see Eq. (11)), we can attempt to linearize w′j by considering,
tanh
[
β
(
z
∑
k=1
Jkσk−H
)]
≈
z
∑
k=1
γkσk + γH . (26)
A linear regression will give the best possible values for the parameters γ’s. We
here note that, Eq. (26) actually represents 2z linear equations in z+1 parameters.
Each of these equations correspond to one of the 2z configurations of z neighbors.
To get the optimal values for the parameters γ’s, the matrix equation to be
solved in this case is CHΓH = ΩH (cf. Eq. (12)). Here ΓH is a column matrix
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containing z+ 1 parameters (γ1, · · ·, γz, γH). The 2z × (z+ 1) matrix CH is just
the configuration matrix C with an additional column whose elements are all
1. The column matrix ΩH has 2z elements, with ith element being the value of
tanh
[β(∑zk=1 Jkσk−H)] for the ith configuration (as appear in the ith row of the
C matrix). Now a linear regression can be done to obtain the best possible values
of the parameters (for which mean squared error is minimum). The best possible
values can be formally written using the Moore-Penrose pseudoinverse matrix:
ΓH = C+H ΩH , here the pseudoinverse matrix C+H is (CTHCH)−1CTH . We know that
the columns of the configuration matrix C are orthogonal, and they are also or-
thogonal to the extra column of the CH matrix as each column of the C matrix has
same number of +1 and -1. This implies that the (z+1)× (z+1) matrix (CTHCH)
is diagonal with the elements being (CTHCH)i, j = 2zδi, j . Therefore the pseudoin-
verse matrix in this case is given by, C+H = 2−zCTH . As we mentioned, this matrix
will help us get best possible values of the parameters (γ’s) from the equation
ΓH = C+H ΩH . We may here note that all these parameters will be the functions of
the magnetic field H. This optimal values of the set of parameters can now be used
in Eq. (26) to obtain a best possible linearized version of w′j(σ j),
w′j(σ j) =
α
2
(1+
z
∑
k=1
γkσ j ·σk + γHσ j). (27)
For the important special case when all the coupling constants are same, say
J, it is possible to give explicit formulae for the parameters (in the absence of
magnetic field, it is given in Eq. (22)). For this isotropic case, there will be only
two parameters, γ and γH , which are respectively the first and second elements
of the column vector ΓH . Here the CH matrix (whose pseudoinverse has to be
found) has just two columns. All the elements of the second column are 1. The
first element of the first column is z, next zC1 elements of the column is (z− 2),
and so on till we get the last element (2zth) of the column as−z. On the other hand,
the first element of the column vector ΩH is tanh [β{zJ−H}], next zC1 elements
are all tanh [β{(z−2)J−H}], and so on till we get the last element (2zth) of the
column as tanh [β{−zJ−H}]. Since two columns of this reduced CH matrix are
orthogonal, CTHCH is a diagonal matrix with first diagonal element being z2z and
second one being 2z. This implies that, first row of the pseudoinverse matrix C+H is
just the transpose of the first column of CH multiplied by 2−zz . On the other hand,
second row of C+H is the transpose of second column of CH multiplied by 2−z. Now
we can write explicit formulae for the parameters γ and γH by using ΓH =C+H ΩH :
γ = 2
−z
z
z+1
∑
i=1
Zi zCi−1tanh [β(ZiJ−H)] and (28)
γH = 2−z
z+1
∑
i=1
zCi−1tanh [β(ZiJ−H)] , (29)
where Zi = z−2i+2.
It is easy to verify that, when the magnetic field H becomes vanishingly small,
the parameter γH approaches zero. In this limit, the parameter γ given in Eq. (28)
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reduces to the parameter obtained for the case when the magnetic field was absent
(see Eq. (22)).
2.5 Nature of steady state and its closeness to the equilibrium state
It may be noted that, any arbitrary choice of the set of γ’s would make the sys-
tem evolve to some steady state (which is the solution of the master equation
at large time), but in general this steady state will not be the actual equilibrium
state that the given system would relax to. That steady state will be the actual
equilibrium state of the given system only when the equation of detailed bal-
ance (Eq. (8)) is satisfied for all possible spin configurations of the neighbors.
Unfortunately, except for a special case, no choice of γ’s would obey this condi-
tion exactly, as we have less number of parameters than the number of configura-
tions (see Eq. (11) and discussion there). Our method makes sure that the steady
state comes as close to the actual equilibrium state as possible within the lin-
earization approach. Let us see more physically how this is done. First define for
the jth site the net local probability current flowing between two configurations,
I j = w j(σ j)p(σ j)−w j(−σ j)p(−σ j). Here p(σ j) is the the Maxwell-Boltzmann
probability factor defined for the given system while w j(σ j) is the transition rate
with an arbitrary set of γ’s. Clearly the current I j will be positive for some config-
urations of the neighbors and negative for other configurations. If we could choose
a set of γ’s for which the equation of detailed balance was exactly satisfied for all
configurations, then the current I j would have been identically zero for each and
every configuration. In this context, our method does the following: it makes sure
that average current < I j > (average over all possible configurations of neighbors)
is zero in the absence of magnetic field and small, if not zero, when magnetic field
is present. In addition, our method ensures that two opposite tendencies (forward
current and backward current depending on the sign of I j) are individually as low
as possible on the average.
To prove that < I j >= 0 when magnetic field is absent, we first note that, this
current can be written as, I j = 2√
1−X2
[Y −X ]; here X = tanh[β ∑zk=1 Jkσk] and
Y = ∑zk=1 γkσk. We may here note that, in the expression of I j, we have missed
out a constant prefactor which does not change for different configurations. We
have also taken σ j = 1 to arrive at the expression; this implies that when I j >
0, there will be a net current flowing from the up state to the down state of the
jth spin (in other words, there will be a net tendency for the spin to flip if it’s
in the up state) and similarly, when I j < 0, there will be a net opposite current
flowing from the down state to the up state of the jth spin. Now let us consider
two configurations (say, p and p′) connected by Z2 symmetry. Clearly, if Xk and Yk
denotes respectively the values of the X and Y for the kth configuration, then Xp =
−Xp′ and Yp = −Yp′ . This implies that the current I j is exactly opposite for two
configurations of neighbors related by Z2 symmetry. This proves that < I j >= 0
when magnetic field is absent.
In case when magnetic field is present, we again can write the current in
the form I j = 2√1−X2H [YH −XH ], where now XH = tanh
[β(∑zk=1 Jkσk−H)] and
YH = ∑zk=1 γkσk + γH . Here for two configurations, p and p′, connected by Z2
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symmetry, (XH)p 6=−(XH)p′ and (YH)p 6=−(YH)p′ . Therefore, unlike when mag-
netic field is absent, the current I j is now not exactly opposite for two configu-
rations connected by Z2 symmetry. But we note that, ∑2zi=1(YH −XH)i = 0. This
can be seen in the following way. We can write, ∑2zi=1(YH −XH)i = ∑2
z
i=1(CHΓH −
ΩH)i, where (CHΓH −ΩH)i is the ith element of column vector (CHΓH −ΩH)
(see section 2.4). We now have, ∑2zi=1(CHΓH −ΩH)i = ∑2
z
i=1 ∑z+1k=1(CH)i,k(ΓH)k −
∑2zi=1(ΩH)i. But ∑2
z
i=1(CH)i,k = 0 for all k’s except when k = z + 1, for which
∑2zi=1(CH)i,z+1(ΓH)z+1 = 2zγH . We have seen that the value of γH that we get
by regression (or by solving ΓH = C+H ΩH ) is 2−z ∑2
z
i=1(ΩH)i. This implies that
∑2zi=1(CHΓH −ΩH)i = 0. Noticing that, |XH | < 1 for any possible configuration,
we have the following series, 1√
1−X2H
= 1+ 12 X
2
H +
3
8 X
4
H + · · ·. In fact when mag-
netic field and Hamiltonian parameters take reasonable values, we expect |XH | to
be well below one for most of the configurations. We note that there is no linear
term in the above series, and variation of existing higher order terms are expected
to be very small. Therefore as first approximation we take a constant value (say, K)
for 1√
1−X2H
. This gives, < I j >≈K ∑2zi=1(YH −XH)i, i.e., < I j >≈ 0 when magnetic
field is present.
We now see that for a linear model, < J j > is small, if not zero, even when
the parameters γ1, γ2, · · ·, γz (not γH ) are chosen arbitrarily. But arbitrary choice
of parameters does not ensure whether the forward currents and the backward
currents are individually as weak as possible. This is then done by choosing the
values of the parameters as obtained by a linear regression process (see sections
2.1 and 2.2). This facts allow as to safely say that, even though our steady state is
generally not an equilibrium state, it is as close to the equilibrium state as possible
within a linearization approach.
It is important to study how close we reach to the actual equilibrium state.
Smin, as given in Eq. (16), can be taken as the measure for this closeness. Lower
the value of Smin implies that we are closer to the actual equilibrium state.
In general this minimum of the error function (i.e., Smin) is not zero and its
value can be obtained using the pseudoinverse matrix. Taking C+ as given in Eq.
(19), we get directly from Eq. (16): Smin = ||(I−2−zCCT )Ω ||2. Since rows of the
C matrix are not orthogonal in general, analyzing behavior of Smin as function of
coordination number (z) and temperature (β−1) is not always easy. For the special
cases we can get simple form of Smin which allows us to analyze its behavior
analytically.
In the absence of magnetic field, ˜C ˜C+ is an Identity matrix for a system with
z = 2. This implies that, in this special case, Smin = 0 (see Eq. (16)). This result is
not unexpected, as we noted earlier, one can have exact solution for the γ’s in this
particular situation (or in other words, here one does not need to do regression).
Now we will analyze an important special case when all the coupling con-
stants are same (say, J). In the absence of magnetic field, the matrix involved in
the regression is a column vector ( ¯C) with 2z−1 elements. In this isotropic case
the column vector is just the sum of z column vectors of ˜C matrix (configuration
matrix representing those configurations which are not transformed to each other
by Z2 symmetry). This implies that, the first element of the column vector ¯C is z,
then there are zC1 number of elements each equals to (z− 2), and so on. We note
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that, if z is even then the last 12
zC z
2
elements of the column vector are all zero. On
the other hand, if z is odd then the last zC z−1
2
elements of the column vector are
all one. Following the arguments given in section 2.3, it is not difficult to see that,
¯CT ¯C = z · 2z−1. This implies that, the pseudoinverse matrix ( ¯C+) is a row vector
with 2z−1 elements, and is given by ¯C+ = 2−z+1z ¯C
T
.
It is now easy to find the elements of the 2z−1 × 2z−1 matrix (I− ¯C ¯C+). We
see that the elements of the first row of the ¯C ¯C+ is larger than the corresponding
elements of the other rows. In fact, the elements of the first row are z ¯C+, the
elements of the next zC1 rows are (z−2) ¯C+, and so on. Now we note that, the first
element of Ω is tanh [βzJ], next zC1 elements are all tanh [β(z−2)J], and so on. It
is now not difficult to see that the absolute value of the first element of the column
matrix (I− ¯C ¯C+)Ω is the largest. This allows us to get the following upper bound:
Smin ≤ 2z−1|(I− z ¯C+)Ω |2, where I is now a row vector whose first element is one
and rest of the elements are zero. A more appropriate quantity to study here is the
minimum of the root mean square error ( ¯Smin), which is basically the minimum of
the average error per configuration. This quantity is given by: ¯Smin =
√
Smin
2z−1 . Now
using the bound for Smin, we get the following bound for the quantity:
¯Smin ≤ |(I− z ¯C+)Ω |. (30)
We now notice that the absolute value of the first element of the row vec-
tor (I− z ¯C+) is larger than the absolute value of any other element. This fact is
also true for the column vector Ω . This implies that, |(I− z ¯C+)Ω | ≤ 2z−1|(1−
2−z+1
z z
2)tanh [βzJ] |. If we use this inequality in Eq. (30), we get the following
upper bound for ¯Smin,
¯Smin ≤ (2z−1− z)tanh [βz|J|] . (31)
We may here note that, if we had not used Z2 symmetry, we would have found
twice of what we have got as the upper bound for Smin; the bound for ¯Smin will
though remain same even if we work with the full configuration matrix.
Although the upper bound given in Eq. (31) is not a tight one, but by noting that
0 ≤ tanh [βz|J|]≤ 1, it makes some sense to infer the followings. ¯Smin is a weak
function of temperature (β−1) and coupling strength |J|; in fact, ¯Smin increases
slowly with the parameter β |J|. Though Eq. (31) suggests a strong dependence of
¯Smin on the coordination number z, we will see in the following sections that the
result (critical temperature) obtained for three dimensional system is somewhat
better than that for two dimensional system.
A similar bound can be found in case of non-zero external magnetic field.
Without going into details of calculation, we can safely say that ¯Smin is a weak
function of magnetic field H, as it is of the parameter β |J|. This is due to the fact
that H appears in ¯Smin only through the argument of hyperbolic-tan function.
3 Application to Ising systems in different dimensions
In this section we will study different Ising spin systems using the method we de-
veloped in the preceding section. In particular we study the relaxation time both in
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the presence and absence of magnetic field. From the divergence of this relaxation
time, it is possible to estimate critical temperatures of different systems. We may
here note that, the analysis of our optimal linear Glauber model (OLGM) and the
linear Glauber model (LGM) are essentially same; the advantage of our present
work is, we will now get to know how the static and dynamic properties of an
Ising model depend on temperature and coupling constants. We have added a sub-
section (3.3) to discuss different scaling properties of a linear model in the present
context.
3.1 Relaxation time for a generic system
For a general lattice, the transition rate w j in Eq. (20) is rewritten as,
wr(σr) =
α
2
(1+∑
R
γRσr ·σR). (32)
Here r is the position vector of a site while R is the separation vector identifying
neighbors connected to the site. In this notation, the equation for qk as given in
Eq. (5) is recasted as,
d
dt qr(t) =−2 ∑C(N)σrwr(σr)p({σ}; t) (33)
Now if we use Eq. (32) in Eq. (33), we will get the following equation for qr,
d
dt qr(t) =−α
[
qr(t)+∑
R
γRqR(t)
]
. (34)
If we denote the total magnetization, ∑r qr(t), by M(t), then it is not difficult
to see that, ∑r qR(t) = M(t) for a particular R. To get the equation for M(t), we
sum both sides of the Eq. (34) over all sites; this gives,
d
dt M(t) =−α
[
1+∑
R
γR
]
M(t). (35)
Solution of this equation gives us,
M(t) = M(0)e−t/τ , (36)
where M(0) is the magnetization of the system at t = 0, and
τ =
1
α
[
1+∑
R
γR(T )
]−1
(37)
is the relaxation time of the system at temperature T . In the above expression it is
explicitly shown that the γ’s are all functions of T .
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When magnetic field is present, the transition rate wr has to be replaced by
appropriate w′r (see Eq. (27) where w′j is given). A simple calculation now leads
us to the following equation for the magnetization,
d
dt M(t) =−α
[
1+∑
R
γR
]
M(t)−αNγH, (38)
where, N is the total number of sites in the system. Solution of this equation gives
us (assuming H is time independent),
M(t) = M(0)e−t/τH −αNτH γH(1− e−t/τH ), (39)
where M(0) is the magnetization of the system at t = 0, and
τH =
1
α
[
1+∑
R
γR(T,H)
]−1
(40)
is the relaxation time of the system at temperature T . In the above expression it is
explicitly shown that the γ’s are all functions of T and H. We may note that, while
in the absence of magnetic field, the system relaxes to a non-magnetic/paramagnetic
steady state (M(t →∞)= 0) with time scale τ , in the presence of uniform magnetic
field H, the system relaxes to a magnetic steady state (M(t → ∞) = −αNτH γH)
with time scale τH .
To know how the relaxation time changes with magnetic field, we first note
that, τ−1H = α(1+ zγ) for isotropic system (cf. Eq. (40)), where the parameter γ is
given by Eq. (28). It is not difficult to check that, z ∂ γ∂ H |H=0 = 0 and z ∂
2γ
∂ H2 |H=0 =
−sgn(J)β 2F , where F = 2−z+1 ∑z+1i=1 Zi zCi−1 sech2[βZi|J|] tanh[βZi|J|] with Zi =
z− 2i+ 2. Here sgn(J) is understood to be the sign of J, which is +1 for antifer-
romagnet and −1 for ferromagnet. Now we write the Taylor series of τ−1H upto
second order in H,
τ−1H = τ
−1− sgn(J)αβ 2F H2. (41)
This relation shows that the inverse of relaxation time changes quadratically with
(weak) magnetic field. For the ferromagnetic system, the relaxation time decreases
with the strength of magnetic field while for the antiferromagnetic system, it in-
creases with the strength of magnetic field.
During second order phase transition, the relaxation time of a system is ex-
pected to diverge. Using this fact it is possible to estimate the critical temperature
TC from Eq. (37). In the next section we study the criticality of the isotropic Ising
systems in different dimensions.
3.2 Study of criticality in different dimensions
In this subsection, we study how one, two and three dimensional ferromagnetic
isotropic Ising systems behave close to criticality. In particular, we calculate the
critical temperatures (TC) for the systems in different dimensions.
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Fig. 2 Plots show how the relaxation time changes with temperature for three different dimen-
sions.
For the isotropic case (when all coupling constant are same) all the parameters
(γ’s) take the same value and is given by Eq. (22) in the absence of magnetic field.
Here the relaxation time of Eq. (37) will take the following form: τ = 1α [1+ zγ ]−1.
The critical temperature at which this relaxation time diverges can be found from
the equation
1+ zγ = 0. (42)
For one dimensional isotropic system, z = 2 and γ =− 12 tanh (2β |J|) (note for
ferromagnetic systems, J = −|J|). In this case Eq. (42) takes the following form:
tanh (2β |J|) = 1. This will be only satisfied when β → ∞. Therefore in this case
TC = 0, in accordance with the fact that the one dimensional Ising system behaves
critically only near to absolute zero temperature.
For two dimensional system (square lattice), z = 4 and γ =− 18 [tanh (4β |J|)+
2tanh (2β |J|)]. In this case Eq. (42) takes the following form: tanh (4β |J|) +
2tanh (2β |J|) = 2. Solution of this equation gives TC = 3.089|J|/kB, whereas its
exact value is know to be TC = 2.269|J|/kB [21,22].
For three dimensional system (simple cubic lattice), z= 6 and γ =− 132 [tanh (6β |J|)+
4tanh (4β |J|) + 5tanh (2β |J|)]. In this case Eq. (42) takes the following form:
[tanh (6β |J|) + 4tanh (4β |J|) + 5tanh (2β |J|)] = 16/3. Solution of this equa-
tion gives TC = 5.071|J|/kB, whereas its actual value is expected to be about
TC = 4.511|J|/kB [23,24,25].
In Fig. 2, one can see how the relaxation time τ changes with temperature; in
particular, how it diverges near the criticality.
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The values for the TC obtained for our optimal linear model are somewhat
better in comparison with the mean field values (where TC = z|J|/kB with z = 2,
4 and 6 respectively for d = 1, 2 and 3). Here it is encouraging to notice that
our approach correctly captures the basic physics of the Ising model in different
dimensions, viz., while the criticality exists only at absolute zero for one dimen-
sional system, for two and three dimensional systems, the criticality exists at finite
temperatures.
It may be worth mentioning here that, at criticality, |γ | = 12d (cf. Eq. (42)),
i.e., λ = 1 for the linear Glauber model (see Eq. (1)). This shows that our optimal
linear model reduces to the voter model (without noise) at criticality (T = TC). This
result gives a physical meaning to the fact that the linear Glauber model behaves
critically when λ = 1.
3.3 Static and dynamic scaling properties
Analysis of our present optimal linear model essentially remains same as the lin-
ear Glauber model [17,18,19]. We now discuss some of the important scaling
properties of the linear model in the present context.
To see how the static susceptibility (χ) scales near critical temperature, we
now find the expression for χ . When t → ∞, Eq. (39) gives, χ = ∂ M(t→∞)∂ H |H=0 =
−αNτ ∂ γH∂ H |H=0. Here τ is the relaxation time, which is given by Eq. (37). The
parameter γH is given by Eq. (29), from which we get ∂ γH∂ H |H=0 =−βK, where,
K = 2−z
z+1
∑
i=1
zCi−1 sech2[βZiJ], (43)
with Zi = z− 2i+ 2. At TC, the term K is finite, but τ diverges; this shows that
the scaling behavior of χ will be same as τ . To see how τ scales near criticality,
we note that τ−1 = α(1+ zγ) = 0 at criticality. Therefore, near criticality, τ−1 =
α|J|βcR| T−TCTC |, with,
R = 2−z
z+1
∑
i=1
Z2i
zCi−1 sech2[βZiJ]. (44)
To use in the expression of τ−1 near criticality, the term R should be evaluated at
β = βc. It is now easy to see that, near criticality, χ ∼ | T−TCTC |−1 for all dimensions(d ≥ 2). Therefore the critical exponent γ = 1 (this symbol must not be confused
with the optimization parameter γ).
To analyze the dynamic properties of the model, we now shift to the continuum
limit. In this limit, the correlation function for two spins separated by the vector
r satisfies the following diffusion-decay equation (this can be easily derived once
we use the linear form of wk’s in the equation of two-point correlation ri, j ; cf. Eq.
(6) and Eq. (20)):
∂ G(r, t)
∂ t = D∇
2G(r, t)−κG(r, t), (45)
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where D = 2α|γ | and κ = 2α(1− 2d|γ |). We may note that, the solution of Eq.
(45) can be written in the following form,
G(r, t) = P(r)−Q(r, t)e−κt , (46)
where P(r) and Q(r, t) respectively satisfy the following equations:
∇2P(r) = κ
D
P(r) and (47)
∂ Q(r, t)
∂ t = D∇
2Q(r, t). (48)
To solve Eq. (45), we must now set the initial condition(s) for G(r, t) and
discuss the asymptotic behavior of the function. We note that, ri,i = 1 for all time t ,
also, ri, j = 0 for t = 0 (i 6= j). In the continuum limit, it is convenient to set a lower
cutoff a > 0, such that condition of self-correlation becomes, G(|r| = a, t) = 1.
Here the second condition becomes, G(|r|> a, t = 0) = 0. Physically, for large |r|,
the correlation between two spins will first increase and then saturate to its steady
state value after a long time. The steady state value of the correlation function is
given by P(r) which is a solution of Eq. (47). It is here natural to set P(a) = 1.
With the stated conditions on G(r, t) and P(r), we expect Q(r, t) to behave in such
a way that, Q(a, t) = 0 and Q(|r|> a,0) = P(r) (cf. Eq. (46)). We now notice that,
the solution for Q(r, t) is the solution of a problem where we have an absorbing
sphere of radius a surrounded by moving particles. Initially, the concentration
of the particles is high near the surface of the sphere and it decreases with the
distance from the sphere according to the functional form of P(r). Now following
the same line of arguments as given in Ref. [15], it is possible to get the following
asymptotic solution for Q(r, t) (where r = |r|; it should not be confused with the
symbol for two-point correlation):
Q(r, t)≃ P(
√
Dt)×


r√
Dt , d = 1 & 0 < r
ln(r/a)
ln(
√
Dt/a) , d = 2 & a < r
1− a
r
, d = 3 & a < r.
(49)
It should be mentioned here that the functional form of P(
√
Dt) will be different
in different dimensions. In Eq. (49), we have assumed r < √Dt for d = 1 and
2. Accuracy of Q(r, t) also depends on whether √Dt is less than the correlation
length (ξ ). If √Dt & ξ , then Q(r, t) is expected to decay faster than what we get
from Eq. (49). This is because, the concentration of particles far away (& ξ ) from
the absorbing sphere will be very low. In this situation, when r ∼ ξ . √Dt, the
particles at position r will not only diffuse into the absorbing sphere, now they
will also diffuse away towards the outer low concentration zone. For this reason,
one expects Eq. (49) to work good near criticality where correlation length is very
large. We are here, though, not much interested in the case when the correlation
length (ξ ) is short; in such case, the correlation function G(r, t) for large r anyway
always remains close to zero at all times.
Now we turn our attention to find the steady state solution P(r) from Eq. (47).
A trial solution of the form e−r/ξ
rk
can be taken to find the desired solution for
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P(r). Here ξ =
√
D
κ is the correlation length and k is a constant to be determined.
We find that for d = 1 and 3, k = 0 and 1 respectively. For d = 2, the above
trial form does not yield any solution of Eq. (47). For this special case, we take
the following trial form: P(r) = S(r)e−r/ξ . If we put this in Eq. (47), we get the
following equation for S(r):
ξ r d
2S(r)
dr2 +(ξ −2r)
dS(r)
dr −S(r) = 0. (50)
The solution of this equation can be most easily found by a trial series of the
form S(r) = ∑∞n=0 anrn. After some calculations, we find that, an = (2n−1)!!ξ n(n!)2 a0.
This gives, S(r) = a0[1+∑∞n=1 (2n−1)!!(n!)2 (r/ξ )n]. By ratio test it can be verified that
this series is convergent for any finite r. With this in hand, we now write solution
for the P(r):
P(r) = a0e−r/ξ


1, d = 1
1+∑∞n=1 (2n−1)!!(n!)2 (r/ξ )n, d = 2
1
r
, d = 3.
(51)
The value of a0 can be determined by the normalization condition P(a) = 1. For
d = 1 and 3, a0 is respectively ea/ξ and aea/ξ . Near to the criticality (ξ → ∞), it
is easy to see that P(r)∼ O(1), O(1) and 1/r respectively for one, two and three
dimension (we assume here r ≪ ξ ). This suggests that the critical exponent η ,
defined as P(r)∼ r−(d−2+η)e−r/ξ , is 1, 0 and 0 respectively for d = 1, 2 and 3.
As we might expect, at criticality, the correlation function G(r, t) reduces to
the one for the voter model (cf. Ref. [15]). This can be easily checked by taking
ξ → ∞ in Eqs. (49) and (51). In this limiting case, the interface density ρ (or
domain wall density) scales with time as t−1/2, (ln t)−1 and O(1) respectively for
d = 1, 2 and 3. This temporal behavior is supposed to continue even when T & TC.
This can be understood from the fact that ρ is defined as 12 (1−G(r, t)), where r is
the distance between nearest neighbors, i.e., technically, r is here approximately
equal to a (but not exactly). If we now use Eqs. (49) and (51) to calculate ρ , we
will get back the same asymptotic temporal behavior as we have just mentioned.
Before we calculate the dynamic exponent, let us first write the equation for
the local magnetization m(r, t) at the location r and time t (this can be easily
derived once we use the linear form of wk’s in the equation of qk; cf. Eq. (5) and
Eq. (20)):
∂ m(r, t)
∂ t =
1
2
D∇2m(r, t)− 1
2
κm(r, t), (52)
where again D = 2α|γ | and κ = 2α(1− 2d|γ |). At criticality when |γ | = 12d , we
have κ = 0 and D = α/d; this reduces Eq. (52) to the diffusion equation for
the voter model [15]. Eq. (52) is in the form of the well known time-dependent
Ginzburg-Landau equation (linear version) for the non-conservative dynamics,
which has been subject of active study for the last few decades [14,15,26]. Ad-
vantage of our present work is that it gives us explicit temperature and exchange
22
constant dependence of the parameters involved in the Ginzburg-Landau equation.
To gain some insight into Eq. (52), we will do a Fourier analysis of the equation.
If we insert m(r, t) = ∑k m(k, t)eik·r in the equation, we get,
∂ m(k, t)
∂ t =−
1
2
(Dk2 +κ)m(k, t). (53)
The solution of this equation gives,
m(k, t) = m(k,0)e−t/τ(k), (54)
where τ(k) is the relaxation time (D2 k
2 + κ2 )
−1 for the k mode. This relaxation
time can be rewritten as,
τ(k) = 1D
2 (k2 +ξ−2)
, (55)
where ξ is, as mentioned earlier, the correlation length: ξ =√D/κ =√ |γ |1−2d|γ | .
Here it may be briefly mentioned that, near criticality the correlation length di-
verges as, ξ ∼ | T−TCTC |−1/2. This shows that the critical exponent ν = 1/2 (for d =
2 and 3).
The dynamic exponent (denoted by z; not to be confused with coordination
number) is defined by how the maximum possible value of the relaxation time
(τmax) scales with the system’s relevant length scale. For a thermodynamic system
(size L → ∞) where lowest possible value of k is zero, we get from Eq. (55),
τmax ∼ ξ 2, i.e., the exponent z = 2. On the other hand, for a finite system of size
L, near criticality, τmax ∼ k2min, i.e., τmax ∼ L2. Here again the exponent z = 2.
3.4 Fluctuation-dissipation theorem
In this subsection we will discuss the fluctuation-dissipation theorem (FDT) for
our optimal linear model. First we will calculate the dynamical susceptibility,
χ(ω), then we will establish its relation to the autocorrelation of the total stochas-
tic magnetization function.
Before we calculate χ(ω), we first assume that the magnetic field dependent
transition rate w′j and Eq. (38) are valid even when the magnetic field (H) is time-
dependent. We also assume that the field is weak, i.e., |H| ≪ kBT and the system
is above critical temperature (T > TC).
Noting the fact that τH ≃ τ in the first order approximation (since, |τH − τ| ∼
|H|2; cf. Eq. (41)), we recast Eq. (38), in the following way,
d
dt M(t) =−
1
τ
M(t)−αNγH. (56)
Assuming the system was in the steady state before the weak time-dependent mag-
netic field H(t) was applied, the complementary solution of the nonhomogeneous
first order linear differential Eq. (56) will be zero while the particular solution of
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the equation will give us the solution for M(t). Assuming that H(t) was applied in
the distant past (t →−∞), we have the following particular solution,
M(t) =−αN
∫ t
−∞
γH(t ′)e−
(t−t′)
τ dt ′. (57)
Now we recognize that, γH(t) = −βKH(t), where K is given by Eq. (43). As-
suming H(t) = H0e−iωt , we get from Eq. (57), M(t) = χ(ω)H0e−iωt , where the
dynamical susceptibility is given by,
χ(ω) = αNKβ
1/τ − iω . (58)
In the low frequency limit, ω → 0, we get back the static susceptibility, χ =
αNKβτ (see preceding subsection).
To verify the FDT for our model, we now calculate the autocorrelation of the
total stochastic magnetization function,
< Σ(0)Σ(t)>= ∑
{σ},{σ ′}
p({σ};0)Σ(0)p({σ ′}; t|{σ};0)Σ(t), (59)
where Σ(0) =∑Ni=1 σi(0) and Σ(t) =∑Ni=1 σ ′i (t). Here p({σ ′}; t|{σ};0) is the con-
ditional probability that the total stochastic magnetization function will assume
the value Σ(t) at time t if it initially assumes the value Σ(0) with the proba-
bility p({σ};0). We now note that, ∑{σ ′} p({σ ′}; t|{σ};0)Σ(t) = M(0)e−t/τ (cf.
Eq. (36)). Here M(0) is understood to be the initial value of the stochastic mag-
netization function, i.e., M(0) = Σ(0). This allows us to rewrite Eq. (59) as, <
Σ(0)Σ(t)>=∑{σ}P({σ};0)Σ2(0)e−|t|/τ . We now see that, ∑{σ}P({σ};0)Σ2(0)=
∑Ni, j=1 ri, j , which is χ/β in the steady state (this is because the total magnetiza-
tion is zero in the steady state). In the next step we do a Fourier transform of the
autocorrelation function,∫
∞
−∞
< Σ(0)Σ(t)> eiωtdt = 2αNK
1/τ2 +ω2
(60)
=
2kBT
ω
Im χ(ω).
This shows that the FDT is valid for our optimal linear model, i.e., the Fourier
transform of the autocorrelation function is proportional to the dissipative part (or
imaginary part) of the the dynamical susceptibility.
4 Conclusion
In this paper we propose a new analytical method to study the Glauber dynamics
in an arbitrary Ising system (in any dimension). It is know that, unlike its nonlinear
version, the linear Glauber model (LGM) is exactly solvable even though the de-
tailed balance condition is not generally satisfied. Motivated by the fact, we have
here addressed the issue of writing the transition rate (w j) in a best possible linear
form such that the mean squared error in satisfying the detailed balance condition
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is least. This serves the following purpose: by studying the LGM analytically, we
will be able to anticipate how the kinetic properties of an arbitrary Ising system
depend on the temperature and the coupling constants. For a generic system, we
have shown how this optimization can be done using a simple Moore-Penrose
pseudoinverse matrix. This approach is quite general, applicable to arbitrary sys-
tem and can reproduce the exact results for one dimensional Ising system. From
this perspective, our work can be viewed as the generalization of Glauber’s work
for one dimensional Ising system. In the continuum limit, our approach leads to
a linear time-dependent Ginzburg-Landau (TDGL) equation of non-conservative
dynamics. This establishes a connection between the phenomenological TDGL
theory and the Glauber’s microscopic model for non-conservative dynamics. Both
the static (steady state) and dynamic properties of the Ising systems (in different
dimensions) are analyzed using our optimal linearization approach. We saw that
most of the important results obtained in different studies can be reproduced by
our new mathematical approach.
We also demonstrated in our paper that the effect of the magnetic field can be
easily treated within our approach; our transition rate in the presence of magnetic
field works more efficiently than the commonly used one. In particular, we showed
that the fluctuation-dissipation theorem is valid for our optimal linear model and
that the inverse of relaxation time changes quadratically with the applied (weak)
magnetic field.
We hope that our present mathematical approach can also be extended to
study the microscopic dynamics in other systems like the Potts model, Heisen-
berg model, etc. It should also be useful to study other kinetic models. It may be
mentioned here that this approach has already been used to study the Kawasaki
model for conservative dynamics [27].
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