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Abstract
The real-world data usually exhibits heterogeneous
properties such as modalities, views, or resources,
which brings some unique challenges wherein
the key is Heterogeneous Representation Learning
(HRL) termed in this paper. This brief survey cov-
ers the topic of HRL, centered around several ma-
jor learning settings and real-world applications.
First of all, from the mathematical perspective,
we present a unified learning framework which is
able to model most existing learning settings with
the heterogeneous inputs. After that, we conduct
a comprehensive discussion on the HRL frame-
work by reviewing some selected learning prob-
lems along with the mathematics perspectives, in-
cluding multi-view learning, heterogeneous trans-
fer learning, Learning using privileged information
and heterogeneous multi-task learning. For each
learning task, we also discuss some applications
under these learning problems and instantiates the
terms in the mathematical framework. Finally, we
highlight the challenges that are less-touched in
HRL and present future research directions. To
the best of our knowledge, there is no such frame-
work to unify these heterogeneous problems, and
this survey would benefit the community.
1 Introduction
In a lot of real-world problems, such as social computing,
video surveillance, and healthcare, data are collected from
diverse domains or obtained from various feature extrac-
tors/sensors, thus leading to the heterogeneous properties in
terms of modalities (e.g., texts, images and videos) or views
(e.g., multi-lingual and cross-sensors). For example, the posts
on social media like Facebook usually simultaneously em-
ploy texts, images and voice to describe different profiles of
the same topics/events. In other words, the cross-modal or
multi-view data does not exist in an isolation fashion. In-
stead, it is usually the combination of various data types in
a many-to-one correspondence fashion because the complete
information of a given object/event distributes in multiple
views/modalities.
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Figure 1: Relationship between HRL and learning
tasks/applications. “MVL”: Multi-View Learning, “HTL”: Heteroge-
neous Transfer Learning, “HMTL”: Heterogeneous Multi-task Learning, “LUPI”:
Learning Using Privileged Information; “MVSC”: Multi-view Subspace clustering,
“MVC”: Multi-view Classification, “CLTC”: Cross-lingual Text Classification,
“LRSL”: Low-Resource Sequence Labeling, “MORPI”: Multi-object Recognition
with PI, “HPI“: Hashing with PI.
Besides the many-to-one correspondence, another hetero-
geneity lies on the one-to-one correspondence. One typical
example is cross-lingual machine translation wherein all data
are in text but in different languages and all bi-lingual data
pairs contain the “same and complete” information of the ob-
ject/event of interest. Moreover, there exist a lot of tasks of
such a paradigm, e.g., person re-identification, tracking, 3D
data point matching.
In the aforementioned problems, it is far away from ex-
tracting desirable features with the same or homogeneous
descriptors due to the heterogeneity of data. In addition to
the heterogeneity of data, the heterogeneity of task is another
challenge, which refers to that different tasks may have differ-
ent inputs, outputs, and the associated downstream tasks. It
is still unclear how to discover the hidden useful information
contained in multiple related heterogeneous tasks to improve
the generalization performance of all the tasks.
To address these challenges, there are a variety of tech-
niques have been proposed including but not limited to multi-
view/-modal learning, heterogeneous transfer learning, het-
erogeneous multitask learning, etc. Unfortunately, these tech-
niques are mostly isolated studied in each domain. To the best
of our knowledge, there is no study to unify these topics and
give comprehensive review from the perspective of Heteroge-
neous Representation Learning (HRL). We believe that HRL
could be an effective unified solution to trigger recent explo-
sion of interest in all these vibrant multi-disciplinary fields.
In this review, we first give a formal definition and narrow
down our research focus to differentiate it from other related
works but in different lines.
Definition 1.1 Given a given data set {Dk}Kk=1 =
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{(xki)nki=1}Kk=1 drawn fromK domains and the cross-domain
correspondences (e.g., one-to-one or many-to-one), the orig-
inal feature spaces for each domain xki ∈ Rdk are heteroge-
neous (e.g., di 6= dj ,∀i 6= j ), Heterogeneous Representation
Learning aims at learning feature/task mappings {fk(·)}Kk=1
which connect different domains to facilitate the downstream
tasks {Tk}Kk=1.
To be noted that, the aforementioned correspondences are
shared across domains, which is necessary to HRL learning
in different manners. For example, many-to-one correspon-
dences could be the labels accompanying the data. If the data
from two domains are annotated with the same label, they
would exhibit some similar properties in the feature space.
In addition, to learn a common representation shared by dif-
ferent views/modalities, one-to-one correspondence is always
explicitly taken in multi-view analysis wherein the data are
assigned in sample-wise. It is clear that how to utilize these
correspondences becomes a crucial research problem in HRL.
Unlike existing surveys which are either from the per-
spective of a general learning setting like transfer learning
[Pan and Yang, 2009], multi-view learning [Xu et al., 2013],
multi-task learning [Zhang and Yang, 2017], or from the per-
spective of downstream applications [Kowsari et al., 2019;
Wang et al., 2017], we provide a revisit of our recent efforts
in several selected learning tasks and their downstream ap-
plications from the view of HRL (see Fig. 1). To the best of
our knowledge, this could be also the first study on discussing
the diverse learning settings and applications in a unified per-
spective of HRL based on mathematical formulation. Beyond
their similarity, we further discuss the differences as well as
the research goals along HRL.
2 Mathematical View
In this section, we review the study on the problems by pro-
viding a mathematical view of HRL. Specifically, all the tasks
related to HRL could be described in the following frame-
work that includes three major terms in the objective function
J , i.e., 1) a within-domain loss, 2) an inter-domain loss, and
3) a task-related regularization.
min
∑
k
L({Dk}; ΘL)︸ ︷︷ ︸
Within-Domain Loss
+λ1 M({Dk}; ΘM )︸ ︷︷ ︸
Inter-Domain Loss
+λ2 R({Dk}; ΘR)︸ ︷︷ ︸
Regularization
s.t. ΘL ∈ ΩL,ΘM ∈ ΩM ,ΘR ∈ ΩR, k = {1, 2, · · · ,K}, (1)
where {Dk}Kk=1 denotes the input data. ΘL,ΘM ,and ΘR denote the
learnable parameters of the within-domain loss L(·), inter-domain
loss M(·), and task-related regularization R(·), respectively. For
different tasks, their learnable parameter sets may be further con-
strained by ΩL, ΩM , and ΩR. Noticed, the “domain” has different
definitions in different tasks and applications. For example, it refers
to “view” in multi-view analysis.
The within-domain loss L(·) is a domain-related function used to
describe the tasks/property within each domain. The inter-domain
loss M(·) aims to model the relationship across domains under
the help of the cross-domain correspondences which could be con-
structed or given in different scenarios. For example, in multi-view
learning, the one-to-one correspondence based on views are usu-
ally given in data collection or preparation. In transfer learning, the
multi-class label could be deemed as many-to-one correspondences.
In multi-label learning, one-to-many correspondences could be es-
tablished between the data point and multiple labels. The third term
in Eq.(1) is the regularization term to avoid over-fitting or achieve
data prior, which is specifically defined in different tasks and archi-
tectures, for example, sparsity and low rankness.
In the following sections, we are going to discuss our recent
efforts on multi-view learning, heterogeneous transfer learning,
learning using privileged information, and heterogeneous multi-task
learning in the proposed framework. 1
3 Multi-view Learning
As one of most important topics in machine learning, multi-view
learning (MVL) aims at fusing the knowledge from multiple views
to facilitate the down-streaming learning tasks, e.g., clustering, clas-
sification, and retrieval. The key challenge of MVL is explor-
ing the data correspondence across multiple views. The mappings
among different views are able to couple the view-specific knowl-
edge, while the additional task-related regularization is incorporated
based on different priors of data latent structure.
3.1 Multi-view Subspace clustering
Multi-view subspace clustering (MVSC) targets at grouping simi-
lar objects into the same subspace and dissimilar objects into dif-
ferent subspaces by exploring the available multi-view information.
The core commonality of existing MVSC methods is encapsulat-
ing the complementary information of different views to learn a
shared/common representation followed by a single-view clustering
approach. More specifically, MVSC first learns a latent represen-
tation to bridge the gap of multiple view and then applies the tra-
ditional clustering methods like spectral clustering algorithms or k-
means on the representation to obtain the final clustering partitions.
Formally, letDk = {x(k)i }Ni=1 denote the data from k-th view and
each view consists of N observation, one aims to infer a shared la-
tent representation h for each data point across views. To obtain the
latent representation, the objective of most existing methods could
be generally decomposed into two major kinds of loss, i.e., view-
specific loss L(·), and inter-domain consistency loss M(·), namely,
J = L({Dk}Kk=1)︸ ︷︷ ︸
View-specific loss
+λ1 M({Dk}Kk=1)︸ ︷︷ ︸
Cross-view Loss
+λ2 R(·)︸︷︷︸
Regularizer
.
Different methods define different loss functions. For ex-
ample, Huang et al. propose a multiview spectral cluster-
ing network with the following formulations, L(·) = (1 −
λ1)
∑
k
1
N2
∑N
i,jW
(k)
ij ‖h(k)i − h(k)j ‖, where W(k) denotes a
precomputed similarity graph for the k-th view. M(·) =
λ 1
NK2
∑
k,p,i ‖h(k)i − h(p)j ‖, where h(k)i denotes the output of a
parametric model w.r.t. the input x(k)i . More specifically, h
(k)
i =
f (k)(x
(k)
i ), where f
(k) denotes the k-th learnable subnetwork in
[Huang et al., 2019] or the linear mapping used in [Li et al., 2015].
Kang et al. propose a novel objective which integrates the objectives
of graph construction and spectral clustering. Specifically, L(·) =∑
k ‖X(k) − X(k)Z(k)‖22 + λ1Tr(F′kL(k)Fk) + λ2wk‖YY′ −
FkF
′
k‖, where Fk is the partition result, Y is the consensus cluster
indicator matrix, and L(k) denotes the graph Laplacian matrix de-
rived from Z(k). In addition, X(k) and Z(k) denote feature matrix
and subspace representation of the k-th view, and R(·) = ‖Z(k)‖2F
is used to avoid overfitting.
1To be noted that we are not giving a review of all the related
learning tasks and applications, which is beyond the scope of this
brief review. Instead, we summarize and introduce some of our
works in the aforementioned unified framework to verify the ho-
mogeneity of these tasks/applications.
More recently, Peng et al. propose to cluster multi-
view data through automatic parameters learning. Specif-
ically, the method defines the view-specific loss to be a
combination of view-specific reconstruction loss and ge-
ometric consistency, i.e., L(·) = 1
2
‖x(k)i − z(k)i ‖22 +
+ 1
2
λ
∑
i,jW
(k)
ij
(
‖S(k)ij z(k)i − S(k)ij z(k)j ‖22 + µ(S(k)ij − 1)2
)
,
where z(k)i denotes the learned representation of i-th data point
from the k-th view and S(k) is connection graph of view-k.
M(·) = 1
2
∑
i,j(S
(A)
ij − S(B)ij ), where M(·) defines cross-view
cluster assignment consistency.
Besides, some subspace clustering methods share the following
formulation,
J = L({X(k)}Kk=1;H) + λ1M(H;Z) + λ2R(Z).
For example, Li et al. define a view-specific loss L(·) =
1
2
∑
k ‖X(k)−X(k)Z(k)‖22 + 12
∑
k ‖Z(k)−gΘkE (H)‖
2
2, where the
first part applies the reconstruction loss to alleviate the noise effect.
The second part learns a common latent representation H by using
it to reconstruct all views-specific representations, where ΘkE is the
weighting parameter for network g. M(H;Z) = 1
2
‖H−HZC‖2F ,
where the common subspace representation ZC reveals the sub-
space structure of latent representation H. R(·) = ∑k(‖Z(k)‖∗ +
‖ΘkE‖2F ) + ‖ZC‖∗, where the nuclear norm is used to guarantee the
high within-class homogeneity.
3.2 Multi-view Classification
The multi-view classification (MVC) aims to build a classification
model with the given multiple views of training data. In the test
stage, we also consider all the available views of each testing in-
stance to make the final prediction. Different from multi-view sub-
space clustering, multi-view classification usually only involves one
step rather than two-step optimization by utilizing the supervised in-
formation Y to guide representation learning:
J = L({Dk}Kk=1)︸ ︷︷ ︸
View-specific loss
+λ1 M({Dk}Kk=1)︸ ︷︷ ︸
Cross-view Loss
+λ2 R({Dk}Kk=1,Y)︸ ︷︷ ︸
Discriminative Loss
To regularize the representation learning, most methods usu-
ally employ a single quotient to incorporate the supervised infor-
mation across views. As a result, their main difference lies on
the choice on the cross-view loss which could be generalized as
M(·) = f(SW
SB
), where SW , SB denotes the within-class com-
pactness and the between-class scatter that are computed across all
views. For example, Kim et al. extend canonical correlation analy-
sis (CCA)[Chaudhuri et al., 2009] to Discriminative CCAs wherein
the within-class correlation is maximized and the between-class cor-
relation is simultaneously minimized in the learned common space.
By adopting the fisher discriminant analysis, Diethe et al. extend
this idea by explicitly using the label information.
In addition, another group of methods incorporate the supervised
information into the classification rather than representation learn-
ing loss 2. For example, Zhang et al. propose the reconstruction loss
L(·) = ∑Wmi ‖f(h(k)i ) − x(k)i )‖ which encodes all partial views
into the shared representation h, whereW ki indicates the view avail-
ability for i-th data point. R(·) = `c(yi, y,hi) is a clustering-like
loss which learns the structured representation in a common space.
Xiao et al. use the cross-entropy loss for multi-view action recog-
nition, R(·) = ∑Ni yi log yˆi, where yˆi is predicted labels from the
network.
2As suggested in [Peng et al., 2019b], classification could also
be treated as a special case of representation learning.
In positive-unlabeled learning task, Zhou et al. proposes a co-
regularization framework to construct the cross-view loss L(·) =
‖r(1) − r(2)‖ so that the density ratio functions r(1)(x(1)) and
r(2)(x(2)) make agreement on the same instance. The classifica-
tion loss is defined to be the unconstrained least-square importance
fitting, i.e., R(·) = 1
2
∫ (
r(x)− p(s=1,x)
p(x)
)
p(x)dx, where r(x) is
density ratio between the positive samples and all the samples and s
denotes indicator of the positive annotation.
4 Heterogeneous Transfer Learning
Heterogeneous Transfer Learning (HTL) targets at improving the
performance on the target domain DT = {xTi , yTi}nTi=1 by ex-
ploiting auxiliary labeled source domain data DS = {xSi , ySi}nSi=1
(nS  nT ), when DS shares the different feature space as the tar-
get domain DT . To bridge two the source and target domain, most
existing HTL methods either require cross-domain correspondences
or shared labels to learn mappings and most of them could be sum-
marized into the following formulation,
J = L({DS ,DT })︸ ︷︷ ︸
Domain-specific Loss
+λ1 M({DS ,DT })︸ ︷︷ ︸
Domain Discrepancy loss
+λ2 R(·)︸︷︷︸
Regularizer
.
4.1 Cross-lingual Text Classification
Cross-lingual text classification (CLTC) refers to the task of classi-
fying documents in different languages into the same taxonomy of
categories. Text classification largely relies on manually annotated
training data, which however is expensive to create training data.
Therefore, it is promising to explore how to use the training data
given in only one source language (i.e, source domain) to classify
text written in a different target language (i.e, target domain) with
no or a small number of labeled data. Most existing studies mini-
mize such feature differences between data in the two languages and
conduct translation through learning the transformations based on
the either labels or one-to-one correspondences.
Most existing CLTC methods could be roughly categorized into
two groups. The first group usually assumes there are a number
of cross-lingual correspondences such as cross-lingual translation
pairs, {x(c)Si ,x
(c)
Ti
}nCi=1. With the correspondences, some works bor-
row the auto-encoder loss as the domain discrepancy loss M(·) via
M({DS ,DT }) =
nC∑
i
‖h(c)Si − f(h
(c)
Ti
)‖2,
where h(c)Si and h
(c)
Ti
are the hidden representations of the source
and target domain. More specifically, Zhou et al.; Yan et al. for-
mulate the cross-domain mapping f(·) using a linear mapping,
i.e., M({DS ,DT }) = ∑nCi ‖h(c)Si −Wh(c)Ti ‖2, where the rep-
resentation h is learned from linear reconstruction objective [Shi
et al., 2010] or marginalized stack denoising autoencoder [Zhou
et al., 2014a]. Zhou et al. define the loss on the source do-
main L({DS}) by the stack denoising autoencoder loss, namely,∑m
i ‖XS −WSX
(i)
S ‖2, where XS denotes the union source do-
main data matrix, and X
(i)
S denotes the i-th corrupted version.
Zhou et al. further extend the linear cross-domain mapping into
a nonlinear mappings using the multilayer perception. Formally,
M({DS ,DT }) = ∑nCi ‖h(c)Si −W(2)T tanh(W(1)T h(c)Ti )‖2.
Another group of methods projects the heterogeneous features
space into a higher-dimension space [Zhou et al., 2016a] so that
the features from two domains are homogeneous via the techniques
like Maximum Mean Discrepancy (MMD), i.e., M(DS ,DT ) =
‖ 1
nS
∑
i φ(xSi)− 1nT
∑
j φ(xTj )‖2H.
The other branch of methods just assume that only a few anno-
tated target data points are given and they construct the domain clas-
sification loss by directly exploiting the label information of two
domains. Therefore, they deploy the loss functions on two domains
as below,
L({DS ,DT }) =
nS∑
i
L({DS}; ΘS) +
nT∑
j
L({DT }; ΘT )
where L(·) could be realized with the parameters of source and
target domain, denoted by ΘS ,ΘT . For example, Xiao and
Guo deploy the squared loss L({DS}; ·) = ‖yS − f(xS)‖2
and L({DT }; ·) = ‖yT − Mf(xT )‖2, where f is a predic-
tion function represented by kernel matrix and M denotes the
kernel matching matrix. Duan et al. propose the heteroge-
neous feature augmentation method which augments the homoge-
neous common features x˜ by using a SVM-style approach with
the help of the labels. The domain loss is defined to be the hinge
loss L({DS}; ΘS) = 1nS
∑nS
i max
(
0, 1− ySi(w>S x˜Si − b)
)
,
L({DT }; ΘT ) = 1nT
∑nT
i max
(
0, 1− yTi(w>T x˜Ti − b)
)
.
4.2 Low-Resource Sequence Labeling
Sequence labeling tasks such as named entity recognition (NER)
and part-of-speech (POS) tagging are fundamental problems in nat-
ural language processing (NLP). In recent, a variety of deep models
have been proposed for sequence labeling, which generalize well on
the new entities by automatically learning features from the data.
However, when the annotated corpora is small, especially in the low
resource scenario, the performance of these methods degrades sig-
nificantly because the hidden representations cannot be learned ade-
quately. To enable knowledge transfer for low-resource sequence la-
beling (LRSL). The recent methods like [Fang and Cohn, 2017] are
proposed based on cross-resource word embedding, which bridge
the low- and high-resources and enable knowledge transfer.
To implement the domain loss L(·), most existing works of se-
quence labeling usually use a linear chain model based on the
first-order Markov chain structure, termed the chain conditional
random field (CRF). For example, Zhou et al. employ a CRF
as the label decoder to induce a probability distribution over the
label sequences that is conditioned on the word-level latent fea-
tures ht. In the decoder, there are two kinds of cliques: lo-
cal cliques and transition cliques. Specifically, local cliques cor-
respond to the individual elements in the sequence, and transi-
tion cliques reflect the evolution of states between two nearby el-
ements at time t − 1 and t. The transition distribution is de-
fined as θ, and thus a linear-chain CRF can be formally written
as p(y|h1:T ) = 1Z(hm
1:T
)
exp
{∑T
t=2 θ
m
yt−1,yt +
∑T
t=1W
m
yth
m
t
}
where Z(h1:T ) is a normalization term and y = y1:T is the se-
quence of predicted labels.
The model is optimized through maximizing this conditional log
likelihood which acts as the following domain discriminative loss,
L({DS ,DT }) = −
∑
DS
log(p(y|hS1:T ))−
∑
DT
log(p(y|hT1:T )),
where hSt ,hTt are the word-level representations for the t-th input
word of a sequence from source domain and the target domain, re-
spectively.
To model the domain discrepancy lossM(·), adversarial discrim-
inator is introduced with a great success in low-resource sequence
labeling tasks. For example, Zhou et al. propose the generalized
resource-adversarial discriminator (GRAD) as a domain discrep-
ancy loss to enable adaptive weights for each sample. As a result,
the imbalance issue in training size between two domains could be
largely alleviated. Most existing adversarial discriminators could be
understood in GRAD with the following formulation,
M({DS ,DT }) =−
∑
i
{Ii∈DSα(1− ri)γ log ri
+ Ii∈DT (1− α)rγi log(1− ri)}
where Ii∈DS , Ii∈DT are the identity functions which denote
whether a sentence is from high resource (source) and low resource
(target). α is a weighting factor to balance the loss contribution from
the high and low resource. The parameter (1 − ri)γ (or rγi ) con-
trols the loss contribution from individual samples by measuring the
discrepancy between prediction and true label (easy samples have
smaller contribution).
5 Learning Using Privileged Information
Different from the heterogeneous transfer learning where either the
unlabeled cross-domain correspondences or labels for two domains
are given, Learning Using Privileged Information (LUPI) is a novel
setting proposed by Vapnik and Vashist. In brief, LUPI assumes
that the triplets {xi,x∗i , yi}Ni=1 (xi ∈ D1,x∗i ∈ D2) are available
in training phrase but only x is available in the testing phrase, i.e.,
the testing phrase is without access to privileged information (PI)
x∗. Such a setting has been extended into the application scenarios
such as image classification [Lambert et al., 2018], information re-
trieval [Zhou et al., 2016b], and so on. Recently, Lopez-Paz et al.
unifies the privileged information and distillation into a new frame-
work called generalized distillation. In mathematics, the objective
functions of these studies share the following formulation,
J = L(D1)︸ ︷︷ ︸
Task Loss
+λ1 M({L(D1),D2}; ΘM )︸ ︷︷ ︸
PI regularization loss
+λ2 R(D1,D2)︸ ︷︷ ︸
Regularizer
where L(D1) is the task loss. The PI regularization loss is defined
on L(D1) and the privileged information D2. Different from the
heterogeneous transfer learning or multi-view learning which di-
rectly uses the cross-domain correspondences as input to minimize
the cross-domain loss M(·), LUPI aims at leveraging the privileged
information to model the task loss to achieve better generalization.
5.1 Multi-Object Recognition with PI
Multi-object recognition is usually recast into a Multi-instance
multi-label (MIML) learning problem. To be specific, MIML as-
sumes there areN bags in the training data, denoted by {Xi, Yi}Ni=1,
where each bag Xi has mi instances with the instance-level la-
bel vectors {xi,j ,yi,j}mij=1 and Yi contains the labels associated
with Xi. In multi-object recognition, additional information such
as bounding-boxes, image captions and descriptions is often avail-
able during training phrase, which is referred as privileged infor-
mation (PI). Based on the above observation, Yang et al. propose
using the bounding box and image caption as PI to improve multi-
object recognition (MORPI) performance. Formally, for each train-
ing bag, there exists a privileged bag X∗i that contains m
∗
i instances
{x∗i,j}m
∗
i
j=1. The task loss refers to the MIML-FCN loss which is
defined as follows,
L(Y, f(X)) = L(max
j
(yj),max
x∈X
φ(x)W)
where the relation between instance-level labels yj and bag-level
labels Y is expressed as Y = maxj(y). The bag-level label pre-
diction is given by f(x) = maxx φ(x)W. φ(x) is generated from
a fully convolutional network, and L(·) can be the square loss or
ranking loss for multi-object recognition.
To utilize the privileged information, the PI regularization loss is
modeled as follows,
M(L(X), X∗) = ‖L(Y, f(X))− f∗(X∗)‖22,
where f∗(X∗) denotes the output of network f∗(·) for an input priv-
ileged bag X∗.
5.2 Hashing with PI
Learning to hash aims to learn a binary code consisting of a sequence
of bits from a specific dataset so that the nearest neighbor search
result in the hash coding space is as close as possible to the search
result in the original space Most existing learning to hash methods
assume that there are sufficient data, either labeled or unlabeled, on
the domain of interest (i.e., the target domain) for training. However,
this assumption cannot be satisfied in some applications. To solve
this problem, Zhou et al.; Zhou et al. apply LUPI into learning to
hash, termed HPI. In these works, the task loss takes the quantization
error with the following definition,
L(D1) = ‖B∗ −X∗R∗‖,
where R∗ is a orthogonal projection matrix and B∗ is the binary
code matrix for privileged data matrix X∗.
M(L(D1),D2) = ‖B∗ −X∗R∗ − f∗(X∗)‖22,
where f∗ is defined as a linear projection matrix in [Zhou et al.,
2016b] and a nonlinear neural network in [Zhou et al., 2018].
There are additional regularizers to further constrain hash coding.
For example, Zhou et al. incorporate the graph structure into the
formulation, namely R(·) = tr(B∗>LCB∗), where LC is the pre-
computed graph Laplacian matrix on the target domain.
6 Heterogeneous Multi-task Learning
Multi-Task Learning (MTL) is a learning paradigm in machine
learning, which aims to leverage the information contained in mul-
tiple related tasks so that the generalization performance of all the
tasks is improved. Different from the traditional MTL with tasks of
only one type, the heterogeneous multi-task learning (HMTL) con-
sists of different types of tasks including supervised learning, un-
supervised learning, reinforcement learning, and so on [Zhang and
Yang, 2017]. Formally, HMTL usually could be formulated as a
minimization problem as below:
minL({ft(Dt); Θt}Tt=1)︸ ︷︷ ︸
Tasks Loss
+λ1 M({ft(Dt; Θt)}Tt=1)︸ ︷︷ ︸
Tasks Relationship Loss
+λ2 R({Θt}Tt=1)︸ ︷︷ ︸
Regularizer
s.t. Θ(t) ∈ Ωt,Ωt
⋂ T⋃
i=1,i 6=t
Ωi
 6= ∅, t = 1, 2, . . . , T,
where Dt denotes the dataset for the t-th task and Θt is the weight
parameter set for the corresponding learner with ft(·). M(·) could
be explicitly formulated to further capture the relationship across
tasks. Let Θt ∈ Ωt denote the weight parameters, the constraint
Ωt
⋂(⋃T
i=1,i 6=t Ωi
)
6= ∅ enforces different tasks to share the same
weight parameters, and thus transferring the knowledge across tasks.
Either through sharing the parameters constraints space or explicit
loss could facilitate the knowledge sharing among tasks. To avoid
the over-fitting of the learners, one usually introduces a regulariza-
tion term R({Θt}Tt=1) in the objective function.
To improve the sequence labeling performance, Zhou et al. con-
sider fully annotated data, incomplete annotated data and unsuper-
vised data in a unified framework. Specifically, the task loss of the
work is written as follows,
L =
∑
xl∈Dl
Ll(xl; Θ) +
∑
xp∈Dp
Lp(xl; Θ) +
∑
xu∈Du
Lu(xu; Θ, α),
where Ll(·), Lp(·) denote the fully/semi-supervised CRF loss on
the fully annotated data and incomplete annotated data, respectively.
Lu(xu; Θ,α) is realized by an autoencoder-like structure and the
parameter α is defined by a softmax function. In [Zhou et al.,
2019a], task relationship is implicitly learned through the shared
parameter Θ ∈ Ω, where Ω is the same space for all the tasks.
R(Θ,α) = ‖Θ‖2 + ‖α‖2 is adopted to avoid overfitting.
To model the relationship between different tasks, different meth-
ods give different loss. For example, in our recent work [Zhang et
al., 2019b], the task relationship is regularized through minimizing
the negative correlation as below M(·) = −∑t(ft − f˜)2 where ft
is the learned neural network for the t-th task and f˜ = 1
T
∑T
t ft.
Zhou et al.; Zhou et al. propose to learn a sparse transforma-
tion matrix between two heterogeneous domains by exploiting the
commonality of multiple binary classification tasks the the formu-
lation of M(·) = ∑Tt ‖wtT − GwtS‖2 where the linear mapping
G is to minimize the difference between the target binary classifier
weightwtT and the transformed classifier weightGw
t
S over T tasks.
R(·) = λ∑dTi ‖gi‖1, is to enforce the sparsity on each row of G.
7 Discussion and Future Direction
In this paper, we provide a unified HRL framework to understand
over a dozen of learning tasks/problems across multiple areas in
mathematically. We deeply analyze the shared and distinct loss
terms of over 10 learning tasks which are popular in machine learn-
ing, multi-media analysis, computer vision, data mining, and natu-
ral language processing. We believe that such a unified view would
benefit the AI community in both industry and academia from litera-
ture review to future directions. In addition to those aforementioned
applications, there are also other interesting applications, such as
person-reid, translation, visual question answering, video caption,
text2image, points matching, etc, could also be revisit in the our
HRL framework. Despite the recent advances, in future research, we
think there are several very important and fundamental challenges of
HRL deserves more attention.
• Theoretical analysis on the heterogeneous tasks/domains. A
lot of experimental studies show that incorporating heteroge-
neous tasks/domains could boost up performances. However,
there are few theoretical analysis on the relationship between
the improvement of performance and the number of training
data/tasks. A quantitatively metric is also expected to measure
the contribution degree from different domains on final perfor-
mance .
• Universal pre-train model for HRL. pre-train for single do-
main/modality is well studied in last decades, such as ResNets,
word2vec, etc. Recently, more and more attention has been
paid on pre-trainable generic representation such as ViLBERT
[Lu et al., 2019] for visual-linguistic tasks and M-BERT[De-
vlin et al., 2019] for multilingual tasks. However, research
on the pre-train model for other applications/tasks like audio-
visual tasks, video-linguistic tasks are still on the early stage.
• Heterogeneous feature generation. This paper discuss those
learning tasks from the perspective of feature representation
or domain matching. However, some related tasks like im-
age/video caption, image/text style transfer requires the model
to generate heterogeneous features for out-of-domain data.
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