In this article, a nonparametric correlation coefficient is defined that is based on the principle of maximum deviations. This new correlation coefficient, RgB is easy to compute by hand for small to medium sample sizes. In comparing it with existing correlation coefficients, it was found to be superior in a sampling situation that we call "biased outliers," and hence appears to be more resistant to outliers than the Pearson, Spearman, and Kendall correlation coefficients. In a correlational study not included in this article of some social data consisting of five variables for each of 51 observations, Rg was compared with the other three correlation coefficients. There was agreement on 8 of the 10 possible correlations, but in one case, Rg was significant when the others were not, and in yet another case, Rg was not significant when the others were. A further analysis of this data set indicated that there were three to six data points that were anomalies and had a severe effect on the other correlations but not Rg. Apparently, the statistic Rg measures association in a unique fashion. This different measure of association for real data is extended to a population interpretation and expressed in terms of the copula function.
INTRODUCTION
Some sampling situations involve bivariate data that look correlated but have one or more data points that appear inconsistent with the bulk of the data. The trimmed mean has been suggested as an appropriate procedure in certain estimation problems. In some data, however, the "outlier" part of the data is in fact reliable data and should not be excluded. The proposed correlation coefficient is not as sensitive to inconsistent data as the most commonly used ones.
The data shown in Figure 1 were observed in a YMCA fourth and fifth grade boys' basketball league in Missoula, Montana in 1979. The won-lost standings for the 16-team league are given as well as a sportsmanship ranking that was an accumulation of a subjective evaluation after each game.
In general, we see that the better teams had poorer sportmanship rankings, except for the fourth and thirteenth best teams. In evaluating this relationship one would desire a correlation coefficient that illuminates the general relations and is not unduly influenced by several * Rudy A. Gideon is Professor, Department of Mathematical Sciences, University of Montana, Missoula, MT 59812. Robert A. Hollister is Assistant Professor, Mathematics Department, University of Wisconsin, Oshkosh, WI 54901. Part of this work appears in Hollister's doctoral dissertation at the University of Montana. The authors would like to thank Michael J. Prentice, Edinburgh University, Scotland for his help on the population interpretation section while Gideon was on his sabbatical in Edinburgh. In addition, the authors appreciate referees' comments, which aided in the article's emphasis and in connecting the population interpretation to existing literature. possibly unusual but yet accurate data. Let us compute the Spearman R, (1904) , the Kendall Rk (1938) , the quadrant Rq (Blomqvist 1950) , and the new correlation coefficient, denoted by Rg, for the data in Figure 1 and for two perturbations of this data: (a) when the sportsmanship rankings of teams 4 and 13 are interchanged (more consistent); and (b) when teams 4 and 13 are left as they were observed, but the sportsmanship rankings of the best and worst (first and sixteenth) teams are interchanged (less consistent). The results are given in Table 1 .
It can be seen that the greatest changes in the values of the correlation coefficients over the three cases occur in the existing correlations and that Rg changes least. This is backed up by computation of the corresponding one-sided probability values for each result. This resistance-tochange property of Rg and the corresponding probability values are possibly of great value in detecting relationships between variables that are masked by current correlation coefficients.
DEFINITION OF CORRELATION COEFFICIENT Rg
Let p = (ply P2 . . . , PN) be a permutation of the fir N positive integers. For a bivariate set of data (xi, yi)N let r(xi) be the rank of xi among the x data and simila define r(yi). We shall assume a continuous distribution that with probability 1 the ranks are unique. Now order the x data and let pi be the rank of the y datum that corresponds to the ith smallest x value. In the YMCA example in Figure 1 When the permutation for the data is the identity permutation e (reverse permutation F.), any rank correlation coefficient should be 1 ( -1). Our new correlation coefficient is based on the property of maximum deviation of p(X, Y) from e and F-, that is, from permutations that represent perfect positive and negative correlation.
In comparing the permutation determined by the sample p(X, Y) with e, we measure the deviation at i (for i = 1, 29 . . ., N) by the number of pl, ... ., pi that exceed ei = i. Definition 1. Let I(E) =1 if E is true and 0 if E is false , and let i ~~N di(p) = ,I(i < pj) = 2 I(r(xj) ci< r(yj)).
j=1 j=1
For the YMCA data , (d, (p) , d2 (p) 29,39,39,49,59,59,69,6,59,49,39,39,2,1 In comparing p(X, Y) with F., we = di( o p).
Again for the YMCA data, e o p = (3, 6, 1, 15, 5, 4, 10, 8, 7, 14, 9, 16, 2, 11, 13, 12) , and (d1(E o p), d2(EQ a * .. , d16( o p)) = (1, 2, 1, 2, 2, 1, 2, 2, 2, 2, 2, 3, 3, 2, 
THE DISTRIBUTION OF Rg AND SOME POWER COMPARISONS
The distribution of Rg(X, Y) is directly related to that of p(X, Y), which is difficult to determine in most cases.
Under the hypothesis of independence between X and Y (the null hypothesis for a test of independence), however, it becomes easier. In that case all of the permutations in SN are equally likely. Thus P(p(X, Y) = p) = 1/N! for each p in SN The null distribution of Rg has been determined for sample sizes N = 2 to 10 by explicitly computing and tallying the value of Rg for every permutation in SN with the aid of a computer. These distributions are tabulated in Table 2 . For larger sample sizes (11-100), the distribution has been approximated using computer simula- Table 3 (exact for n < 10 and approximations for n > 10). For sample sizes 100 to 500, Because of the discrete nature of the distribution of rank correlation coefficients, good power comparisons depend on using randomized tests to achieve the same ae level fo all compared statistics, and hence Table 3 is given to allow The biased outliers referred to previously are based on the type of bias that may occur when comparing judges' rankings, for example, in diving or gymnastics competition. For instance, two judges from rival regions may each rank competitors from their own region more favorably than other competitors and rank those from the rival region more harshly. In the YMCA data, the YMCA director's son was on the fourth best team! In the simulations that were run, this bias was created by sampling from a bivariate normal distribution having the given correlation p and having standard normal marginal distributions.
Then, if the first value of the pair sampled was an extreme value (e.g., absolute value of the sample exceeds Za/2), the second value was negated. For example, if a = .05 and the pair sampled was (2, 1.5), then since 2> z.025 = 1.96, (2, 1.5) was replaced by the pair (2, -1.5) in the sample to test the hypothesis of independence. This is an exaggerated biased outlier concept and hence is useful for detecting effects of such outliers.
As expected, simulations from a bivariate normal population showed that the power of Rg was better than that of the quadrant correlation coefficient (Rq) and not as good as that of Spearman's rho (Rs) and Kendall's tau (Rk). Figure 3 illustrates this for p = .6. The power of the Pearson product moment correlation coefficient (R was graphed for the same set of simulations.
When the sample was derived from a bivariate exponential population (Marshall and Olkin 1967) , the power of Rg was better than that of the quadrant correlation (Rq) and not as good as Kendall's tau (Rk) . Note, however, that the power of Rg was close to that of Rs. Moreover, the power of Rg overtook the power of the Spearman rho (Rs) as the sample size increased. For larger samples the When the samples were bivariate normal with the biased outlier contamination, the powers of the correlation coefficients were ordered as they were for the pure bivariate normal case when the sample was quite small. However, the power of Rg increased relative to the others as the sample size increased. Rg had the most power for larger samples. Figure 5 illustrates this for simulations from a bivariate normal with p = .6, which was contaminated by biased outliers as explained earlier.
Further study of biased outliers showed that Spearman's rho (Rs) and Kendall's tau (Rk) often rejected the null hypothesis of independence in the wrong direction, whereas Rg rarely did. That is, when p > 0, the rejection was frequently due to the sample correlation being more negative than the negative critical value. In this case we shall say that the null hypothesis was incorrectly rejected.
The Pearson product moment correlation coefficient (Rp)
is extremely sensitive to this contamination. Table 4 gives the results from 1,000 simulations of samples of the stated size from a bivariate normal population with the indicated correlation (p) and with biased outlier contamination. Consequently, for one-sided alternatives the power of Rg would be better relative to that of the other sample correlations.
TIED RANKS
A summary of tied rank procedures appears in H'ajek and gidak (1967, pp. 118-123) , and we will assume that the reader is familiar with the randomization technique. For many data sets with tied values, Rg assumes only one value, and hence we recommend the randomization method so that Tables 2 and 3 can be used. We also recommend that the highest and lowest values of Rg be computed over the range of possible randomizations. If it is found that the difference between these values is large, then the conclusion should be drawn that there is little information in the data set.
To determine the extreme values of Rg, the two randomizations of p that most favor positive and negative correlation are determined.
Let us demonstrate the suggested procedure by taking an example from Conover (1980, example 1, p. 253 ). This example is chosen because the tied rank procedure is discussed there for Rs and Rk. The data are from psychological tests on identical twins, with X being the first born.
The data given are in the well-known mid-rank form:
X 1 2 3.5 3.5 5 6.5 6.5 8 9 10 11.5 11.5 Y 1 2.5 8 7 4.5 6 2.5 10 4.5 9 12 11
From Conover, Rs = .7378 or .7354 depending on which formula is used for Rs, and Rk = .5606. The approximate probability values for the two-sided test are given as .01
for both Rs and Rk.
To obtain the randomization of this tied data that most favors positive correlation, one simply chooses the lowest possible rank for Y as one proceeds over the 12 ranks of X within the constraints of the tied values. The permutation obtained is the same if the roles of X and Y have been interchanged. In a similar manner the permutation most favoring negative correlation is determined.
We list these two permutations:
X 1 2 3 4 5 6 7 8 9 10 11 12 Y(+ correlation) 1 2 7 8 4 3 6 10 5 9 11 12 Y(-correlation) 1 3 8 7 5 6 2 10 4 9 12 11
In both cases Rg = (4 -2)/6 = 1 and hence all randomizations would give Rg = 2. For N = 12, Rg is significant at the 10% level, significant with probability .5964 at the 5% level, and significant with probability .0819 at the 1% level.
Thus, for this data set, the use of Rg leads to 10% significance, whereas Rs and Rk are approximate tests significant at the 1% level but based on limiting distributions that may be unreliable for small sample sizes. A possible use of Rg as an exact test for data sets with tied values would certainly help an experimenter in evaluating his data, especially when the sample size is very modest, as in this example.
The above data set was one of several that were checked in various nonparametric statistics books. Most led to one value of Rg. Suppose, however, that the X variable had all distinct ranks but all N Y ranks were tied. Then the rejection of the null hypothesis would be unrelated to the gathered data but would be entirely due to the randomization procedure. In this case the two extremes of Rg would be in -1 and +1 and all experimenters would realize that there is no information in their data relating X and Y. Note also that in this case, the average of the two extreme possible values of Rg would be 0.
The use of mid-ranks is well established for many rank statistics, but after some study, no satisfactory way was found for their use with Rg. On the other hand, the idea of determining the highest and lowest statistic over the range of possible permutations within the constraints of tied data might be beneficial descriptive statistics for other statistics besides Rg.
POPULATION INTERPRETATION OF Rg
Kruskal ( = 5, 6, 16, 20, 21, 25, and 40 (p = .6, a = .05, one-tailed tests) . To simplify matters let us use the probability integral transformation as was done in Kruskal (1958) . Let U = F(X) and V = G(Y), where F and G are the marginal cdf's of X and Y, respectively. Then for the joint density of (U, V), the marginals will be U ( Before proceeding with examples, let us relate the previous formula to the copula function C used in Schweizer and Wolfe (1981) . P(U < t, v < 1 -t) = C(t, 1 -t) and P( U -S t, V > t) =C(tq 1) C(tg t) -Thus in the limit Rg = 2 sup C(t, 1 -t)-2 sup [C(t, 1) -C(t, t)]. where Hn, Fn, Gn are empirical distribution functions, needs a computer for evaluation even for small sample sizes.
We now give two examples to show that Rg can sometimes behave like Kendall's tau and sometimes like Spearman's rho. If (X, Y) is bivariate normal, say then for large N, Rg estimates the same quantities as Kendall's z, (2Iir)sin-tp. To see this, we make the probability integral transformation and then C(u, v), the copula function, is the bivariate cdf of (U, V). Then for large N, [ Received May 1985 . Revised August 1986 
