Data mining techniques were applied to predict raw milk quality in terms of methylene blue reduction time (MBRT) from the independent parameters of raw milk inspection parameters such as travel time, temperature of milk, solid-not-fat, %fat, acidity and specific gravity. Predictive models were developed and the performance of 3 data mining algorithms namely; Multiple Linear Regression (MLR), Artificial Neural Network (ANN) and K-Nearest neighbor (KNN), was measured in terms of average error and Root Mean Square Error (RMSE). MLR showed high and inconsistent RMS error in 3 randomly picked data partitions whereas KNN and ANN were able to predict the MBRT values from the physico-chemical quality parameters, KNN was the preferred algorithm (K=7, RMSE of 1.7). The models were applied to a new set of data (n=78) without showing them the output parameter (MBRT). The predicted values of MBRT were plotted against the actual observed values to classify milk into 4 quality grades.
Introduction
Raw milk is subjected to various quality tests when arrived at processing plants such as %fat, solid not fat (SNF), %Acidity, specific gravity etc. These types of physical and chemical test are common and routinely conducted to classify the milk into quality grades for pricing purpose. In order to assess microbial quality of raw milk standard plate count (SPC) is recommended. SPC involves sampling of raw milk, inoculation into growth media and incubated at favorable temperature that would allow growth of bacteria. The number of bacteria is counted in terms of colony forming units per ml of milk (CFU/ml). SPC requires at least 48 hours to classify milk into quality grades such as if CFU/ml <2×10 5 the milk sample will be graded as 'excellent', however, if the sample contain >5×10 6 CFU/ml of milk the milk sample would be 'bad' (IDF 1986) . Therefore, this is not practical test to perform on arrival of milk lot to appreciate the price, milk industry relies on an indirect method of quality assessment; methylene blue reduction time (MBRT) . In this method a blue dye is added to milk which over time becomes white due to metabolic activity of bacteria. If more bacteria are present in the sample, faster the metabolic activity will be which result into disappearance of dye in the milk (APHA 1992) . Several studies have proved a strong correlation (R 2 0.81-0.89) of MBRT method with SPC (Homhual 2000 , Ahmad 2001 ). However, a good milk sample would take 8-10 hours to yield results which are still a relatively longer time from operational point of view.
There has always been a need to establish alternative methods to rapidly assess microbial quality which are robust and reliable yet simple and inexpensive. Some rapid methods include density centrifugation and continuous flow epifluorescent microscopy (Cunningham and Saunders, 1988) , use of a commercial instrument, BioSys TM , manufactured by MicroSys, Inc. which detects metabolic changes in microorganisms during incubation. Bioluminescence assay for determining total bacterial contamination (TBC) of raw milk (Frundzhyan et al. 1999) , direct epiflourescent filter technique (DEFT) requires separation of bacteria from milk sample through centrifugation and then staining by acridine orange, impedance measuring instrument to estimate microbial population in raw milk (Cady et al. 1978) . Attempts have been made to assess microbial quality by measuring dissolved oxygen (DO) in milk sample and its reduction over time. The idea was to relate the rate of change in (DO) levels with the population of bacteria in the sample (Homhual and Jindal 2001) . MBRT method was modified into an automatic scheme using light sensing probe (Ahmad and Jindal 2006) . This procedure was capable to producing the results in less than 1 hour.
Homhual (2000) related routine analysis of raw milk with microbial quality (MBRT) by using step wise multiple linear regression which yielded a poor correlation. The data was then subjected to artificial neural networks (ANN) to model the behavior. In training and validation models, a fairly good correlation was found. Ahmad and Jindal (2006) (1)
In the kNN classification, the test sample (circle) should be classified either to the first class of squares or to the second class of triangles. If k=3 it is classified to the second class because there are 2 triangles and only 1 square inside the inner circle ( Fig. 1) . If k=5 it is classified to first class (3 squares vs. 2 triangles inside the outer circle) (Cover and Hart 1967) .
The purpose of this algorithm is to classify a new object based on attributes and training samples. The classifiers do not use any model to fit and only based on memory. Given a query point, we find k number of objects or (training points) closest to the query point. The classification is using majority vote among the classification of the K objects. Any ties can be broken at random. k
Nearest neighbor algorithm used neighborhood classification as the prediction value of the new query instance (Shmueli et al. 2007 ).
Artificial Neural Networks (ANN)
The potential drawback of regression models of specifying type of relationship limits its use in complicated data sets. Biological processes are highly non-linear in nature and offers difficulty when developing predictive models using conventional statistical methods. ANN itself learns the form of relationship existed in data. Their ability to learn from a set of examples makes them a very flexible and powerful tool for modeling the complex systems. ANN offers a wide range of different architects that can be used depending on the complexity of the problem. In general, however, an ANN consists of an input function that computes the weighted sum of the input, activation function that transforms the weighted sum into final value.
(2) ?
In all the above discussed data mining techniques, data is divided into training and validation sets. This way prediction error can be compared in training and validation data. Prediction error can be simply measured by average error; however, it does not reflect the size of errors. Likewise, total sum of squared errors has the same draw back. Root mean square (RMS) error, on the other hand, allows us to compare if error is larger or smaller in the validation data when compared to the training data.
Objective of the study
It is hypothesized that microbial population brings biochemical changes in raw milk such as %fat, SNF, specific gravity. The number of microbes present in milk sample is directly influenced by travel time and temperature during travel and at arrival. Current paper evaluates data mining algorithms to develop a model that could fairly predict microbial classification of raw milk by routine analysis data.
Practical application
A robust and speedy model would provide basis for an automated scheme of raw milk price appreciation and quality evaluation at farm level as well as in processing plants. It is estimated quality can be evaluated in less than one hour without waiting for results from dye reduction method. Detail of each testing method is given in their respective laboratory manual (APHA 1992).
Materials and Methods

Data analysis
In order to employ supervised learning algorithms, data set was divided into 2 groups. One of the groups was further subdivided into training data, model validation data and model testing data sets. 2nd group of dataset was kept aside and was not used in training or validating models. It was used to deploy model on this new data where the output was known for independent verification of the model. The last layer (output layer) contained 6 neurons namely; travel time, milk temperature on arrival, %fat, Solid-not-Fat, specific gravity and acidity.
Accuracy of prediction was determined by average error, total sum of squared errors and root mean squared error in all 3 data sets. In addition, experimental and fitted values were plotted linearly to validate the model using R 2 and Standard Error of Estimate (SEE).
kNN:
The algorithm was applied in the similar fashion to all 3 data set and accuracy was determined as described for MLR. The critical aspect was to choose value of k or the number of neighbors. We initially run the algorithm for k=1 to 20. The optimum value was obtained where %error in training and validation sets was minimum.
XLMiner ver. 3.0 was used to carry out the predictive analysis (Shmueli et. al. 2007 ).
Results and Discussion
Travel time varied between 1 to 14.5 hours. In fact, an estimated travel time from 5 different suppliers location was established. However, in practice, the recorded time was the time between loading at suppliers location and unloading at the processing plant including weighting time for quality testing etc.
Therefore it varied greatly. Temperature of milk was recorded immediately after it is pumped from the tanker which ranged from 1 to 8°C. It was obvious that longer travel time and higher temperatures directly affect the microbial population in milk.
There has been no established relationship, however, between acidity, SNF, %fat and specific gravity with the MBRT. Therefore, in this study, non-parametric approach (ANN, KNN) was taken whether pattern classification supports the hypothesis that changes in biochemical properties are due to the presence microbial population and that algorithms could classify the patterns correctly without, necessarily, understanding the underlying process.
Whole data set (n=200) was partitioned into training, validation and test data sets. The partitions were done by randomly drawing the values from the whole data set to avoid any accidental bias. Three random partitions were generated using different initial seed values of (12345, 2567, 1369) for randomization before running predictive algorithms of MLR, ANN and KNN.
The data was trained at 50% of data patterns which was used to build models, the validation partition (of 30% data patterns) was used to see how well the model performed on new data set, and finally remaining 20% data patterns were used in test data set.
Test data set was used to remove any doubt of 'bais' in data by comparing RMS error of test data with that of validation data.
This practice is useful to assess how well final model might perform on new data.
All models were compared in terms of average error and RMS error in training (50%), validation (30%) and test (20%) data sets.
Since average error does not reflect the size, type and polarity of error, therefore, RMSE was used for model selection.
MLR
Relationship was developed for estimating microbial quality of raw milk in terms of MBRT (h) from routine analysis tests by multiple linear regression. In training data set (n=100), MLR yielded low average error which indicated an overfitting of data into model which could be confirmed by high RMS error (7.4) in test data set (Table 1 ). In variance-covariance matrix of predictors, variable 'Specific Gravity' was also ignored due to multicolinerity. Multi-colinearity is the presence of two or more predictors sharing the same linear relationship with the output variable. It can be that dropping one or more correlated predictors reduces the variability in data and can increase the average error (or bias) of prediction. ANOVA analysis yielded a low adjusted R-square, low p-value and high residual sum of squares suggested MLR to be an unsuitable algorithm for predicting microbial quality from given data patterns. A low R 2 value was reported when MLR (stepwise) was used to predict MBRT from routine analysis (Homhual 2000) which conform the current finding. The potential weakness of this algorithm is that it is fragile, being time consuming and unstable, therefore, at each step we dropped the predictors which were not statistically significant. The algorithm stops when predictors left with significant contributions. Generalizations of MLR models may produce erroneous results especially in biological systems. Table 1 shows RMSE of 3 data sets and 3 random partitions which clearly indicate inconsistency in prediction error, therefore, MLR was not used in further predictive modeling.
ANN
The architecture of this algorithm was consisted of 1 hidden layer with 25 nodes and 30 epochs. Error tolerance was set at 0.01 while optimum weight of activation function was 0.6. Randomly drawn training (50%), validation (30%) and test (20%) datasets from the whole dataset show an initial high RMSE and with the number of epochs (number learning neurons passes) the RMSE minimized. No further decrease in RMSE was observed by increasing number of epochs of by introducing new weight function. In order to avoid overfitting, the algorithm was stopped at once lowest and 'reproducible' RMSE (of 2.3, 1.9, and 2.32) in test data set was reached (Table 1) .
The primary issue in applying k-nearest neighbor algorithm is to find the optimum value of k which has the best classification performance. In order to avoid over fitting by choosing a low value of k or reducing the variability in data by selecting a higher value of k (as it tends to assign the records to fewer classes), we run algorithm with k=1 to 20. The k which has the Training data (n=100), Validation data (n=60), Test data (n=40) Random set 1, 2 and 3 were obtained by changing random seed during data preparation kNN best classification performance in terms of computing errors in both training and validation sets, was selected. In our case, k=7
showed minimum of misclassification rate (error) in the validation set (Table 2) .
Therefore, k-nearest neighbor algorithm was run with k=7 on training, validation and test datasets. Average error and RMSE of the selected model is given in 
