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1. INTRODUCTION 
Consider the integral equation 
44 = Yt, 0) u(O) + St Wt, MS, u(s)) ds (t E J) (1) 
0 
in a Banach space X together with a linear boundary condition 
Qu = a. (11) 
Here J = [0, T] is an interval of real numbers, {W(t, s): 0 < s .<, t < T} is a 
strongly continuous family of evolution operators on X, and f : J x X -+ X is a 
function. Q in (II) is a continuous linear operator mapping C(J, X) into X and 
a E X is given. 
We offer sufficient conditions for the existence of a solution to the nonlinear 
integral equation (I) which also satisfies the boundary condition (II). We assume 
f satisfies Caratheodory-type conditions which do not imply that f maps bounded 
sets in J x X into bounded sets in X. 
If the evolution system W(t, s) has a closed densely defined family of generators 
A(t) then equation (I) is an integrated form of the differential equation 
fqt) = -4(t) u(t) + f(4 u(t)). (I’) 
The approach we take is motivated by the papers of Opial [8], Conti [2], 
Chow and Lasota [l], and Kartsatos [5] on boundary value problems for ordinary 
differential equations in Rn, and by the paper of Pazy [9] on initial value problems 
in Banach space. 
In Section 2 we give notation and some preliminary results. In Section 3 we 
give our main results, and in Section 4 we apply these results to boundary pro- 
blems for some parabolic partial differential equations. 
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The author is indebted to the referee for pointing out improvements and 
simplifications of an earlier version of this paper, and to Prof. J. H. Lightbourne 
for very useful conversations related to the subject of this paper. 
2. PRRLIMINARIRS 
Let R denote the set of real numbers and let J = [O, T] be a compact interval 
of real numbers. Let X be a Banach space with norm 1 . ( . By C = C(j, X) we 
mean the Banach space of continuous X valued functions defined on J with 
norm [I -11 defined by 
II 24 II= s:,p I Nl 
for u E C. The space of bounded linear transformations on X will be denoted 
by L(X), and norms in L(X) by 1 * 1 . 
We assume the following for the evolution system IV(t, s): 
w, s) E JqX) whenever O<s<t<T 
and for each x E Xthe mapping (t, s) + W(t, s) x is continuous. 
biqt, s) lqs, r) = qt, 7) whenever O<r,<s<t<T. 
W(t, t) = I, the identity operator on X, for each t E J. 




t- s>o (0 < s < t < T). 
(2.4) 
The reader is referred to [4] for sufficient conditions for (2.1)-(2.3) to hold 
for evolution systems with generator A(t). If the conditions in [4, p. 1081 are 
satisfied, and if for each t E J there is a number X in the resolvent set of A(t) 
such that the resolvent R(h; .4(t)) is compact then the generated evolution 
system will satisfy (2.4); see [3]. 
We will assume thatf : J x X-N X satisfies the following. 
(Cl) For each t E J the function f(t, *): X+X is continuous, and for 
each x E X the function f( 0, x): J -+ X is strongly measurable. 
(C2) For every positive integer k there exists g, EU( J) such that for a.a. 
tEJ 
SUP If(t, 4 <&c(t)* 
IXlSk 
For the definition and main results concerning strongly measurable functions, 
the reader is referred to [6, Sects. 3.5-3.81. 
We need the following lemmas. 
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LEMMA 2.1. Let {W(t, s): 0 < s <t < T} satisfr (2.1H2.4); then for each 
fixed s E [0, T) the mqping t -+ W(t, s) j?om (s, T] into L(X) is contin#om in the 
uniform operator topology on L(X). M orewer, this continuity is uniform with 
respect o s in sets bounded away from t, i.e., as long as t - s 3 /3 for any fixed 
p>o. ’ 
Proof. Let 0 < /3 CI T be fixed and let S = {x E X: 1 x I < M} where 
M = sup{\ W(t, s)I: 0 < s < t < T}. M is finite by (2.1) and the principle of 
uniform boundedness. Fix t, /3 < t < T and let K = W(t, t - /?) S. The set K 
is totally bounded because W(t, t - p) is compact. Thus given E > 0 there 
exists a finite subset {yI ,..., yn} of S such that the n balls defined by B, = {z E X: 
( z - W(t, t - ,!I) y3 / < l > for j = 1,2 ,..., rz, cover K. 
Now choose 0 < 6 < 1 so that 0 < h < 8 implies ! W(t + h, t - /3)yj - 
W(t, t - /3) y3 / < c for j = 1, 2 ,..., n. This is possible by the strong continuity 
of W(t, s), (2.1). 
Nowletx~Xwithix:~<landlety=W(t-&s)s.Theny~Sand 
W(t, s) x = W(t, t - fl)y; hence there is an integer jE(1, 2,..., rz1 such that 
IW(t,t--/3)y,--W(t,t-/l)yI<~.WenowhaveforO<h<S: 
1 w(t + h, s) x - W(t, s) x j = I W(t + h, t - 8) y - W(t, t - 6’) ? 
<‘I W(t+h,t-/3)y- W(t+h,t-Pp)y,! 
+Iw(t+h,t-~)Y,--Ml(t,~-~~rll 
+ I W(4 t - P>Y, - WC t - P)T , 
< 1 W(t + h, t)\ E + E +- E < E(M -i- 2). 
Since E > 0 was arbitrary and S depended only on t and /I, this proves the 
lemma for continuity from the right. The proof for continuity from the left 
requires little change and is omitted. 
If f : J x X---t X satisfies (Cl) and u E C(J, X) then 5’: J 4 S defined by 
w = f(C u(t)) is strongly measurable. The proof of this in case X is infinite 
dimensional parallels that of the case for X = Rn as presented in [lo, p. 921, 
making use of the results in [6& particularly Theorem 3.54, p. 74. If f satisfies 
(C2) in addition to (Cl) then also V is Bochner integrable on J, and again the 
argument parallels that of [lo, p. 921 for finite dimensional spaces, making use 
of the dominated convergence theorem for Bochner integrals [6, p. 831. 
We therefore define an operator #: C + C by 
+(t> = Jot W(t, W(s, 4s)) ds (2.5) 
for each u E C and t E J. 
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LEMMA 2.2. Let 1,4 be de$ned by (2.5). Tken # maps C into itself and is com- 
pletely continuous, i.e., # is continuous and maps bounded sets in C into relatively 
compact sets. 
Proof. Let B, = {u E C: 11 u )I < k} f or some k > 1. We first show that # 
maps B, into an equi-continuous family and a fortiori $u E C for u E C. Let 
uEB,andt,rEJ.Lete>O.ThenifO<e<t<T 
I +4) - Mdl < 1 s,T W-r s)f (s, u(s)) ds 1 
+ j J’b’ P(t> 4 - W(T, sll f 0, u(s)) ds j
We have for estimates 
II < M ‘gB(s) ds 
f t 
4 d I 
t--E 
I W, 4 - W, s)I .A4 ds 
0 
13<2M t I gds) ds. t--r 
The bounds on I1 and I3 may be made small by choosing t close to 7 and E 
sufficiently small. By Lemma 2.1 W(t, s) is continuous in the operator norm, 
uniformly for t - s > E and thus I2 +Oas+~,orasT+t.Thus#mapsBk 
into an equicontinuous family of functions. Clearly the family #Bk is uniformly 
bounded also. 
Now let 0 < t < T be fixed and E a real number satisfying 0 < E < t. 
Define &(t, .) by &(t, U) = $-’ W(t, s) f(s, u(s)) ds for all u E B, . By (2.2) 
h(t, u) = W(t, t - E) si-’ W(t - E, s) f (s, u(s)) ds. By hypothesis W(t, t - E) 
is a compact operator and hence the set K,(t) = {&(t, u): u E B,} is precompact 
in X. Also, 
Thus there are precompact sets arbitrarily close to the set k,(t) = (#u(t): u E B,} 
and therefore k,(t) is precompact. By the Arzela-Ascoli theorem it follows 
that # maps B, into a precompact set in C. 
It remains to show that #: C + C is continuous. Let {~~}z=r C C with un + u 
in C. Then there is an integer N such that I un(t)l < N for all 71 and t E J, so 
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that u, E BN and u E BN . By (Cl) f(t, un(t)) -+f(t, u(t)) for each t E J and 
since I f(t, ~~(0) - f(t, 4t))l < &s(t) we have by dominated convergence 
< M s oT I f(s, 4)) - f 0, W ds 4 0 
as n -+ co. Thus + is continuous. This completes the proof of the lemma. 
The operator Q in (II) is a continuous linear mapping from C into X. We 
define &L(X) by 
&a- = Q[W(-, 0) x] (2.6) 
for all x E X. We will assume in the sequel that & has a bounded inverse. We 
will need the following lemma, the proof of which is straightforward and is 
omitted. 
LEMMA 2.3. Let {W(t, s): 0 < s < t < T} satisfy (2.1)-(2.3) and let f 
satisfy (Cl) and (C2). Assume & has a bounded inverse &-l. Then a function u E C 
solves (I), (II) if and only if u is a solution to the equation 
21 = vu + l,+h 
where # is dejked by (2.5) and V: C -+ C is defined by 
Vu(t) = W(t, 0) &-l[a - Q+(*, u)] for u E C and t E J. 
(2.7) 
(2.8) 
LEMMA 2.4. Let N = V + 9. Then N: C -+ C and is completely continuous. 
Proof. It is clear from the definition of V and by Lemma 2.2 that N maps C 
into itself. Moreover since the mapping x + I+‘(., 0) x is bounded and linear 
from X into C the operator V is continuous and compact since for all k > 0 
the set {&-l[a - QI,!J(*, u)]: u E Bk} is precompact in X. Hence N = V + 4 is 
continuous and compact. 
3. MAIN RESULTS 
The following is the main result of this paper. 
THEOREM 3.1. Let W(t, s) be an evolution system satisfring (2.1)-(2.4). 




I- gk(s) ds = OL < fco. (3.1) 
0 
594 JAMES R. WARD, JR. 
Then there is a strongly continuous function u: J+ X which satisfies (I) and (II) 
provided 
(ACI&-‘[ -[Q[+l)Mol<l. (3.2) 
Proof. We have shown that problem (I), (II) is equivalent to the equation 
u=Nu. 
It will be shown that N has a fixed point. By Lemma 2.4 N: C + C is com- 
pletely continuous. We will show that for some natural number n, NB, C B, . 
Then N has a fixed point in B, by the Leray-Schauder theorem. Suppose to 
the contrary that for each natural number k there is a function uk E Bk with 
Nu, $ Bk, i.e. with 11 Nuk 11 > K. Then 
Thus we have 1 < bk+- k-l (( Nu, j( . But also 
lim A-ill Nu, II < lim @isup I %&)I + SUP I #wc(t)lI 
k-m k-m teJ tPJ 
B k h-l /M I 0-l I (I a I + I Q I iT W&) h) + i* %ds) A/ 
=M(&-1(-(Q14Lx+Mct 
=(~l&-ll~IQI+l)~~-d, 
a contradiction. Hence, NB, C B, for some positive integer n, and by the Leray- 
Schauder theorem there is u E B, with u = Nu. This completes the proof of the 
theorem. 
Chow and Lasota [l] point out that solutions to boundary value problems for 
ordinary differential equations often exist if the boundary operator is close to 
the initial value operator. We have, 
COROLLARY 3.1. Assume W(t, s) satisfies (2.1)-(2.4) and that f satisfies (Cl), 
(C2), and (3.1) with 01 = 0. Define L: C -+ X by Lu = u(O), and let Q: C + X 
be a continuous linear mapping. If ( Q -L I < M-l then (I), (II), has a solution. 
Proof, All we need show is that & has a bounded inverse. Note that z = I, 
the identity on X. Thus 
I & - 1 I = ;ypI I QT., 0) x - LW., 0) x I 
< lZi-L I SUP II we,01 XII 
14-l 
<IQ-L].M<l. 
Thus & has a bounded inverse. 
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COROLLARY 3.2. Let W(t, s) satisfy (2.1)-(2.4) and letfsutisfy (Cl) und (C2). 
Thenfor each u, E X there is a number t, = t,(u,,) > 0 and afunction u E C([O, tl], 
X) which s&es (I) 01~ [0, tl], und such that u(0) = u,, . 
Proof. Choose p > 0 and let B,(u,) = {x E X: 1 x - U, 1 < p>. Define a 
function!: J x X-+X by 
j(t, x) = f(t, x) if 0 < t < T and x E Bp(rq,) 
= f (t, a> if O<t<T and x$B,(z+,) 
where x” = q, + p . (z+, - .Y) . 1 u0 - x 1-l. Let N be an integer such that 
B,(u,) C B, . Then 1 f(t, .~)j < gN(t) for all x E X and a.e. t E J. 
The hypotheses of Theorem 3.1 are thus satisfied for f with Qu = u(0) and 
OL = 0. Hence there is a function u E C( J, X) with u(0) = us satisfying (I) withf 
in place off. However, u is continuous so there exists t, > 0 such that ] u(t) - ue ] 
< p for 0 < t < t, . Since f(t, zc) =f(t, .Y) on [0, tl] x B,(u,), it follows that 
u(t) satisfies (I) on 0 < t < t, . 
The following result concerns periodic solutions. 
COROLLARY 3.3. Let (W(t, s): 0 < s < t < 00) sutzsfy (2.1)-(2.4) for all 
T > 0 and suppose 
(i) There is a number p > 0 such that W(t + p, s + p) = W(t, s) for 
O<s<t<m. 
(ii) IV@, 0) x = x if x = 0. 
(iii) f: [0, a~) x X-t X sutis$es (Cl) for all T > 0 and f(t + p, x) = 
f (t, x) for all t 3 0 and x E X. 
(iv) For each positive integer k there is a function g, E L1(O, p) with 
sup I fk x)I G &At) for a.e. t E [0, p], 
IZl<k 
and 
smk-lfP g*(s) ds = 0. 
0 
Then there exists a p-periodic solution to the integral equution (I), valid for a21 
t 20. 
Proof. We first prove the existence of a solution to the boundary problems 
44 = Wt, 0) x,, + j-” W, s)f (s, z(s)) ds (0 < t < P) (3.3) 
0 
Qz = s(O) - z(p) = 0 (3.4) 
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and then show that the solution to this problem may be extended p-periodically 
to all of [0, co) as a solution of (I). 
Here & is defined by & = I - W(p, 0). Thus & is a compact perturbation of 
the identity. By (ii) and the Fredholm alternative & has a bounded inverse. It is 
now a consequence of the remaining hypotheses together with Theorem 3.1 
that there exists a solution z(t) to (3.3), (3.4). If we now define u(t) on [0,2p] by 
u(t) = z(t) if 0 < t < p and u(t) = z(t - p) if p < t < 2p an application of 
(i), (iii), and a change of variables will show that u(t) is a solution to the integral 
equation (I) on [0,2p] and satisfies u(t + p) = u(t) for 0 ,( t < p. Continuing 
in this manner the solution may be extended p-periodically to all of [0, co). 
4. AN EXAMPLE 
We wish to illustrate the results of the previous section by showing their 
applicability to a parabolic partial differential equation with a nonlinearity 
satisfying Caratheodory conditions. 
Consider the following differential equation with boundary and periodicity 
conditions. 
au 
f? +f(t,Y, u(t,y)) Z = ay2 (t > 0,o ==I y < 1). 
up, 0) = up, 1) = 0 (r > 0) 
u(t + w, Y) = 46 Y) for all t > 0 and ,y E [0, 11. 
Heref: R+ x [0, I] x R -+ R is a function and w is a fixed positive number. 
We assume that 
(a) f(t + w, 35 4 = _W, y, IC) for all (t, y, u) E R+ x [0, 11 x R. 
(b) For each fixed t E R+, f(t, y, u) is a continuous function of (y, u). 
(c) For each fixed (y, u) E [0, 11 x R, f(t, y, u) is a (Lebesgue) measurable 
function of t. 
(d) There is a number /$O < fl < 1, and a function g E P(0, w) such that 
f(t, y, u) satisfies the inequality 
I f(t, Y, 41 <g(t) (I T.4 IS + C) 
for all (t, y, u) E [0, p] x [0, l] x R. 
Under these conditions an abstract formulation of (4.1) has a mild solution. 
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Let X = L’(0, 1) and let D C X be the set 
D = (u E X: u, u’ E AC, U” E X and u(0) = u(1) = O}. 
(Here AC denotes the functions absolutely continuous on [0, 11.) 
Define A: D - X by Au = u”. Define a Nemytskii operator F: R+ x X --f X 
by the rule F(t, U) (y) = f(t, y, u(y)) for all (t, u) E R-t x X and y E [0, 11. It is 
known that for each t E R+, F(t, .) maps X = L’(0, 1) mto itself continuously 
(see, e.g., [7. p. 1611). Problem (4.1) may now be written in the abstract form 
u’(t) = Au(t) + F(t, u(t)) (t > 0) 
(4 2) 
u(t + w) = u(t). 
It 1s known [7, p. 3091 that A generates a strongly continuous semigroup T(t) 
on X and T(t) is compact for each t > 0. Moreoevr, there are numbers 6 > 0 
and M > 1 such that ( T(t)] < Mecat for all t > 0. It follows that the only 
periodic solution to the equation u’(t) = Au(t) is the trivial solution u(t) = 0. 
Hence the only solution to the equation T(w) x = x is x = 0. Letting IV(t, S) = 
T(t - s), W(t, s) thus satisfies (i) and (ii) of Corollary 3.3. 
We must show that the operator F satisfies (iii) and (iv) of Corollary 3.3. Let 
u E X be fixed. We must show that F(+, u) is strongly measurable. Since X = 
L?(O, 1) 1s separable it suffices to show that F(., U) is weakly measurable [6, 
p. 731. Let .Y E X* =L?(O, 1). Then f(t,y, u(y)) 1: (y) is measurable on 
[0, zc] Y [0, 11 and by condition (d) we may show 
*. 
!J E Ifk~, ~Y>)~(Y)I 4~ x dt < +a, [0, zu] x [0, l] == E. 
Hence f(t, Y, u(y)) a(y) is integrable on [0, w] x [0, l] and by Fubini’s 
theorem 
is a Lebesgue measurable function of t. Hence F(t, U) is weakly measurable m t 
for each u E X, and is thereby also strongly measurable m t for each u E X. 
The hypothesis that the number /3 satisfies 0 < /I < 1 may now be used to 
show that F satisfies (iv) of Corollary 3.3. We omit the argument. Corollary 3.3 
now imphes that there is a mild solution to (4.2), that is, a solution to the integral 
equation 
u(t) = T(t)u(O) + j-'T(t - s)F(s, u(s)) ds, t>O 
0 
satisfying 
u(t + m) = u(t), for all t > 0. 
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