Abstract This paper focuses on under-determined source separation when the mixing parameters are known. The approach is based on a sparse decomposition of the mixture. In the proposed method, the mixture is decomposed with Matching Pursuit by introducing a new class of multi-channel dictionaries, where the atoms are given by a spatial direction and a waveform. The knowledge of the mixing matrix is directly integrated in the decomposition. Compared to the separation by multi-channel Matching Pursuit followed by a clustering, the new algorithm introduces less artifacts whereas the level of residual interferences is about the same. These two methods are compared to Bofill & Zibulevsky's separation algorithm and DUET method. We also study the effect of smoothing the decompositions and the importance of the quality of the estimation of the mixing matrix.
Introduction
The source separation problem [1] consists in retrieving unknown signals (the sources) from the only knowledge of mixtures of these signals (the channels). Each channel x n is the linear combination of the sources, x n (t) = I i=1 a n,i .s i (t), where a n,i is a constant setting the level of the source s i in the mixture x n . Thus the mixture can be written in linear algebra as x = As, where A is the mixing matrix, and the rows of the matrices x and s are respectively the signals x n and s i . In the determined (resp. over-determined) case, where the number of observed channels is equal to (resp. greater than) the number of sources, estimating the mixing matrix and estimating the sources are equivalent problems. Conversely, in the under-determined case, the knowledge of the mixing matrix or its estimate is not sufficient to recover the sources, and a model of the sources is generally needed to estimate them [2] . Generally, it is a difficult task to distinguish, in the performances of a given algorithm, the effect of the quality of the matrix estimation from the effect of the mismatch to the model.
In this article, we focus on the under-determined case. Our approach uses models based on the existence of sparse representations of the sources [3] , and assumes the perfect knowledge of the mixing matrix. We compare two separation algorithms based on variants of Matching Pursuit (MP) [4] . The first variant consists in decomposing the multi-channel mixture without knowing the mixing matrix, and then using the mixing matrix to classify the coefficients of the decomposition and affecting them to the sources to estimate [5, 6] . The second variant consists in using the mixing matrix in the sparse decomposition step itself, and no additional classification step is needed. The performance of these two algorithms are compared to the best linear separator (BLS) [7] , to the Bofill & Zibulevski's algorithm (BZ) [8] and to the DUET algorithm [6] .
This article is organized as follows : in section 2, we recall the general definition of Matching Pursuit. Multi-channel MP and its various separation algorithms are described in section 3 and we detail the experimental conditions and the results in section 4.
Matching Pursuit
A signal x (considered as a vector of the Hilbert space H of finite-energy signals) admits a sparse decomposition over the dictionary D = {φ k } of atoms φ k -or elementary signals φ k -if it can be written as a linear combination x = k c k φ k where few coefficients {c k } are non-negligible. In this framework, MP iteratively computes sparse approximations of the form x = M m=1 c km φ km + R M where R M is a residual that tends to zero as the number of iterations M tends to infinity. The principle of the algorithm is to select, at each step, the atom that is the most correlated to the residual, then to update the residual by removing the contribution of this atom.
The most current stopping criteria are based on the absolute or relative level of energy of the residual or/and on a fixed number of iterations to run. In addition, the Gabor dictionary is classically used to sparsely decompose audio signals. It is composed of a collection of time-frequency Gabor atoms φ s,u,ξ (t) = w t−u s · exp (2jπξ(t − u)) . These atoms are defined by the choice of a window w of unit energy (Hanning, Gaussian, ...), a scale factor s, a time localization u, and a frequency ξ. Such a dictionary allows a fast computation of the inner products between the signal and the atoms by applying some windowed-FFTs.
Source separation with Matching Pursuit
Source separation techniques based on sparse approximations of multi-channel signals on a dictionary have been proposed in the multi-channel case [3, 6] . More specifically, in the MP framework, the method proposed in [5, 9] uses multi-channel MP, followed by a clustering (note that the base idea of this method could be developed for other multi-channel sparse decomposition algorithms, e.g. [10] .) After recalling the principle of the method based on MP plus clustering, we propose a variant where the definition of the dictionary includes knowledge of the mixing matrix A.
Multi-channel Matching Pursuit
For the sparse decomposition of multi-channel signals, we use a dictionary D composed of multi-channel atoms φ. These atoms are defined by φ = (c 1 φ, c 2 φ, . . . , c N φ), where φ ∈ D is a mono-channel atom from a dictionary D and where the coefficients c 1 , . . . , c N satisfy The multi-channel signal x M , approximated by multi-channel Matching Pursuit, allows to estimate each mono-channel source signal s i using the atoms of the decomposition that are allocated to it, in the following manner : assuming the mixing matrix A is known with unit columns a i 2 = n a 2 n,i = 1, the atom k M is attributed to the source of indexî M = arg max i | c kM , a i |. This corresponds to partitioning the multichannel coefficient space {c = (c n ) 1≤n≤N ∈ C N } into I subsets corresponding to the columns a i of A (I being the number of sources). The source s i is reconstructed by :
We call this separation algorithm MP1. Alternately, MP2 is a variant consisting in attributing each atom to the N closest sources. This second selection, also used in Bofill & Zibulevsky's algorithm [8] in the stereophonic case (N = 2), corresponds to the minimization of the l 1 norm of the projection of the coefficients c kM on N directions of the mixing matrix :
Demixing Pursuit
Combining the expression of the linear instantaneous mixtures x n = I i=1 a n,i · s i and that of a candidate sparse decomposition s i = K k=1 c i,k φ k of each source s i on the mono-channel dictionary D, we can write x n = i,k a n,i c i,k φ k . This is translated in linear algebra as x = ACΦ T , with Φ T the matrix which rows are the monochannel atoms φ k , and C = {c i,k } i,k a matrix of sparse components. This decomposition can also be written x = i,k c i,k a i φ k , that is to say that x admits a sparse decomposition on the "directional" multi-channel dictionary constituted of the atoms a i φ k = (a 1,i φ k , . . . , a N,i φ k ). One can therefore get a decomposition of this type by applying MP on the latter dictionary. The inner products are then computed as
T k and the source s i is reconstructed by :
This new algorithm is called demixing pursuit (DP) and its theoretical properties have been studied in [11] . Using a directional dictionary is equivalent to applying multichannel MP with the constraint that the components c kM of section 3.1 shall be proportional to a column a i of A.
We compare the algorithms MP1, MP2 and DP described previously to three reference algorithms. The experiments are performed on a stereophonic linear instantaneous mixture of three musical sources (a cello, some drums and a piano). The sampling frequency of the signals is 8kHz, and their length is 2.4s (19200 samples). The mixing matrix is the following :
The energy of the drums, located in the middle, is about twice weaker than the energies of the piano and cello, which are quite similar. We use the measures of separation performance proposed in [7] , that allow to finely analyze the origin of the distortions between the estimated source and the original one. These measures, expressed in decibels, are based on the decomposition of an estimated source signal into parts due to original source, interferences and algorithmic artifacts. The relative ratios between the energies of these three parts define the Source to Distortion Ratio (SDR, global distortion), Source to Interference Ratio (SIR) and Source to Artifacts Ratio (SAR). For these three measures, of the same nature as the classical Signal to Noise Ratio, higher ratio mean better performances.
Reference algorithms
The performances of MP1, MP2 and DP are compared to those of three reference algorithms : the best linear separator (BLS) [7] , DUET [6] and the Bofill & Zibulevski's algorithm (BZ) [8] .
The first one only consists in the application of a matrix B to the signal. B is such that the estimated sourcesŝ = Bx minimize the distortion due to the interferences [7] . If the sources are assumed to be mutually orthogonal, if the mixing matrix A is known, and if we denote D the diagonal matrix of the norms of the sources, then, withÂ = AD, the matrix B is given by : B = DÂ H (ÂÂ H ) −1 . The algorithm DUET [6] applies a short-time Fourier transform (STFT) to each channel of the signal, then applies a mask that assumes only one source to be active for each time-frequency "box", and finally inverts the STFT to build the estimated source.
The Bofill & Zibulevski's algorithm [8] relies on the same principle as DUET, the only difference being that each time-frequency box is attributed to the two nearest sources. This attribution is determined by an l 1 norm minimization (see Eq.2.)
In all the experiments, DUET and BZ are applied with a Hanning window of 4096 samples, with an overlap of 2048 samples (50% of the size of the window). Their performances strongly depend on the size of the window, and we have observed that a greater, or more critically, smaller window size strongly decreases the performances in the studied cases. Therefore, the results shown below employ an a posteriori optimal window size. Note that in practice it might be hard to choose the optimal window size, since the performances can't be not known.
In the experiments, the mixing matrix A is fixed a priori when using BLS, DUET and BZ. Thus, we did not use the mixing matrix estimations described in [6, 8] .
Different versions of MP algorithms
In this experiment, we study the influence of the number of iterations, of the composition of the dictionary, of the exploitation of the residual, and of a smoothing posttreatment using the DP algorithm. Two dictionaries may be used for the decomposition :
-a "small" dictionary made of Gabor atoms of length s = 4096 with an overlap of half the length (u = ns/2, n ∈ N). This corresponds to the STFT used by the DUET and BZ algorithms. -a "large" dictionary made of Gabor atoms which length goes from s = 64 to 16384
(by powers of two). The overlap between two successive atoms is also 50% of the length of an atom.
The time needed for computing the MP-based algorithms is largely higher than for computing DUET and BZ. DUET and BZ were computed on the small dictionary in 0.2 second ; 20000 iterations of DP were computed on the small dictionary in 5 minutes and were computed on the large dictionary in 20 minutes. Note that the computation of the MP-based algorithms were made tractable by a fast implementation available at [13] . Figure 1 represents the SDR, SIR and SAR of the "piano" source estimated by the different algorithms, against the number of iterations (the results are similar for the two other sources). Firstly, we can remark that for any number of iterations, using the large dictionary leads to a better separation than using the small dictionary. Indeed, in the case of the large dictionary, MP chooses the optimal window size automatically. The need to optimize a priori the window size is removed, contrarily to the BZ and DUET algorithms.
In addition, we can notice that the performance improvement is monotonic when the number of iterations increases. More precisely, artifacts, which dominate the distortion, are important when the sources are reconstructed with few atoms, and decrease when more iterations are performed, thanks to the contribution of new atoms. After a sufficient number of iterations, DP becomes better than DUET in terms of artifacts (SAR) and global distortion (SDR).
Using the hypothesis that the smoothing introduced by the overlap of the windows of the STFT in the BZ algorithm plays a role in its good performance [12] , we tried to smooth the sources estimated by DUET, BZ and MP-based algorithms. This smoothing consists in performing several estimations of the sources from shifted versions of the dictionary and producing the mean of these estimations. The effect is to transform the binary time-frequency masking in a smoother masking. The amelioration brought by the smoothing is very clear for the artifacts (SAR improved by ∼ 4dB for DP, and ∼ 1dB for DUET and BZ), but not systematic for the interferences (SIR). Note that for clarity, only the smoothed versions of DUET and BZ are shown.
In order to compensate for the distortion due to the small number of atoms, the residual of the decomposition R M can be separated using the linear separator
or DUET, or BZ and then added to the estimated sources. The former linear separator assumes that all the residuals of the sources have the same energy. Asymptotically, the hypothesis is verified, the more energetic sources having their atoms selected in the first place. In figure 1 , the upper curve shows the performance when the residual of the smoothed DP is separated by the smoothed BZ. This method is a trade-off between the two algorithms, tuned by the number of iterations. Notably, the artifacts are lower than with simple smoothed DP for a small number of iterations, as the smoothed BZ produces less artifacts. The same kind of trade-off is obtained when separating with the linear separator or the smoothed DUET.
For MP1 and MP2, changing the dictionary, adding the residual and the smoothing produces the same type of effects than for DP.
What if the mixing matrix is imprecisely known ?
The following experiment evaluates the capacity of the different algorithms to maintain a good separation when the mixing matrix is no longer known, but only estimated. A voluntary imprecision is introduced by a rotation of the true matrix. The directions of the three sources are shifted by the same angle, which varies between −π/16 and π/16 (half the distance between two sources). The experiments are done with the "large" dictionary. They include the separation of the residual with smoothed BZ and the smoothing, and use 5000 iterations. Smoothing is also applied to DUET and BZ. The performances are given on Figure 2 , depending on the perturbation angle, for the piano.
Evolution of the SAR -The studied methods keep an approximately constant level of artifacts for any angle of perturbation. BZ and DP introduce the least artifacts, followed by MP2, MP1 and DUET that present equivalent performances. The levels of artifacts are intrinsic to the underlying models of each method.
Evolution of the SIR -For the methods MP1 and DUET, the time-frequency atoms are only attributed to one source. Therefore, these methods produce the least interferences and stay robust to a perturbation of the mixing matrix. The large decrease in the level of interferences for negative angles is due to the location of the piano: it has no neighbor instrument in this direction, thus most of the atoms in this direction actually belong to the piano source. In the case of MP2, DP and BZ, allotting time-frequency atoms to several sources introduces a larger sensibility to the perturbation on the mixing matrix. For a well-estimated mixing matrix, MP2 produces the least interferences. Evolution of the SDR -By definition, global distortion (SDR) is dominated by the minimum of SAR and SIR. For a well-estimated mixing matrix, by decreasing order of performance, the methods are scaled as : BZ, DP, MP2, MP1, DUET, and BLS. On the other hand, when a perturbation is introduced on the mixing matrix, the methods MP1 and DUET (attribution to one direction) prove to be more robust than DP (selection of the atoms by Matching Pursuit only on the estimated directions of the sources) and than the methods MP2, BZ (attribution to two directions, that lead to a larger sensibility to interferences).
Conclusions
We have compared several methods for under-determined source separation by sparse decomposition, assuming that the mixing matrix is known. In the algorithms MP1 and MP2, the mixing matrix is used a posteriori to classify and gather the atoms resulting from the decomposition by Matching Pursuit. In the Demixing Pursuit, the knowledge of the mixing matrix is included a priori in the definition of the dictionary. The version of DP with the addition of the smoothing gives better performances, for global distortion and artifacts, than the method DUET but worse than BZ. A trade-off between reference algorithms and MP-based algorithms is obtained when the residual from Matching Pursuit is separated by a reference algorithm. When the mixing matrix is well estimated, BZ, DP and MP2 give the best results. On the other hand, MP1 and DUET seem to be more robust to an error on the estimation of the mixing matrix.
The proposed formalism allows to perform separation in the case of underdetermined convolutive mixtures, provided that the mixing filters are known. In that case, the atoms of the multi-channel dictionary represent on each channel what is obtained at the sensor when each mono-channel atom is passed through the mixing filters. The algorithm is then just the application of Matching Pursuit on these normalized multi-channel atoms and the sources are reconstructed as in DP. The related experiments are currently being developed.
Another perspective is to consider the joint estimation of the mixing matrix and the sources in the linear instantaneous case, or of the filters and the sources in the convolutive case. Alternately, we are investigating possible improvements of the sparse decomposition by learning dictionaries adapted to the mixture, notably directional multichannel dictionaries for demixing pursuit.
