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CHARACTERIZING CORSON AND VALDIVIA COMPACT SPACES
F. CASARRUBIAS-SEGURA, S. GARCI´A-FERREIRA,
AND R. ROJAS-HERNA´NDEZ
Abstract. We give a new characterization of Valdivia compact spaces: A compact
space is Valdivia if and only if it has a dense commutatively monotonically retractable
subspace. This result solves Problem 5.12 from [6]. Besides, we introduce the notion
of full c-skeleton and prove that a compact space is Corson if and only if it has a full
c-skeleton.
1. Introduction
Our spaces will be Tychonoff (completely regular and Hausdorff). The Greek letter
ω will stand for the first infinite cardinal number. Given an infinite set X, P(X) is the
power set of X, the symbol [X]≤ω will denote the set of all countable subsets of X and
the meaning of [X]<ω should be clear. The real line with the usual order topology will
be denoted by R and B(R) will stand for a countable fixed base for the topology of R.
If T is any set we set ΣRT = {f ∈ RT :
∣∣f−1(R \ {0})∣∣ ≤ ω}. For a space X, Cp(X)
will be the set C(X) of all real-valued continuous functions on X equipped with the
topology of pointwise convergence and CL(X) will be the family of all non-empty closed
subsets of X. For a continuous map f : X → Y we denote by f∗ : Cp(Y ) → Cp(X)
the dual map of f given by f∗(g) = g ◦ f for all g ∈ Cp(Y ). If Y ⊆ X, then we denote
by piY : Cp(X) → Cp(Y ) the function which restricts any map in Cp(X) to Y . For a
nonempty set A ⊆ Cp(X) the map ∆A : X → R
A is called the diagonal map of A. A
onto map f : X → Y is called R-quotient if, for every function g : Y → R the continuity
of the composition g ◦ f implies the continuity of g. A space X is called cosmic if it has
a countable network. For N ⊆ P(X) and f : X → Y , we say that N is a network of f
if for every x ∈ X and each open set U in Y with f(x) ∈ U there is N ∈ N such that
x ∈ N and f(N) ⊆ U .
In this paper Γ always will denote an up-directed σ-complete partially ordered set.
Given Γ and a set Y , a function φ : Γ→ [Y ]≤ω is called ω-monotone provided that:
(a) if s, t ∈ Γ and s ≤ t then φ(s) ⊆ φ(t); and
(b) if {sn : n ∈ N} ⊆ Γ and sn ≤ sn+1 for each n ∈ N, then φ(supn∈N sn) =
⋃
{φ(sn) :
n ∈ N}.
For the case when Γ = [X]≤ω, where X is a nonempty set, the order involved will be
always the containment. Given an ω-monotone map φ : [X]≤ω → [X]≤ω , we consider
the ω-monotone map φ : [X]≤ω → [X]≤ω defined by
φ(A) =
⋂{
B ∈ [X]≤ω : A ⊆ B and φ(B) ⊆ B
}
,
for all A ∈ [X]≤ω. All topological notions whose definitions are not stated explicitly here
should be understood as in [1] and [13] .
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Definition 1.1. A set Y ⊆ X will be called a Σ-subset of X if there is an embedding
φ : X → RT , for some set T , such that Y = φ−1(ΣRT ). A compact space is called
Valdivia if it admits a dense Σ-subset. A compact space is Corson if it is a Σ-subset of
itself.
It is well known that Valdivia compact spaces play an important role in the study of the
structure of nonseparable Banach spaces. Having certain nonseparable Banach space,
sometimes it is useful to decompose it into smaller pieces (subspaces). One possible
decomposition is the notion of a projectional resolution of the identity (see e.g. [7,
Definition 3.35]). Another and very useful decomposition is the concept of projectional
skeleton introduced by W.Kubis in [8]. The dual notion of projectional skeleton is the
following.
Definition 1.2. [9] An r-skeleton in a space X is a family {rs : s ∈ Γ} of retractions
satisfying:
(i) rs(X) is cosmic for each s ∈ Γ;
(ii) rs = rs ◦ rt = rt ◦ rs whenever s ≤ t;
(iii) if {sn : n ∈ N} ⊆ Γ, sn ≤ sn+1 for each n ∈ N and t = supn∈N sn, then rt(x) =
limn→∞ rsn(x) for each x ∈ X; and
(iv) x = lims∈Γ rs(x) for every x ∈ X.
We shall say that
⋃
{rs(X) : s ∈ Γ} is the subspace induced by the r-skeleton {rs : s ∈ Γ}.
When X =
⋃
{rs(X) : s ∈ Γ}, we say that the r-skeleton {rs : s ∈ Γ} is full. The r-
skeleton {rs : s ∈ Γ} is called commutative if rs ◦ rt = rt ◦ rs for every s, t ∈ Γ.
A characterization of the class of all Valdivia compacta in terms of a system of re-
tractions was obtained in [9]. Certainly, the authors proved that a compact space is
Valdivia if and only if it has a commutative r-skeleton. Our of main purpose in the
first section is to apply a method similar to the one used in [3] to give another proof
of this characterization of Valdivia compact spaces. We use this characterization to an-
swer a question in [6], by characterizing Valdivia compact spaces in terms of families
of networks and retractions. We know that Corson compact spaces are characterized as
compact spaces with a full r-skeleton [5]. In [6], function spaces over Corson compact
spaces were characterized by using families of R-quotient maps and countable sets (full
q-skeletons), in an analogous sense to r-skeletons. In the last part of this paper, we
provide a new characterization of Corson compact spaces by using families of closed sets
and continuous maps (c-skeletons).
2. A characterization of Valdivia compact spaces
In order to give new proof that every compact space with a commutative r-skeleton
is Valdivia, we establish some basic facts.
Lemma 2.1. Let {rs : s ∈ Γ} be a family of retractions on a countably compact space
X satisfying (i) - (iii) of Definition 1.2. If Y =
⋃
{rs(X) : s ∈ Γ}, then for each
A ∈ [P(Y )]≤ω and s0 ∈ Γ there exist s ∈ Γ and D ∈ [
⋃
A]≤ω such that s0 ≤ s and
rs(cl(A)) = cl(D ∩A) for all A ∈ A.
Proof. For each n ∈ N, we will construct Dn ∈ [
⋃
A]≤ω and sn+1 ∈ Γ recursively as
follows. Choose Dn ∈ [
⋃
A]≤ω such that, for each A ∈ A, the set rsn(Dn ∩ A) is dense
in rsn(cl(A)). Besides, select sn+1 ∈ Γ such that sn ≤ sn+1 and Dn ⊆ rsn+1(X). Let
D =
⋃
{Dn : n ∈ N} and s = sup{sn : n ∈ N}. We shall verify that D and s are the
required sets. Choose A ∈ A and x ∈ cl(A). Let U be a neighborhood of rs(x). Fix an
open set V in X such that rs(x) ∈ V ⊆ cl(V ) ⊆ U . Then we can find N ∈ N such that
rsn(x) ∈ V whenever n ≥ N . For each n ≥ N , because of (ii), there is yn ∈ Dn ∩ A
such that rsm(yn) ∈ V whenever N ≤ m ≤ n. For every n < N select yn ∈ Dn ∩ A
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arbitrarily. Observe that {yn : n ∈ N} ⊆ rs(X). Since rs(X) is compact, there is an
accumulation point y of {yn : n ∈ N} in rs(X). We can assume that y = limn→∞ yn.
Then rs(y) = limm→∞ rsm(y) = limm→∞ limn→∞ rsm(yn) ∈ cl(V ) ⊆ U . On the other
hand, we know that rs(y) = limn→∞ rs(yn) = limn→∞ yn, and hence we must have that
yn ∈ U ∩ (D ∩A) for n large enough. Therefore, rs(x) ∈ cl(D ∩A). 
Corollary 2.2. Let {rs : s ∈ Γ} be a family of retractions in a countably compact space
X satisfying (i) - (iii) of Definition 1.2. If Y =
⋃
{rs(X) : s ∈ Γ}, then
(1) t(Y ) ≤ ω.
(2) x = lims∈Γ rs(x) for each x ∈ cl(Y ).
Proof. (1) Assume that A ⊆ Y and x ∈ clY (A). Set A = {A} and choose s0 ∈ Γ so that
x ∈ rs0(X). By Lemma 2.1, we can find D ∈ [A]
≤ω and s ∈ Γ for which s0 ≤ s and
rs(cl(A)) = cl(D). This implies that x = rs(x) ∈ rs(cl(A)) = cl(D).
(2) Fix x ∈ cl(Y ). Let U be an open neighborhood of x. Choose an open set V in X
such that x ∈ V ⊆ cl(V ) ⊆ U . Set A1 = V ∩Y , A2 = (X \U)∩Y and A = {A1, A2}. By
Lemma 2.1, we can find s ∈ Γ such that rs(cl(Ai)) ⊆ cl(Ai) for i = 1, 2. As x ∈ cl(A1),
then rs(x) ∈ cl(A1). Choose t ∈ Γ such that s ≤ t. Assume that rt(x) 6∈ U . Then
rt(x) ∈ (X \ U) ∩ Y = A2 and so rs(x) = rs(rt(x)) ∈ cl(A2), but this a contradiction
since cl(A1) ∩ cl(A2) = ∅. Thus, rt(x) ∈ U . 
Lemma 2.3. Let X be compact and let C be closed in X. Assume that {rs : s ∈ Γ} is
a family of retractions from X into C such that {rs ↾ C : s ∈ Γ} is an r-skeleton on C.
If R = ∆{rs:s∈Γ}, then R ↾C : C → R(X) is a homeomorphism.
Proof. The map R ↾C is clearly continuous. From condition (iv) we deduce that R ↾ C
is one-to-one. Since C is compact, we only need to verify that R(C) = R(X). Set
Y =
⋃
{rs(X) : s ∈ Γ} ⊆ C. We claim that R(Y ) is dense in R(X). Indeed, choose a
nonempty open set U of R(X). We can assume that there exists a finite set F ⊆ Γ and
Us ⊆ rs(X), for every s ∈ F , so that U = {R(x) : x ∈ X and rs(x) ∈ Us for each s ∈ F}.
Select x ∈ X such that R(x) ∈ U . Let t ∈ Γ be an upper bound of F . Note that
rt(x) ∈ Y . Moreover, since R(x) ∈ U , we deduce that rs(rt(x)) = rs(x) ∈ Us for each
s ∈ F ; that is, R(rt(x)) ∈ U . Therefore, R(Y ) is dense in R(X). The compactness of C
implies that R(C) = R(X). 
The next lemma was used in [6] to construct, from a given r-skeleton, another r-
skeleton indexed by the family of countable subsets of the space on which it is defined.
For our purposes, it will be useful to get a suitable structure of retractions indexed by
the family of all subsets of a given subspace.
Lemma 2.4. Given a set X and Γ, suppose that for each x ∈ X we have assigned
sx ∈ Γ. Then there exists a function γ : [X]
≤ω → Γ such that:
(1) γ({x}) ≥ sx for each x ∈ X.
(2) If A,B ∈ [X]≤ω and A ⊆ B, then γ(A) ≤ γ(B).
(3) If {An : n ∈ N} ⊆ [X]
≤ω and An ≤ An+1 for each n ∈ N, then
γ(
⋃
{An : n ∈ N}) = supn∈N γ(An).
Lemma 2.5. Let X be compact and let Y be induced by a commutative r-skeleton {rs :
s ∈ Γ} in X. Then there exists a family {rA : A ∈ P(Y )} of retractions in X such that
for every A ∈ P(Y ) the following conditions hold:
(a) A ⊆ rA(X) and d(rA(X)) ≤ |A|.
(b) The family {rB ↾rA(X): B ∈ [A]
≤ω} is a commutative r-skeleton on rA(X) and
induces Y ∩ rA(X).
(c) rB ◦ rA = rA ◦ rB = rB whenever B ⊆ A.
(d) rA(Y ) ⊆ Y .
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Proof. First, we define rA for each A ∈ [Y ]
≤ω. Given y ∈ Y fix sy ∈ Γ such that
y ∈ rsy(X). Then, we consider γ : [Y ]
≤ω → Γ as in the Lemma 2.4. Thus, for every
A ∈ [Y ]≤ω we define rA = rγ(A). Now, we shall proceed to define rA for an uncountable
A ⊆ Y : For each F ∈ [Y ]<ω fix a countable dense subset DF of rF (X) such that
F ⊆ DF . Consider the map D : P(Y )→ P(Y ) given by D(A) =
⋃
{DF : F ∈ [A]
<ω} for
all A ∈ P(Y ). Note that A ⊆ D(A) and |D(A)| ≤ |A| for each A ∈ P(Y ). We remark
that rA(X) = cl(D(A)) whenever A ∈ [Y ]
≤ω. Fix A ∈ P(Y ) \ [Y ]≤ω. We assert that
Y ∩ cl(D(A)) =
⋃
{rB(X) : B ∈ [A]
≤ω}. In one hand, take y ∈ Y ∩ cl(D(A)). From
Corollary 2.2 (1) we can find D ∈ [D(A)]≤ω such that y ∈ cl(D). Choose B ∈ [A]≤ω
such that D ⊆ D(B). Then y ∈ cl(D) ⊆ cl(D(B)) = rB(X). On the other hand, choose
x ∈ rB(X) for some B ∈ [A]≤ω. Then x ∈ rB(X) = cl(D(B)) ⊆ Y ∩ cl(D(A)). This
shows the assertion. Thus, we have that {rB : B ∈ [A]
≤ω} is a family of retractions
from X into cl(D(A)). It follows from the properties of γ and Corollary 2.2 (2) that
{rB ↾cl(D(A)): B ∈ [A]
≤ω} is a commutative r-skeleton on cl(D(A)). Then, by applying
Lemma 2.3, we can see that RA ↾ cl(D(A)) : cl(D(A)) → RA(X) is a homeomorphism
where RA = ∆{rB :B∈[A]≤ω}. Finally, define rA = (RA ↾ cl(D(A)))
−1 ◦RA.
The clauses (a) and (b) follows directly from the construction. The clauses (c) and
(d) are direct consequences from the definition when A ∈ [Y ]≤ω. So we only need to
prove these two conditions for an arbitrary A ∈ P(Y ) \ [Y ]≤ω.
(c) Fix B ⊆ A. By construction, we know that rB(X) = cl(D(B)) ⊆ cl(D(A)) =
rA(X), and so rA ◦ rB = rB . To verify that rB = rB ◦ rA we pick x ∈ X. Note that
RA(x) = RA(rA(x)); i.e., rD(x) = rD(rA(x)) for each D ∈ [A]
≤ω. Hence, rD(x) =
rD(rA(x)) for each D ∈ [B]
≤ω, and so RB(x) = RB(rA(x)). Therefore, rB(x) =
rB(rA(x)).
(d) Fix y ∈ Y and let B = {y}. It is enough to show that rA(rB(y)) = rB(rA(y)).
Apply (b) to see that rA(y) = limD∈[A]≤ω rD(rA(y)) and, as a consequence,
rB(rA(y)) = lim
D∈[A]≤ω
rB(rD(rA(y))) = lim
D∈[A]≤ω
rD(rB(rA(y))) ∈ rA(X).
By clauses (b) and (c), we obtain that rD(rB(y)) = rB(rD(y)) = rB(rD(rA(y))) =
rD(rB(rA(y))) for each D ∈ [A]
≤ω. It then follows that RA(rB(y)) = RA(rB(rA(y))).
Since rB(rA(y)) ∈ rA(X) we must have rA(rB(y)) = rB(rA(y)). 
Theorem 2.6. Let X be a compact and let Y be a dense subspace of X. If Y is induced
by a commutative r-skeleton on X, then Y is a Σ-subset of X.
Proof. We will prove the result by induction on the density of Y . For d(Y ) = ω the
result can be established directly. Assume that d(Y ) = κ > ω and the result holds for
spaces of density smaller than κ. Choose the family {rA : A ∈ P(Y )} of retractions on
X satisfying (a)-(d) of Lemma 2.5. Let {yα : α < κ} be a dense subspace of Y . For each
α ≤ κ, set Aα = {yβ : β < α} and rα = rAα . Given α < κ, because of (a) and (b) we may
apply the inductive hypothesis to find a set Tα and an embedding φα : rα(X) → R
Tα
such that Y ∩ rα(X) = φ
−1
α (ΣR
Tα). We can assume that Tα ∩ Tβ = ∅ whenever α 6= β.
Consider the set T =
⋃
α<κ Tα. We identify R
T with
∏
α<κR
Tα . Define φ : X → RT as
follows: If x ∈ X and α < κ, then
φ(x)(α) =
{
φα+1(rα+1(x))− φα+1(rα(x)) if α > 0;
φ0(r0(x)) if α = 0.
To see that φ is an embedding we only need to show that φ is one-to-one. Fix distinct
points x, y ∈ X. It follows from (b) applied to Aκ together with (iv) and (iii) that there
exist F ∈ [Aκ]
<ω such that rF (x) 6= rF (y). As a consequence {α < κ : rα(x) 6= rα(y)} 6=
∅. Set β = min{α < κ : rα(x) 6= rα(y)}. If β = 0 it is clear that φ(x) 6= φ(y). Otherwise,
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note that (b) applied to Aβ together with (iv) and (iii) imply that β = α+ 1 for some
ordinal α < κ. So we deduce that φ(x)(α) 6= φ(y)(α), and hence φ(x) 6= φ(y).
To prove that φ(Y ) ⊆ ΣRT it is enough to show that {rα(x) : α < κ} is countable
for every x ∈ Y . Indeed, fix x ∈ Y and assume that f : ω1 → κ is an increasing map.
We assert that there is ζ < ω1 such that rf(β)(x) = rf(ζ)(x) for every ζ < β < ω1. Let
ξ = sup{f(α) : α < ω1}. Let us see that rξ(x) ∈ cl({rf(α)(x) : α < ω1}). Let U be
a neighborhood of rξ(x). Pick an open set V such that rξ(x) ∈ V ⊆ cl(V ) ⊆ U . The
equality rξ(x) = limB∈[Aξ]≤ω rB(rξ(x)) = limB∈[Aξ]≤ω rB(x) implies that there exists D ∈
[Aξ]
≤ω such that rB(x) ∈ V whenever B ∈ [Aξ]
≤ω and D ⊆ B. Choose α < ω1 such that
D ⊆ Af(α). The equality rf(α)(x) = limB∈[Af(α)]≤ω rB(rf(α)(x)) = limB∈[Af(α)]≤ω rB(x)
implies that rf(α)(x) ∈ cl({rB(x) : B ∈ [Af(α)]
≤ω and D ⊆ B}) ⊆ cl(V ) ⊆ U . Since
t(Y ) ≤ ω, we can find ζ < ω1 such that rξ(x) ∈ cl({rf(α)(x) : α < ζ}) ⊆ rf(ζ)(X). Then,
for each β ≥ ζ, we deduce that rf(β)(x) = rf(β)(rξ(x)) = rξ(x). In this way, we have
shown that {rα(x) : α < κ} is countable.
It is easy to see that φ(X \ Y ) ∩ ΣRT = ∅. Therefore, Y is a Σ-subset of X. 
The converse of Theorem 2.6 is known and not hard to prove by using a saturation
argument. So, we obtain the next result.
Theorem 2.7. [9] A compact space X is Valdivia if and only if admits a commutative
r-skeleton.
3. Relative monotonically retractable spaces
To obtain a characterization of Valdivia compact spaces, which is done in the next
section, we introduce a relative version of monotonically retractable spaces which were
studied in the paper [10]. We shall prove that, in general, the topological behaviors of
a relatively monotonically retractable subset and a Σ-subset are similar.
Definition 3.1. Given a space X, a subspace Y of X is monotonically retractable in X if
we can assign to each A ∈ [Y ]≤ω a retraction rA : X → Y and a family O(A) ∈ [P(Y )]
≤ω
such that:
(i) A ⊆ rA(X);
(ii) O(A) is a network of rA ↾ Y ; and
(iii) O is ω-monotone.
If, in addition, rA ◦ rB = rB ◦ rA for each A,B ∈ [Y ]
≤ω, then we say that Y is commu-
tatively monotonically retractable in X.
Assume that Y is monotonically retractable in X. It is easy to see that Y is mono-
tonically retractable (in itself). As a consequence, Y is collectionwise normal, ω-stable,
ω-monolithic and has countable extent (see Corollary 4.9 from [12]). Besides, Corollary
3.20 of [10] implies that Y has countable tightness. Since ω-monolithic spaces of count-
able tightness are Fre´chet-Urysohn, the space Y is Fre´chet-Urysohn. Finally, it is easy
to see that Y is ω-closed.
The next lemma will be useful to prove the main properties of relatively monotonically
retractable spaces.
Lemma 3.2. Assume that Y is monotonically retractable in X. Then we can assign
to each F ∈ [CL(Y )]≤ω a retraction rF : X → Y , a set D(F) ∈ [Y ]
≤ω and a family
N (F) ∈ [P(Y )]≤ω such that:
(a) D and N are ω-monotone.
(b) N (F) is a network of rF ↾ Y and is closed under finite intersections.
(c) If N ∈ N (F) ∪ {Y }, F ∈ F ∪ {Y } and N ∩ F 6= ∅, then D(F) ∩ (N ∩ F ) 6= ∅.
(d) rF (X) = cl(D(F)) and rF (F ) ⊆ F for each F ∈ F .
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Besides, if Y is commutatively monotonically retractable in X, then rF ◦ rG = rG ◦ rF
for each F ,G ∈ [CL(Y )]≤ω.
Proof. Suppose that the assignments A → rA and A → O(A), for each A ∈ [Y ]
≤ω,
witness that Y is monotonically retractable in X. We can assume that O(A) is closed
under finite intersections for all A ∈ [Y ]≤ω. For every N ∈
⋃
{O(A) : A ∈ [Y ]≤ω} ∪ {Y }
and F ∈ CL(Y ) fix a point yN,F ∈ N ∩ F if N ∩ F 6= ∅ and choose yN,F ∈ Y arbitrarily
otherwise. Define S : [CL(Y )]≤ω → [CL(Y )]≤ω by S(F) = {{yN,F } : N ∈ O({x : {x} ∈
F}) ∪ {Y } and F ∈ F ∪ {Y }} for each F ∈ [CL(Y )]≤ω. It is not hard to prove that S
is ω-monotone. Consider the ω-monotone map S. For each F ∈ [CL(Y )]≤ω we define
D(F) = {x : {x} ∈ S(F)}, rF = rD(F) and N (F) = O(D(F)). Clauses (a) and (b) are
easy to verify.
(c) Assume that N ∈ N (F)∪{Y }, F ∈ F∪{Y } and N∩F 6= ∅. Then N ∈ O(D(F))∪
{Y } and, in this way, {yN,F} ∈ S(S(F)) = S(F). Therefore, yN,F ∈ D(F) ∩ (N ∩ F ).
(d) Because of (c) the set D(F) intersects any member of N (F). So we can apply (b)
to see that D(F) = rF (D(F)) is a dense subset of rF (Y ) = rF (X). Now assume that
there are F ∈ F and y ∈ F such that rF (y) ∈ Y \ F . By (b) we can find N ∈ N (F)
such that y ∈ N and rF (N) ⊆ Y \ F . By (c) we can choose yN,F ∈ D(F) ∩ (N ∩ F ).
Then yN,F = rF (yN,F ) ∈ rF (N) ⊆ Y \ F , but this is impossible. Therefore, rF (F ) ⊆ F
for each F ∈ F . 
Proposition 3.3. Let Y be a subspace of X. If Y is monotonically retractable in X,
then Y is C-embedded in X.
Proof. Assign to each F ∈ [CL(Y )]≤ω a retraction rF : X → Y as in Lemma 3.2. Fix a
map f ∈ C(Y ). Choose F = {f−1(cl(B)) : B ∈ B(R)} ∈ [CL(Y )]≤ω. From clause (d) of
Lemma 3.2, we know that rF ↾Y (F ) ⊆ F for each F ∈ F . It follows from Lemma 4.15
in [12] that f = f ◦ rF ↾Y . Therefore, f ◦ rF is the desired extension of f . 
Corollary 3.4. Let Y be a dense subspace of X. If Y is monotonically retractable in
X, then βX = βY .
It is well-known that a dense and C-embedded subspace of a given space is Gδ-dense
in it (for a proof see [2, Th. 6.1.4]). So, we have the following corollary.
Corollary 3.5. Let Y be a dense subspace of X. If Y is monotonically retractable in
X, then Y is Gδ-dense in X.
Proposition 3.6. Assume that Y is monotonically retractable in X. If {Fn : n ∈ N} ⊆
CL(Y ) and Z = clX(
⋃
{Fn : n ∈ N}), then Y ∩ Z is monotonically retractable in Z.
Proof. Assign to each F ∈ [CL(Y )]≤ω a retraction rF : X → Y and a family N (F) ∈
[P(Y )]≤ω as in Lemma 3.2. Define G : [Y ∩ Z]≤ω → [CL(Y )]≤ω as G(A) = {{x} :
x ∈ A} ∪ {Fn : n ∈ N} for all A ∈ [Y ∩ Z]
≤ω. It is clear that G is ω-monotone.
For each A ∈ [Y ∩ Z]≤ω let sA = rG(A) ↾Z and O(A) = {N ∩ Z : N ∈ N (G(A))}.
We will verify that the assignments A → O(A) and A → rG(A) witness that Y ∩ Z is
monotonically retractable in Z. First note that O is ω-monotone. Fix A ∈ [Y ∩ Z]≤ω.
It is clear that O(A) ∈ [P(Y ∩ Z)]≤ω. Besides, the fact that N (G(A)) is a network of
rG(A) ↾Y implies that O(A) is a network of sA ↾(Y ∩Z). By property (d) of Lemma 3.2,
we have that sA(F ) ⊆ F for each F ∈ G(A). In one hand, sA({x}) ⊆ {x} for each
x ∈ A, and so A ⊆ sA(X). On the other hand, sA(Fn) ⊆ Fn for each n ∈ N, that
is sA(
⋃
{Fn : n ∈ N}) ⊆
⋃
{Fn : n ∈ N}. From the continuity of sA we deduce that
sA(Z) ⊆ Z. Therefore, sA is a continuous retraction from Z to Y ∩ Z. 
Proposition 3.7. Let Y be a dense subspace of X. If Y is monotonically retractable in
X and Z =
⋂
{clX(Un) : n ∈ N} 6= ∅ where each Un is open in X, then Y ∩ Z is dense
and monotonically retractable in Z.
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Proof. According to Corollary 3.5, we have that Y ∩ Z is dense in Z. Assign to each
F ∈ [CL(Y )]≤ω a retraction rF : X → Y and a family N (F) ∈ [P(Y )]
≤ω as in Lemma
3.2. Define G : [Y ∩ Z]≤ω → [CL(Y )]≤ω as G(A) = {{x} : x ∈ A} ∪ {clX(Un) ∩ Y : n ∈
N} ∈ [CL(Y )]≤ω for each A ∈ [Y ∩ Z]≤ω. It is clear that G is ω-monotone. For each
A ∈ [Y ∩ Z]≤ω let sA = rG(A) ↾ Z and O(A) = {N ∩ Z : N ∈ N (G(A))}. As above
we can verify that the assignments A → O(A) and A → rG(A) witness that Y ∩ Z is
monotonically retractable in Z. 
The next notion, which is the relative version of monotone ω-stability, will help us to
characterize the Valdivia compact spaces.
Definition 3.8. Let Y be a subspace of X. We say that Y is monotonically ω-stable in
X if there exits an ω-monotone map N : [Cp(X)]
≤ω → [P(Y )]≤ω such that N (A) is a
network of ∆cl(A) ↾Y , for all A ∈ [Cp(X)]
≤ω .
Remark 3.9. Let f : X → Z be an onto map, let N ⊆ P(X) and let G ⊆ Cp(Z) be
such that ∆G : Z → R
G is an embedding. Since ∆f∗(G) = ∆G ◦ f , then the family N is
a network of f if and only if it is a network of ∆f∗(G).
Theorem 3.10. Let Y be a dense subspace of X. If Y is monotonically retractable in
X, then Y is monotonically ω-stable in X.
Proof. Assign to each F ∈ [CL(Y )]≤ω a retraction rF : X → Y and a family N (F) ∈
[P(Y )]≤ω as in Lemma 3.2. Define the map G : [Cp(X)]
≤ω → [CL(Y )]≤ω by G(E) =
{f−1(cl(B)) ∩ Y : f ∈ E and B ∈ B(R)} for each E ∈ [Cp(X)]
≤ω . Note that G is
ω-monotone. Let O = N ◦ G : [Cp(X)]
≤ω → [P(Y )]≤ω which is evidently ω-monotone.
We will prove that for every E ∈ [Cp(X)]
≤ω the family O(E) is a network of ∆cl(E) ↾Y .
Fix E ∈ [Cp(X)]
≤ω. Set r = rG(E). Choose an arbitrary map f ∈ E. From property (d)
of Lemma 3.2, we know that r ↾Y (F ) ⊆ F for each F ∈ G(E). It follows from Lemma
4.15 in [12] that f ↾Y= f ◦ r ↾Y . The density of Y in X guarantees that f = f ◦ r ∈
r∗(Cp(r(Y ))). Since f ∈ E was taken arbitrarily, we conclude that E ⊆ r
∗(Cp(r(Y ))).
Since every retraction map is R-quotient, then r∗(Cp(r(Y ))) is closed in Cp(X) and,
hence, cl(E) ⊆ r∗(Cp(r(Y ))). According to Lemma 3.2 (b), we know that the family
O(E) is a network of r ↾Y . Then the Remark 3.9 implies that O(E) is a network of
∆(r↾Y )∗(Cp(r(Y ))) = ∆r∗(Cp(r(Y ))) ↾Y . Therefore, O(E) is a network of ∆cl(E) ↾Y . 
4. Another characterization of Valdivia compact spaces
Now we are ready to provide a characterization of Valdivia compact spaces using
relative monotonically retractable spaces.
Theorem 4.1. Let Y be a dense subspace of X. If Y is (commutatively) monotonically
retractable in X, then Y is induced by an (a commutative) r-skeleton in X.
Proof. Assign to each F ∈ [CL(Y )]≤ω a retraction rF : X → Y a set D(F) ∈ [Y ]
≤ω
and a family N (F) ∈ [P(Y )]≤ω closed under finite intersections satisfying (a) - (d) of
Lemma 3.2. Set Γ = [CL(Y )]≤ω. We will prove that {rF : F ∈ Γ} is an r-skeleton in X.
The conditions (i) - (iii) can be verified almost as in Theorem 4.3 in [4].
To prove (iv), fix x ∈ X. Let U be an open neighborhood of x in X. By regularity,
we can find an open neighborhood V of x in X such that x ∈ V ⊆ clX(V ) ⊆ U . Set
F = clX(V ) ∩ Y and F = {F} ∈ Γ. Choose G ∈ Γ such that F ⊆ G. We then
have that rG(F ) ⊆ F . The density of Y in X implies that x ∈ clX(F ) and, hence,
rG(x) ∈ rG(clX(F )) ⊆ clY (rG(F )) ⊆ F ⊆ clX(V ) ⊆ U . Therefore, x = lims∈Γ rF (x).
Finally, it is easy to verify that Y is induced by the r-skeleton {rF : F ∈ Γ} in
X. In the commutative case, by Lemma 3.2, the r-skeleton {rF : F ∈ Γ} is also
commutative. 
8 F. CASARRUBIAS-SEGURA, S. GARCI´A-FERREIRA, AND R. ROJAS-HERNA´NDEZ
Now we give conditions under which Theorem 4.1 has a converse.
Theorem 4.2. Let Y be a subspace of X. If Y is monotonically ω-stable in X and is
induced by an (a commutative) r-skeleton in X, then Y is (commutatively) monotonically
retractable in X.
Proof. Let O : [Cp(X)]
≤ω → [P(Y )]≤ω be an ω-monotone map such that O(M) is a
network of ∆cl(M) ↾Y , for allM ∈ [Cp(X)]
≤ω . Let {rs : s ∈ Γ} be an r-skeleton onX such
that Y =
⋃
{rs : s ∈ Γ}. For each y ∈ Y fix sy ∈ Γ such that rsy(y) = y. Let γ : [Y ]
≤ω →
Γ be the map induced by the assignment y → sy as in Lemma 2.4. Choose F ∈ [Y ]
<ω.
The space rγ(F )(X) is cosmic, so the spaces Cp(rγ(F )(X)) and r
∗
γ(F )(Cp(rγ(F )(X))) are
cosmic too. Fix a countable dense subset DF of r
∗
γ(F )(Cp(rγ(F )(X))). Define a map
M : [Y ]≤ω → [Cp(X)]
≤ω by M(A) =
⋃
{DF : F ∈ [A]
<ω} for each A ∈ [Y ]≤ω. Note
thatM is ω-monotone. For each A ∈ [Y ]≤ω, set rA := rγ(A) andN (A) := O(M(A)). We
shall verify that the assignments A→ rA and A→ N (A) witness that Y is monotonically
retractable in X. It is clear that N is ω-monotone. Given A ∈ [Y ]≤ω, to see that
A ⊆ rA(X), choose y ∈ A. Then sy ≤ γ({y}) ≤ γ(A) and y = rsy(y) = rγ(A)(rsy(y)) =
rγ(A)(y) = rA(y) ∈ rA(X). Finally we have the following.
Claim. If A ∈ [Y ]≤ω, then the family N (A) is a network of rA ↾Y .
Proof of the Claim. Fix A ∈ [Y ]≤ω and set G := Cp(rA(Y )). By Remark 3.9, it
is enough to show that the family N (A) is a network of ∆(rA↾Y )∗(G). We know that
the family N (A) = O(M(A)) is a network of ∆cl(M(A)) ↾Y . So we only need to verify
that (rA ↾Y )
∗(G) ⊆ cl(M(A)) ↾Y . Fix f ∈ (rA ↾Y )
∗(G). Then we can select g ∈ G
so that f = g ◦ (rA ↾Y ). To prove that f ∈ cl(M(A)) ↾Y we consider an arbitrary
canonical open neighborhood W = [x1, . . . , xk;U1, . . . , Uk] of g ◦ rA in Cp(X). Let
V = [x1, . . . , xk; g
−1(U1), . . . , g
−1(Uk)] which is open in Cp(X, rA(Y )) and note that
rA = rγ(A) ∈ V . Put A =
⋃
{Fn : n ∈ N} where Fn ∈ [A]
<ω and Fn ⊆ Fn+1 for
each n ∈ N. We know that rγ(Fn)(X) ⊆ rγ(A)(X), for each n ∈ N, and rγ(A)(x) =
limn→∞ rγ(Fn)(x), for every x ∈ X. Then we can choose m ∈ N such that rγ(Fm) ∈ V .
It follows that g ◦ rγ(Fm) ∈W . Since g ◦ rγ(Fm) ∈ r
∗
γ(Fm)
(Cp(rγ(Fm)(X))) and DFm dense
in r∗
γ(Fm)
(Cp(rγ(Fm)(X))), we can find h ∈ DFm ∩W ⊆ M(A) ∩W which implies that
W ∩M(A) 6= ∅. Since W was taken arbitrarily, we conclude that g ◦ rA ∈ cl(M(A)).
Therefore, f = (g ◦ rA) ↾Y ∈ cl(M(A)) ↾Y .
Assume that, in addition, the r-skeleton {rs : s ∈ Γ} which induces Y is commutative.
Then rA◦rB = rB◦rA for all A,B ∈ [Y ]
≤ω. Therefore, Y is commutatively monotonically
retractable in X. 
The next result is a direct consequence of Theorems 3.10, 4.1 and 4.2.
Corollary 4.3. Let Y be a dense subspace of X. Then Y is (commutatively) monoton-
ically retractable in X if and only if Y is monotonically ω-stable in X and is induced by
a (commutative) r-skeleton in X.
We know that a Compact space is Valdivia if and only if it admits a dense subset
induced by a commutative r-skeleton ([9]). Moreover any compact space X is monoton-
ically ω-stable ([11, Cor. 4.14]) and, as a consequence, any of its subspaces is monoton-
ically ω-stable in X. Hence, we obtain the next corollary.
Corollary 4.4. A compact space X is Valdivia if and only if it has a dense subset Y
which is monotonically retractable in X.
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5. c-skeletons
Let us recall the the notion of q-skeleton which will be dualized in terms of monotone
families of closed sets and open sets.
Definition 5.1. [6] Let X be a space. Consider a family {(qs,Ds) : s ∈ Γ}, where
qs : X → Xs is an R-quotient map and Ds is a countable subset of X for each s ∈ Γ.
We say that {(qs,Ds) : s ∈ Γ} is a q-skeleton on X if:
(i) the set qs(Ds) is dense in Xs,
(ii) if s, t ∈ Γ and s ≤ t, then there exists a continuous onto map pt,s : Xt → Xs such
that qs = pt,s ◦ qt, and
(iii) the assignment s→ Ds is ω-monotone.
In addition, if Cp(X) =
⋃
s∈Γ q
∗
s(Cp(Xs)), then we say that the q-skeleton is full.
In order to get a dual concept to q-skeleton, we introduce the following notion.
Definition 5.2. Let X be a space and let {(Fs,Bs) : s ∈ Γ} be a family of subsets of X
such that Fs is a closed subsets of X and Bs is a countable family of open subset of X
for each s ∈ Γ. We say that {(Fs,Bs) : s ∈ Γ} is a c-skeleton on X if:
(i) for each s ∈ Γ, Bs is a base for a topology denoted by τs on X and there exist a
Tychonoff space Zs and a continuous map gs : (X, τs) → Zs which separates the
points of Fs,
(ii) if s, t ∈ Γ and s ≤ t, then Fs ⊆ Ft, and
(iii) the assignment s→ Bs is ω-monotone.
In addition, if X =
⋃
s∈Γ Fs, then we say that the c-skeleton is full.
Let us observe that the existence of a (full) c-skeleton in a spaceX implies the existence
of a (full) c-skeleton in any subspace of X. This makes a big difference with the r-
skeletons and q-skeletons.
Now we establish the duality among the above concepts. First, we introduce some
notation.
Given n ∈ N \ {0}, N1, . . . , Nn ∈ P(X) and U1, . . . , Un ∈ P(R), put
[N1, . . . , Nn;U1, . . . , Un] = {f ∈ Cp(X) : ∀i ≤ n
(
f(Ni) ⊆ Ui
)
}.
Consider the map W : [P(X)]≤ω → [P(Cp(X))]
≤ω defined by
W(N ) = {[N1, . . . , Nn;B1, . . . , Bn] : n ∈ N \ {0} and ∀i ≤ n
(
Ni ∈ N ∧Bi ∈ B(R)
)
},
for each N ∈ [P(X)]≤ω . It is straightforward to verify that W is ω-monotone. For each
D ∈ [X]≤ω, letW0(D) =W({{x} : x ∈ D}) which is the family of all canonical open sets
in Cp(X) with support in D. It is easy to see that the mapW0 : [X]
≤ω → [P(Cp(X))]
≤ω
is also ω-monotone.
Proposition 5.3. If X has a (full) c-skeleton, then Cp(X) has a (full) q-skeleton.
Proof. Let {(Fs,Bs) : s ∈ Γ} be a c-skeleton in X and set B =
⋃
{Bs : s ∈ Γ}. For
each nonempty set N ∈ W(B) fix a map dN ∈ N . For each s ∈ Γ we define Xs :=
piFs(Cp(X)), qs := piFs : Cp(X) → Xs and Ds := {dN : N ∈ W(Bs)}. We shall verify
that {(qs,Ds) : s ∈ Γ} is a q-skeleton on Cp(X).
(i) Fix s ∈ Γ. We shall verify that qs(Ds) is dense in Xs. Consider a nonempty
canonical open set U = [x1, . . . , xn; I1, . . . , In] in Xs, where x1, . . . , xn ∈ Fs are pairwise
distinct and I1, . . . , In ∈ B(R). Since gs separates the points of Fs and Zs is Tychonoff,
we can find a continuous map h ∈ Cp(Zs) such that h(g(xi)) ∈ Ii for i = 1, . . . , n.
Let f = h ◦ gs and note that f(xi) ∈ Ii for i = 1, . . . , n. Since f : (X, τs) → R is
continuous and Bs is a base for τs we can find Bi ∈ Bs such that xi ∈ Bi and f(Bi) ⊆ Ii
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for i = 1, . . . , n. If N = [B1, . . . , Bn; I1, . . . , In], then f ∈ N and N ∈ W(Bs). Then
dN ∈ Ds. Note that qs(dN )(xi) = dN ↾Fs (xi) = dN (xi) ∈ dN (Bi) ⊆ Ii for i = 1, . . . , n.
Hence, qs(dN ) ∈ U . Therefore, qs(Ds) is dense in Xs.
(ii) If s, t ∈ Γ and s ≤ t, then the map pt,s : Xt → Xs given by pt,s(h) = h ↾Fs , for
each h ∈ Xt, is continuous, onto and satisfies that qs = pt,s ◦ qt.
(iii) Since W0 is ω-monotone, the assignment s→ Ds also is ω-monotone.
Assume now that X =
⋃
s∈Γ Fs. Let φ ∈ Cp(Cp(X)). By applying Corollary 1.7.8.
in [2], we can find a countable set A = {an : n ∈ N} ⊆ X and a continuous map
ψ : piA(Cp(X)) → R such that φ = ψ ◦ piA. For each n ∈ N we can choose sn ∈ Γ such
that an ∈ Fn and sn ≤ sn+1. Let s = sup{sn : n ∈ N}. Notice that A ⊆ Fs. Consider
the continuous map piFs,A : Xs → piA(Cp(X)) given by piFs,A(h) = h ↾A for each h ∈ Xs.
Then
φ = ψ ◦ piA = ψ ◦ piFs,A ◦ piFs = ψ ◦ piFs,A ◦ qs = q
∗
s(ψ ◦ piFs,A) ∈ q
∗
s(Cp(Xs)).
Hence Cp(Cp(X)) =
⋃
s∈Γ q
∗
s(Cp(Xs)) and the q-skeleton {(qs,Ds) : s ∈ Γ} in Cp(X) is
full. 
Proposition 5.4. If X has a (full) q-skeleton, then Cp(X) has a (full) c-skeleton.
Proof. Let {(qs,Ds) : s ∈ Γ} be a q-skeleton in X. Fix s ∈ Γ. Since qs is a quotient
map, the set Fs := q
∗
s(Cp(Xs)) is closed in Cp(X). On the other hand note that Bs =
W0(Ds) is a countable family of canonical open subsets of Cp(X). We shall prove that
{(Fs,Bs) : s ∈ Γ} is a c-skeleton on Cp(X).
(i) Fix s ∈ Γ. It is clear that Bs is a base for a topology τs on Cp(X). Consider the
Tychonoff space Zs = piDs(Cp(X)). Then gs = piDs : (Cp(X), τs) → Zs is a continuous
and onto map. We will verify that gs separates the points of Fs. Assume that f1, f2 ∈
Cp(X) and gs(f1) = gs(f2). Choose h1, h2 ∈ Cp(Xs) such that f1 = h1 ◦ qs and f2 =
h2 ◦ qs. For each x ∈ Ds we have that h1(qs(x)) = f1(x) = f2(x) = h2(qs(x)); that
is, h1 ↾qs(Ds)= h2 ↾qs(Ds). Since qs(Ds) is dense in Xs we must have that h1 = h2, i.e.
f1 = f2. This shows that gs separates the points of Fs.
(ii) Fix s, t ∈ Γ with s ≤ t. Then there exists a continuous onto map pt,s : Xt → Xs
such that qs = pt,s ◦ qt. It follows that
Fs = q
∗
s(Cp(Xs)) = (pt,s ◦ qt)
∗(Cp(Xs)) = q
∗
t ◦ p
∗
t,s(Cp(Xs)) ⊆ q
∗
t (Cp(Xt)) = Ft.
(iii) It is clear that the assignment s→ Bs is ω-monotone.
If the q-skeleton {(qs,Ds) : s ∈ Γ} is full, then Cp(X) =
⋃
s∈Γ q
∗
s(Cp(Xs)) =
⋃
s∈Γ Fs,
and hence the c-skeleton {(Fs,Bs) : s ∈ Γ} on Cp(X) is full as well. 
It was proved in [6] that: If X has a full q-skeleton, then any countably compact
subspace of Cp(X) has a full r-skeleton. Besides, a compact space is Corson if and only
if Cp(X) has a full q-skeleton. By using these facts and the proposition from above, we
have the following corollaries.
Corollary 5.5. If X has a full c-skeleton and Y is a countably compact subspace of
some iterated function space Cp,2n(X) for some n ∈ N, then Y has a full r-skeleton. In
particular, if Y is compact, then Y is Corson.
Corollary 5.6. A compact space X is Corson if and only if has a full c-skeleton.
Almost repeating the proof of Proposition 4.7 in [6] we may prove the following
proposition.
Proposition 5.7. If X has a dense subspace Y which is monotonically ω-stable in X,
then X has a full q-skeleton.
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We finish the paper with a list of unsolved questions.
Question 5.8. Let X be a countably compact space, is it true X has a full c-skeleton if
and only if X has a full r-skeleton?
By Propositions 5.3 and 5.4 we know that if X has a full q-skeleton, then Cp(Cp(X))
has a full q-skeleton. However, we do not know the answer to the following question.
Question 5.9. Must X have a full q-skeleton whenever Cp(Cp(X)) has a full q-skeleton?
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