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Electron-phonon coupling plays a central role in the transport properties and photophysics of organic crystals.
Successful models describing charge- and energy-transport in these systems routinely include these effects.
Most models for describing photophysics, on the other hand, only incorporate local electron-phonon coupling
to intramolecular vibrational modes, while nonlocal electron-phonon coupling is neglected. One might expect
nonlocal coupling to have an important effect on the photophysics of organic crystals, because it gives rise
to large fluctuation in the charge-transfer couplings, and charge-transfer couplings play an important role in
the spectroscopy of many organic crystals. Here, we study the effects of nonlocal coupling on the absorp-
tion spectrum of crystalline pentacene and 7,8,15,16-tetraazaterrylene. To this end, we develop a new mixed
quantum-classical approach for including nonlocal coupling into spectroscopic and transport models for or-
ganic crystals. Importantly, our approach does not assume that the nonlocal coupling is linear, in contrast to
most modern charge-transport models. We find that the nonlocal coupling broadens the absorption spectrum
non-uniformly across the absorption line shape. In pentacene, for example, our model predicts that the lower
Davydov component broadens considerably more than the upper Davydov component, explaining the origin
of this experimental observation for the first time. By studying a simple dimer model, we are able to attribute
this selective broadening to correlations between the fluctuations of the charge-transfer couplings. Overall,
our method incorporates nonlocal electron-phonon coupling into spectroscopic and transport models with
computational efficiency, generalizability to a wide range of organic crystals, and without any assumption of
linearity.
I. INTRODUCTION
Absorption and photoluminescence spectroscopies are
powerful techniques for interrogating the electronic struc-
ture of conjugated organic materials. Spectral shifts, vib-
rionic peak ratio changes, and line broadening all provide
information about the sign and magnitude of the exciton
coupling, the curvature and width of the exciton band,
the exciton coherence length, and the disorder within the
system.1–9 Over the past several decades, significant ef-
fort has been devoted to develop a comprehensive under-
standing of these spectroscopic signatures, with a great
deal of success.8–15
One of the main challenges in modeling conjugated
organic systems is the importance of electron-phonon
coupling,16–43 which is commonly divided into two types:
local and nonlocal.27 Local electron-phonon coupling is
the modulation of the electronic Hamiltonian by predom-
inately intramolecular phonons, while nonlocal (Peierls)
electron-phonon coupling is the modulation of the elec-
tronic Hamiltonian by predominately lattice phonons.
Both types are important for accurate descriptions of
excited states in organic systems, and several model
Hamiltonians have been devised to account for these
a)S.E.S and N.J.H contributed equally to this work
effects: Holstein models describe local electron-phonon
coupling,16,17 Su-Schrieffer-Heeger models describe non-
local electron-phonon couplings,18 and extended Holstein
models describe both simultaneously.33–35 In terms of
spectroscopy, local vibronic coupling is responsible for
the pronounced ∼1400 cm−1 vibronic progression ob-
served in the optical response of many conjugated or-
ganic systems and is routinely incorporated in spectro-
scopic models. However, far less attention has been paid
to the role that nonlocal electron-phonon coupling plays
in the optical response.
Several works have shown that nonlocal electron-
phonon coupling gives rise to large fluctuations in the
charge-transfer (CT) interactions within organic systems,
on the order of their average values.28–30,38,44–47 This
phenomenon arises from the facts that 1) optical lat-
tice phonons have energies well below kBT at room
temperature48 (in contrast with inorganic systems49),
and 2) the CT couplings are very sensitive to molecular
packing; displacements on the order of the carbon-carbon
bond length can dramatically alter the magnitude and
sign of these quantities.9,27,50–52
The majority of work considering nonlocal electron-
phonon coupling has focused on its important role in
charge transport, where it results in charge carrier lo-
calization and limits carrier mobility.26–28,38–41,53 The
same CT couplings that are perturbed by the nonlo-
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2cal electron-phonon coupling, however, also play an im-
portant role in the spectroscopic response of many or-
ganic systems. In closely packed organic crystals, for
example, the optically bright Frenkel excitons couple
through a short-ranged, CT mediated “superexchange”
mechanism.9,54,55 This implies that the spectroscopy of
organic crystals should also be sensitive to fluctuations in
the CT couplings.5,30,46,47,56 Surprisingly, however, ab-
sorption spectra of many organic crystals can be suc-
cessfully modeled without including nonlocal electron-
phonon coupling.9,52,57–74
To resolve this apparent discrepancy, we develop a new
method for modeling the spectroscopy of organic crys-
tals that incorporates nonlocal electron-phonon coupling,
in addition to the other common ingredients of spectro-
scopic models: Frenkel excitons, CT excitons, and lo-
cal electron-phonon coupling. The method is based on a
mixed quantum-classical approach that treats the low-
frequency phonon modes classically via molecular dy-
namics (MD) simulations while the high-frequency in-
tramolecular vibrations and electronic degrees of freedom
are treated quantum-mechanically using a Holstein-style
Hamiltonian. We parameterize the Hamiltonian at each
time step according to the MD trajectory, using a map-
ping approach to make repeated evaluation of the CT
couplings computationally tractable. Both the mixed
quantum-classical approach and the map are similar in
spirit to approaches used to model the infrared spec-
troscopy of water and the amide I band of peptides.75–93
Importantly, our approach allows for the treatment of
nonlocal electron-phonon couplings very generically, and
can account for arbitrarily complex dependence of the
couplings on the intermolecular structure. In particular,
it is not necessary to make the common assumption that
the nonlocal electron-phonon coupling is linear.
We apply our method to understand the effects of non-
local electron-phonon coupling on the absorption spec-
troscopy of organic crystals. We focus on two specific
systems that exhibit different packing motifs: pentacene,
which packs in a herringbone structure,94 and 7-8-15-
16-tetraazaterrylene (TAT), which exhibits a slipped pi-
stacking structure (Fig. 1).95,96 We chose these systems
for three reasons: First, to evaluate the effects of non-
local coupling between systems with different packing
motifs and therefore different nonlocal coupling forms
and strengths.29 Second, the absorption spectroscopy of
both systems has previously been modeled in the absence
of nonlocal coupling, so significant parameterization ef-
forts are not required.68,70 And finally, because these
and related systems have received considerable atten-
tion as promising organic semiconductors.12,13,97,98 We
find that both systems exhibit significant fluctuations
in the CT and total excitonic coupling due to nonlo-
cal electron-phonon coupling, in agreement with previ-
ous results.26,28–30,44,46,47 These fluctuations broaden the
absorption spectrum, but interestingly, the broadening is
not uniform. We find that this nonuniformity is due at
least in part to correlations in the electron- and hole-
transfer couplings. This is most obvious for pentacene
where the ||a-polarized lower Davydov component broad-
ens six times more than the ⊥a-polarized upper Davydov
component.
II. METHODS
A. Model Hamiltonian
Our model is motivated by a separation in energy
scales. In organic crystals, the intermolecular degrees
of freedom oscillate at much lower frequencies than the
intramolecular and electronic degrees of freedom due to
the weak van der Waals forces that hold the crystals
together. With this in mind, we separate the Hamil-
tonian into a classical part Hcls that accounts for low-
frequency intermolecular vibrations, and a quantum me-
chanical part Hˆqm that accounts for the high-frequency
degrees of freedom.39,83,99,100
The quantum-mechanical part of the Hamiltonian is
Holstein-like and includes Frenkel excitons, CT excitons,
and vibronic coupling
Hˆqm = HˆFE + HˆCT + Hˆvib. (1)
Here HˆFE represents the Frenkel exciton Hamiltonian
HˆFE =
∑
i
(ES1 + ∆0−0)B
†
iBi +
∑
i 6=j
J
(
qNi ,q
N
j
)
B†iBj
(2)
where i and j label the molecules in the crystal and the
operator B†i (Bi) creates (annihilates) a Frenkel exciton
on molecule i. The first sum in HˆFE accounts for the en-
ergy of a localized Frenkel exciton; ES1 is the excitation
energy for the S1 ← S0 transition for a molecule in dilute
solution and ∆0−0 is the solution-to-crystal shift that ac-
counts for non-resonant interactions within the crystal.
The second term in HˆFE accounts for long-range Coulom-
bic coupling between excitons at sites i and j, J(qNi ,q
N
j ),
where qNi is the 3N dimensional vector of the atomic co-
ordinates of molecule i, and N is the number of atoms in
molecule i.
The second term in Eq. 1 is the CT Hamiltonian
HˆCT =
∑
i6=j
ECT
(
qNi ,q
N
j
)
c†i cid
†
jdj
+
∑
i6=j
te
(
qNi ,q
N
j
)
c†i cj +
∑
i 6=j
th
(
qNi ,q
N
j
)
d†idj ,
(3)
where the operator c†i (ci) creates (annihilates) an elec-
tron on molecule i and the operator d†i (di) creates (anni-
hilates) a hole on molecule i. The energy of a CT exciton
with the electron localized to molecule i and the hole lo-
calized to molecule j is represented by
ECT
(
qNi ,q
N
j
)
= IP − EA + P + V
(
qNi ,q
N
j
)
. (4)
3FIG. 1. TAT (a) forms pillars in its crystalline state (b,c).95 Panel (b) is a view down these pillars, roughly along the lattice
a-direction. Panel (c) highlights the molecules in one pillar. Pentacene (d) forms a crystal with a herringbone structure in
the crystallographic ab-plane (e) and a layered structure in the c-direction (f).94 The two molecules in one unit cell and their
periodic images along the lattice c-direction are highlighted in panel (f) to guide the eye. The x- and y-axes in panels (a) and
(d) define the molecular coordinate system used to describe the geometry of a pair of molecules in our map. The axes in panels
(b,c,e,f) are the crystalline axes. The molecules labelled in panel (e) illustrate the nomenclature we use to classify the four
different types of neighbors in pentacene: roi = ±( 12 , 12 , 0), roj = ±( 12 ,− 12 , 0), rok = ±(1, 0, 0), and ro` = ±(1, 0, 0).
This energy depends on the atomic positions of the host
chromophores i and j through the Coulomb binding en-
ergy V
(
qNi ,q
N
j
)
. The ionization potential IP , electron
affinity EA, and polarization energy P also enter into the
expression for ECT but we approximate these terms to
be independent of the coordinates of the host molecules.
The second and third sums in HˆCT account for short-
range CT coupling with te
(
qNi ,q
N
j
)
and th
(
qNi ,q
N
j
)
rep-
resenting the electron- and hole-transfer couplings be-
tween sites i and j. These terms couple the Frenkel and
CT states, and control charge hopping within the CT
manifold.
The third term in Eq. 1 accounts for the high-frequency
intramolecular vibrations responsible for the vibronic
progression observed in the absorption spectrum
Hˆvib = ~ωvib
∑
i
b†i bi + ~ωvib
∑
i
{
λ
(
b†i + bi
)
+ λ2
}
B†iBi
+ ~ωvib
∑
i6=j
{
λe
(
b†i + bi
)
+ λh
(
b†j + bj
)
+ λ2h + λ
2
e
}
c†i cid
†
jdj .
(5)
Here the operator b†i (bi) creates (annihilates) a vibra-
tional quantum on chromophore i with energy ~ωvib. The
first summation therefore describes the vibrational en-
ergy of each molecule. The final three terms account
for the local electron-phonon coupling of the exciton,
electron, and hole to the intramolecular vibration. The
Huang-Rhys factors λ2, λ2e, and λ
2
h, describe the shift in
the nuclear potential relative to the ground state when
the molecule hosts a Frenkel exciton, electron, or hole,
respectively. In principle, all intramolecular vibrational
modes can be accounted for, but this is prohibitively ex-
pensive for all but the simplest molecules. Instead, we
treat the numerous closely spaced modes that contribute
to the vibronic progression empirically using a line width
that depends on the number of vibrational quanta in the
absorbing state, as discussed by Yamagata et al.68
Nonlocal electron-phonon coupling enters the Hamil-
tonian classically through the time-dependent fluctua-
4tions in the atomic coordinates. That is, in Eqs. 1–5,
qNi → qNi (t). We model these fluctuations using MD
simulations of the crystal. As discussed above, this cor-
responds to a separation of the Hamiltonian into the
quantum mechanical one given in Eq. 1 and the classical
Hamiltonian
Hcls =
∑
α
p2α
2Mα
+ U({q}) (6)
where pα is the momentum conjugate to atomic coordi-
nate qα, Mα is the mass of particle α, and U({q}) is the
potential used in the MD simulation (Sec. II B), which is,
in principle, a function of the set of all the coordinates
{q}. Here the sum over α goes over atoms, not molecules.
We then use various ab-initio techniques and the map-
ping approach developed in Section III A 1 to compute
the qNi -dependent quantities in the Hamiltonian (Eq. 1).
If the coordinates {q} are instead static and taken from
an experimental crystal structure, the quantum mechan-
ical Hamiltonian reduces to the time-independent one
used in previous work to model the optical properties
of many different organic crystals.9,52,57–72
In reality, all of the quantities appearing in the quan-
tum mechanical Hamiltonian depend on atomic coordi-
nates and therefore fluctuate in time. However, we ne-
glect the time dependence of the terms not explicitly ex-
pressed as a function of qNi in Eqs. 1–5 (ES1 − ∆0−0,
λ, λe, λh, ωvib) under the assumption that their fluctu-
ations are small and the spectroscopy can be adequately
described using average values.
While many authors have included nonlocal electron-
phonon couplings in tight-binding Hamiltonians like
Eq. 1,18–25,29,31–36,43 our approach is unique because it
is able to handle nonlocal electron-phonon couplings of
arbitrary form. Typically, these couplings are treated in
the linear response regime, assuming that lattice distor-
tions are small enough that the electronic Hamiltonian
is perturbed linearly. Recent work has relaxed this lin-
ear approximation in the case of local electron-phonon
couplings,101–103 but to our knowledge, nonlocal electron-
phonon couplings have not been treated outside the linear
regime. In organic crystals, nonlinear effects in nonlo-
cal electron-phonon couplings may be important due to
the sensitivity of the CT couplings to small geometric
displacements. Our method includes nonlocal electron-
phonon coupling explicitly without the usual assumption
of linearity.
To calculate the absorption spectrum, we represent the
time-dependent Hamiltonian Hˆqm(t) using a two-particle
basis set,8,9,104,105 truncated to include only states with
less than vmax vibrational quanta. We then compute the
polarized absorption spectrum using the Fourier trans-
form of the transition-dipole autocorrelation function
Cµ(t)
A(ω) ∝ ω Re
∫ ∞
0
dt e−iωtCµ(t)
Cµ(t) =
〈
ε · µ(t+ t0) exp+
{
− i
~
∫ t
t0
dτ Hˆqm(τ + t0)− Γˆ(τ + t0)
}
ε · µ (t0)
〉
t0
.
(7)
Here exp+ is a time-ordered exponential, µ(t) contains
the S1 ← S0 transition dipole moments of the basis states
at time t, ε is the polarization vector of the incoming
light, Γˆ (t) is a matrix of eigenstate-dependent line broad-
ening parameters that depends on the number of vibra-
tional quanta in each eigenstate of Hqm(t) [see Supple-
mentary Material (SM)],68 and 〈. . .〉t0 is an average over
initial time points of the MD trajectory. Each spectrum
is averaged over Nsamp initial time points t0 separated by
Tsamp (see SM). The time-dependence of the transition
dipole moments arises due to fluctuations in the molecu-
lar orientations according to Hcls. We solve Eq. 7 using
the Numerical Integration of the Schrodinger Equation
approach.106,107
B. Molecular Dynamics Simulations
We perform MD simulations of TAT and pentacene us-
ing the LAMMPS, VMD, and TopoTools packages.108–110
We model the intra- and intermolecular potentials using
the DREIDING force field111 with atomic charges taken
from electronic structure calculations (see SM).112–114
This force field reproduces experimental crystal struc-
tures in similar systems.115
The MD simulations are performed at constant num-
ber of particles, volume, and energy (NVE) and use a
rRESPA multi-timescale integrator116 to accommodate
the fast intramolecular motions (see SM). The TAT sim-
ulations are initialized in the crystal structure of Fan
et al.95 and the pentacene simulations are initialized in
the crystal structure of Holmes et al.94 We simulate a
10×2×2 supercell of TAT (80 molecules) and a 4×4×2
supercell of pentacene (64 molecules). Each simulation is
equilibrated for 10 ps during which velocities are rescaled
every 1 ps to maintain a temperature of 298 K. To com-
pute the distribution of intermolecular geometries and
couplings, we average over 1 ns of simulation time, col-
lecting data every 1 ps. To compute the spectra, we
evaluate the Hamiltonian every 2 fs for 100 ps.
5III. RESULTS AND DISCUSSION
While the time-dependent quantities in equations 1–5
may be calculated directly from the atomic coordinates
derived from MD simulations using standard ab-initio ap-
proaches, modeling the spectroscopy of organic crystals
in this way would require millions of such calculations
because they must be repeated for each molecule, or pair
of molecules, at every time step. These requirements
make such calculations nearly prohibitive,28,30,117,118 and
at least impractical for many applications. To render this
approach practical and generalizable, we develop a map
to estimate the values of the time-dependent quantities
in the Hamiltonian (ECT , J , te, and th) for any (realistic)
set of atomic coordinates, without the need for repeated
electronic structure calculations. This approach is mo-
tivated by similar methods that are used to model the
infrared spectroscopy of water and the amide I stretch in
peptides.75–93
For the CT energies ECT and the Coulomb couplings
J , relatively simple relationships between the atomic
coordinates and the electronic properties have already
been developed. The CT couplings, on the other hand,
are complex functions of the overlap between the fron-
tier molecular orbitals of both chromophores involved,
which are often oscillatory structures with many nodal
surfaces.9,27,50 While a similar mapping approach was
recently used to account for diagonal disorder in organic
semiconductors,99 the concept has not, to our knowledge,
been applied to the CT couplings. The main challenge
of the problem is its dimensionality: assuming that the
coupling between two molecules is independent of the
surrounding molecules, the map still must be parameter-
ized in a 3 · 2N − 6 ∼ 200 dimensional space (N = 42 for
TAT and N = 36 for pentacene). To overcome this prob-
lem, we make the rigid-body approximation27,29,119,120
when evaluating Hˆqm. Specifically, before computing the
time-dependent quantities in the Hamiltonian (Eq. 1),
we replace each molecule in the MD simulations with the
geometry-optimized monomer structure, translated and
rotated to have the same center of mass and principal
axes of inertia. In some respects, it would be simpler to
perform an MD simulation with rigid molecules. Instead,
we use the DREIDING force field, which calls for flexible
molecules, because it is well tested for organic crystals
like these and is easily transferable to new systems with-
out extensive parameterization efforts.111,113,115 Simulat-
ing rigid monomers would require reparameterizing the
MD force field in this work, as well as in future studies
of different organic crystals.
The rigid-body approximation decouples the intra- and
intermolecular phonons such that the nonlocal electron-
phonon coupling depends only on the intermolecular
modes and contributions from the intramolecular modes
are neglected. Note, however, that the important high-
frequency intramolecular modes are still treated through
the local electron-phonon coupling (Eq. 5). Importantly,
the rigid-body approximation reduces the dimensionality
of the problem from ∼200 to 6. Since each monomer is
exactly the same, the relative coordinates of any pair can
be specified by 3 translational and 3 rotational degrees of
freedom. In this reduced dimension, it might be possible
to perform an explicit interpolation on a 6-dimensional
grid that maps nearest-neighbor intermolecular geome-
tries observed in the simulations to precomputed cou-
plings at sparse grid points. We first test this idea with
TAT because it is simpler than pentacene in regard to
modeling optical properties; TAT can be modeled as a
collection of non-interacting one-dimensional pi-stacks68
while pentacene must be treated as a collection of two-
dimensional layers (Fig. 1).121
A. TAT
1. Developing the Map
To assess the feasibility of an interpolative map, we
quantify the fluctuations of the 6 intermolecular degrees
of freedom for all nearest-neighbor pairs of molecules in
TAT (Fig. 2). The 3 translational degrees of freedom
are described as “slips” sij of molecule j’s center-of-mass
along the principal axes of molecule i. The 3 orienta-
tional degrees of freedom are described by an angle of
rotation θij (1 degree of freedom) and the rotation axis
Θij about which to rotate (3 degrees of freedom minus 1
for normalization). The rotation defined by θij and Θij
superimposes the principal axes of molecule j onto those
of molecule i.
We are interested in the fluctuations of the intermolec-
ular geometries about their averages, which we define as
δs, δθ, and δΘ. For the translational slips, δs is simply
defined by δs = s−〈s〉. The definitions of δθ and δΘ are
more complex, and are discussed in the SM. In the case
of TAT, the molecules are pi-stacked, so their equilibrium
structure has no rotation (〈θ〉 = 0◦, Table I). In this
special case, θ = δθ and Θ = δΘ so these distinctions
are unimportant, but as we will see, this is not the case
for pentacene (Sec. III B). Several other details regard-
ing the intermolecular degrees of freedom are discussed
in the SM.
We find that the distributions of slips and orientations
are localized (Fig. 2), making this system amenable to an
interpolation map as described above. It is not surprising
that the slip distributions and rotation angle distribution
are localized, since the system is crystalline so mobility
is limited, but it was not clear to us a priori that the
distribution of rotation axes would likewise be localized.
Specifically, we find that the observed rotation axes δΘ
cluster around the xz-equator of the unit sphere. This
important observation means that instead of covering the
entire surface of the unit sphere with an interpolation
grid of rotational axes, we only need to include rotational
axes along the xz-equator.
Based on the distributions in Fig. 2, we construct a
grid that encompasses most of the observed configura-
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FIG. 2. Distributions of nearest-neighbor pair geometries in
TAT. The molecular coordinate system is defined in Fig. 1a.
(a) Distributions of the fluctuations of the translational slips.
(b) Distribution of the fluctuations of the rotational axes on
a unit sphere, depicted as a Lambert azimuthal equal-area
projection in which the δΘz = 1 pole of the unit sphere is
mapped to the origin, the δΘz = 0 equator is shown as the
thin black line, and the δΘz = −1 pole is mapped to the
thick black circle at the perimeter. This projection conserves
area, which is an important property for a histogram. (c)
Distribution of the cosine of the fluctuations of the rotational
angles. It is important to plot the cosine instead of the angle
itself to avoid singularities in the Jacobian at δθ = 0◦.113
tions (Table I). The sparsity of the grid is informed
by calculations of CT couplings for TAT and similar
pi-conjugated systems,27,50,51,69,121 which show that the
couplings vary approximately linearly on the scale of the
grid spacings we use. This grid results in a total of 2646
grid points, or 2646 electronic structure calculations of
dimers that must be completed to compute the CT cou-
TABLE I. The interpolation grid used to calculate the CT
couplings for TAT. The origin of the grid is at the experi-
mental geometry (see text). The grid includes all points that
are integer multiples of the grid spacing and no more than
a distance of “extent” from the origin. The rotation axis Θ
grid starts at (1, 0, 0), and includes the 6 axes that are equally
spaced at 60◦ intervals about the xz-equator.
Expt.95 〈·〉sim Extent Spacing Grid Size
sx (A˚) 1.00 1.01 0.6 0.2 7
sy (A˚) 1.28 1.12 0.6 0.2 7
sz (A˚) 3.37 3.42 0.2 0.2 3
θ (◦) 0 0 10 5 3
Θ – – xz-equator 60◦ 6
plings at each grid point. This number can be reduced
to 1911 points by recognizing that for grid points with
δθ = 0 the rotational axis is irrelevant and that dimen-
sion of the grid can be ignored. The size of the grid could
be further reduced by accounting for the symmetry of the
molecule and the cross-correlation between the distribu-
tions of intermolecular geometries. That is, all the slips
do not take their maximum values at the same time. For
the level of electronic structure calculations we use, and
for the number of atoms in TAT, these optimizations are
not necessary so we do not make them. They may be-
come necessary for larger molecules or more expensive
electronic structure basis sets.
The CT couplings are calculated at each grid point of
the map following the methods discussed in Refs. 122–
125 using the Gaussian software package126 and the
B3LYP/3-21G level of theory. The map is provided as a
supplementary data file (see SM). Several other basis sets
and functionals were also considered, but we found that
all methods gave qualitatively similar results (see SM).
The couplings for non-nearest-neighbors are assumed to
be zero, which is generally a good approximation given
the short-range, exponentially decaying nature of these
interactions.27
The average nearest-neighbor pair geometry we ob-
serve in simulation is quite close to the experimental crys-
tal structure; the largest difference in slip is 0.16 A˚ (Ta-
ble I).95 Even over such small displacements, however,
the computed CT couplings can change sign.121. To ac-
count for this sensitivity, we treat the fluctuations about
the equilibrium geometry in the MD simulation as fluctu-
ations about the experimental crystal structure. That is,
in the MD simulation we measure the slips s = 〈s〉+ δs,
but we interpolate the CT couplings using s = sexpt+δs.
This provides the important benefit that the interpola-
tion map only needs to be computed once, and can then
be applied to any MD simulation, regardless of the equi-
librium intermolecular geometries that are realized by a
particular force field. At most, one might have to extend
the map to accommodate larger fluctuations in one MD
simulation relative to another.
With the completed grid of CT couplings, we perform
a linear interpolation to map a dimer configuration from
7the MD simulation to a pair of CT couplings te and
th. We interpolate the orientational axis by first pro-
jecting the axis to the xz-equator and then interpolating
along the equator. For the 0.1% of dimer configurations
that are outside the grid, we linearly extrapolate the cou-
plings.
We now turn to the calculation of the time-dependent
CT energies (ECT ) and Coulomb couplings (J). To com-
pute the CT energies, we treat each electron and hole
as a point charge located at the center-of-mass of its
chromophore. This is a good approximation for large
electron-hole separations, and has been applied success-
fully to compute time-independent CT energies in previ-
ous work.9,68,70,71,127 Moreover, it allows us to replace the
expression for the Coulomb potential V
(
qNi (t),q
N
j (t)
)
in
Eq. 4 with a simple expression
V
(
rcomij (t)
)
=
−e2
4piε0εs
1
rcomij (t)
. (8)
Here rcomij (t) = |qcomj (t) − qcomi (t)| is the distance be-
tween the center of mass coordinates of molecules i
and j, εs is the static dielectric constant, and the re-
maining terms take their usual meanings. The CT en-
ergy therefore fluctuates with the center of mass fluc-
tuations, ECT
(
rcomij (t)
)
. It is convenient to express
ECT
(
rcomij (t)
)
in terms of the static nearest-neighbor CT
energy ECT (〈rn.n.〉) = IP −EA+P +V (〈rn.n.〉), so that
ECT (rij(t)) = ECT (〈rn.n.〉)− V (〈rn.n.〉) + V
(
rcomij (t)
)
.
(9)
While ECT (〈rn.n.〉) could be computed from first prin-
ciples, previous work has either treated it as a fitting
parameter, whose value is extracted by fitting calculated
spectra to experimental spectra,68,121 or derived it from
experiment.66,70 We take the nearest-neighbor CT energy
for TAT from Yamagata et al (see SM).68
The Coulomb coupling may be calculated using a
variety of approaches, including the point dipole ap-
proximation, transition charges,128 and the density-cube
method.129 Here we use the transition charge method
as it provides a good compromise between accuracy
and speed.130 Because the transition charges depend
on the intramolecular geometry and the intramolecu-
lar geometry of each molecule fluctuates during the
MD simulations, computing the Coulombic coupling for
these structures would necessitate an expensive calcu-
lation of the transition charges of each molecule in the
crystal at each time step. As discussed in the con-
text of the CT couplings above, we make the rigid-
body approximation27,29,119 and replace each molecule in
the MD simulation with a geometry-optimized molecule.
This means that we need only compute the transition
charges once, for the geometry-optimized monomer (see
SM). Within this framework, it is straightforward to
apply the transition charges of the geometry-optimized
molecule at each time step and compute the Coulomb
coupling between each pair. The raw Coulombic cou-
plings are then scaled by an optical dielectric constant
ε.
The values of all time-independent parameters are
given in the SM.
2. Spectroscopy
We first compute the distributions of the couplings in
TAT. We find that the fluctuations in the couplings are
on the same order of magnitude as their means, in line
with observations of Troisi and coworkers (Fig. 3a and
SM).28–30,44–47 To make contact with their work on fluc-
tuations in the exciton coupling,30,46,47 we also compute
the total exciton coupling Jtot = JSR + J , where J is the
Coulomb coupling in Eq. 2 and JSR is the short-ranged,
charge-transfer mediated coupling9,54,55
JSR(q
N
i ,q
N
j ) =
−2te(qNi ,qNj )th(qNi ,qNj )
ECT (qNi ,q
N
j )− ES1 −∆0−0
. (10)
Fig. 3a shows the distribution of Jtot for nearest-
neighbors in TAT. Note that JSR and Jtot do not en-
ter into the calculation of the spectrum, but are simply
used to make a comparison with previous results. As dis-
cussed in Sec. I, one might expect these large fluctuations
to have important effects on the absorption spectroscopy
of TAT, but this expectation is at odds with the suc-
cessful modeling of the absorption of TAT without non-
local electron-phonon coupling.68 Further, the coupling
distributions are strongly non-Gaussian, indicating that
nonlinear models of nonlocal electron-phonon coupling,
like the one presented here, may be needed to accurately
capture photophysical and charge transport properties.
A direct comparison between linear and nonlinear mod-
els of nonlocal electron-phonon coupling is beyond the
scope of this work, but merits future investigation.
The effects of these fluctuating couplings on the theo-
retical absorption spectrum of TAT are shown in Fig. 3b.
To isolate the effects of nonlocal electron-phonon cou-
pling, we compare the spectrum computed with the time-
averaged Hamiltonian 〈Hˆ〉 to the time-dependent Hamil-
tonian Hˆ(t) (Eq. 1). The spectrum in calculated for only
one of the eight pillars of molecules in the MD simula-
tion (Fig. 1c), because the couplings between adjacent
stacks are negligible, so the stacks can be treated as in-
dependent, quasi-one-dimensional systems.68
The theoretical spectra (Fig. 3b), both with and with-
out nonlocal electron-phonon coupling, match the ex-
perimental spectrum quite well, as has been previously
demonstrated for the case without nonlocal electron-
phonon coupling.68 Note that the 〈Hˆ(t)〉 spectrum is cal-
culated using the same parameter set and model as in ref-
erence 68, with only minor changes in the couplings. The
nonlocal electron-phonon coupling has two noticeable ef-
fects on the spectrum: the spectrum broadens and the
relative peak heights change. To quantify these changes,
we fit the spectra with a set of four Lorentzian functions,
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FIG. 3. (a) The distributions of the nearest-neighbor cou-
plings in TAT. (b) The experimental absorption spectrum of
TAT (blue),68 compared to the theoretical spectra with (pur-
ple) and without (orange) nonlocal electron-phonon coupling.
The spectra are normalized by the maximum peak height to
allow comparison between the experiment and the theory. (c)
The effects of the nonlocal electron-phonon coupling cannot
be fully captured by simply broadening the 〈Hˆ〉 spectrum,
even though the change in the 0-0/0-1 peak area ratio can (see
SM). The purple curve here is the same as the purple curve
in panel (b).
one for each of the four observable vibronic peaks (see
SM). We find that the full-width half-maximum of the
vibronic peaks increase by an average of ∼ 200 cm−1 due
to the nonlocal electron-phonon coupling, and that the
change in the relative peak heights is mainly a byproduct
of the broadening, not a separate effect (see Fig. 3c and
SM). Note, however, that the entire spectral line shape
of the Hˆ(t) spectrum cannot be reproduced by uniformly
broadening the 〈Hˆ〉 spectrum (Fig. 3c), indicating that
nonlocal electron-phonon coupling has a more nuanced
effect on the spectrum. This is discussed in detail in
Sec. III B 2 when considering the pentacene spectrum.
These results provide proof-of-principle for our ap-
proach to incorporating nonlocal electron-phonon cou-
pling into spectroscopic calculations. Despite the large
fluctuations in the CT couplings (Fig. 3a), the effects
on the absorption spectrum are, somewhat surprisingly,
relatively minimal. In order to make contact with previ-
ous work studying the fluctuations of couplings in acene
systems,28,30,46,47 and to demonstrate our mapping ap-
proach in a more complex crystal structure, we now turn
to the case of pentacene.
B. Pentacene
1. Developing the Map
We begin, as in the case of TAT, by quantifying
the fluctuations in the nearest-neighbor intermolecu-
lar geometries observed in pentacene. In TAT, only
the nearest-neighbors, which form a one-dimensional
stack of molecules along the crystalline a-axis, have
non-negligible couplings. In pentacene, there are non-
negligible couplings between neighbors in both the a and
b directions, resulting in an effective two-dimensional
system that must be considered to accurately model spec-
troscopy or charge transport. This means that we can no
longer consider only nearest-neighbors, but must consider
all neighbors within the crystalline ab-plane (Fig. 1). In
pentacene, these neighbors can be classified by their spa-
tial relationship in the crystal structure. We label them
using their fractional coordinates in the unit cell rela-
tive to a reference molecule at (0, 0, 0). In this notation,
the two nearest-neighbors are those at ±( 12 ,− 12 , 0) and
±( 12 , 12 , 0), with center-of-mass distances of 4.7 and 5.2 A˚,
respectively.94 These pairs exhibit the herringbone stack-
ing motif that characterizes crystalline acenes. The next
nearest-neighbors are the ±(1, 0, 0) and ±(0, 1, 0) dimers
at 6.3 and 7.7 A˚.94 These pairs are co-planar, not herring-
bone stacked. The CT couplings (te and th) between the
±(0, 1, 0) dimers are negligible,66,70 so we ignore them
here, but this still leaves three distinct types of dimers,
compared to a single type in TAT. This means that we
must parameterize the interpolation map in three dis-
joint regions of the 6-dimensional intermolecular geome-
try space. Note that the labelling scheme described above
is the same as that of Hestand et al.70, except that we
define the lattice vectors in the same way as Holmes et
al.,94 while Hestand et al. swap the a and b lattice vec-
tors.
The distributions of intermolecular geometries for the
±( 12 ,− 12 , 0) dimer are shown in Fig. 4. The distributions
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dimer in pentacene. The distributions for the ±( 1
2
, 1
2
, 0) and
±(1, 0, 0) dimers are shown in the SM. The molecular coor-
dinate system is defined in Fig. 1d. (a) Distributions of the
fluctuations of the translational slips. (b) Distribution of the
fluctuations of the rotational axes on a unit sphere, depicted
as a Lambert azimuthal equal-area projection. (c) Distribu-
tion of the cosine of the fluctuations of the rotational angles.
See the caption of Fig. 2 for details.
look qualitatively similar to those in TAT with one excep-
tion: the fluctuations in the rotational axis are localized
around (±1, 0, 0). This means that the majority of ro-
tations are about the molecular long axis of pentacene.
The distributions for the ±( 12 , 12 , 0) and ±(1, 0, 0) dimers
are qualitatively similar (see SM). Based on these dis-
tributions, we construct a grid for each type of dimer,
similar to the one for TAT shown in Table I (see SM).
Instead of interpolating the rotational axes along the xz-
equator, we interpolate all rotational axes with δΘx ≤ 0
to (−1, 0, 0) and all rotational axes δΘx > 0 to (1, 0, 0).
The total number of grid points is 11,277, much larger
than for TAT due to the three disjoint regions of the map
that must be considered. As before, we shift the origin of
the grid to the experimental dimer configurations, mak-
ing the grid generalizable to any MD force field. Previous
work on pentacene has scaled the CT couplings obtained
from DFT calculations by a factor of 1.1 to obtain better
agreement with experiment.70 Here we do not scale the
CT couplings to be consistent with the calculations for
TAT.
As before, the fluctuating Coulomb couplings are com-
puted based on the transition charge method, with
transition charges calculated for the geometry-optimized
monomer (see SM). The CT energies are also com-
puted as before (Eq. 9), except that the nearest-
neighbor CT energy is parameterized separately for
each dimer type (see SM), in accordance with previ-
ous theoretical66,67,70 and experimental works.131 For all
electron-hole pairs further than the ±(0, 1, 0) dimer, the
CT energy is calculated using the ±( 12 ,− 12 , 0) energy and
Eq. 9.66,67,70,132
2. Spectroscopy
The calculated ||a and ⊥a polarized spectra with and
without nonlocal electron-phonon couplings are shown
in Fig. 5. Both theoretical spectra agree qualitatively
with the experiment.70,132 As in the case of TAT, the
main effect of nonlocal electron-phonon coupling is to
broaden the spectra. Interestingly, however, the ||a spec-
trum (lower Davydov component) broadens considerably
more than the ⊥a spectrum (upper Davydov compo-
nent). Fitting the spectra with Lorentzian functions
shows that the full-width half-maximum of the lowest
energy vibronic peak increases by about 300 cm−1 in the
||a spectrum when nonlocal electron-phonon coupling is
included, but only by about 50 cm−1 in the ⊥a spec-
trum (see SM). Previous theoretical modeling of the ab-
sorption spectrum of pentacene has used a larger line
width parameter for the ||a spectrum than the ⊥a spec-
trum in order to capture the observed experimental line
widths.70,133 Here, we use the same line width parameter
for both components (see SM) and find that the nonlo-
cal electron-phonon coupling selectively increases the line
width of the ||a spectrum.
The disparate line width broadening of the two polar-
ization components can be understood by considering a
simple dimer model that incorporates nonlocal electron-
phonon coupling through fluctuations in te(t) and th(t).
To focus on the effect of nonlocal electron-phonon cou-
pling, we neglect local vibronic coupling and Coulomb
coupling. The Hamiltonian for this simplified system can
be expressed in the basis |h1, e1〉, |h2, e2〉, |h1, e2〉, |h2, e1〉
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FIG. 5. The experimental absorption spectrum of pentacene,
polarized along the crystalline a-axis (top) and perpendicular
to the a-axis (bottom). We compare the experimental spec-
tra (blue), to the theoretical spectra with (purple) and with-
out (orange) nonlocal electron-phonon coupling. The spectra
are normalized to the maximum peak height to allow compar-
ison between the experiment and the theory.
as
Hˆdimer(t) =
ES1 0 te(t) th(t)0 ES1 th(t) te(t)te(t) th(t) ECT 0
th(t) te(t) 0 ECT
 . (11)
Here |hn, em〉 represent a state with a hole on chro-
mophore n and an electron on molecule m. When n = m,
the state is a Frenkel exciton and when n 6= m the state
is a CT exciton.
It is convenient to transform the Hamiltonian to a
symmeterized basis |ψFE+〉, |ψCT+〉, |ψFE−〉, |ψCT−〉 (see
SM). In this basis, only states with the same symme-
try (+ or −) are coupled, and the Hamiltonian is
Hˆdimer(t) =
 ES1 t+(t) 0 0t+(t) ECT 0 00 0 ES1 t−(t)
0 0 t−(t) ECT
 . (12)
where t±(t) = te(t) ± th(t). In this representation, the
coupling between |ψFE+〉 and |ψCT+〉 depends on the sum
of the CT couplings t+(t) = te(t) + th(t) while the cou-
pling between |ψFE−〉 and |ψCT−〉 depends on the dif-
ference t−(t) = te(t) − th(t). While this discrepancy is
rather subtle, it has profound effects on how nonlocal
electron-phonon coupling can influence the eigenstates of
the system and the accompanying absorption spectrum.
Previous studies based on Frenkel exciton models have
shown that off-diagonal disorder broadens the line width
according to the variance of the disorder distribution;
broader disorder distributions give rise to broader line
widths.5,56 In our model, then, the line width of tran-
sitions to the symmetric states are broadened by the
breadth of the distribution of t+(t) while the line width
of transitions to the antisymmetric states are broadened
by the breadth of the distribution of t−(t). To under-
stand how disparate broadening between the two states
might arise, we consider the case where the fluctuations
in te(t) and th(t) are Gaussian with means 〈te〉 and 〈th〉
and variances σ2e and σ
2
h.
134 We need not specify anything
about the temporal correlations of te(t) and th(t), except
that they are shorter-lived than the timescale of the spec-
troscopic measurement, so that the Gaussian statistics
are sufficiently sampled. If the fluctuations in te(t) and
th(t) are uncorrelated, then the variances of the distri-
butions of t+(t) and t−(t) are both σ2± = σ
2
e + σ
2
h. In
this case, the absorption peaks arising from the symmet-
ric and antisymmetric states broaden to the same extent.
In real systems, however, te(t) and th(t) are correlated,
so σ2± = σ
2
e + σ
2
h ± 2ρσeσh, where ρ is the correlation
coefficient between the distributions of te(t) and th(t).
Thus, when ρ is positive, σ2+ > σ
2
−, and vice versa for
ρ < 0. This means that the absorption peaks arising
from the symmetric states are broadened more (ρ > 0)
or less (ρ < 0) by the nonlocal electron-phonon coupling
than those arising from the antisymmetric states. In the
limiting case where te(t) and th(t) are perfectly correlated
(ρ = 1) and identically distributed (σe = σh), σ
2
+ = 4σ
2
e
while σ2− = 0. In this extreme, the nonlocal electron-
phonon coupling only broadens the symmetric absorp-
tion peak. Likewise when te(t) and th(t) are perfectly
anticorrelated (ρ = −1) and identically distributed, only
the antisymmetric absorption peak is broadened.
Thus, correlations between the fluctuations of te(t)
and th(t) can lead to selective broadening like that seen
in pentacene.70,132 In pentacene, the ||a polarized lower
Davydov component arises due to absorption to the sym-
metric state while the ⊥a polarized upper Davydov com-
ponent spectrum arises mainly due to absorption to the
antisymmetric state.66,70,132 Our simple model therefore
demonstrates that the selective broadening of the low-
est energy peak in the ||a polarized spectrum can be at-
tributed to positive correlations between fluctuations in
te and th. Indeed, our mixed quantum-classical mapping
approach predicts that the fluctuations in te and th are
in fact positively correlated (see SM).
We note that the simple dimer model described above
cannot explain the nonuniform broadening observed in
the TAT spectrum, or differences in broadening of differ-
ent peaks in the ||a-polarized or ⊥a-polarized pentacene
spectrum. Additional nuances arise when local vibronic
coupling is considered as the phonons allow electronic
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states of different symmetry to mix7,135. Moreover, dis-
order in the system breaks the periodicity of the lattice,
which also allows electronic states of different symmetry
to mix. A complete description of nonuniform broad-
ening due to nonlocal electron phonon coupling requires
an in-depth analysis of the Hamiltonian in Eq. 1. This
should be the subject of future investigation, but is be-
yond the scope of the current work.
While selective line broadening represents an interest-
ing effect of nonlocal electron-phonon coupling, the over-
all effect on the absorption spectrum is relatively mi-
nor (Fig. 5). As was the case for TAT (Fig. 3a), we find
that for pentacene, the width of the coupling distribu-
tions are indeed quite large, and on the same order as
their means (see SM), in agreement with the results of
Troisi and coworkers.28,30 Nevertheless, the spectral line
shape is relatively unaffected by these wide distributions.
IV. CONCLUSION
We describe an approach that, for the first time, in-
corporates nonlocal electron-phonon coupling of arbi-
trary form into model Hamiltonians for studying organic
crystals. Our approach is inspired by mixed quantum-
classical approaches that are common in theoretical vi-
brational spectroscopy, and also relies on a interpolation
map for fast look-up of precomputed electronic couplings.
We apply this approach to study the absorption spec-
troscopy of two organic crystals with important appli-
cations in semiconductor devices. We find that, even
though the electronic couplings fluctuate over several
hundred cm−1, the effect on the absorption spectrum is
minimal and largely manifests as an increase in the ab-
sorption line width. This explains how previous work,
which often uses phenomenological line broadening pa-
rameters fit to experiment, has been able to accurately
model the absorption spectra of organic crystals without
accounting for nonlocal electron-phonon coupling. The
effects of nonlocal electron-phonon coupling cannot be
entirely captured through an increased line broadening
parameter, however, as we find that the line broaden-
ing is not uniform across the spectrum and that differ-
ent peaks broaden to different extents. Importantly, this
explains, for the first time, the different line widths ob-
served in the upper and lower Davydov components of
the pentacene spectrum. Using a model dimer Hamilto-
nian, we attribute the different line widths in pentacene
to correlations between the fluctuations in CT couplings
induced by nonlocal electron-phonon coupling.
There are several possibilities for extending the ap-
proach presented here. For example, maps of the time-
independent quantities of Eq. 1 could be generated to in-
clude fluctuations in those quantities in the model. Other
possibilities include generating the coupling maps on-the-
fly over the course of the MD simulation until sufficient
coverage of the sampled space has been obtained. Ma-
chine learning approaches may also provide an avenue
towards more accurate maps and towards relaxing the
rigid-body approximation.136–139
While spectroscopy is an important experimental
probe in organic crystals, and can elucidate the nature
of the electronic and vibronic interactions in a system,
these systems hold most promise in the semiconductor
industry, where charge transport properties like carrier
mobility are of utmost importance. The time-dependent
Hamiltonian that our method computes can be used with
any of the standard approaches that currently exist to
evaluate the charge transport properties of a material.140
We expect that this will permit a comprehensive under-
standing of the effects of nonlinearities in the nonlocal
electron-phonon coupling on the electronic properties of
organic crystals.
SUPPLEMENTARY MATERIAL
The supplementary material is available upon request.
It contains details about the MD simulations, the map-
ping procedure, the charge-transfer integral maps, prob-
ability distributions for the pentacene fluctuations, aver-
age nearest-neighbor CT energies, statistics for the cou-
pling fluctuations, the complete parameter set for the
spectroscopic calculations, comparison of different ab-
inito methods for calculating the CT couplings, infor-
mation about the phenomenological line broadening pa-
rameter, details about the spectral analysis, and details
of the dimer model.
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