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ABSTRACT
The persistent current qubit is a superconducting ring interrupted by three Josephson junc-
tions. Its two quantum states have circulating currents in opposite directions which can be
measured by a dc SQUID magnetometer. This work examines a persistent current qubit
fabricated in niobium, using Lincoln Laboratory's DPARTS process. Measurements of
the niobium qubit show a promisingly high subgap resistance, demonstrate discrete energy
levels, and give good estimates of the qubit parameters as fabricated. Although the vari-
ances on the qubit parameters are large, it is possible to design a qubit whose parameters
are in the quantum regime.
Additionally, we show how the qubit can be integrated with on-chip electronics while tak-
ing into account decoherence. A dc SQUID oscillator has been designed which can
deliver an oscillating field at 10 GHz without reducing the decoherence time below 1
microsecond. The oscillator is shown to deliver power to the measurement device,
although the qubit rotation has not yet been observed.
Thesis Supervisor: Terry P. Orlando
Title: Professor of Electrical Engineering
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Chapter 1
Introduction
1.1 Superconducting Quantum Phenomena
At its heart, low temperature superconductivity is a macroscopic quantum phe-
nomenon [1]. Because the vast sea of superelectrons in a superconductor maintains phase
coherence, its effects takes place even when billions of superelectrons interact. For this
reason, it is a useful system for studying the intersection between quantum and classical
mechanics [2-8]. Recent studies of these systems have produced evidence that even a
large superconducting ring, on a scale ranging from a few microns to hundreds of microns,
can maintain a quantum superposition of states which have 10 9 electrons circulating in the
ring [29,30]. These states are sometimes called macroscopic since they require coherence
across a large number of particles.
The experiments which show this large-scale quantum coherence are the culmina-
tion of many years of research which demonstrated the quantum nature of superconduc-
tors [9-16]. The recent interest in quantum computation has invigorated this research,
leading to the search for a system suitable for use in a quantum system. The flux quantum
systems mentioned above [29,30] must compete with other superconducting quantum sys-
tems, including quantized charge states [26,27] and quantized levels in the energy poten-
tial of a single Josephson junction [51]. The next step will be to develop one or more of
these superconducting quantum systems into a viable quantum bit, or qubit, a quantum
system which serves as the fundamental unit of data in quantum computation.
In this thesis, I look at the persistent current qubit, one of the first systems to dis-
play superposition of macroscopic states. The focus of this project is to test whether this
qubit can be fabricated in niobium, and then to see whether it can be monolithically inte-
grated with superconducting control electronics. To this point most of the superconduct-
ing quantum systems have been fabricated in aluminum using shadow evaporation, which
produces high quality, small size Josephson junctions, the nonlinear circuit elements nec-
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essary for creating superconducting quantum systems. However, using the Josephson
junction fabrication process developed by Lincoln Laboratory [45], which has produced
niobium junctions of promisingly high quality, we will attempt to produce a superconduct-
ing qubit in niobium, which is the predominant material system used for classical super-
conducting electronics. By producing the qubit in this same material system, we can draw
on the collective experience of niobium electronic design to produce complex on-chip
control circuitry. This thesis covers both the qubit by itself, and when coupled to an oscil-
lator monolithically integrated with the qubit in this material system.
1.2 Quantum Computation
By exploiting quantum mechanics, quantum computation offers completely new
approaches to solving certain computational problems. The most famous examples of
these are Grover's algorithm and Shor's algorithm. Grover's algorithm allows an unor-
dered search of N objects to take place in N 112 time [17] as opposed to the usual N time,
while Shor's algorithm accomplishes the factoring of a large number of N bits in N2 time
[18] as opposed to exp(N"13) time. They accomplish these feats by using quantum
mechanical properties which allow an exponentially large number of inputs to be pro-
cessed simultaneously.
The two physical concepts central to quantum computation are superposition and
entanglement. It is possible to place a quantum system into a combination of states, so
that it is not just in one state or another, it is in a superposition of both with some relative
phase. A quantum bit, or qubit, may be in the state a|o> + PI 1> rather than just one of the
classical 0 and 1 states. a and P are complex numbers which follow the relation
IaI2+I1I2=1. When classically measured, the qubit is found in the 10> state with a probabil-
ity 1u12 and in the 11> state with a probability IpI2. Two classical bits can be combined to
form a register, which may hold one of four states: 00, 01, 10, and 11. A register of qubits,
on the other hand, can hold all four of those states at once. The power of a quantum com-
puter increases exponentially as you add qubits, as n qubits can represent 2" states. A
qubit register requires entanglement as well as superposition. When two quantum systems
interact, they become a single quantum system. Consider the register with two qubits.
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Entanglement allows the numbers 100> and I11> to be placed in the register simulta-
neously with the same weight. Without entanglement, the two qubits would be indepen-
dent, and each would be in a superposition which was one-half 10> and one-half 11>.
Measuring the two independent qubits would be just as likely to give 01 or 10 as 00 or 11.
If the two qubits are entangled, then the qubits remain interrelated, and measuring the reg-
ister will produce 00 or 11, not 01 or 10. Measuring one qubit in effect measures all of the
entangled qubits, as the quantum state will collapse for all the qubits, and measurements
on them in any order will only produce one of the values in the register. In the previous
example, each of the numbers had the same probability of being read in the measurement.
It is generally not useful to measure a random number (unless we are building a random
number generator). Instead, we will be looking for a single answer, which a quantum reg-
ister will produce if the weight of the solution we want goes to one while the weights of all
incorrect values go to zero. Most quantum algorithms start with a large number of inputs
of the same probability. In each step, the correct result becomes more probable, while the
incorrect results become less probable, so that when the output is read, the correct result is
found with a high degree of fidelity.
Numerous physical systems have been put forward as quantum computers, from
nuclear spins in a single molecule to charge states in arrays of quantum boxes [19,20].
Any quantum system with at least two states may be used as a qubit in a quantum com-
puter as long as it satisfies five criteria [21,22]. First, it must be possible to prepare the
qubit in a desired initial state. Second, it must be possible to coherently rotate it into a pre-
cise superposition of the 10> and I1> states, with both the correct weight and the correct
phase. Third, it must be possible to measure the qubit and determine its state. Measuring
a qubit will project it into the classical state of either 0 or 1. It would take an ensemble
measurement to determine the exact weight of 0 and 1 (the values of x*c and P*P, respec-
tively), but the only requirement is that the measurement needs to distinguish between the
two states. Fourth, one must be able to couple two qubits together in order to entangle
them. Finally, the qubit must maintain coherence long enough to perform a calculation.
While external and internal sources of noise cause the qubit to continually lose phase
information, if the noise is small enough, the quantum computer can still produce useful
calculations before it loses too much information. If the quantum computer's decoherence
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time is 10 4 times longer than the operation time, quantum error correction algorithms can
be implemented to extend the lifetime of the quantum computer indefinitely.
1.3 Superconductors
A superconductor, like the idealized perfect conductor, has no resistance to the
flow of electrons. Additionally, superconductors are perfectly diamagnetic, repelling any
magnetic field which attempts to penetrate them. This is not true of perfect conductors,
which only resist changes in magnetic field. While the lack of resistance makes supercon-
ductors interesting enough for use in quantum systems, superconductors are even more
promising due to macroscopic quantum coherence. This makes it possible to build macro-
scopic quantum systems, quantum devices where the measurable quantities are relatively
large.
The charge carrier in a superconductor is the superelectron. This consists of a pair
of electrons with opposite spins, called a Cooper pair, which couple together through the
intermediation of the lattice with a binding energy of 2A. A is called the gap energy. A
Cooper pair has no net scattering, since when one electron scatters, the paired electron
scatters in the opposite direction. Electrons will only couple in this manner below a cer-
tain temperature, called the critical temperature, which varies for different materials. At
any temperature above absolute zero, the superconductor will have both paired and
unpaired electrons. The unpaired electrons are quasiparticles, which are at a higher energy
than the superelectrons, and there is an energy difference of A between the lowest energy
quasiparticle and the highest energy paired electron. Generally, no Cooper pair lasts long,
and they constantly break apart only to reform between different pairs of electrons.
The superfluid, the whole sea of superelectrons, behaves quantum mechanically.
In a superconductor, the entire ensemble of superelectrons may be described by a single
macroscopic quantum wavefunction with a phase and amplitude, as in Equation (1-1).
T = FN-exp(iO) (1-1)
The amplitude is equal to IN , where N* is the density of superelectrons. The superelec-
tron current depends on the vector potential of the magnetic field and on the phase varia-
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tion of the wavefunction, as in Equation (1-2).
AJs = -(A -V) (1-2)
Here A is the vector potential and 0 is the phase, A is from the first London equation and
q* is the charge of the superelectron. The vector potential is defined as VxA=B, where B
is the magnetic field. This does not uniquely define the vector potential (any value VX
may be added to A without altering B), but neither is the phase uniquely defined. These
gauge variations do not affect any physical measurables as long as we deal with them con-
sistently. A sharp phase difference can develop through a break between two supercon-
ductors, but for any solid piece of superconductor, any variation in it must be accompanied
by a flow of current or a change in the vector potential, A. Consider the phase difference
around a loop of superconducting material. By definition, the vector potential traced
around a loop is equal to the magnetic flux penetrating it. If one can trace a path around
the superconducting loop along which no supercurrent flows--which is often the case, as
the current usually flows at the edges of the superconductor and there is a zero current
path along its center--then the phase drop around the loop is proportional to the amount of
magnetic flux penetrating the loop. However, a phase difference in a loop would imply
that the starting and ending point had two different phases, which is not allowed unless the
phase difference is a multiple of 27, since only then would exp(iO) be identical for both
values. This requires flux quantization, where flux penetrating a closed superconducting
loop must be a multiple of the flux quantum, (O, the amount of flux which causes a full 27r
drop in the quantum wavefunction's phase. (o is equal to h/2e, Planck's constant divided
by the charge of a superelectron. The superconductor maintains this quantization by
developing a current around the loop, along the edges of the superconductor, which either
adds or subtracts flux from the total magnetic flux penetrating the loop until it is an inte-
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gral number of flux quanta.
Nb
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FIGURE 1-1. A Josephson junction. (a) The physical representation of two superconducting
electrodes (Nb) separated by an insulator (A10) and (b) The circuit symbol showing current,
phase, and voltage.
Figure 1-1 shows a Josephson junction, a small insulating break between two
superconductors across which a phase drop can develop. These junctions have a number
of interesting properties. First, superelectrons can tunnel across the junction without see-
ing a resistance. The supercurrent which flows through a Josephson junction is equal to
I=Icsin (p. Ic is the critical current, the maximum current which can flow through the junc-
tion without breaking up Cooper pairs, while (p is the gauge-invariant phase difference
between the superfluid wavefunctions on either side of the insulator, as in Equation (1-3).
2
( = 02 - 1 - A -al (1-3)
1
The vector potential once again plays a role, although this effect is rarely significant
unless a great deal of magnetic flux penetrates an insulator. The voltage across the junc-
tion is proportional to the rate at which the phase changes, or V=(4DO/2i)dp/dt. Since the
junction consists of two conducting plates separated by an insulator, it has a capacitive
structure that obeys the relationship q=CV, where q is the charge on the junction and C; is
the junction capacitance. This capacitance is in parallel with the Josephson element, the
conceptual device which follows the Josephson relation. At low currents, the junction
looks like an inductor since the rate at which the current changes depends on its voltage.
This Josephson inductance has a value of Lj=0W/27rIc. Current can also flow through the
junction normally, when normal electrons (quasiparticles) tunnel across the barrier, which
acts as a resistance. This can be modeled by a resistor in parallel with the capacitor and
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supercurrent elements of the junction, which gives the Resistively-Capacitively-Shunted
Junction (RCSJ) model shown in Figure 1-2. The resistance varies depending on the bias
of the junction. When the current flowing through the junction is less than the critical cur-
rent, this is the subgap resistance, which is discussed in more detail in Section 2.8.4. It
plays a significant role in damping and dissipation, so we will define a junction quality
factor in the same way we would define it for an RLC resonator, Q = 2itI-R2C 1/(,
which we will use as a measure of the dissipation effects of the resistance. However, if we
use Q as a measure of the total damping seen by a Josephson junction (and in any case
where we measure Q, we cannot separate the junction from the environment), R consists
of not just the subgap resistance, but a parallel combination of the subgap resistance and
the shunting resistance of the environment. When the junction is at a finite voltage, the
junction model has a resistance called the normal resistance, R,. The Stewart-McCumber
parameter, 13c=27IcR 2C/o, is a measure of the qubit's damping when determining the
junction dynamics at a finite voltage. A shunt resistance, either from the circuit environ-
ment or intentionally added, may reduce C. When using the junction in a quantum sys-
tem, we keep the junction biased below its critical current, so the relevant resistance is the
subgap resistance, which is very large and can be neglected. Instead, the environmental
shunting resistance usually dominates to cause dissipation and decoherence, although
every attempt is made to isolate the junction from its environment.
Ibias
R
Icsin p
FIGURE 1-2. The Josephson junction and the RCSJ (Resistively Capacitively Shunted Junction)
circuit model. The hourglass figure is the supercurrent branch, which follows the Josephson
relation.
The energy of a Josephson junction is a combination of the energy stored in the
supercurrent (W=EI(1-cosp) where E1=4DOIc/27) and the energy stored in the capacitor
(W,=(1/2)C V2=(1/2)C (Do/27r) 2(dp/dt)2). Energy may also be dissipated by the resistor,
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but we will assume that the resistance is high and neglect its dissipation. A Hamiltonian
which describes a Josephson system can designate one of these as the potential energy
(usually W;) and one as the kinetic energy (W,). This gives Equation (1-4), where
M=Cj(%DO/2) 2 is the effective mass of the junction.
H = T+ U = 2M p + E(1 - cosp) (1-4)
The addition of a Josephson junction to a superconducting loop modifies flux
quantization, since the superconducting loop is no longer closed and the additional phase
drop across the junction is now allowed in the loop. This phase difference is added to the
phase drop induced by the penetrating magnetic flux, giving a total phase difference
around the loop, which must be a multiple of 2n. This is fluxoid quantization. The self-
inductance of the loop compared to the Josephson inductance of the junction determines
how large a role the circulating current plays in quantizing the magnetic field. When the
self-inductance is much smaller than the Josephson inductance, then the maximum
supercurrent which can flow through the junctions is not large enough to quantize the
field, and the phase drop across the junctions dominates. When the inductance of the loop
is much larger than the junction's Josephson inductance, then the current needed to
quantize the flux doesn't require a large phase in the junctions, and the junction simply
lets flux quanta in or out of the loop as the total flux is quantized by the circulating current.
Often, the two inductances are of the same scale and must both be considered.
1.4 The Persistent Current Qubit
The qubit investigated in this project is a superconducting loop interrupted by
three Josephson junctions, called the persistent current qubit [23]. This design is
descended from the rf SQUID quantum system first proposed by Leggett and Caldeira [1],
but has several advantages. With the right parameters, the rf SQUID, a superconducting
loop interrupted by a single junction, can form a double well potential when biased by an
external magnetic field of nearly half a flux quantum. These wells correspond to different
fluxoid quantizations, with zero or one fluxoid quanta in the loop. These two states have
circulating currents in opposite directions, opposing the applied flux in one direction and
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reinforcing it in the other direction, to push the flux in the loop toward an integral number
of flux quanta. Either way, it reinforces a quantized fluxoid value to give a total phase
drop of 0 around the loop (absorbing the multiples of 2ic into the junctions themselves).
When biased at exactly half a flux quantum, the wells are equal in energy. Thus the lowest
energy states are the symmetric and antisymmetric occupation of both wells. When biased
slightly off of half a flux quantum, one well has a lower energy than the other. Thus the
two lowest energy states are occupation of the lower energy well and occupation of the
higher energy well, corresponding to current circulating in one direction or the other. This
forms a measurable quantum system, as a magnetometer can detect the flux in the loop
and distinguish the circulating current of the two states. Since there is one junction, there
is a single degree of freedom.
The persistent current qubit has two degrees of freedom, rather than one. With
three junctions, it would have three degrees of freedom, but the small inductance of the
loop does not produce enough magnetic field to significantly effect the total magnetic field
through the loop. This means that the externally applied magnetic flux and the phases of
the junctions, p;, must sum to a multiple of 27c, removing one degree of freedom by
restricting 9 3 to be P2-9 1-2nf. The term f-,e,/o is the frustration, the externally applied
flux, 4 ext, in units of flux quanta. Of course, the PC qubit does have some inductance, so
while we may neglect the third degree of freedom for now we will reconsider it later. The
small inductance nevertheless produces a field sufficient to measure. The current of the
lowest energy state produces a flux of approximately -1 mF 0 . In the first excited state, the
circulating current is in the opposite direction, producing a flux of about 1 m(Do. This is
sufficient to measure with a dc SQUID, a sensitive, superconducting magnetometer.
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FIGURE 1-3. The Persistent Current Qubit. Circulating current in opposite directions define the
two states. The third junction is smaller than the other two junctions, which are the same size.
The PC qubit is shown in Figure 1-3. This brief discussion of its operation is more
fully explained in [24]. The Hamiltonian of the qubit is given by Equation (1-5), which
sums the energy of each of the three junctions: each has a charge energy equal to C;V2 /2,
which is considered the kinetic energy, and a current energy equal to Ej(l-cosp), which is
considered the potential energy. Summing all three of these gives Equation (1-5).
1 ((DO2 j,2 +f 1 ( 2 -j*2 ,i of0) .2H ~ 21+ C 92+ -)_aC(i3 + + a - cosq 1 - cos(p 2 - acosP 3 ] (1-5)
In this equation, a is the scaling factor for the third junction shown in the figure,
which is smaller than the other two. When we apply the constraint that (P3 =wP2 -w 1 -27Cf, and
change to the new variables (p,, and <pp, such that (Pm=(W1-iP2)/2 and (pP=((p1+p 2)/2, this
Hamiltonian simplifies to Equation (1-6), which has two rather than three dimensions.
1 .2 1 .2
H = 2M + + + a - 2cosqpcos9,.- acos( + 2Tf)] (1-6)
and Mm are the masses associated with the new variables, where mp = 2 and
M. = (2+ 4a) ()Cj. Converting the classical Hamiltonian into a quantum mechanical
Hamiltonian requires converting the conjugate variables into quantum operators. The
converted Hamiltonian is given in Equation (1-7).
-h 2 a2 -h 2 32
H 2M 2+ 2Mn9 2 + E[2+ a -2cosepcos,, - acos(2p,, + 2if)] (1-7)2MP (-- 2M 2
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The potential energy, U=Ej[2+a-2cos~ppcos(pm-acos(2(p,+27tf)], is periodic in two
dimensions. When the qubit is biased near half a flux quantum, e.g. f-0.495, each unit cell
of the periodic potential has two wells, one with a slightly higher energy than the other, as
can be seen in Figure 1-4(a). The tunneling between the wells, Tin, happens at a much
higher rate than tunneling between cells, Tout, which has to go through a high barrier. Part
(b) of the figure projects the potential into one dimension and shows the two lowest energy
states. The ground state occupies one well, while the first excited state occupies the other.
The accompanying energy band diagram, calculated numerically from the Hamiltonian,
clearly shows the energy difference between the two states. There are higher energy levels
as well, to which the qubit may be excited, but these are not used intentionally. Also
shown is the circulating current, which goes in opposite directions for the two lowest lev-
els. Since the qubit has a small inductance, its circulating current produces only a small
field, which is nevertheless large enough to be measured using a dc SQUID magnetome-
ter.
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FIGURE 1-4. (a)Two dimensional potential energy of the persistent current qubit. The phase may
move from one potential well to another following the Tin path, which has a much smaller
potential barrier than the Tout path. (b) Energy band diagram showing the first two energy levels
as a function of external flux, along with one-dimensional potential energy diagrams showing the
double well potential at different flux biases. There are higher energy levels not shown here.
Finally, a diagram of the circulating current for each of the energy levels at different flux biases.
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The PC qubit has several advantages over the rf SQUID. It is physically much
smaller, on the scale of 5 tm rather than 100 tm, since the rf SQUID requires a geometric
inductance somewhat larger than the Josephson inductance in order to have a double well
potential, while the PC qubit's geometric inductance does not play a role in its potential.
This smaller size means that the PC qubit takes up less space on a microchip, making it
possible to produce a large array of such qubits on a single chip. Its smaller inductance
also makes it less vulnerable to magnetic coupling with unwanted noise sources, and
makes it less likely to radiatively decohere.
This system meets the criteria for a qubit. First, it can be set in a desired ground
state given the proper bias and enough time to decohere. Second, it can be placed into a
superposition of two quantum mechanical states. This can be done by a microwave oscil-
lator producing a magnetic field at the energy difference between the two states, or by a
non-adiabatic magnetic flux pulse moving the qubit fromf=0.495 to f=0.5, where it will
rotate between the 10> and 1> states. This is a simplistic view of the procedure, but it is
possible to rotate the qubit through all possible complex phases using some combination
of the two methods. Third, the two quantum states of the qubit have distinct characteris-
tics which can be measured, specifically circulating currents in opposite directions whose
field can be detected by a dc SQUID. Fourth, the qubits can influence one another by
mutual inductive coupling. This may be done either by physical proximity, or by using a
"transformer," a superconducting loop which couples magnetic field from one qubit to
another. This opens up the possibility of a "transformer" loop which may be switched on
and off to create controllable coupling. The coupling allows the formation of gates and
entangled systems between the two qubits. Finally, while decoherence time is difficult to
measure until the qubit is fabricated and tested, it is believed to be long enough to allow
not only simple computations, but the error correction necessary for arbitrarily long quan-
tum computation.
1.5 Measurements
Measurements were performed on a persistent current qubit with a dc SQUID
magnetometer to detect its flux state. The samples were fabricated at Lincoln Labora-
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tory's foundry in a niobium trilayer process at critical current densities of 730 A/cm2 , 365
A/cm2 , and 70 A/cm2 . The measurements were performed at a range of temperatures
from 15 mK to 2 K, over which a transition from quantum tunneling to thermal activation
was observed. The thermal activation data shows that the shape and position of the step
changes with temperature, as shown in Figure 1-5, and with measurement rate. This
change is due to the time-dependent measurement process which tests one state before the
other. By modeling this effect, we can derive significant information about the parameters
of the qubit, including the Josephson energy of the junctions, Ej, the relative size of the
smaller junction, a, and the quality factor, Q, of the qubit. For the sample which we tested
with a critical current density of 730 A/cm 2, these values were found to be 4000 geV for
Ej, 0.58 for a, and 4x10 5 for Q. For the sample measured at 365 A/cm 2, these values were
found to be 2400 peV for Ej, 0.59 for a, and 3x10 5 for Q.
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FIGURE 1-5. The temperature dependence of the qubit step signature. As temperature
increases, the qubit step becomes wider and shifts to the left, towards the higher
switching current.
The data taken at lower temperatures showed strong evidence of quantum tunnel-
ing. Since the effective flux of the qubit changes as the current bias on the measuring
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device is ramped, the ability to link stripes in the data (which represent qubit state transi-
tions at specific external flux and current biases) to lines of constant effective flux, as
shown in Figure 1-6, provides strong evidence of resonant macroscopic quantum tunnel-
ing at discrete flux biases. The flux biases which give these high tunneling rates allow us
to calculate the energy levels of the qubit and the charging energy, Ec, which is 3 geV,
which produces energy bands which match up well with the observed resonant tunneling.
This charging energy is for the lower critical current sample, but Ec does not vary much
with critical current density, so it is expected to be similar for all samples.
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FIGURE 1-6. This contour plot for a qubit prepared in the R state includes lines of constant fq'.
These lines, whose numbers indicate the effective flux bias of the qubit along the line, mark where
there is a level alignment and enhanced quantum tunneling. Near some lines, there may be more
than one quantum level in close proximity. There are only a few points near the fq '=0.5 line,
indicating deep wells with little quantum tunneling.
1.6 The Oscillator
In addition to the measurements on the ground state of the qubit, an oscillator was
designed in order to serve as the means of driving the qubit between its two quantum
35
states via a magnetic field oscillating at the frequency of the energy difference. The oscil-
lator is a simple dc SQUID whose amplitude and frequency can be controlled by a combi-
nation of flux and current bias. The oscillator is shown in Figure 1-7.
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SQUID oscillator
FIGURE 1-7. Circuit diagram
Qubit
of the SQUID oscillator.
The oscillator was designed to minimize decoherence while delivering sufficient
amplitude to cause the qubit to rotate with a Rabi frequency of nearly 100 MHz. The
decoherence time is calculated using the spin-boson model for the qubit's interaction with
the environment. The desired qubit rotation can be achieved as long as the oscillator's
amplitude is at least 1 m1O and the decoherence time is greater than 100 ns, which are
achievable in the designed dc SQUID oscillator for frequencies near 10 GHz. While the
qubit rotation has not yet been measured, the oscillator delivers enough power to suppress
the switching current of the SQUID, as shown in Figure 1-8.
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FIGURE 1-8. The mean switching current for the measurement SQUID when the SQUID
oscillator is at various frequencies. The magnetic field bias of the oscillator is kept at fosc=0.26,
while the current bias is changed to produce different oscillation frequencies.
1.7 Outline
This first chapter has introduced the idea of quantum computation and explained
how superconductors act quantum mechanically even at the macroscopic scale. It also
introduced the persistent current qubit and gave a brief quantum mechanical description.
Finally, this chapter showed some of the main results of this work.
Chapter 2 discusses the persistent current qubit in more detail, including the sys-
tem Hamiltonian, numerical simulations of it, and the effect of the small inductance of the
ring. Methods of calculating decoherence from the circuit environment of the qubit are
also covered. Finally, this chapter explains the fabrication process and the difficulties
involved in reliably achieving the required parameters.
Chapter 3 discusses the dc SQUID, the device used to measure the qubit's state. It
covers theoretical operation of the SQUID and the experimental set-up of the measure-
ments. The SQUID design is discussed, including the calculation of the SQUID's contri-
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bution to decoherence.
Chapter 4 discusses the measurements, both at high temperatures (from 300 mK to
1.2 K) and low temperatures (15 mK to 300 mK). The measurements show thermal acti-
vation at high temperature and quantum tunneling at low temperature. At high tempera-
tures, the measurement time and thermal activation help to determine the qubit's
parameters. At low temperatures, the discrete levels of each well of the qubit are visible
and provide further parameters for the qubit. Some careful analysis allows us to consider
the influence of the measurement device on the qubit. Two samples have been thoroughly
tested so far, one at 730 A/cm 2 and the other at 360 A/cm 2 , and preliminary results are
available for a sample with a critical current density at 70 A/cm 2
Chapter 5 discusses Josephson junction oscillators. Measurements on arrays of
overdamped junctions are presented, along with the means of calculating the power from a
superconducting oscillator using a detector junction. An overdamped dc SQUID oscilla-
tor which can be used to drive the qubit without causing undue decoherence is also pre-
sented, along with preliminary results.
Chapter 6 discusses RSFQ electronics, a digital logic technology using Josephson
junctions. After describing fundamental RSFQ cells, two RSFQ circuits are discussed: a
Variable Duty Cycle Oscillator (VDCO) with on-chip timing, and an oscillator with off-
chip timing. The VDCO has been designed and fabricated, but not yet tested. The oscilla-
tor with off-chip timing has been designed, but fabrication is not yet complete.
Chapter 7 concludes this work by reviewing the results and niobium's prospects
for superconductive quantum computation, and pointing out the direction for future work.
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Chapter 2
Analysis, Design, and Fabrication of the PC
Qubit
2.1 Introduction
The purpose of this chapter is to quantum mechanically describe the persistent cur-
rent qubit and establish its design criteria. Section 2.2 begins with a simpler quantum
mechanical system, the quantum box, and describes the Hamiltonian, which is then dis-
cretized so it can be numerically simulated. The same is done for the persistent current
qubit in Section 2.3. Once the principle is laid out, such complications as the extra degree
of freedom introduced by the self-inductance (Section 2.5) and a time-dependent perturba-
tion (Section 2.7) can be discussed. Finally, the parameters necessary for successful qubit
operation are discussed in Section 2.8, and Section 2.9 judges the fabrication capabilities
of the foundry which we used by those criteria.
2.2 The Quantum Mechanical Josephson junction
The system in Figure 2-1 is sometimes called a quantum box. It consists of a sin-
gle junction which is grounded on one end. On the other end is a charge island, the "box,"
which is capacitively coupled to the outside world. This quantum box summarizes most
of the principles necessary to model the PC qubit, and analyzing it will give us the tools
we need to do numerical simulations.
The dual variables in this system are charge and phase, and it can therefore be
modeled in either the charge basis or the phase basis. Here, we are concerned primarily
with the phase basis, which is inherently continuous and so must be discretized in order to
calculate numerically.
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FIGURE 2-1. The Quantum Box.
A Hamiltonian sums up the equations of motions in a system by the energies.
Forming a Hamiltonian requires calculating the kinetic and potential energies, T and U
respectively. Here we define the potential energy as the charge across the capacitance:
T = C (2-1)
k
)(Io \22 1CV2 2
T = (C +C) C V (2-2)
The potential energy is the Josephson energy, U = EJ(1 - cosP). This classification is arbi-
trary: the Josephson energy could just as easily be defined as kinetic energy and the elec-
trical energy as potential. The electrical energy includes the energy stored in each of the
capacitors minus the work done by the source, which is equal to the work required to pro-
duce the applied voltage. The shape of the energy band structure is determined by the two
energy constants: Ec and Ep. Ec is the electrical energy constant, which equals e2/2Cj, the
energy of one electron charge on the capacitor of the junction. Ej is the Josephson energy,
which is the energy of the Josephson junction when it is at its maximum superconducting
current, and it is equal to DoI/2c.
Since we want to put the Hamiltonian in the form H = + Ej(i - cosp), we need
to define the momentum in a consistent manner. We define the Lagrangian L as T-U. We
can introduce a simple shift to the Lagrangian, equivalent to changing to a constant veloc-
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ity frame of reference, to change the Lagrangian to L = T- U- -CgVA. The canonical
momentum is defined as P = (C + Cg)9( CgVA. The shift gives Pa more
physical meaning: it is proportional to the charge on the island, P=(4DO/2t)q. This defini-
tion of P also allows us to define M. Clearly p has the same role as x in the usual Hamil-
tonian. From P = Mx> m*p, we can determine M in this case as M = (-)(C + C,). The
('DO/ 2 t)CgVA term is simply a constant shift. The classical Hamiltonian is defined by
Equation (2-3), which expands to Equation (2-4), where q, is the induced charge, CgVA
[24].
H = Pi- (2-3)
H = + -Pq 1)2 + U (2-4)
In order to transform this equation from a classical Hamiltonian operator to a
quantum Hamiltonian operator, the variables must become operators. In phase space, the
operators should be (p = (p and P = -, in analogy to the real space operators x = x and
P= -a-. The wavefunction can be written as a sum of plane-wave solutions in this coor-
dinate system as T(q)=Xmcmexp(-imp), where m is the number of Cooper pairs on the
island, which is always an integral number. Now we define k to be the number of Cooper
pairs induced by VA, -CgVA/ 2 e. While the total number of Cooper pairs, m, must be inte-
gral, k need not be. Now the plane wave solutions are exp(-ikp)exp(-i(m-k)p). The sec-
ond term, while it is not a solution to the Hamiltonian in Equation (2-4), is a solution to the
simpler Hamiltonian H = P2/2M + U, since we've moved the induced charge. So if P(P)
is a solution to Equation (2-4), then exp(ikp)T(Ip) is a solution to the transformed Hamil-
tonian.
We've considered the solution, '(Pp), to be a sum of plane waves, which corre-
sponds to charge states. If we're looking for a solution in terms of phase rather than
charge, then the basis functions are impulses, resulting in a Hamiltonian matrix of
H , = (e-ik%(@p - WO')iHjeik(p6@ - p0 )). Note that we are using the transformed Hamilto-
nian, and thus the T(p) solution is multiplied by exp(ikp). Phase is continuous, thus there
are an infinite number of To basis functions, resulting in an infinite H matrix. A sufficient
approximation can be achieved by discretizing the phase space, which is periodic in 2'K,
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into A points in one 2nt period, where one hundred points is generally a sufficient approxi-
mation. A is the phase distance between points. N is the total number of points, over all S
periods. When we discretize the phase space, p -- nA, and eik(PvP(p) -> eiknAT[n],
peik ) = -V(eikP () _ eikA(n + l)T[n + 1]- eikAnT[n]), and
P (eik(pT(p)) = -h 2V 2(eik(p9)) _ _ {eik(n + 1)T[n + 1]-2eiknT [n] + eik(n-1)P[n- 1]}.A2
The next step is to determine the H(op values. We can write IP,1 ) = c, 6[n -no] in
n, or phase, space, normalizing it as in Equation (2-5) as
N - I
(T'IT ) -1 c2 [n-no]6[n-no] = 1 (2-5)
n = 0
Finally, we write this as the discretized Hamiltonian matrix element in Equation
(2-6).
H = (e-iknAT no IHIeiknAkPno)
Hno noI h_=iA nono -1I+eLA no" no +1 I 18o' o (2-6)
2MA2
+ Ej(1 - cos(Ano)),, 
,
This matrix equation describes the Hamiltonian for a single junction. Finding the
eigenvalues determines the energy levels of this quantum system, while the eigenvectors
gives the discretized forms of the wavefunctions in phase space.
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2.3 The Persistent Current Qubit
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FIGURE 2-2. The Persistent Current Qubit. Circulating current in opposite directions define
the two states.
The Hamiltonian for the three junction qubit is naturally more complex, but the
approach is the same. The largest difference is that the persistent current qubit Hamilto-
nian has two dimensions rather than one, and this two dimensional problem now has two
variables to discretize, n+ and n.. These are not discretizations of the phase differences for
each junction, which would be (p (n1 ) and P2 (n2), but rather they are discretizations of
the sum and difference variables (p=(P1+P2)/2 and Pm=(P1-P2)/2 used as the basis in
Equation (2-7).
1 .2 1 .2
H = 2 + M(pn + Ej[2 + a - 2cosy P cos .n - x cos(2p,. + 2nf)] (2-7)
The delta functions are now products of a delta function in each dimension, such
that describing the nearest neighbor interaction over one dimension is the product
8(n+)',(n+)+18(n-)',(n-), while the other dimension is 6 (n+)',(n+)6 (n-)',(n-)+I. The masses are
now M =(CDO/27t) 22(C+Cg) and Mm=(%DO12) 22(C+2%Cj+Cg), while k+=-Cg(VA+VB)1 2 e
and k_=-Cg(VA-VB)/ 2 e. cc is the ratio between the capacitances of the smallest junction
and the larger junctions. Ideally, oxc=, but that is not necessarily the case. The Hamilto-
nian operator for the qubit is given in its usual form in Equation (2-8).
H+ 2 E.,[2 + x - 2cosp cos (pm - x cos (29, 1 + 2 nf)] (2-8)2MP p2 +2M, 1 1 p2 +
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When discretized, this becomes Equation (2-9). Since each delta function product
must be represented in the Hamiltonian, such that 6(n+)',(n+)6(n-)',(n-), 8(n+)',(n+)6(n-)',(n-)+1'
6(n+)',(n+)+18(n-)',(n-), and 6(n+)',(n+)+1(n-)',(n-)+l all require separate columns in the matrix,
the size of the matrix, which was AxA for the one dimensional problem, is now A+A_ x
A+A. While the resolution may vary, the matrix has effectively squared in size.
H , ( i(kln++ kn)p,, IHIei(k+n+ +kn
H, = 2MpA le ik+6n+', n+ -1 + e-ikA ,,n + 8n+ 2 n n'n (2-9)
2M hA2 { ikA 6  + e-ikA -n_', n + - 2 8 n
+ E { 2 + x-2cos(n+A+)cos (nA_)-acos (2(p, +21f)} I
2.4 The Simple Harmonic Oscillator Approximation
It is often useful to reduce the qubit to a simple harmonic oscillator approximation
for each well. The SHO approximation cannot account for tunneling between the two
wells, which is the quantum effect which we use for quantum computation, but it can give
us the resonant frequency of the wells in each dimension, the variance of the variables'
uncertainties, and the approximate level spacing when the each well is deep enough to
have multiple quantum levels. We start with Equation (2-10), the Hamiltonian for the
qubit.
1 -2 1 .2
H = M pP + 2 M,,<p,, + Ej[ 2 + a - 2cosyp cos p,, - a cos (2 p,. + 2nJ)] (2-10)
The simple harmonic oscillator approximation has the form in Equation (2-11),
where eg,0 and pm,o are at the minimum of the qubit's well and represent an offset of the
SHO solution's origin from the qubit's origins.
1 .2 1 -2 1 2 1H = 2M PP + M,11p,1+ 1M 2(P -9, 0) + 2 (2-11)
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It is possible to find a simple harmonic oscillator approximation for any system
which is in a stable state (at a minimum of the potential), if the third-order or higher terms
are negligible. The potential for the qubit is given below:
U = Ej[2 + x - 2cosepcosp,, - acos(2<p,, + 2if)] (2-12)
The first derivatives, in Equation (2-13), go to zero at the minimum at PP'O and Pm'O- Pp,O
= 0, while WmiO must be solved from the first derivative.
= 2Esintp~cosp,,
a(PP (2-13)
= 
2 EycospPsinp,, + 2 xEjsin(2<p,, + 2tf)
The second derivatives, in Equation (2-14), give us the curvature of the wells. Taking the
values of the curvature in each dimension at (WpoPm,O) allows us to apply the simple har-
monic oscillator approximation.
2
= 
2 Ejcos9pcos,,
2P (2-14)2
= 2E cos pcos (pn + 4 cE cos ( 2qp,, + 2 f)
The simple harmonic oscillator in two dimensions has the potential:
U = IMo02((p _ (w ))2 + Mno02( (p) )2. (2-15)2M p p pp 2tfll InIn ()
In Equation (2-16), the first derivatives of this simple harmonic oscillator potential go to
zero when (PP=p,o and pm=pm,O-
=u Mwo,(C p - ((p))
(2-16)
a U
D(M= Mn o(Or(P, - (<P,))
The second derivatives, in Equation (2-17), are positive and constant.
2
aU= M(02
2P (2-17)
a = M ,2
Setting the second derivatives of the simple harmonic oscillator potential equal to
the second derivatives of the qubit potential, as shown in Equation (2-18), gives us the
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relationship we need to approximate the qubit with the simple harmonic oscillator
solution.
Mco2 =2E cosyn,0 (2-18)
Mo w2  2E+cos, u+ E. cos2(2 t+2f)
Recall that the effective masses in the (p, and <p, directions are M=(DO/2jr) 22C and
Mm=(%D0/27) 2 (2+4xc)C when we neglect Cg. We'll use the charging energy, Ec=e2/2C ,
and the definition that E0/2n=h/2e, to rewrite the masses as M =h2/4Ec and
Mm=(1+2xc)h2/4Ec. Substituting gives the values for o and cor, the resonant frequen-
cies of the qubit wells in each direction, as shown in Equation (2-19).
2
2p = cos Pim, c EjE
2I2COSym+4,2 + 2 tJ (2-19)
q = 1+2ac EjEc
At f=1/2, cospmo=1/2c, and Equation (2-19) simplifies to Equation (2-20).
(2-20)
2~ 421
- h c(1+2c c) E c
The variance in (p of the ground state of the simple harmonic oscillator is
Aq =2_ , so when we subtitute variables into this equation we get Equation (2-21),
the approximate width of the ground state of the qubit in both the (PP and (Pm dimensions.
E= a1-4( 1 /4
EC (2-21)
Agin= ( , 2 1) 1/4E )-1/4
(1 + 20(c)(4( 2
- E
We wrote the width in terms of EjiEc. This ratio is important for defining the
regime in which the qubit is operating, and it will reappear often. For the persistent
current qubit, this ratio should be near 100.
2.5 Inductance Effects on the Persistent Current Qubit
Up to this point, the inductance of the qubit has been assumed to be zero so that it
constrains 9 1-9 2 +9 3 = -2nf, where f is the frustration. As the inductance gets larger, this
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constraint relaxes, and the two-dimensional problem becomes three-dimensional. Physi-
cally, there is an additional energy due to flux stored in the loop, which is equal to ((DO/
2c)2(p1- 2+w3+2xtj)2/2L, where L is the inductance of the qubit. Since the potential is
quadratic, it looks like a simple harmonic oscillator (SHO), although SHO solutions may
not hold when other potential energies in the system have similar energy scales. When the
inductance is small, then the potential energy well is deep, and the standard deviation of
(91 -9 2+93+2tf) is very small while the energy gap between levels of the SHO is very
large. When the inductance is large, the quadratic potential is shallow, so that ((P-
92+93+ 27tf) has a larger spread and the energy spacing is smaller and more likely to be on
the same order as the energy difference of the two circulating current qubit states. As
noted above, the numerical simulation becomes increasingly difficult as more dimensions
are added, requiring for the three-dimensional problem a matrix of the size A1A2A3 X
A1A2A3. This is intractable on most computers, thus encouraging us to find an analytical
approach to solving it. The solution we find is only appropriate to small inductances,
where the physical inductance is at least an two orders of magnitude smaller than the
Josephson inductance, but it provides a more complete solution than neglecting the induc-
tance completely.
93 + bLm
X < 92
(I-b)LM/2 (I-b)L M/2
FIGURE 2-3. The three junction qubit with inductance. The inductance has been distributed on all
three branches. Doing this, and using branch as opposed to junction phases, the three dimensional
model reduces to a simpler form, the sum of the two dimensional model, a simple harmonic
oscillator, and a correction term.
The first requirement is to choose the appropriate basis. There are many possibili-
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ties, but in this case, we will choose to use a basis of 01, 02, and I, as shown in the dia-
gram in Figure 2-3. This gives us the equalities in Equation (2-22) for converting the
previous variables. The value of b is arbitrary, as long as it is less than 1, so we can define
its value so that it eliminates any products of the time derivative of I, and the time deriva-
tive of 01 or 02.
1-b(27c (L I +cI
9i = 01 2 in in ext)
T2 - 2 + 2 - + ext)(2 x M(2-22)
T3 = 02 -01 -b (2)(L,,1 ,m + ,ext)
b = 1 + 12a
Due to the complexity of the problem, it is simpler to deal with the kinetic and
potential energy components of the Hamiltonian separately. The kinetic energy term for
this system is given by
T = C + C -(_2 + (C )2 (2-23)
Substituting for 1, 92, and T3 in Equation (2-23), gives
T = !C [(1 + a)E1 + (1 + x)2 - 2aE102] + + CL,,, (2-24)
This is where the odd distribution of the inductance pays off. The above kinetic energy
can easily be resolved into Equation (2-25).
1M 2 1 * 2 0C 2-2
= M -p+M,0, + 2C.L m (2-25)2 (2'2 12+J in-2
where Mp = 2_ C, Mm = (2+4x) 2 C , P = 2 and , = 1-2
P \27tJC,~ (2 4 ~ 2 n~C~ 0  2 2
The potential energy term in the original variables is
(T1 - T2 + T3 + 2nj) 2 (D 2 (2-26)U = Ej( 2 +a-cosp 1 -cosp 2 -acosp 3)+ 2 L, 2- . (2-26)
Once again, we replace the variables 91, (P2, and 93 with 01, 02, and Im to change Equa-
tion (2-26) to Equation (2-27).
U = E 2+ -2cos0os C-b( 22t)(LIn + Oex -
(2n 2 0 n in (2-27)
ccos-20,-b (.. L,,1,n+ D,) + !LI
By defining Em = 0 1, - (1 - b)2nf, we can make the Hamiltonian's form more
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closely resemble that of the zero-inductance qubit. This does not affect the kinetic energy,
T, since E,, = 011.
U = E2 + cx - 2cosllpCOS(, 1 + 2(o L) (2-28)
cXCos (20m+ 2f+ 1 +2()Lmim)] + Li,
By expanding the equation, as shown in Appendix I, we can separate the Hamilto-
nian into three independent parts.
H = Hq(E,, Om) + Hho(Im) + EcorME p), (O')) (2-29)
Since the terms are independent, it's possible to utilize the original qubit solution
and a simple harmonic oscillator solution without alteration. The final solution for the
energy bands is given by Equation (2-31). Note that the harmonic oscillator term does not
alter the shape of the bands: it adds a constant energy offset to the qubit's original energy
bands, and then causes them to be repeated at equal intervals of hco, where
(0 2 Ej-EC/fL (2-30)
0~ h 1 i22cx
As long as hoO>>hom, the scale of the qubit energy levels, these extra levels have little
influence on the operation of the qubit. This is true for small PL<0 .01
E = Eq(t) + n + )ho- + 2 a (sin(2(0m) + 27f) - 2 cos (OP) sin (Em)) (2-31)
The expectation value (E,) is always 0. We can approximate the value for (OM),
(0-) = -2facos(- for the first energy band. Figure 2-4 plots the location of the energy
minimum from the classical potential, showing that the location of the minimum is almost
linear in f, close to our approximation. The second energy band has the same expectation
value until the potential goes from a single to a double well, as shown in Figure 2-5. Here
it becomes (em) = 2facos (x. The point where this changes looks like a maximum of the
second energy band. Using these values this gives Equation (2-32).
E) Eq ( n+ 1)2 '1 +2 c
Ej EY 2) E E c (2-32)
-! +22 sin (2 RT2acos -2 sin (2f- acos ]
2PL~l + 2a)Lx 2cxJ) 2 o))
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FIGURE 2-4. Om for the minimum of the classic potential of the qubit versus frustration.
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FIGURE 2-5. The energy bands versus frustration showing where the potential switches from
single to double well.
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We have used the expectation value of the phase, and then taken the cosine or sine
of it. While this is accurate to the first order, we can use a more precise formulation of it
by calculating the expectation values of the sine and cosine numerically from the wave-
functions. Expanding the cosine to second order should be sufficient since the deviations
E2 AO 2
are small and centered around zero, (cose) = 1- (--) = 1 - . The sine term is more
complicated, since it is not centered around zero, but applying some basic trigonometric
identities can resolve that difficulty and give the proper formulation:
(sinO) = (sin(E - (0) + (E))) = (sin(0 - (0))cos (0) + cos(E - (0))sin (0)). The first sine
term inside the brackets is an odd function operating on a symmetric wavefunction cen-
tered around zero, so its expectation value can is zero with good accuracy. The second
term reduces to (cos(E - (E))) sin (0), which is easily resolved using our previous identity
to be (1 - AE)sin (0). From the Harmonic oscillator approximation of the qubit, we have
2
the values of A0s and AEm, given in Equation (2-33) and Equation (2-34).
A2 1
i(Ej) (2-33)
Ec
- 2 1
(1 + 2x) 2x (E-j (2-34)
Applying these techniques, the Hamiltonian becomes Equation (2-35).
1 - 2 1 2
H = M p + MMEn + Ej[2 + a - 2cos Pcos 0m - a cos (2m + 2f)]
2X '2 ~2
+ 1+2 CjL Im + 2 "I (2-35)
- LMI 1 + 2 )( sin(2 (Gm) + 2f)( cos(2Em -2 (m)))-
2(cosG )(cos(Em - (E)))sin (OM)) A 2
When applied to the final equation, Equation (2-32), we get Equation (2-36).
Eof) EW (f) 1 2 1 E- -1 +2 2c
Ej Ej 2 cc E)( 2ai(4:ao -)](2-36)
1  sin (2-nT2acos ))(1 -2A5)-2 1 -- { - s1n 2 s
This gives the energy bands shown in Figure 2-6, which shows the minimal change
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in the energy band shape due to the inductance. The energy offset due to the harmonic
oscillator term was subtracted from the inductance-influenced energy bands in order to
make the comparison between the energy bands easier. The result shows very little differ-
ence between the energy bands. It is safe to say that the inductance has little effect as long
as the PL is less than 0.01 for Ej/Ec=80.
Energy vs. Frustration
r= 1/80 x=0.75
-1.0
-1.2
7)
-1.4
0.45 0.50
Frustration
FIGURE 2-6. The energy bands versus frustration for both the original qubit and adjusted for
inductive influence.
2.6 Two-state Model of the Qubit
If we consider only the first two states of the qubit, we can represent it using a tight
binding model. Consider the bases to be the wavefunction localized either in one well or
the other, which gives the matrix in Equation (2-37):
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Original P =0
- Analytically adjusted P= 0 0 0 7 6
H 1 Hi Hlr C = E C (2-37)
cr Hrl H,., cr . c.
Cr and c1 are the complex coefficients of the wavefunctions on the right hand well and the
left hand well, xr and W1. The various terms are Hil = (y1IHyiJ) , Hi, = (WjiHYr)
Hrl = (WrIHIVi) , and Hrr (WrIHWr) . The eigenvalues of the Hamiltonian matrix, E, are
the energies of the levels in the energy band, while the eigenvectors indicate the distribu-
tion of the states for these energies.
If the energy is offset so that 0 is the midpoint between the first two energy bands,
then H becomes the form shown in Equation (2-38). Here E is the energy bias, the energy
difference between the potential energy of the left well minimum for the current value of f
and its value at f=1/2. It is negative when f<1/2, and linear as long as f is near 1/2. A is
tunneling matrix element between the two wells. The energies of the two levels are
E0, I = T E2 + A2 . Here, we assume that the qubit is biased slightly below f=1/2.
H = (2-38)
v = coso(/2) V= -sin(0/2) (2-39)
_sin(0/2) [cos(0/2)J
The eigenvectors of this Hamiltonian are given in Equation (2-39), where O=-atan
(A/c). It is easier to work with the eigenvectors 0 and 1 , such that the first element of
the vector represents occupation of the ground state of the system and the second element
represents occupation of the first excited state. This can be done by multiplying the eigen-
vectors by the rotating matrix D(0) in Equation (2-40). The Hamiltonian in this rotated
frame becomes HD=DT(0)HD(0)= _s2 +A 2 az. When A and c are perturbed, such as
would happen with a change in frustration, this becomes HD=- E + A az+ 6 HD, where
8HD=8c[cos()Gz-sin (x)q -6A[sin(0)az+cos()q]. E changes linearly with f, while A
depends on the barrier height between the two wells, which also has an f dependence but
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changes little whilef remains near 0.5. Thus the qubit can be rotated by varyingf
D(0) = cos( - 2s (2-40)
sin - Cos ()
2.7 Time-Dependent Perturbation of the Qubit
The previous section shows that changes in the magnetic field bias can alter the
state of the PC qubit. Numerical simulations provide some insight into how this works.
As shown in Section 2.6, the steady-state qubit has a az rotation in its basis states. Dis-
turbing its steady-state bias results in a ac rotation dependent on the change in the bias. A
quantum mechanical simulation of this rotation provides insight into the workings of the
qubit and assists in the development of experimental methods to manipulate the qubit. We
will start the qubit at f=0.495, with the energy eigenvalues of EfW and eigenvectors of XV,,
where i=O,1,... are the ground state, the first excited state, and then higher energy levels.
The time evolution of each eigenstate is given by Equation (2-41):
yi(t) = w()exp-i-t (2-41)
The overall wavefunction has the form T = lagv,. The difference in energies
gives different phase rotations to each eigenstate, which gives rise to the cz rotation dis-
cussed earlier. Changing the bias tof-0.5 at to results in a Hamiltonian with a different set
of eigenvectors, $;, with their own energy eigenvalues, EO . When the bias is changed to
this value, the old wavefunction is projected onto the new basis states, and the new states
follow a time evolution similar to the form of Equation (2-41), but with different values.
The new wavefunction thus follows the form of Equation (2-42).
Y(t) = ((pi|T(to))giexp -i t (2-42)
When this is projected back onto the xy eigenvectors, the coefficients of the V;
eigenvectors have rotated according to the time spent at the f-0.5 bias. Atfi-0.5, the two
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eigenvectors are the symmetric and antisymmetric populations of both wells, while at
f=0.495, they are the population of one well or the other. It is qualitatively obvious, given
that the ground state and the first excited state rotate at different rates atf-0.5, that the first
two eigenvectors at f-0.495 will alternate in population when moved to f=0.5. Clearly,
exp(-ioot) 0.5 and exp(-iwot) [0.5 will rotate through [1 and at a frequency of (ol-[0.5 -0.5] 0 11
Oo)/ 2 , as Equation (2-43) shows.
T (t) = e _i-M 0.5 + -i0 [0.5
0.5] -0.5]
.mW0+m W I~ -m - . 01 - -
(t) = e(02 e 2 +0).)t5 + e 2 [0.5
0.5 -0.5] (2-43)
+oo [ 01 - 1
-i + (0 t cs 2T(t)) = e 2
sin( 2 Wt)
This problem can be solved numerically, starting with a solution of the Hamilto-
nian matrix as in Equation (2-9). Then, following the method discussed above, the wave-
function is projected onto its new basis, time-evolved, then projected back, resulting in a
rotation of the qubit between its 10> and 1> states in the basis of f=0.495.
This can be applied to more complex changes in f than the simple pulse from
f=0.495 to 0.5. Instead, the frustration could oscillate with an amplitude of 0.001 (o at a
frequency equal to the level splitting, providing an on-resonance driving field. This
should also cause a a, rotation between the two states. Numerically, this is solved by dis-
cretizing the sine wave in time and solving the eigenstates and eigenvectors at each dis-
cretized point and then evolving.
The Bloch sphere represents the complete complex phase of a two state system,
(x0>+P13>, in the spherical coordinate system: r-.12+1p1 2, 4=atan(Im($/c)/Re($/ac)), and
0=2tan( 3/ccI). Usually, an arrow connects the origin at r=0 with the point on the Bloch
sphere representing the state of the quantum system. As long as the system is truly two
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state, r-1, thus resulting in a sphere of possible values for the qubit. When the arrow
points straight up, cx=1 and P=O. When it is straight down, cx=O and P=1. In between, 0
gives the relative population of the two states, while $ gives the relative phase between
them. ax, aY, and az rotations are rotations around the x, y, and z axes of the Bloch sphere
respectively. Figure 2-7 shows Bloch sphere diagrams with the paths of the qubit for a
pulse input and for an oscillating input. The pulse input causes a fast, straight evolution,
mostly ax with some deviations due to the fact that we began at a flux bias where the
eigenvectors were not purely states of opposite circulating current. The oscillating input
causes a slower rotation that also precesses at the rate of the az rotation.
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FIGURE 2-7. The time evolution of the qubit under different perturbations. (a) shows the result
of a pulse function from 0.495 (Do to 0.500 (DO, while (b) shows the result of an oscillating field
around 0.495 (DO, with an amplitude of 0.00100.
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2.8 Fabrication requirements
In trying to manufacture a qubit implementation, we must determine the range of
parameters which will give a suitable quantum system so that an appropriate manufactur-
ing process can be found. We utilize the foundries available at Lincoln Laboratory, TRW,
and HYPRES for niobium trilayer superconducting circuits. If any or all can produce the
required parameters, then manufacturing the persistent current qubit in niobium is possi-
ble.
2.8.1 EjiEC
The ratio between the Josephson energy and the charging energy of each junction
determines the regime of operation. If E1IEC is too small, the circuit will be in the charg-
ing regime and will act like a charge qubit. If it is too large, the device will act like a cur-
rent-biased Josephson junction qubit, where the two lowest energy states are in the same
well with no measurable difference between them, rather than in different wells which
give circulating currents in opposite directions. The ratio necessary for the persistent cur-
rent qubit to attain the desired mode of operation is approximately 100, with some flexibil-
ity for variation between 10 and 1000. Figure 2-8 shows the energy bands for various Ej/
Ec values. The slope of the band versus frustration indicates the circulating current. The
circulating currents of the ground state and first excited state are in opposite directions,
producing a clear difference in magnetic field produced by the qubit, only when the first
two energy levels have opposite slopes. When EjIEc=l, the system is in the charging
regime, and the bands do not vary with frustration, although they do vary with voltage,
which is not shown. For EjIEc=10000, the first and second bands are parallel attf-0.495
(the preferred bias point), representing two harmonic oscillator states in the same well and
with the same circulating current. It's only for Eu/Ec-100 that the first two states vary
withf and have opposite circulating current. All these results assume (x=0.8.
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FIGURE 2-8. Energy bands for Ej/EC = 1, 100, and 10000. Values between 10 and 1000 are
suitable for a persistent current qubit.
Most of the other parameters, such as the tunneling frequency, the level splitting,
and the Rabi frequency, have a strong dependence on the Ej/EC ratio. Equation (2-44)
gives the value for EW/E,- in terms of junction size and critical current density. Here p is
the length of the junction, while Jc is the critical current density. Figure 2-9 shows the
range of values which give the appropriate Ej/Ec ratio.
IIo
E 2 2(0fF/pIM2 )P41C (2-44)EC e2 ce2(
2 Cj
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FIGURE 2-9. E /EC plotted against junction length and critical current
between 10 and 1000 are suitable for a persistent current qubit.
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2.8.2 PL requirements
The persistent current qubit design assumes that the quantum system has no self
inductance. This is obviously not completely true, since any superconducting loop will
have some inductance. The ratio of the loop inductance, Lq, to the Josephson inductance,
Lj, is called PL. As long as the inductance is negligible, i.e. L<< 1', then the quantum sys-
tem's characteristics are not significantly affected by the inductance. The requirement
we'll assume is that PL must be less than 0.01. In order to calculate PL, we'll assume that
minimum loop diameter is four times the length of the junction, and calculate the induc-
tance from the formula Lm=kod (which holds as long as the wire width is of the same order
as the distance between the wires). This is a worst case estimate, as it should be possible
to reduce the loop size with some refinement. Lj comes directly from the junction charac-
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teristics, Lj=D0/(21I). This gives the formula for PL which is shown in Equation (2-45).
L 2cI, 8Tp
$L = = od = p3' (2-45)
With these restrictions, the contour in Figure 2-10 shows which values of junction
length and current density gives the proper PL.
-0.9 -0.8 -0.7 -0.6 -0.5 -0.4
log 10J [kA/cm2
-0.3 -0.2 -0.1
FIGURE 2-10. $L plotted against junction length and critical current density. Values less than
0.01 are suitable for a persistent current qubit. The ring diameter is assumed to be 4p.
2.8.3 Operation Parameters
Considering a and EjIEC to be the dominant parameters to ensure that the design
operates as a persistent current qubit, what it takes to manipulate the PC qubit also
depends on its parameters. The first of these is the level splitting between the first two
energy levels at the bias point (we will hold the flux bias point of the qubit at f=0.495).
This determines the frequency at which the qubit must be driven. This must be of the
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same order of the tunnel splitting at f=0.5, to ensure that the two wavefunctions have
enough overlap to allow driving. Looking at Figure 2-11, we can see that the requirements
for the first two parameters will keep the level splitting within the desired frequency
range. This value is calculated from simulations of the quantum system, as in Section 2.3.
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FIGURE 2-11. Energy difference, in GHz, between first and second levels atf=0.495 in the PC
qubit, shown as a contour on axes of junction length and critical current density.
Starting with 5HD=&E[cos()Gz-sin(9)G ]-8A[sin()z+cos(O)X], which appeared
in Section 2.6, we can follow the method used in Appendix C of [24] in order to calculate
the Rabi frequency. Equation (2-46) follows this through to get the value for 6E.
8E- f
(2-46)
= 27cxEsin(2qp2 ) = 2nE 1 1J J F 4(X2
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We can use the definition that sin(0)=-Ao/(E02+A0 2) 1 2 to give Equation (2-47).
VRabi = h sin (0)
(2-47)( AE E 1  A 0VRabi = & = 4
Figure 2-12 plots the Rabi frequency of the device when driven at the frequency of
the level splitting with an oscillating field of amplitude 0.00100. The basic requirement
for quantum computation is that the Rabi frequency be 10 4 times faster than the decoher-
ence times. Useful experiments can be done when the operation time is only 10 times
faster. An operation time of up to 100 MHz is available in the regime where other consid-
erations have already constrained the qubit parameters.
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FIGURE 2-12. Rabi frequency of the PC qubit, in MHz, numerically calculated whenf=0.495 and
the applied oscillating field is 0.0010D with a frequency of the energy difference between levels 1 and
2, shown as a contour on axes of junction length and critical current density.
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2.8.4 Subgap Resistance
At nonzero temperatures, normal electrons (quasiparticles) co-exist with super-
electrons in the superconductor due to thermal activation above the energy gap. These
quasiparticles can quantum mechanically tunnel across the insulating barrier of the
Josephson junction, thus seeing a resistive normal channel parallel to the superconductive
channel. When the Josephson junction is current biased below its critical current, there
are few quasiparticles to tunnel across the channel, and it has an effective resistance,
called the subgap resistance, inversely proportional to the number of quasiparticles, which
decreases exponentially with temperature. Thus, Rsg Rexp(A/(kBT)), where Rn is the
normal resistance, and AO is the energy gap. This assumes that the junction perfectly fol-
lows BCS theory, ignoring defects in the junction. The quality factor of the junction, Q,
estimates the damping of the junction and is equal to &ORCj, where wo is the plasma fre-
quency, R is the junction's resistance, and C is the junction capacitance. R is ideally the
subgap resistance, but it must be taken in parallel with any shunting resistance which the
environment provides at the plasma frequency of the junction. For a junction whose leads
are directly connected to the environment, this is usually 100 Q or smaller. Actually mea-
suring the subgap resistance is difficult [56,58], since it is difficult to avoid an environ-
mental shunting resistance on the order of 1 M. At best, a minimum subgap resistance
value can be found, and measurements of the Lincoln Laboratory junctions indicate that
the subgap resistance is greater than 10 M.
The qubit has no direct connection to the environment, so the shunting impedance
is coupled to the circuit through the SQUID leads. Additionally, the qubit design is a loop
with three junctions, and rather than using the subgap resistance and capacitance of each
of the three junctions individually, they must be considered together and for each dimen-
sion. We've determined how to do this for the capacitance when finding M, and Mm, the
effective masses in the (, and (pm directions: C =2C- and Cm= (2+4%c)C. It is plausible to
do the same for the resistance by calculating the amount of dissipation caused by TP and
(pm respectively, which can be solved quite simply. Each junction causes V2/R power dis-
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sipation, where V=(IDJ2t)(dp/dt), which is shown in Equation (2-48).
V2 2 2 2 *2\
P = + + + 2 (2-48)
R1 R2 R 3  2it R1  R2 R 3
By replacing the gauge-invariant phase difference for each junction with their (P, and 9 m
equivalents, we get Equation (2-49).
_ o~f((Pp++ pm)2 (P - (P) 2 + (2p) (2-49)
27c Rsg Rsg Rsgl
Rsg is the subgap resistance of the larger two junctions, which are assumed to be equiva-
lent. Since the critical current is cW, in the smaller junction, and the resistance is inversely
related to the critical current, Rsgla is the subgap resistance of the smaller junction. Sepa-
rating out (p and e(p gives us RP and Rm in Equation (2-50).
(P= 2 (2 + 4 I)(p,
27 s Rsg Rsg (2-50)
R R
2 m 2+4a
Johnson-Nyquist noise across these subgap resistances generates fluctuations in
the normal current, which causes decoherence to the qubit. Lin Tian has estimated [64]
the decoherence due to a subgap resistance to be Equation (2-51), although in the form
shown here the subgap resistance has been replaced with the qubit equivalent, Rm-
2e2Rm (C2 2 e2 Rm (2-51)
hv A r kBT
While R, does contribute to dissipation, RM 's role in the qubit is closest to that of Rsg for
the single junction. Even if RP contributes in the same way as Rm, Rm's smaller size (less
than half of RP, since a is always greater than 0.5) would cause it to be the predominant
source of decoherence. E and A are the energy bias and tunnel splitting used in Section
1.4, while v is the frequency of the total energy difference. If Rsg>10'0 Q, then the
dephasing time due to the subgap resistance should not interfere with the ability to per-
form 104 operations. A subgap resistance of 10 7 Q should be sufficient to observe Rabi
oscillations.
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2.9 The Lincoln Laboratory Fabrication Process
The three-junction qubit which we use is fabricated in Lincoln Laboratory's
foundry, using a doubly-planarized trilayer process. The trilayer process is a standard fab-
rication technique for niobium superconductive electronics which has been refined over
more than a decade.
2.9.1 The trilayer
The Lincoln process [45] starts with a 150 mm diameter silicon substrate with a
thermally grown oxide layer 0.5 gm thick. On top of this is sputtered a layer of niobium
0.15 gm thick to form the base electrode of the Josephson junctions. This layer covers the
entire surface of the wafer, and is called M2. On top of this is sputtered 6 nm of alumi-
num, which is then oxidized to form the insulating barrier of A12 0 3. The amount of oxida-
tion is adjusted according to the desired current density. Any unoxidized aluminum
becomes superconducting along with the niobium according to the proximity effect [48].
On top of the oxidized aluminum a layer of 0.25 microns of niobium is sputtered, forming
the counter-electrode, called M3. At this point the entire wafer is one large Josephson
junction, which is next reduced to the desired Josephson junctions by photolithographic
patterning followed by reactive ion etching. The first etch removes M3 except for where
the junctions are located. Then a wet etch removes the aluminum oxide, which is only
exposed where the M3 has already been removed. Finally, the M2 is patterned with pho-
toresist and etched away anywhere there is no photoresist to protect it. M2 serves a dual
purpose: it's a wiring layer as well as the base electrode of the junctions. All these steps
are in parts (a) through (f) of Figure 2-13.
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FIGURE 2-13. A cross-section of the Lincoln Laboratory DPARTS (Doubly Planarized All-
Refractory Technology for Superconductive electronics) fabrication process. (a) shows the deposited
aluminum on top of niobium. (b) shows the AlOx grown on top of the Al. (c) is after the deposition
of the counter-electrode niobium. (d) shows the result after the counter-electrode is etched to define
the junctions. Then the AlO is wet etched, as shown in (e), after which the base-electrode is etched
to define the wiring layer, as shown in (f). Then a layer of SiO 2 is deposited by PECVD, in (g), and
then polished by CMP to expose the counter-electrode, as in (h).
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2.9.2 Double planarization and wiring
Once the junctions and the first wiring layers have been defined by etching M2 and
M3 respectively, a thick layer of silicon oxide is deposited by PECVD (plasma enhanced
chemical vapor deposition). This is then planarized by CMP (chemical mechanical pol-
ish), which grinds away the oxide to expose M3. This is shown in Figure 2-13(g and h).
Lift-off is used to pattern the resistors (Ri), by creating a photolithographic pattern which
has no photoresist in those areas where the resistors will be. Electron beam evaporation
deposits 10 nm of titanium, then 90 nm of palladium. Acetone removes the resist, taking
the excess resistor material with it. The resistors have a resistivity of 0.6 a/sq. Then vias
are defined by photolithographic patterning, then etched into the oxide by rf RIE. Another
layer of niobium (M4) is deposited by sputtering a thickness of 0.25 gm. M4 directly con-
tacts both M3 and R1 (which are left exposed thus far in the process) in order to connect
the junctions and resistors to the circuit. It also connects to M2 through the vias. Then the
M4 is patterned by photolithography and etched by RIE. (The result is shown in Figure 2-
14.)
This is followed by more oxide deposition, another planarization, etching more
vias, the deposition of another 0.4 gm of niobium (M5, the ground plane), which is then
patterned and etched. These remaining steps are done the same way as those described
above. The final step uses lift-off to form contact pads (30 nm titanium, 360 nm palla-
dium, 50 nm gold) for off-chip connections.
FIGURE 2-14. The Lincoln Laboratory DPARTS (Doubly Planarized All-Refractory Technology for
Superconductive electronics) fabrication process, after the addition of the R1 and M4 layers.
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2.9.3 Variance in Critical Parameters
2.9.3.1 Resistivity of RI
The Ti/Pd resistors presented two main concerns. The first was that the Ti layer,
used primarily to provide adhesion for the Pd layer, would go superconducting at low tem-
peratures. Titanium normally goes superconducting at 390 mK, but the resistors used in
this process maintained their resistivity all the way down to 15 mK. This may be due to
alloying of the titanium and palladium, or the titanium layer is thinner than the coherence
length. The second concern is due to the lift-off process used to form the resistors. The
narrower the resistor, the greater the resistance, but when the resistor metals are evapo-
rated into a narrow opening in the resist, there is some physical undercut of the resistors
(due to metal being removed along with the resist) and greater resistivity at the edge of the
resistors. Thus the design rules give a formula for calculating resistance which depends
on the width of the resistor.
2.9.3.2 Capacitance between M2 and M4
Many of our designs require a capacitor, such as for the shunt for our SQUIDs, or
for the filter for our oscillators. These uses of capacitances are uncommon for RSFQ,
which is what the Lincoln Laboratory DPARTS process was designed for. The simplest
way to design a capacitor is simply to put two metal layers on top of one another, in this
case M2 and M4. However, the capacitance of this is not well measured and must be cal-
culated using the formula C=A(c/d). C0=E/d=0.2 fF/tm2 is the specific capacitance. Thus
far the experiments have indicated that this value of the specific capacitance is close, but
the variance has yet to be properly measured.
2.9.3.3 Critical Current Density
Critical current density is one of the most exhaustively measured and continuously
refined metrics of fabrication quality. Unfortunately, most work has aimed at large critical
current densities, on the order of 1-10 kA/cm 2. For superconducting circuits with quan-
tum properties, the critical current density must go in the other direction, aiming for 100-
500 A/cm 2 . The exact process to hit these densities is not completely refined yet, so many
of the wafers are significantly off the mark. Wafers fabricated for 100 A/cm2 may be
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somewhere between 67 A/cm2 and 200 A/cm 2 , while those fabricated for 500 A/cm2 may
range between 350 A/cm 2 and 750 A/cm 2. Since each of these represents a slightly differ-
ent aluminum sputtering and thermal oxidation recipe in an attempt to hit the target pre-
cisely, there are not enough wafers completed using the same recipe to accurately
calculate a variance. Lincoln Laboratory's fabrication team should be able to target the
critical current densities more accurately within the next few of fabrication runs.
What is more easily done is calculating the variance in the critical current density
across the wafer, measuring Josephson junctions located in various locations on the wafer.
This comes to about 5%, which is a reasonably small variance across a wafer [62]. The
variance of the critical current density across any 5 mm by 5 mm chip is even smaller.
2.9.3.4 Undercutting and Anodization
Defining the critical current of a Josephson junction requires knowing both the
critical current density and the size of the junction. Lincoln's process, and indeed, most
trilayer processes which create small (submicron) junctions, encounter a problem with
undercutting [62]. The junctions appear to be smaller than the defined junction size by
about 0.3 or 0.4 pm in each dimension. In SEM images, the junction actually appears to
be smaller, with rounded edges. The cause of undercutting is not well known, although a
possible explanation is cracking at the junction edge which causes separation between the
M3 layer and the oxide. This is represented in Figure 2-15(a) and (b) as a greater distance
between the two metal layers, as if the tunneling barrier is thicker. Since the critical cur-
rent density falls off exponentially with the thickness of the barrier, while the specific
capacitance is inversely proportional to the thickness of the insulator between electrodes,
then the effective junction size would look much smaller to the critical current, which can-
not tunnel at all through the thicker barrier, than to the capacitance, which sees the thicker
barrier only as a slightly smaller capacitance. The a is also affected by the undercut, as
the area reduction is not directly proportional to the original area, and cx must be recalcu-
lated from the new sizes. In fact, even the approximation that the undercutting reduces
each dimension by 0.3 or 0.4 ptm breaks down for small junctions, as the corners see a
greater undercut which rounds the shape of the junction. Additionally, the difference
between the critical current reduction and the capacitance reduction requires two different
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values, cz and ac, for the ratio of the smaller critical current and smaller capacitance,
respectively. While this complicates matters, it is perfectly possible to incorporate these
separate variables into the qubit Hamiltonian, and in fact, one of the earliest simulations,
programmed by Lin Tian, allows for different values for these two variables.
In order to reduce the variance in critical currents caused by undercutting, an
anodization process was introduced directly after the patterning of the M3 layer, as shown
in Figure 2-15 (c) and (d). The wafer was placed in a solution of tartaric acid and ammo-
nium hydroxide, where it was connected to a power supply (with a Pt wafer on the other
side), so that it served as the anode. This fully oxidized any exposed niobium, as well as
the exposed aluminum oxide. Then the remaining processing steps were performed. The
anodization did not remove the undercutting (anodization itself might be expected to eat
away at the material on the junction's sides), but it did reduce the variance in the undercut-
ting, making it a constant 0.3 on large junctions. Smaller junctions, at 1 gm or less, are
still rounded by the undercutting, and continue to show additional variance. Moreover, the
difference in the undercutting relevant to the critical current and the undercutting relevant
to the capacitance is still noticeable. Lincoln Laboratory is continuing to work on reduc-
ing the undercutting in their process and make it more uniform when it does occur.
(a) (b)
(c) (d)
FIGURE 2-15. The undercutting of the junction represented as cracking between the niobium
and aluminum oxide layers. (a) shows the junction without undercut, while (b) shows the junction
with undercut. Anodizing the wafer early in the process helps to make the undercutting more
uniform. (c) is before anodization, while (d) is after.
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2.9.4 Qubit Requirements
In order to achieve the requirements of the qubit, we need an EjiEc between 10
and 1000, an x and ac between 0.5 and 1, a PL<0.01, and a subgap resistance greater than
1010 Q. These fabrication parameters will give us the operational parameters needed to
operate the qubit. Figure 2-9 shows the junction size and critical current density to get Ej/
Ec on the order of 100. The Lincoln laboratory process can produce junctions lithograph-
ically 1 jim on each side, which become effectively.55 gm on a side given a rounded
undercut. The process can also produce critical current densities of 100 A/cm2 or less, so
it should be able to reach an EjiEc of 100. This should easily meet the PL requirements as
well. Since a junction can be made as small as 0.9 jim lithographically, which is effec-
tively 0.44 pm on a side with undercut, this gives an a of 0.63. The ac is approximately
0.75. Rsg is harder to measure, but our experiments indicate that the total resistance,
which consists of the subgap resistance in parallel with the environmental shunt, is greater
than 10 8Q when the critical current density is about 400 A/cm 2 and the temperature is 300
mK. Rsg is inversely proportional with the critical current density and becomes exponen-
tially larger as temperature decreases. These parameters are within the boundaries
required to fabricate a persistent current qubit.
2.10 Summary
This chapter covered the fundamentals of the persistent current qubit, discussing
its Hamiltonian and its numerical approximation, then covering various approximations of
the qubit Hamiltonian. These provided simple ways to calculate the qubit's energy bands,
resonant frequencies, and wavefunctions. We could then apply similar methods to a
numerical calculation of the qubit's time-dependent evolution. Finally, we discussed the
parameters necessary for fabricating the qubit. Our analysis indicates that the qubit can be
fabricated to meet our requirements using Lincoln Laboratory's foundry process.
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Chapter 3
The DC SQUID Magnetometer
3.1 Introduction
Since the qubit's two states have opposite circulating currents, and thus opposite
magnetizations, a sensitive magnetic field detector is needed to measure the state of the
qubit. This chapter introduces the dc SQUID, a magnetometer whose effective critical
current changes with magnetic field. Its sensitivity is high enough to detect the change in
the magnetic field caused by the qubit's change of states, which is about 0.001 Do.
Section 3.2 gives an overview of the dc SQUID. Section 3.3 covers processes by
which the dc SQUID switches from the supercurrent to the voltage state, while Section 3.4
explains how these processes give a distribution of switching currents whose mean trans-
lates into the value of the magnetic field. Next, Section 3.5 discusses the technique to per-
form an ensemble measurement of the SQUID's switching current, covering the electronic
circuits used to perform the measurements. Section 3.6 then discusses another measure-
ment technique which is being explored, measuring the time rather than the current at
which the SQUID switches. The requirements of the measurement device are covered in
Section 3.7. Finally, the quantum model of the SQUID is discussed in Section 3.8.
3.2 The DC SQUID
The dc SQUID is a superconducting magnetometer consisting of two Josephson
junctions in parallel, as shown in Figure 3-1. Any magnetic flux inside of the loop sets up
a phase difference between the two junctions, which changes an effective critical current
of the two junction system. This modification of the effective critical current allows us to
measure the small magnetic field changes induced by the qubit.
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FIGURE 3-1. Circuit diagram of the dc SQUID (Superconducting QUantum Interference Device).
The total bias current through the SQUID, Ibias, equals the sum of the currents, as
in Equation (3-1). The circulating current in the SQUID, Ici, is equal to the difference of
the currents, as in Equation (3-2).
(P1 + P2~ i91 92\
ibias = + i2 - Ic siny + Icsinq 2  21,sin1 2 1 Cos 9\2) (3-)
1 2 C+( 2 ) 1 ( 2
Icir =1 = ic sin,-1,sin'2 = IcCOS 2 )sin (3-2)
To simplify matters, we use the variables p=(P1+9I2)/2 and T .=(P1-P2)/2 . It is some-
times useful to refer to p,, as the external variable, since it couples most directly with Ibias'
and to refer to pm as the internal variable. These transformations give Equation (3-3).
'bias = 2Icos(pm.sinpp (33)
Icir : IcsinymCOsPpp
These two equations are true only so long as the SQUID remains in the superconducting
state. When the applied current exceeds the effective critical current (the maximum cur-
rent which Equation (3-1) allows for the value of pm), it switches to the voltage state and
the equation no longer applies.
Flux quantization gives the phase around the loop to be T 1-92=2nn + 2nFDAO. D
is the total magnetic flux through the loop, and it is equal to the sum of the externally
applied bias magnetic flux and the self-induced magnetic flux, as well as the magnetic flux
from any mutual inductive source (such as the PC qubit). If there is no mutually coupled
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device and the self inductance is small, which happens when 1L=Lf/LJ<<1, then the only
significant source of magnetic field is the externally applied flux, Iex,, so that (Pm=Tcn+nf,
where the frustrationf, is (ex!, 1 o. This means that the bias current, as defined in Equa-
tion (3-3), can be written as 2Icos(nf+Tcn)sin(<pP).
The switching current is now the maximum value of Ibias for a specified value of f
and n. The maximum is reached whenever sin(pp) is -1 or 1, so that Ic,egf=2Iccos(nf+nn).
Since adding a multiple of it to an angle only changes the sign of its cosine, the icn term is
unnecessary, giving Equation (3-4).
ic,eff = 2IIcos(tf) (3-4)
When PL is significant, then fluxoid quantization requires that 2 (Pm=2T(f-Lmci,
(Do), and the calculation for the circulating current must be solved self-consistently, since
it both influences and depends upon 9pm- Figure 3-2 shows how the effective critical cur-
rent changes with flux, both with a small and a large inductance.
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FIGURE 3-2. Effective critical current of the dc SQUID versus frustration for various values
Of P~L.
3.3 Escape Rates for the Measurement Process
Once the bias current in a dc SQUID surpasses its effective critical current, the
SQUID switches to the voltage state. If the SQUID is underdamped, then it is hysteretic,
and once it switches to its voltage state, it cannot return to the superconducting state until
the bias current is reduced to its return current which is well below the critical current.
This strong hysteretic signal, shown in Figure 3-3, provide the measurement which indi-
cates the state of the qubit.
Due to the statistical processes of thermal activation and incoherent quantum tun-
neling, the SQUID can switch to the voltage state even when Ibias is below Iceffg These
statistical processes are often calculated by modeling the dc SQUID as a single Josephson
junction with a critical current of Icffg The exact current at which it switches can be
determined by calculating the rate of the escape of a particle from a well. Once the parti-
cle escapes, the SQUID's undamped oscillations will keep it in the voltage state, and
Equation (3-3) no longer applies.
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FIGURE 3-3. Current-voltage characteristic for an underdamped dc SQUID.
3.3.1 Thermal Activation Escape Rate
Assuming a negligibly small inductance, the dc SQUID has a potential energy
determined coming from its Josephson energy and the work done by the current source. It
is analogous to the potential energy of a current-biased Josephson junction, U(p) = Ej(-
cos(p-Ibias(pIc), which gives the potential shown in Figure 3-4. When the bias current,
Ibias, is zero, the potential is sinusoidal. As the current is increased, the potential tilts, giv-
ing it a "washboard" shape. Eventually the washboard is tilted so far that no barrier exists
between the wells anymore, and the junction switches to the voltage state. Even before
this occurs, the barrier becomes small enough that the phase particle (the quantum
mechanical wavefunction representing the phase) may escape by either thermal excitation
or incoherent quantum mechanical tunneling. By calculating the barrier height, and con-
sequently the escape rate, at a certain bias current, the probability of escape over a time
interval may be determined. This allows us to determine the SQUID's switching current.
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FIGURE 3-4. The potential energy of a single junction when
biased at various currents.
The maxima and minima of the potential are at the zeroes of the derivative of U in
(p. The second derivative distinguishes between them, since it is positive at the minimum
and negative at the maximum, giving the results in Equation (3-5).
2
E sinp- I2s= Edcos
d~p ( 1C d~p(3-5)
Tmin = asin (pnax = it - asin
C
The barrier is simply the local maximum of the potential minus the local minimum of the
potential at a smaller p, which gives the form in Equation (3-6).
AU = U((ma) - U((fmin) = 2E I bia s (3-6)
The energy can also be used to calculate the oscillation frequency of the phase particle in
the well. Using a simple harmonic oscillator approximation gives the frequency with
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which the particle "attempts" to escape the well. Equation (3-7) calculates this based on
the curvature of the well and the effective mass of the phase particle, which is proportional
to the capacitance of the junction, as shown in Section 2.2.
0 22o U(iin)/M(
(t0 /2n)IcosPmin(0o = (O2c)2 (3-7)
jc!0 ('bias) 2 1/4
From these, the escape rate is simply the attempt rate times the rate of activation
AU
over the barrier. For thermal activation, this is r = BT e [4]. ad is the damping
parameter, which depends on a quality factor Q, the temperature, and the barrier height:
=c _ 7.2AU for large Q. Although a value for Q can be calculated for an isolated junctionQkBT
from the its inherent properties, this value is inaccurate due to the shunting from the
environment. It is more useful to determine Q, and thus dervie the environmental
shunting, from the measurement. This is discussed in more detail in Section 2.8.4.
Unlike a single junction, the SQUID has a two dimensional potential through
which the phase may escape. This is given by Equation (3-8).
' bias 'bias @P1 - 2 ( 2 n
U(JSI, T2) = EJ -cosTI -21 -92 2 1c + 2 y (3-8)
When this is transformed to the pm and (p variable space, this becomes Equation (3-9).( Ibs (2pm - 2D
U(9p,, ) = EJL-2cosp ..cos (p, - 2 + $ (3-9)
This gives a sinusoidal potential periodic in one dimension and quadratic in the other,
which tilts when a bias current is applied. The inductance term is what confines the poten-
tial with a quadratic potential well, similar to its effect on the PC qubit. The quadratic
well is orthogonal to the direction of the tilt, giving the overall potential landscape the
shape of a valley with a downward slope in the direction of p,. The cosine potential
causes hills in the valley. When PL is very small, the constraint is such that the phase par-
ticle is only free to move in a single dimension (the valley has very steep walls), making it
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effectively one dimensional. In this case, the smallest barrier to escape is in the (p direc-
tion and (p,=nTf (or nearly so), and the problem is the same as for a single junction, in
Equation (3-6), except that the capacitance is 2C1 and the current is Iceff. Once again, we
use the first and second derivatives of the potential to find the maximum and the mini-
mum, resulting in Equation (3-11).
dU biA'b as d 2U
= E,(2|cos sinpp - d 2= EJ2|cos nf cos 3-)dP (3-10)
( bias 'ibi' a s
(p, min = asin (21 1 Coslt,/ 9p, max = it - asin (21 cosnA
This gives AU from the difference of the potentials at (Pp,min and <Pp,max in Equation (3-11).
AU = U(Pmax) - U(Pmin) = 4(|cs 2b ioasA 2 bias acos( bias (3-11)
'
1 Prnax '1 Pmin - A 4(C~tEj)1  2J cjJJ 21~coCsiA~ \21'! CosnA~)
We can define Ic,,=2I~cosTJ and Ejf12Ie,,J(D/2)=2Jcos7CAEj. With those
definitions, the above equation reduces to the equation for a single junction, resulting in
the form in Equation (3-12).
AU = 2E I, ias biacos (3-12)
c, ef ic, eff C, eff)
The equations for the frequency also look similar, as in Equation (3-13).
a2
*= = U(Pp, mill)/mp
fo = Cos(PPmin) (3-13)
( D/2n)22CJ
_ 1 1 Ib 2 
1/4
rLfJ effCeff ( , eff)
Between these two formulae, it is apparent that the SQUID, though a two-dimensional
system, can be reduced to one dimensional system which behaves like a single junction
with an adjustable critical current whenever PL is small. LJeff = (DO/( 2 7rIceff). Often we
place an external capacitance across the SQUID in order to shunt it, in which case Ceff=
2Cj+Cs, where CS is the shunting capacitance. Figure 3-5 shows the escape rate for ther-
mal activation.
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Thermal Escape Rate T=20 mK
Thermal Escape Rate T=100 mK
Thermal Escape Rate T=300 mK
Quantum Tunneling Escape Rate
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FIGURE 3-5. Escape rate for the dc SQUID varies with bias current at various temperatures. This
graph applies to the device measuring the qabit, with a 2 pF shunt capacitor and an I, of 5.25 pA in
each junction. The heavy line shows the quantum tunneling escape rate, which does not depend on
temperature. It is about equal to the thermal escape rate at 100 mK, and is dominant at lower
temperatures.
3.3.2 Quantum Thnneling Escape Rate
So far, only thermal activation has been discussed as the means for the SQUID to
switch. It is also possible for the SQUID to tunnel out of its potential well quantum
mechanically. The potential from which the phase particle must tunnel is still that shown
in Figure 3-4. The rate of tunneling may be calculated using the WKB (Wentzel-Kramers-
Brillouin) approximation, as in Equation (3-14).
Ko(w xp-f~ 2m(U((p) -Eo)d(pJ
K is a constant, (p and ep are the initial and final points in ( in which the tunneling
takes place. These are determined by the intersection of the barrier with the ground state
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energy (EO) of the particle in the well. AU is the height of the barrier, and wo is the fre-
quency of the ground state. Leggett solved this equation explicitly for a cubic potential
[34], which approximates a Josephson junction (or a SQUID), to give Equation (3-15).
F = (0 exp (3-15)0o(60AU)t/2(!8)l/ 2ex( 36 AU) (-5
As before, AU and o are functions of the bias current and the magnetic field, given in
Equation (3-16).
AU 4COStA( 1 (bai 'bias 'cs~biasj
A U 4 1cosn fA E 1 a aco i3_6S "ceceff c, effe (3-16)
00 =fL C2 1/4
0=Li, ef C eff" ( 1c, efJf)
3.4 Simulations of Escape Probability in the DC SQUID
The probability of escape is distinct from the escape rate. F is a generic escape
rate which may be either thermal activation, quantum tunneling, or some combination. In
Equation (3-17) we have a probability of escape within an infinitesimally small unit of
time.
Pesc(t+dt)-Pesc(t) = (1-Pesc(t))-dt (3-17)
The probability that the phase particle escapes within time dt is the escape rate times dt
times the probability that it has not already escaped. Since dPesc(t)/dt-(Pesc(t+dt)-Pesc(t))/
dt, we can solve Equation (3-17) for Pesc(t), giving us Equation (3-18).
dPesc(t) = (1 -Pesc(t))Fdt
-ln(1 - Psc(t)) = Ft (3-18)
1 - Pesc(t) = e
We define P(t)=1-Pesc(t) as the probability that the particle remains in the well.
This gives the simple equation P(t) = e-It, the usual exponential decay rate that one
expects.
It is still necessary to determine F when two escape rates exist. Consider both
probabilities: escaping from the well due to thermal activation, P therm(t) = e-thermt, and
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escaping from the well due to quantum tunneling, Pquant(t) = e- qant . The probability
that the SQUID remains in the zero voltage state rather than escaping by either means is
P(t) = Pquant(t) x Ptherm(t) = - x e Ftf X e i-("eqrni -- C a+hrne,)t . The total escape
rate is equal to the sum of the two rates, FtOt=Ftherm+ +quant, if they are independent. (This
is a good approximation in this potential, since thermally-assisted tunneling is not statisti-
cally favorable.) This satisfies the escape rate in the two temperature extremes. At abso-
lute zero, thermal activation is frozen out, and the total rate is equal to Fquant when
1therm-+0 . At high temperatures, thermal activation completely overwhelms the quantum
tunneling, and the escape rate looks like Ftherm. when Ftherm Fquant-
The next challenge is to find the probability of the phase particle's escape as the
SQUID bias current is ramped. While analytically complex, a simple numerical solution
can be achieved by discretizing the ramping of the SQUID bias current into a series of
steps, where the current is held constant for a period of At before it is increased to the next
value. Then the probability of the phase particle escaping at any particular current, I, is
given by Equation (3-19), which is simply the probability that a particle would escape at
this current in time At times the probability that it has not escaped already.
Pr(I)= (1 - e-(I)At 1 - I Psc(I ) (3-19)
j<i
A computer program can solve this problem by sequentially calculating the proba-
bility of escape at each current step. The analytical, continuous problem stated in Equa-
tion (3-20) is more difficult to solve. pesc(t) is the probability density of escaping within
time dt.
Pesr(I)dI = '(I)dt I - Pe,,(u)du (3-20)
S0
Another approach uses a Monte Carlo method. In this, the probability of escape at
each current is calculated individually to be P(Ij) = e-r(i)At A one-dimensional array
of uniformly distributed random numbers between 0 and 1 is created, each element of the
array corresponding to one step in the SQUID bias current. The first element whose value
exceeds the probability is marked as the escape point, and the corresponding current is the
switching current. New random arrays must be created on the order of a thousand times in
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order to produce a histogram of switching currents. While slower than the numerical solu-
tion of Equation (3-19), this method allows the addition of noise to the bias current or the
magnetic field, or even the effect of a qubit changing states. While this would be a highly
complex correlation to solve analytically, a Monte Carlo simulation can easily produce an
approximate solution. The results of both types of simulations, numerical integration and
Monte Carlo, are compared to the measurement results in Figure 3-10.
3.5 Experimental set-up
Measuring the dc SQUID requires ramping the bias current of the SQUID until it
switches, recording that current, and then repeating the measurement between 500-10,000
times in order to make an ensemble measurement. While each switching event is stochas-
tic, with a sizable variance, taking enough measurements reduces the variance of the
mean, making for an accurate measurement of the magnetic field from the mean switching
current. In order to determine the viability of niobium, we want to reproduce the experi-
ments on Al done at Delft with our Nb sample, starting with the ground state experiments,
where we take an ensemble measurement of the switching current of the dc SQUID,
shown in Figure 3-6, for each magnetic field step as we sweep it. The dc SQUID should
follow the standard SQUID effective critical current, 21IcosTcA (allowing for the statistical
variation due to thermal activation and quantum tunneling), except where the qubit dis-
turbs it. Because of the noise requirements of this measurement, all equipment connected
directly to the dc SQUID must be battery powered, since ac powered devices transfer
noise to the SQUID and increase the standard deviation of the switching current.
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FIGURE 3-6. The dc SQUID and the qubit. On the order of 500 to 10,000 measurements must be
taken of the switching current in order to determine the state of the qubit.
The central component of the measuring equipment is the sample-and-hold circuit
shown in Figure 3-7. This device measures the dc SQUID's current quickly enough to get
a high resolution measurement of the switching current. A sample-and-hold IC (an
AD783J from Analog Devices) reads a voltage measure of the current (Vcur), while an
amplified version of the voltage (V,,lt) across the junction is measured by a high speed, 7
ns comparator (AD8516). The potentiometer sets the threshold voltage of the comparator.
When the junction voltage (amplified 500 times) exceeds this threshold voltage, the
inverse output of the comparator (Q) is sent to the sample-and-hold. The AD783J holds
on a low input, so it locks onto the Vcur when the junction switches. Simultaneously, the
comparator output is used as an external trigger (Vtrig) sent to the DMM which measures
the held voltage (Vmeas)- The sample-and-hold circuit is accurate and can sample accu-
rately (at least 1 part in a 1000) from an input with frequencies ranging from dc to 1 kHz.
This allows high resolution measurements on the dc SQUID switching current.
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FIGURE 3-7. Sample-and-hold circuit used to detect the switching current of the dc SQUID.
The digital multimeter records the output of the sample-and-hold circuit, Vmeas,
when it receives the trigger signal, Vtrig. The multimeter can store up to five hundred
measurements, which it then downloads to a computer. The multimeter and the computer
are the only parts of this measurement which must run off an ac power line. Everything
else, from the function generator which sweeps the current to the amplifier which magni-
fies the voltage output, runs off batteries. The ac powered components are all at least one
degree of separation from the superconducting device, so that their noise influence is
minuscule. The full circuit is shown in Figure 3-8, and draws 30-40 mA from the battery.
Four sealed lead acid batteries, each with a charge of 5 amp-hours, provide the two rails
with 12 V and -12 V, with two batteries in parallel providing for each rail. The total of
four batteries provide enough power for about 250 hours between rechargings. Three of
the four-battery packs were made, allowing recharging of two of them while the third is in
use. The magnetic field, which is not electronically coupled to the rest of the setup, is con-
trolled by a Yokogawa programmable dc source, which supplies current (or voltage) to an
accuracy of 1 part in 104 with very low noise.
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FIGURE 3-8. Setup used to measure switching current of dc SQUID. Everything to the left of the
dashed line is battery powered, while everything to the right is plugged into an ac wall outlet.
1
0.5
>s
0
0
-0.5-
500
Time (a.u.)
1000
-1
0
1.5
1
C
0)
0
1500
0.51-
0
-0.5-
-1
0 500 1000
Time (a.u.)
FIGURE 3-9. Current through the SQUID over time and the corresponding
number of such ramps (500-2000) are needed to make a single histogram.
1500
voltage. A large
87
5-1.
This setup was first tested on a dc SQUID made with junctions of 1.2x1.2 gm2 and
a current density of 730 A/cm 2 . It has a critical current of about 22 pA. The SQUID has
2 pF in parallel with it in order to increase the weight of the internal variable (see Section
3.8). The SQUID can resolve variations in the field of 0.001 (Do with 1000 measurements
of the switching current. At 400 mK andf=O, the mean switching current is 21.6 gA, and
its measured standard deviation is 70 nA. Simulations using the Monte Carlo technique
give a mean of 21.5 gA and a standard deviation of 42.5 nA, while using the formulation
in Equation (3-19) gives a mean of 21.5 gA and a standard deviation of 30 nA. The histo-
grams associated with these values are shown in Figure 3-10. The standard deviation is
greater for the experiment than the simulation, which may be due to noise in the experi-
mental apparatus.
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FIGURE 3-10. Switching histogram of the SQUID, both from the experiment, and from the
Monte Carlo and numerical simulation. For all three, the temperature is 400 mK, for a SQUID
with 1.2x1.2 pm 2 junctions and 730 sA/cm 2 critical current. The specific capacitance is 40 fF/
Rm2 and there are 2 pF in parallel with the SQUID.
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3.6 Timing Experiment
The initial experiments looked for the current where the SQUID switched in order
to determine the flux which the SQUID was detecting. However, it is equally valid to
measure the time it takes the SQUID to switch when it is biased at a certain current. The
escape rate increases exponentially with changes in current, but does not change at all in
time. Since the probability of escape has an exponential dependence on both rate and
time, l-Pesc(t) = e-t, a time measurement is potentially more sensitive. In cases where the
qubit state is changing over time, a time measurement can give more detailed information
than the current measurement. Finally, the current measurement requires a changing bias
current. Because the circulating current of the SQUID inductively couples to the qubit,
the influence of the SQUID on the qubit changes with its bias current. Thus it is useful to
keep the SQUID at a constant bias current, so its influence on the qubit remains constant.
In order to measure the time to escape, the bias current of the SQUID is rapidly
increased to a point just below its effective critical current. Then the circuit measures the
length of time between when the current reaches this point and when the SQUID switches.
This is done with the analog integrator shown in Figure 3-11, which consists of a compar-
ator and an op-amp integrator which has a linear voltage ramp. The comparator switches
when the bias current of the SQUID reaches a certain preset point. A comparator ensures
that the ramp rate is independent of the actual amplitude of the current, since it rails the
voltage input of the integrator to a constant value. When the input goes below the thresh-
old current, the comparator reverses the inputs on the integrating op-amp, causing the
capacitor to charge to the negative rail. In order to make sure that the integrator always
starts at the same place (with the capacitor charged to the negative rail), the comparator
off-time needs to be longer than the on-time.
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FIGURE 3-11. Op-amp integrator. The operational amplifier charges the capacitor when the
negative input is 5 V and the positive input is 0 V, and discharges it when the negative input is 0 V
and the positive input is 5 V. The comparator switches on when the current to the SQUID ramps
up.
The insertion of the integrator is the only real difference between the circuit to
measure the escape time, shown in Figure 3-12, and the circuit which measures the
switching current, in Figure 3-8. (The function generator is also replaced with an ac func-
tion generator and an optical isolator, which is only necessary to give more control to the
wavefunction.) In the new setup, when the SQUID switches, the sample-and-hold cap-
tures the value of the integrator, an analog measurement of the escape time, and sends it to
the DMM. The program which reads the value of the DMM for escape time is identical to
that which reads switching current, although it may need to be calibrated to convert its
new input to time rather than current.
This setup has been tested, and it does work. The limiting factor has less to do
with the experimental setup than with the nature of the timing experiment. Because the
SQUID is more sensitive to the bias current than to the time, the most difficult task is to
select a bias current where the timing experiment can work. Since Ieff depends on the
flux bias, a different bias current is necessary for each flux bias, so taking measurements at
differing flux biases requires inordinate work. Overall, this setup will be useful when tak-
ing time ordered measurements, but not before.
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FIGURE 3-12. The setup used to measure the switching time of the dc SQUID. Everything to the
left of the dashed line is battery powered, while everything to the right is plugged into an ac wall
outlet. The function generator delivers a square wave at about 40% duty cycle. When it goes high,
the integrator starts increasing in voltage. When the SQUID switches, the sample-and-hold samples
the value of the integrator, which is then measured by the DMM. Repeated measurements produce
a histogram of switching times.
3.7 Requirements for the SQUID
3.7.1 Decoherence through the SQUID
The most difficult aspect of interfacing with the qubit is doing so without causing
excessive decoherence. Decoherence is the process whereby quantum systems lose infor-
mation, becoming more classical. There are two rates associated with this: dephasing time
and relaxation time. Dephasing time is the characteristic time in which the quantum sys-
tem loses phase information. For a qubit in state a|O> + P1>, a and P are complex num-
bers, and thus have a relative phase to one another and to the other qubits. The dephasing
time describes the rate that this relative phase information is lost while the probability dis-
tribution between the states remains the same, that is 1X12 and IpI2 remain constant. Thus,
while a dephased qubit can no longer be used for calculations, a classical measurement
made on it will still produce reliable information, i.e. the same probability distribution as it
would have had before the dephasing. Relaxation time is the time it takes for the qubit to
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relax to its ground state, thereby losing any measurable information. When the qubit has
fully relaxed, it has also dephased, since the relative phase information is lost when it is
entirely in one state. The characteristic times which we calculate are the exponential
decays to dephase or relax, so it is possible that the rate of decay of the phase information
may be slower than that of the state information, leading to a slightly slower dephasing
than relaxation rate in Equation (3-21). Nevertheless, once the system is fully relaxed, it is
also fully dephased.
Relaxation and dephasing times may be found by applying the spin-boson model
to the qubit. The spin-boson model is a special case of the dissipative two-state system,
where a spin is coupled to a bath of harmonic oscillators. This is a good model for the PC
qubit's coupling to the environment, although it has some weaknesses. Most critical, it
assumes a two-state spin. Although the circulating current has similar magnetic properties
to a nuclear spin, it has a number of higher states which are not taken into account. Still, it
does provide a good starting point to calculate decoherence. The relevant equations give
dephasing and decoherence times in terms of the spectral density of the environmental
noise, J(o) [33].
r= ! AJ) coth and - = F+ n0J(co) coth (3-21)2 ~v)( k kBT) 2 2 v) (,o k 2kB T)i 3-1
tr andro are the relaxation and dephasing times, respectively. The 0 in the relaxation rate
is the frequency corresponding to the energy difference (v) between the two states. A and
F are the tunnel splitting and energy bias, respectively, and are related to v by v2-A 2+ 2.
The tunnel splitting is the energy difference of the symmetric and antisymmetric wave-
function atf=1/2, while the energy bias is the energy difference between the minimum of
the two wells in the potential. It varies linearly withfnearf=1/2, passing through zero at
exactly half a flux quantum. J(o) is the environmental spectral density function, defined
in Equation (3-22).
J(O) = T 
-8(oi) (3-22)
J(o) is calculated from the fluctuations in the energy levels of the qubit C, J(co)=<6v 3v>J/
h2coth(hco/2k3 T)=<sE 6s>h 2coth(hO/2kBT), which is true at those biases where E>>A.
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To find J(o), various theoretical methods have been developed [46,47]. Here we use the
intuitive method of van der Wal [47]. The most direct source of noise are field fluctua-
tions due to noise in the circulating current in the dc SQUID, which traces back to the
Johnson-Nyquist noise in the environment. The Johnson-Nyquist noise can be calculated
from the real part of the impedance seen by the SQUID. Since the resistive noise source is
located outside of the magnetometer, it is evenly divided between the two branches of the
SQUID (as in Figure 3-13) when the impedance of each branch is equal, which is the case
as long as the junctions are equal and equally-biased, which is the case when the bias cur-
rent is off.
Ibias
+ I2 +
91 >) 2 4w0)
FIGURE 3-13. Circuit diagram of the dc SQUID and the impedance seen by it. The Johnson
noise from the impedance couples indirectly to the circulating current of the dc SQUID to
decohere the qubit.
If the coupling of each of the two branches to the qubit is equal and opposite, the
total noise is zero. As the bias current is increased, however, the difference in the current
in either branch (due to the circulating current which the external bias flux produces in the
SQUID) creates different linear characteristics in the branches. Here we repeat Equation
(3-3) for reference.
'bias 21Cos(p.sinl(p (3-23)
'cir = 1 sif(PmiCOSPpP
93
Recall that Pn=(@P1-(P2)/ 2 =7Isq/(Io, where (Dsq is the magnetic flux threading the
SQUID and (D,/O can be written as f. (p follows the bias current. While 'cir directly
couples to the qubit, environmental noise appears as fluctuations in the Ibias. The fluctua-
tions in Ibias can be translated into fluctuations of Icir through 8(fp in Equation (3-24).
61bias =21inc (PCS5w (3-24)
6irir = Icsinp,.sin g,69P
This gives the relationship in Section 3-25 between cir and 'bias-
6ic,, = 2 tan pftan(PP6,bias (3-25)
Likewise, fluctuations in the voltage can be related to fluctuations in the current
across the SQUID by the relation in Equation (3-26), which uses the Josephson inductance
of the two junctions in parallel to relate the two.
iC0Ibias = 21 Ccos -Cos 6h8V (3-26)
This yields Equation (3-27) for fluctuations in the SQUID circulating current.
5 Icir = Icsinp.singpW6V (3-27)
I is the circulating current in the qubit, which is proportional to the slope of the energy
bands, such that 21=8/60. Since 8&=2IiI, and 60 is a small change in flux in the qubit
which is caused by the circuit environment through MSc, we can write the deviation in E
as Equation (3-28).
e = 21 M( icsin nsinj-SV8 (3-28)
Substituting Icsinpp=Ibias2 cospm and finding the autocorrelation function <8E 8E>, gives
Equation (3-30).
(6c s). = h _M22g1bias (tanpp) 29{Z(CO)} (3-29)
Since the Johnson-Nyquist noise gives a value for <6V 8V>C=Re{Z(o) lcoth(hV2kBT).
(6sE 5E) = h 2e (tan ,p)29{Zt(O)}coth(3-30)
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This finally gives the value of J(w) in Equation (3-31).
(o) = (h) M2; Ibias (tan p {)29(w) (3-31)
Here, Zt(co) is the impedance which the SQUID sees in parallel with the SQUID
itself, as shown Figure 3-13. The total environment includes the SQUID itself; its Joseph-
son inductance and capacitance must be included, in parallel with the external impedance
from the environment: Zt(o) = Z(o)IIZSQUD(o). Notice that the decoherence caused by
the SQUID is proportional to its bias current. Thus, when the SQUID is unbiased, it
should not contribute to decoherence at all, as we predicted when we noted that the
SQUID is symmetric, and in the unbiased SQUID, the noise is divided equally between
each branch, and the two branches' inductive coupling to the SQUID cancel each other
out.
3.7.2 Measurement Requirements
The first design objective for the SQUID is to cause minimum decoherence to the
qubit. The second design objective is to narrow the standard deviation of the switching
current, which improves the resolution of the measurement. As noted above, many mea-
surements must be taken on the SQUID in order to determine the field in the qubit. In
order to determine the state of the qubit with a given number of measurements, the mean
switching current of the SQUID when the qubit is in the 10> state, <I,,(10>)>, must differ
from the mean switching current in the 1> state, <Isw(I1>)>, by a value significantly
greater than cmean (ideally, by at least 3amean), which is the standard deviation of the
mean switching current. 9Mean=Usw/N1/2, where as, is the standard deviation of the
switching current for each measurement and N is the number of measurements taken. The
more measurements taken, the closer the measured mean will be to the true mean. Since
the standard deviation of the mean varies with the square root of the number of measure-
ments, the number of measurements (and thus the time required to take the ensemble mea-
surement) must be increased by a factor of 4 in order to reduce the standard deviation of
the mean by a factor of 2. Any technique which decreases asw by a factor of 2 would
reduce the time to take the measurement by a factor of 4.
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In Delft's initial experiments, they minimized the critical current of the SQUID in
order to minimize back action from the SQUID to the qubit. In their operating regime
(CO>>(OT , where L1 and C are the Josephson inductance and the capacitance of the
SQUID respectively), Equation (3-32) describes the spectral density of the noise, where R
is the environmental resistance and Cff is the capacitance seen by the SQUID.
J(o) = )2 MIp'bias 2(tan(P )22 for o oLC (3-32)h /1! 1 RC 2
0 ~eff
Coherence times vary with 1/J(o). Decoherence increases with the square of the
bias current, thus encouraging the minimization of the critical current of the SQUID.
Delft also uses a large external capacitance to shunt the SQUID. Not only does this
lengthen the coherence times, it was believed that it would decrease the width of the histo-
gram (experimental evidence has failed to demonstrate this, however). It effectively
makes (pP harder to change, increasing the accompanying mass mp, thus requiring more
energy to switch the junction to the voltage state.
This is not the only regime in which it is possible to operate the SQUID, however.
If one works in a regime where o<<oLC, the dependence looks more like Equation (3-33).
J(O) = - Ibias (pm)21 for ( << (3-33)
c, eff
In this case the dependence on Iceff and Ceff disappears. This is not an obvious
advantage, since it quickly becomes apparent that J(o) increases linearly with o. This
means that there is no longer a i/o 3 fall off, and at first glance it will give a shorter deco-
herence time than can be obtained in the other regime. However, as Ic increases, the width
of the histogram as a proportion of critical current narrows rapidly.
Since the SQUID does not decohere the qubit until a bias current is introduced, the
idea of a rapid measurement of the qubit is ideal. In this case, the SQUID's current is rap-
idly ramped up, in a time on the order of a microsecond, which is faster than the relaxation
time. In the first round of experiments, the instrumentation needed to measure the switch-
ing current could only accurately measure the current up to a few kilohertz, since it needed
to accurately determine where the SQUID switched to one part in a thousand. In other
words, the measurement of the SQUID current had to be accurate to one part in a thousand
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with a 1 ms measuring time. If the histograms are sufficiently narrow, the resolution of the
switching current can subsequently decrease. It may be possible to rapidly increase the
current and hold it for a time on the order of I jis so that it is very likely to switch if the
qubit contains one value, and very unlikely to switch if it contains another. This can only
work if the current distributions for the two states of the qubit are very distinct, however.
If so, a large number of measurements can be taken very quickly while fewer measure-
ments are actually needed, which is the ideal.
The qubit designs which have been fabricated at Lincoln use a SQUID with a
larger junction size, and hence critical current, than those at Delft. This thesis discusses
the testing of those qubits, and whether their operation in a different regime is an advan-
tage. They have a shunt capacitor of 2 pF, a self inductance of 70 pH, and a critical current
for each junction of 10.5 pA, 5.3 gA, and 1.1 RA of each junction for the samples at cur-
rent densities of 730 A/cm 2, 370 A/cm 2, and 67 A/cm 2 respectively. These give dephas-
ing times of 2 ns, 7 ns, and 1 js, and relaxation times of 13 ns, 35 ns, and 100 ps.
3.8 The SQUID as a Quantum System
Thus far we have treated the SQUID as a classical device. In the case of the dc
SQUID measuring the qubit, it is more correct to view the SQUID as two coupled quan-
tum systems. Moreover, if the internal and external variables of the SQUID are consid-
ered separately, there are three coupled systems, although the external variable is the least
quantum in nature. This is covered fully in Lin Tian's thesis [64]. Here, we quickly
review a simple technique in order to extract a few useful results.
The Hamiltonian for the SQUID by itself is given in Equation (3-34).
P2  p2  -2(2 2,j) 2
HSQUlD = 2M + 2M 7 mL - 2E/cos (Pcos PM - (3-34)
The full quantum system, excluding the decohering environment, appears in Equation (3-
35).
P 2 1p
H = H + , + 02 ((pm + q+- M + 2 A + 02 2 + 6+M)M(pp (3-35)q Mn2 ,,,"m(in Z 2M P2 P P
m ip
Hq is the Hamiltonian for the isolated qubit [53]. Here, the external and internal degrees
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of freedom of the SQUID have been approximated by simple harmonic oscillators. The
masses of the internal and external variables are M,=(Do/2) 2(2C1 ) and Mp=((Do/
2n)2(2Cf+C), where Cs is the external capacitance in parallel with the SQUID. Ceff, as in
Section 3.2, is equal to 2Cf+C. The means of getting from Equation (3-34) to Equation
(3-35) is expressed in Equation (3-36) for the external variable, (pp.
= E(2 cos (p,,) sin ((p) - ba)
2
= 
2E cos (P,,) cos (,) (3-36)
2
m o2= = 2Ejcos ((,p) cos (pp)
Equation (3-37) shows how to develop the simple harmonic oscillator approximation for
the internal variable, (p..
i)U E(in ( O ( 2 (2 (pm) - 21rf)
___= EJ(2sin (prn)cos(p t) -D
2
= E 2cos (,m)cos(p ) (3-37)
2
m,0o2 = = Ej(2 Cos (,M) Cos ((P,)
The potential is expanded to U((pj)=Ko+Kj~p+K2(Pi2/2. The center of the oscillator is at
the stable point of Kl=dU/dpi=O. KO is an offset and may be discarded, leaving K2, which
is equivalent to Mo2 in a simple harmonic oscillator. p,,=(Pm-(Pm> and Ip=<p >.
The values of the expectation values of (p and <Pm, along with the o>, and com, are defined
in Equation (3-38).
(T)= asin (_b(ia ) ~Rf
C, e f
Lje/2 _)(,(bias)2 " (3-38)
1 2 1/2
0), = ,L ef (2C 1 )( IC eFf)
'n' L (Cf) I LSCj
We have already assumed that PL is small, and that the 2/LmCj term dominates for com.
The resonant frequencies and offsets of the oscillators depend on the bias current and the
magnetic field through the SQUID. cz measures the state of the qubit, and transfers this to
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an offset of magnitude +/- qO in (p,,. The interaction between p,, and p, is determined by
the term 6 ,11 P, where 6, is the strength of the interaction.
The width in p,,, decreases with the self inductance of the SQUID, as Equation (3-
39) quantifies.
A = s (3-39)
The Hamiltonian in Equation (3-35) approximates the system, but it leaves out the
effect of the quantum width of the qubit phase, whose influence on the SQUID is not as
narrowly defined as qoaz. A better formulation would be q'Ir, where I, is the quantum
variable corresponding to the circulating current in the qubit. The new variable, q', is
approximately equal to qo/<Ip>, where <I,> is the expectation value of the circulating cur-
rent. Determining the wavefunction I, requires a fuller definition of Hq which includes
the self inductance, as in Section 2.5. If the width of I, is much smaller than the expecta-
tion value, <I,>, which is true for the small PL where we design our qubit, then the qgOz is
a sufficiently accurate approximation.
The quantum model for the SQUID is important if it is necessary to consider the
SQUID and the qubit as an entangled quantum system. It can also be used to derive the
means whereby environmental noise couples to the qubit and causes decoherence, as Tian
has done.
3.9 Summary
This chapter has explained how the dc SQUID is used to measure the state of the
qubit. It details how the switching current histogram relates to the actual state of the qubit.
We produce this histogram using a function generator which sends a triangle wave bias
current to the SQUID and a sample-and-hold circuit which captures the current value
where the SQUID switches to the voltage state. By taking ensemble measurements of a
1000 samples, we can measure a change in the magnetic field on the order of 0.001 (O,
which is sufficient to detect the state of the qubit. The dc SQUID is a sensitive flux meter
whose coupling to the qubit transfers limited noise since the noise across each branch cou-
99
ples to the qubit antisymmetrically and the two cancel out at zero current bias.
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Chapter 4
Measurements on a Persistent Current Qubit
4.1 Introduction
We have performed experiments on the persistent current qubit in order to measure
its signal, and used the data we have taken to derive the parameters of the qubit. This
information tells us much about the quality of the fabrication process. This chapter starts
by explaining what measurements have been taken, in Section 4.2, and which devices
have been measured, in Section 4.3. Then Section 4.4 covers the data taken at tempera-
tures above 300 mK, and explains how the time-ordered measurements account for the
change in the qubit step location with temperature and measurement rate. This informa-
tion is used to extract the parameters of the qubit. Next the measurements taken in a dilu-
tion refrigerator, at temperatures ranging from 20 mK to 300 mK, are introduced in
Section 4.5. After pointing out the features of the ground state measurements, we explain
the need for state preparation and show how it is done. This leads to the hysteresis mea-
surements and their explanation. These results give evidence for quantum energy level
crossings and for back action from the measurement SQUID, both of which are explained.
When these low temperature results are compared to the qubit's quantum model, we are
able to use the locations of the level crossings in order to extract the remaining parameters.
4.2 Measurement Technique
The DC SQUID discussed in Chapter 3 serves as the magnetometer to detect the
state of the Persistent Current Qubit. As Figure 4-1 shows, the circulating current of the
ground state of the PC qubit changes direction as the magnetic flux bias of the qubit passes
throughfq=0.5. This change in the circulating current produces a change in magnetic field
which the magnetometer can detect. Since the background magnetic field which biases
the qubit also biases the SQUID, the magnetometer measures the sum of the background
flux and the flux generated by the qubit. It is preferable to measure the qubit state change
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at a flux bias where the SQUID is sensitive to small field changes. By making the SQUID
and qubit different sizes, we can have the SQUID frustration,fs, at 0.75, whenfq=0.5. At
this is the point the SQUID is sensitive to changes in magnetic field without the ambiguity
of a double well in the SQUID potential, so the changing of the circulating current of the
qubit's ground state should result in a noticeable change in the SQUID's switching cur-
rent.
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circulating currents at various frustrations (right).
85 0.49 0.495 05 0.505 0.51 0.515
0.49 0.495 05 0.505 0.51 0.515
Frustration(%)
the energy band diagram and the
4.3 The Samples
Our experiments have been on a SQUID and qubit combination, shown in Figure
4-2, where both the devices are fabricated in Lincoln Laboratory's trilayer process in a sin-
gle fabrication run. The qubit is placed inside of the SQUID, both for maximum mutual
inductive coupling and because this configuration gives symmetrical coupling of the two
SQUID branches. This is what causes noise coupled from the SQUID to the qubit to can-
cel out unless the SQUID is current biased, as is discussed in Section 3.7.1. We have
tested three critical current densities, one at 730 A/cm 2 , one at 370 A/cm2 , and one at 67
102
( =0.A95 0 -
I N
/
N. I
- /
I I I I I i I I I
1
....... ........   ......... 
 -
1.35[
1
A/cm 2. There are two large capacitors connected on either side of the SQUID. These
effectively increase the mass of the SQUID's external variable, lowering the SQUID's res-
onance and helping to decrease decoherence.
- 5gm
FIGURE 4-2. A micrograph of the SQUID and qubit combination which are measured in this
project.
4.4 The Qubit above 300 mK
4.4.1 Experimental Results
Measurements confirm the existence of this change in circulating current in the
qubit. In the switching current curve of the SQUID, this looks like a sudden change, or
step, in the mean of an ensemble switching current measurement. The experimental tech-
nique is described in Section 3.5. The results are shown in Figure 4-3, plotting the mean
switching current of the SQUID versus the magnetic field, which shows a small step
where the qubit bias isfq=0.5. These first measurements were done at 300 mK according
to the He-3 probe thermometer, but the thermometer is not calibrated, and we believe that
the actual temperature of the sample is closer to 400 mK.
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There are numerous approaches to normalizing the step in order to separate the
qubit magnetization from the flux bias magnetization. The first method of "subtracting
the background" works best when the step appears in the linear part of the SQUID curve.
In this case, one can simply draw a straight line through the step parallel with the SQUID
curve at that point, then subtract the switching current indicated by the line from the mea-
sured mean switching current. This gives Figure 4-3 (b and c), which show a pronounced
step, but the edges are not straight lines due to the non-linearity of the SQUID curve.
Another method is to take a lobe of the SQUID curve in which no step appears and sub-
tract that from a curve in which the step does appear, which works better but it does not
take into account that the change of the qubit's circulating current introduces a flux jump
to the SQUID which alters the effective magnetic field of the SQUID curve. These meth-
ods, which subtract a normalization value from the switching current of the SQUID curve
rather than mapping the switching current to the effective magnetic field, cannot ade-
quately describe the qubit's state change. The best method takes this into account, by tak-
ing a region of the SQUID curve where no step appears, and determine what value of
magnetic field corresponds to each mean switching current. Then we map each point in
the step, which is the mean of an ensemble measurement of the switching current, to the
corresponding magnetic field. This should give us a straight line (due to the linearly
changing flux bias) which includes the step (due to the qubit). Subtracting the linear flux
bias, we get a good measurement of the change of the qubit's magnetization.
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FIGURE 4-3. (a) The SQUID curve in response to a magnetic field. It has a periodicity
corresponding to one flux quantum through the SQUID. Steps appear in the curve
around f5 =0.75 and -0.75, corresponding to the switching point of the PC qubit. (b) and(c) show the steps atfs=-0.75 and 0.75, respectively, once a SQUID curve without the step
has been subtracted off.
Each point in the SQUID switching current curve is an average of 500 switching
events. A close look at the histogram of switching events near the qubit step reveals two
peaks, allowing us to distinguish the number of switching events corresponding to each
qubit state in the measurement. As Figure 4-4 shows, the two peaks vary in height as the
qubit moves throughfq=0.5. This allows for a fourth technique to observe the step. If the
histograms have two peaks, then we can count the measurements in one peak and then the
other, and produce a probability curve which shows the probability for each direction of
the circulating current. This method is only useful when the two peaks are clearly distin-
guishable, which becomes less true at higher temperatures.
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FIGURE 4-4. (a) The signature step of the PC qubit in the average dc SQUID
switching current. Looking at the measurements taken at each point reveals bimodal
histograms, with the heights of the peaks varying as the flux bias of the qubit
changes. (b) Bimodal histogram favoring the higher switching current forfq<-0.5 (c)
Bimodal histogram where the peaks are about even, where fq=-0. 5 . (d) Bimodal
histogram favoring the lower switching current, where fq>-0.5. (e) Another way of
looking at the data: a contour plot where each vertical slice represents the histogram
at a certain magnetic field value. The shade of grey indicates the number of
switching events appearing at each bias current value of the SQUID.
While we can measure the qubit in each state, there is no clear correlation between
sequential measurements. The state in which we measure the qubit each time is random,
although the probability has a clear dependence on the flux bias. The qubit must have
some mechanism for changing states in between measurements. Each state is energeti-
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cally stable, corresponding to a minimum in the energy potential, and there are four possi-
ble ways for the qubit to escape its energy well. The first is thermal excitation. The
second is incoherent quantum tunneling, in which the phase particle tunnels from one well
to the other, but does not coherently occupy both wells. Third, the phase particle can
coherently tunnel, reaching a superposition of the two circulating current states. Finally,
changes in the qubit's flux bias alter the depth and shape of the potential wells, so it may
cause the qubit to change states by eliminating the barrier, or at least reducing the barrier
sufficiently to greatly enhance one or more of the other three mechanisms. One such
change to the qubit's flux bias may be due to back action from the DC SQUID, which, for
the samples with high current density, has a large circulating current which couples by
mutual inductance to the qubit. By measuring the qubit step signature against temperature
and measurement rate, we can explore the possible sources of the qubit state change.
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FIGURE 4-5. The temperature dependence of the qubit step signature. As
temperature increases, the qubit step becomes wider and shifts to the left, towards
the higher switching current.
As the temperature rises, the magnetic field at which the step occurs shifts towards
a greater magnitude of the switching current. The step also becomes wider, as shown in
Figure 4-5. A similar effect is observed at lower rates of sweeping the bias current (see
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Figure 4-6). That measurement rate and temperature have similar effects suggest that
classical thermal activation is the best explanation for this phenomenon. The data shown
in these two figures is from the sample with a critical current density of 730 A/cm2.
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FIGURE 4-6. The dependence of the qubit step signature on the measurement rate. As the
frequency of the measurement decreases, the qubit step becomes wider and shifts to the left,
towards higher magnitude switching current.
A clearer picture of the phenomenon can be obtained by looking at the individual
histograms. The contour plots in Figure 4-7 are one way of doing this, similar to the plot
shown in Figure 4-4(e). It has the same axes of Figure 4-5 and Figure 4-6, but rather than
a plot where each point represents the mean of a histogram, this contour plot shows the
number of switching events at each flux and current bias point, so the a vertical line
through the plot represents a single histogram. In these plots, it is clear that there are
switching events between the two histogram peaks, and that the number of those switching
events increase with temperature. Although it is expected that the histogram would grow
wider with temperature due to the thermal activation's contribution to probabilistic
switching of the SQUID, this is a separate phenomena, as the observed width of the
SQUID switching current variance away from the qubit step is not large enough to account
for the number of events between the two peaks.
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FIGURE 4-7. Each of these four contour plots show the number of switching events at the
specified magnetic field bias and current bias. Each plot occurs for the same measurement rate,
150 Hz, but at a different temperature, (a) 420 mK, (b) 620 mK, (c) 780 mK, and (d) 950 mK. As
the temperature increases, so does the number of switching events between the mean switching
currents for the two states of the qubit. The curves shift to the left, towards the top of the lobe in
the SQUID curve.
Similar contour plots show the results for different measurement rates in Figure 4-
8. Slowing down the ramping of the SQUID bias current has a similar effect to raising the
temperature, although it takes a much larger change in rate to produce the same effect as a
small change in temperature. Qualitatively, slowing down the ramp rate results in more
switching points in between the two peaks, and pushes the midpoint of the step to the left.
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FIGURE 4-8. As above, these four contour plots show the number of switching events at the
specified magnetic field bias and current bias. Each plot occurs at the same temperature, 330
mK, but a different ramp rate, (a) rramp= 2 .5 ms, (b) Tramp=10 ms, (c) Tram = 25 ms, and (d)
ramp=12 5 ms. As the rate increases, so do the number of switching events between the mean
switching currents for the two states of the qubit, although more slowly than for temperature.
The curves shift to the left, towards the top of the lobe in the SQUID curve.
4.4.2 Analysis
We will define R, the right state, as the qubit state where the persistent current in
the qubit is circulating counter-clockwise, which produces a lower SQUID switching cur-
rent in the step shown in the above plots. L, the left state, has circulating current in the
clockwise direction and produces a higher SQUID switching current in the plots. L indi-
cates that the qubit wavefunction is localized in the left well, while R indicates that it is
localized in the right well. They do not have a direct correspondence to the ground and
first excited states since, as Figure 4-1 shows, the direction of the circulating current of the
first two states exchange places as the fq goes through 0.5, while L and R consistently
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refer to the same circulating current direction.
Both Figure 4-5 and Figure 4-6 show the step moving to the left as temperature is
increased and rate is decreased. Both of these plots focus on a single step, where the tran-
sition from L to R is from left to right. As Figure 4-3 shows, while the L to R transition is
still from left to right, at this location in the SQUID, L results in a lower switching current
and R causes a higher switching current. In this case, the step moves to the right as tem-
perature is increased and rate is decreased. We will focus on the case shown in Figure 4-5
and Figure 4-6.
The timescales involved in the measurements, illustrated in Figure 4-9, help to
explain these results. Thist is the time to take the full ensemble of measurements necessary
to assemble a histogram of switching events, while Tramp is the time to take one measure-
ment out of the ensemble. Tramp is more strictly defined as the time to ramp the current
from 0 pA to 21, its maximum, so it is approximately one-quarter of the period of the tri-
angle wave signal sent to the SQUID. Tmeas is the time it takes to distinguish between the
two states of the qubit. Specifically, Tmeas is the time to ramp from the mean SQUID
switching current for one state of the qubit (in this case, the R state) to the mean switching
current for the other state of the qubit (the L state). This quantifies the non-instantaneous
measurement, where it requires a finite time to sweep the bias current of the SQUID. The
state of the qubit determines the flux which the SQUID sees, influencing the current bias
and time at which it switches. Since the two states are separated by about 1 pA in the
SQUID's switching current, this time corresponds to 1/320th of the total SQUID period.
At 150 Hz, Tramp=l.6 ms, and Tmeas=20 s.
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FIGURE 4-9. A single oscillation of the current corresponds to tM . A histogram consists of 500-
2000 ramps, and thus takes thist~1000Tram. The time it takes to disfinguish between the two states
of the qubit are much smaller. Since it only takes about 1 pA to do so, and the full oscillation has an
amplitude of 20 pA, tmeas~(1/320)tramp.
Figure 4-10 illustrates these switching timescales along with the possible switch-
ing currents. B is the switching current to measure the qubit in R and D corresponds to the
qubit in L. Say that the qubit is in L when the SQUID bias reaches point A on this curve.
If it changes to R by B, then the SQUID will measure it as R. If it changes to R at point C,
however, then the SQUID will immediately switch to the voltage state, and a switching
current halfway between R and L will be recorded for that event. If it waits until point D
to change to R, then the SQUID will measure L regardless. Now, consider the qubit in
state R at point A. If it changes to L at B, then there's a roughly even chance that the
SQUID will measure L rather than R. If it has not changed from R by the time the bias
current reaches C or D, however, the SQUID has already switched, so it will have mea-
sured R regardless. So the time in between the two switching points B and D, tmeas, gives
the time during which the qubit may change from L to R and give a false reading, while it
is too late for the qubit to change from R to L. If the rate at which the qubit moves
between the two wells is on the order of Tmeas, then the SQUID shows a higher preference
for the lower switching current than the average state of the qubit warrants, and the mean
switching current will average towards R.
112
18 tA
GL
17[A D
&-
&W C
16 RA
I I
15 A A Imeas 
- Time
FIGURE 4-10. This magnification details the time over which the SQUID measures the qubit.
Since the switching of the SQUID is stochastic, there is some standard deviation of the switching
current no matter what state the qubit is in. cTL shows the standard deviation of the SQUID when
the qubit is in state L, while OR shows the standard deviation of the SQUID when the qubit is in
state R. A, B, C, D are different points where the state of the qubit are considered.
The characteristic time for the state of the qubit to change states, ttherm, comes
from the thermal escape rate of the qubit's phase particle from its well. The equation for it
is identical to that for the SQUID thermal escape rate, namely
AU
tier n = Otherm e BT, where oo is the attempt frequency, AU is the energy bar-
therm ther QkBT 2 n
rier, and Q is the quality factor (see Section 2.8.4). ttherm depends on the frustration, and
since the potential for the qubit is double-welled, it's necessary to consider the escape rate
in each direction separately, since it may be easier for the qubit to move in one direction
than the other. This is clear in Figure 4-11, where the right well is much deeper than the
left. The barrier for the phase particle traveling from well L to well R, AULR, is much
smaller than the barrier to travel from well R to well L, AURL- In this case, TLR<<tRL-
The wells change in depth as the frustration of the qubit changes, so that tthern=XLR=TRL
only at f=0.5. At temperatures where ttherr is smaller than tmeas at f=0.5, the position of
the midpoint of the step will shift to a magnetic field bias which gives a qubit frustration
where TLR~tmeas, and there is less probability that the qubit will change to state R within
the measurement time.
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FIGURE 4-11. The double well potential of the persistent current qubit. A particle traveling from
L to R sees a smaller barrier than a particle traveling from R to L.
In order to do a simulation of the SQUID switching current in response to the
qubit, we need to calculate TLR and TRL, which we can get from AUij(f) and (o(f).
These variables is not particularly hard to calculate, since we have the potential energy for
the qubit, repeated here in Equation (4-1).
U = Ej[ 2 +a- 2 cos ppcos,,,- acos(2E9m+2nfq)] (4-1)
Symmetry reduces the number of calculations we have to do, since AURL(f)=AULR(l-f)-
It is necessary to simplify this equation by reducing it to a single dimension, namely the
dimension through which the phase particle tunnels, (p,,,, where p,=0. AU is simply the
2
difference between the minimum and the maximum, and at the minimum, - L gives
oL or O)R- This can easily be worked out in the same way that the SQUID's switching cur-
rent was in Section 3.3.1. Since AU is nearly linear near fq=0.5 , a simple approximation
for AURL is given in Equation (4-2). The negative option assumes a step where the
ground state whenfq<0.5 is L and the ground state whenfq>0.5 is R, as in Figure 4-3(b),
which is the focus for the current discussion. Notice that in the steps we have been look-
ing at occur around f,=-0. 5 , which does not alter the problem since the potential is peri-
odic in fq, and it is appropriate to simply add or subtract an integer value to fq to bring it
between 0 and 1.
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AULR(fq) = 3.5 Ej(fq-0.5)+AU(0.5)
The Monte Carlo method of determining the histogram, described in Section 3.4, is useful
for solving this problem. On each current ramp of the SQUID, the qubit is placed in a
random state with a probability determined by the relative rates, such that the probability
of the qubit phase particle starting in well R is PR = FLR/(FLR+FRL). Then a Monte
Carlo method similar to that used in the SQUID is applied to the qubit. Its probability of
being thermally activated such that it switches from its current well is calculated from
F(fq) and At, and a pseudorandom number generator determines whether it actually
changes wells or not during that time interval. This determines where it changes wells,
and when it changes state it also affects the SQUID's state. The Monte Carlo simulation is
simultaneously applied to the SQUID, exactly as described in Section 3.4, so that its
switching is affected by the changes in the qubit signal as well as its own probabilistic
switching times. The simulated result is qualitatively the same as the measured result, as
shown in Figure 4-12.
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FIGURE 4-12. The temperature dependence of the qubit step signature as calculated in
the Monte Carlo simulation. Like in the measurements, as the temperature increases, the
qubit step becomes wider and shifts to the left, towards higher magnitude magnetic field.
Additionally, Kenneth Segall has worked out an analytical model of this effect
[44]. At the start of the measurement, point B in Figure 4-10, PR = FLR/(FRL+PLR),
which is the steady-state probability for the occupation of PR. He then reasons that the
probability of measuring a switching current corresponding to qubit state R is
PR,meas=PR+PL(~Pstay)- Pstay is the probability that the qubit does not change states by
the middle of t meas- Pstay = exp(-FLRrm), where tm is equal to 'rmeas 2 . This changes the
shape of the step, which, when normalized, follows the mean of the circulating current,
<Ip>. <Ip>=IpRPR + IpLPL- IpR is the persistent, circulating current in the qubit when it is
state R. The value of the persistent current in the L state is IpL= ~pR. Replacing PL and
PR with PL,meas and PR,meas changes Equation (4-3) to Equation (4-4), resulting in a dif-
ferent shape for the step. In this case, <I,> is not the true value of the mean of the qubit's
persistent current value, but the measured value which gives the step. Note that in these
equations we assume that the damping parameter, and o, the resonant frequency of the
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well, are unaffected by the change in frustration which drives the difference between
AULR and AURL. This is a reasonable but not entirely true approximation which can be
corrected later. This formulation assumes an essentially digital measurement, and its out-
put depends on whether the state of the qubit changed in the range corresponding to L or
to R.
____UR A ULRy
--0 ex+ 
-URL 
- exp(_U- )(i P RL LR 2 7 l[ kBTB -t kBT AULR-AURL (4-3)I L +r L =URL AULR tanh B
'pL IFRL+LR (0 exp kT )+ exp k T B
IC I (( UB R-(_U ))
L= Pstaytanh AULR - RL +(Pstay -1) (4-4)
The usual means of normalizing the SQUID curve to produce a curve of the qubit's
<I,> uses the mean switching current of the SQUID rather than a straight division
between L signals and R signals. This requires the more complicated analysis shown in
Equation (4-5).
tmeas
I PL -R+ + I(t)Ph(t)dt (4-5)
'pL 0
Here, I(t) is the bias current of the SQUID at time t, normalized to -1 at the lower switch-
ing current and +1 for the higher switching current, such that I(t)=(ISQUID(t)-Icenter)/Al,
where Icenter is the midpoint between the lower and higher switching currents, and 2AI is
the difference between the two switching currents. +1 is equivalent to IpL and -1 is equiv-
alent to IpR when mapped from switching current to the qubit's circulating current. Ph(t)
is the probability that the qubit will change from L to R at time t, and is defined in Equa-
tion (4-6).
Ph(t)dt = (1 - PR)e~ LRt LRdt (4-6)
In this formulation, the full definition of F=(AUoy/2nTQkg)exp(-AU/kB) is applied,
where Q is the quality factor. In this equation, the term (1-PR) is the probability that it
starts in state L, exp(-FLRt) is the probability that it has not switched yet, and FLRdt is the
probability of switching in a infinitesimal time dt. When the integral in Equation (4-5) has
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been solved, one gets Equation (4-7).
= PL ~ PR + ([ - PR) L es -IexP(-FLRneas - - exp(LRImeas (47)
'pL LXFLR mneas IJ
Since PL + PR + P(t)dt = 1, PL=(-PR)exp(-FLRnimeas). Thus Equation (4-7) simplifies
to Equation (4-8).
= (1 -P 2) [1 - exp(-FLRtrimeas)I-1 (4-8)
pL LRTmeas
Figure 4-13(a) shows the three step shapes given by Equation (4-3), Equation (4-
4), and Equation (4-8). Figure 4-13(b) compares Equation (4-8) with the measured step,
which shows a very good match between the shapes. In either form of the equation, the
value of AU(f) is needed. Nearf=1/2, AU's value varies approximately linearly with the
flux bias, as shown in Equation (4-9).
AURL(f) = 2 7tccE(f -0. 5 )+AURL(fq=0. 5 )
AULR(f) = - 2 cXaEJ(fq -0.5) + A ULRfq=O.5)
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FIGURE 4-13. (a) These three curves show the shape of the step predicted by the three
analytical models. Method 1 does not take into account the time difference between measuring
state L and state R. Method 2 assumes a digital read-out that measures L and R with the time
difference, but does not allow for anything in-between to affect the average. Method 3 allows
for switching in between the states. (b) The curve predicted by Method 3 closely matches the
experimentally measured curve.
Tracking the midpoint of the qubit step is a convenient way to distill the data down
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to the minimum necessary information. The midpoint location is the magnetic field bias,
in units of flux quanta in the qubit,f, where <I (fz)>=O-
~k= (TA ULR(fz0)Tmeas AULR(O. 5 ) 1fz = 0.5 - -In (4-10)
z 4EJ 1.44QkBT 4EJ
This equation comes from Equation (4-4), combined with the linear approximation
of the barrier height in Equation (4-9). This is a transcendental equation since fz influ-
ences AU, but AU's influence onfz is logarithmic. The equation indicates that when ther-
mal activation is predominant, the step's movement is linear in temperature and
logarithmic in measurement time.
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FIGURE 4-14. These curves show the location of the qubit step midpoint in the SQUID curve as
a function of temperature or rate for two different samples. The point where it becomes constant
in temperature indicates the barrier height. (a) The location of the midpoint for different
temperatures in the 730 A/cm 2 sample. (b) The same for different rates in the 730 A/cm 2 sample.
(c) The same for different temperatures in the 370 A/cm 2 sample. (d) The same for different
rates in the 370 A/cm 2 sample.
Figure 4-14 shows how the midpoint of the step moves both with temperature and
ramp rate for two SQUID and qubit samples. Although the layouts are identical, one was
fabricated with 730 A/cm2 , while the other was fabricated with 370 A/cm2 . The rate data
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is plotted with the logarithm of the rate on the x-axis, while the temperature data has the
temperature on the x-axis, which gives roughly equivalent plots. Both graphs follow the
Equation (4-10), and are linear at high values of temperature and measurement time, and
flat at low values of temperature and measurement time. The curve flattens out when
BT(A ULR(fz ) mea A ULR(O. 5 )ET In ).44Qkg T is small compared to 4ER 5
Ei( 1.44 QkBT E
4.4.3 Deriving Parameters
Equation (4-10) describes the shape of the curves in Figure 4-14. There are four
parameters to fit these curves, E, Ec, a (the ratio of the small junction to the large junc-
tion of the qubit), and Q. AU and oo derive from E, Ec, and cX. We can fit the curves to
the data first by using Ej and Q to fit the linear slope in both the rate and temperature data,
then by fitting cc by using the turning point from flat to linear. EC is the hardest parameter
to fit. If the junctions were ideal, then knowing Ej should give us Ec simply from the
geometry of the junctions. While uncertainty about the junction capacitance may alter the
estimate of Q by as much as a factor of 3, no other parameter depends strongly on the
approximation of Ec. The values which the data suggests for the 730 A/cm 2 sample are
Ej=4000 geV, Ec=6.6 eV, ac=0.58, and Q=1.2x10 6 . For the 370 A/cm2 sample, Ej=2400
geV, Ec=5.5 geV, cx=0.59, and Q=1x10 6. The Q value gives an environmental resistance
better than 1 MU
4.4.4 Conclusions for the Thermal Activation Regime
The thermal activation theory accurately explains the qubit's behavior at high tem-
peratures. Not only does the theory correctly predict the change in the step's location as a
result of both temperature and measurement rate, it also predicts the shape of the step.
Using this data, it is possible to derive two of the four significant parameters of the qubit
with high accuracy, and the other two within an order of magnitude. The derived values of
Q suggest that these junctions have very good quality for niobium-aluminum oxide-nio-
bium junctions, exhibiting a subgap resistance better than 100 MQ In this measurement
regime, however, the qubit clearly acts as a classical two-state system. The next question
is whether the qubit exhibits quantum behavior as the temperature is lowered and thermal
activation is frozen out.
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4.5 The Qubit below 300 mK
4.5.1 Initial Measurements
Below 300 mK, the qubit step begins to acquire features which significantly differ-
entiate it from the previous results. As Figure 4-15 shows, as temperatures get lower the
step becomes broader and develops distinct peaks and dips. These peaks and dips are not
noise, as they are repeatable. Moreover, they develop gradually with changes in tempera-
ture and measurement rate.
This first sample, which is shown in Figure 4-15, had an unusually high current
density of 730 A/cm 2 , so another sample, which had a J, of 370 A/cm2 was tested as well.
This showed similar results, which will be the focus of this discussion.
320 mK
270mK
15mK
, 0 ,, 
8040 60 
16-
14
13-
12-
10
100 120
Magnetic Field
10 Hz
20 Hz--
50 Hz
100 Hz -
40 60
[mV on magnet]
(b)
80 100 120
FIGURE 4-15. (a) The step as temperature decreases from 600 mK to 15 mK. The step becomes
broader and develops distinct peaks and dips. (b) As the measurement rate is decreased, the step
changes similarly to how it would change for increasing the temperature.
While the 730 A/cm 2 sample began to show structure around 300 mK, the 370 A/
cm 2 sample showed structure at 400 mK. This seemed unusual since the small critical
current should mean a smaller energy barrier for thermal activation, which would make
the sample more vulnerable to thermal activation. However, any reduction in the barrier
would facilitate quantum tunneling as well, which, since it depends on the quantum energy
levels of the qubit, would cause significant structure in the qubit. This will be discussed in
more detail in the Analysis in Section 4.5.4.
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4.5.2 Design for Hysteresis Measurement
Once the general shape of the step had been measured, it became clear that in order
to get more detailed information, we wanted to observe the transition rate in one direction
by choosing in which well the qubit started in for each measurement. Each SQUID
switching event is expected to reset the qubit (the oscillations of the SQUID while it is in
its voltage state randomize the qubit's state), so any preparation of the qubit must occur
after the SQUID returns to its zero-voltage state and before it switches to the voltage state.
This can be done by pulsing the background magnetic field, flux biasing the qubit such
that its potential is a single well, then bringing the qubit back to the double-well potential.
The magnetic field pulse resets the qubit by flux biasing it before the SQUID returns to its
zero voltage state and remaining so until after it does. Then the potential just needs to
return to the flux bias where the measurement is performed before the SQUID switches to
the voltage state. Figure 4-16 gives an indication of how this is done. The dotted line in
part (a) is the voltage of the SQUID, while the solid line is the background magnetic field.
The SQUID switches at both the positive and the negative switching current, resulting in a
positive and negative voltage, respectively. We only measure the positive switching cur-
rent, so before this occurs the pulse in the magnetic field must return to the original back-
ground. Once the positive switch occurs, the background magnetic field can be pulsed to
its preparation bias and remain there until after the negative voltage state retraps. As long
as the SQUID is in its voltage state, the back-action scrambles the state of the qubit, so the
magnetic field can only return from its preparation state after the SQUID retraps.
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FIGURE 4-16. (a)The voltage of the SQUID and the background magnetic field. While the
SQUID is not being measured, the magnetic field is in the preparation state. It returns only
when the SQUID is in the superconducting state before the measurement takes place. (b)
The qubit potential as it responds to the changing flux bias, for preparing both in the L
state and the R state. As the potential shifts such that the left well becomes deeper and the
right well becomes shallower, the probability for it being found in the right well decreases,
until the right well vanishes altogether and the qubit is 100% in the left well. If it is then
moved quickly back to the starting point, it remains in the well it began in.
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A diagram of the circuit which does this appears in Figure 4-17. A comparator
compares to the SQUID's bias current to a threshold value, and its buffered output serves
as a current source in parallel with the magnet's regular current source. The threshold for
the comparator is set to just above zero, so that the SQUID has time to retrap from the neg-
ative switching event, and the magnetic field can return to the measurement flux bias
before the SQUID reaches its switching point. This hysteresis circuit needs to be isolated
from the ground of the measurement circuit, and as long as precautions are taken with the
ground, the polarity of the magnetic field shift can be altered simply by switching the
leads.
Comparator
-5 V +5 V
To computer
+
Vvolr,in cr,out
Function Generator (ICL8038) 50 kM volt,in vtrg,out
Optical Isolation 30 kW 
Sample and hold circuit
FIGURE 4-17. Setup used to measure switching current of dc SQUID modified to include a
synchronous change to the magnetic field. The function generator signal is fed to a comparator
through an optical isolator, which is in parallel with the dc bias field. This prepares the qubit in a
predetermined state.
4.5.3 Results of the Hysteresis Measurements
Figure 4-18 shows the two curves, the results of measuring the qubit when it is pre-
pared in the L state or the R state, for the 370 A/cm 2 sample. It is clear that there is hys-
teresis, which indicates that we are not seeing a superposition of states in this sample.
Secondly, while the transition between the states while preparing on one side is smooth,
on the other side there are multiple peaks and dips in the curve.
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FIGURE 4-18. The hysteresis measurement at 15 mK. The parabolas above the figure show
the shape of the double-well potential at the various frustrations. The solid line is for a qubit
prepared in the right well, represented in the double-well diagram as a solid circle. The dotted
line shows the measured qubit state when it starts off prepared in the left well, corresponding to
the dotted circle in the double-well potential diagrams. The dotted line shows numerous peaks
and dips, while the solid line's structure is less pronounced. Multiple scans over the same
region produce the same results.
When the sample is heated from 15 mK to 500 mK, the hysteresis loop closes. As
it does so, the peak and dip structure becomes lost as the critical field for the hysteresis
moves towardsfq=0.5.
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IGURE 4-19. The hysteresis measurement at (a) 15 mK, (b) 200 mK, (c) 300 mK, and (d) 400 mK.
e) shows that the hysteresis loop shrinks as the temperature increases, which makes sense for deep
ells where thermal excitation can cause the phase particle to escape the well of its prepared state.
127
08
06
04
02
0
-02
-04
12
I
a)
a)
76
--022 -0.21
(c)
0.04
0.03
0.02
0.01
0
(e)
I-
I-
- -
'22 -0,21 -0.2 -0.19 -0.18 -017 -0,16 -0.15 -0.14 -0.13 -0.1
Flux(4'o)
b)
-
--
-
Slowing down the measurement has a noticeable result when the qubit is prepared
on the left side, as shown in Figure 4-20. The peaks grow increasingly larger while not
changing position, indicating that the probability of transition grows due to the slowing of
the SQUID ramp rate. This suggests that
comparable to the SQUID ramp rate
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FIGURE 4-20. The qubit state when the SQUID is ramped at a rate of (a) 60 Hz, (b) 40 Hz, and (c)
12.5 Hz. The slower ramp rate results in a higher probability that the qubit will transition to the R
state, as is made clear by the growing peaks marked by the vertical lines.
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While the qubit should be symmetrical aboutfq=0.5, the structure for the right-well
preparation curve, which should match the structure on the left-well preparation curve, is
smeared out. The R curve at 15 mK shows some hints of peaks and dips, but nowhere
near as strongly as the L curve. However, a closer look at the data, using contour plots
similar to those in Figure 4-7, clarifies the situation. For the qubit prepared in the L state,
Figure 4-21 shows that there are no switching events in between the peak populations for
the SQUID switching current, which correspond to the L and R state of the qubit. It is the
variation in the population between the L and the R state which results in the peaks and
dips in the curve. A peak corresponds to where the R population is higher than other flux
biases, whereas the dips correspond to points where the R population is lower than it is for
neighboring flux biases. The contour plot where the qubit is prepared in the R state dis-
plays stripes of switching events between the two peak switching points, as shown in Fig-
ure 4-22. These may, like the events discussed in Section 4.4.2, be the result of qubit
transitions in between the L and the R state. This will be discussed in Section 4.5.4.
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FIGURE 4-21. A contour plot showing the number of switching events at different bias current
and magnetic fields for a qubit prepared in the L state. The black line is the mean switching
current. The peaks and dips correspond to changes in the population of the two qubit states, but
no switching events happen in between the two peaks in switching events.
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FIGURE 4-22. A contour plot showing the number of switching events at different bias
current and magnetic fields for a qubit prepared in the R state. The black line is the mean
switching current. The stripes have a similar structure to the peaks and dips which appear in
the hysteresis curve where the qubit is prepared in the L state.
4.5.4 Analysis
As the temperature is lowered, the thermal activation is frozen out: this means that
the thermal energy is insufficient to excite the phase particle out of the shallow well within
the time it takes for the SQUID to reach its switching point. This also explains why the
previous, non-hysteresis measurements shown in Figure 4-15 produced a wider step as the
temperature decreased. When the thermal activation is high, then the qubit can escape the
shallower well and is much more likely to be found in the deeper well. Once the phase
particle does escape from the shallow well, returning is even more difficult, as the barrier
from the deep to the shallow well is much higher than the other way around. At lower
temperatures, though, the qubit is stuck in whichever well it starts in until the well
becomes shallow enough for it to escape by thermal activation or quantum tunneling. If
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the only means that the qubit can change states is by thermal activation or quantum tunnel-
ing, then repeated measurements on the qubit at the same flux bias while the wells are too
deep for thermal activation or quantum tunneling should result in the same measurement
each time. This is clearly not the case, and the qubit state is apparently randomized with
each measurement. The measurement SQUID itself is the most likely cause of this ran-
domization, as its switching to the voltage state causes a strong back-action on the qubit.
As temperatures become higher, deeper and deeper wells are escaped and the flux bias
region where the qubit is trapped in the shallow well becomes smaller, thus giving the
decreasing width of the step with higher temperatures and slower ramp rates, which give
the qubit phase particle more time to escape, in Figure 4-15. This directly corresponds to
the decreasing size of the hysteresis loop in Figure 4-19. So at higher temperatures, the
phase particle escapes the shallow well before the qubit is measured and is unable to
return, resulting in a narrower step.
This explains thermal activation and ignores quantum tunneling as the means for
the qubit to move from one well to the other. Quantum tunneling depends not only on the
height of the barrier, but also on whether there is an energy state on the other side of the
barrier into which the phase particle could tunnel. Since the shape of the potential, and
relative position of the energy levels in the potential wells, depends on the frustration, the
quantum tunneling would only occur at distinct frustrations. It is reasonable to conclude
that the peaks and dips in the probability of the two states are indicative of the quantum
levels of the qubit, as in Figure 4-25. At certain frustrations, the energy levels line up, and
thus it is possible for the phase particle to tunnel across the barrier, creating some proba-
bility of finding the phase particle in the other state. Their appearance on only one side
has more to do with how the measurement works than with the physical mechanism. In
fact, when looking at a histogram of the measurements, it is clear that there are distinct
transitions at certain frustrations when it is prepared in the higher state (Figure 4-22).
These appear as stripes in the data. Circulating current in the SQUID couples to the qubit
and changes its flux bias. Because the circulating current decreases as the current bias of
the SQUID increases, the actual flux bias of the qubit, fq', changes during the SQUID's
ramp. Whenever the energy levels on both sides of the qubit barrier line up, there is a dis-
tinct possibility of a transition from the R state to the L state. If this happens after the
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SQUID's bias current is already ramped past the switching point for the L state of the
qubit, then the SQUID will switch immediately. The stripe in the data indicates the line
where the combination of the external flux and the SQUID circulating current bias the
qubit flux such that the levels line up.
Using the variables fq to represent the external flux bias of the qubit andfq' to rep-
resent its total flux bias, fq'=fq+MIcijDo. M and Icir are the mutual inductance and circu-
lating current of the SQUID. As the bias current of the SQUID increases, the circulating
current decreases. With a lower circulating current, higher background magnetic flux is
necessary so that the qubit is at fq'. From Section 3.2, we have Equation (4-11) for the
bias current and circulating current of the SQUID.
Ibias = 2cosy,,sinyp (4-11)
Icir = icsifl(pcosqp
Meanwhile, Equation (4-12) gives the value of pm when the SQUID has a significant self-
inductance, Lm.
2(pm = 2n + + cI+ + 2n n (4-12)
There are three equations and three unknowns, Ici, 9m, and (p. Ibias is the applied current
bias andfs is the applied flux bias to the SQUID, which is proportional but not identical to
the qubit flux bias,fq. I is the persistent current in the qubit, and may either be positive or
negative, but is usually approximately We. When solving this equation, it is safe to use IP
for the state in which we prepare the qubit. For the non-hysteresis measurements, we can
find the solutions for both values of I,, since there is some probability for each to be true.
n has no effect on the measurable variables and can be ignored. An example of how the
circulating current decreases due to the bias current is shown in Figure 4-23.
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FIGURE 4-23. The circulating current in the SQUID at a frustration of 0.61. As the bias
current is increased, the circulating current decreases.
Equation (4-13) describes the value of fq'. It is not necessary to include the self
inductance if it is taken into account in the calculation of the qubit's energy level structure.
Figure 4-24 shows the results of this by plotting lines of constant fq' in the contour plots of
the SQUID switching events. When these constant flux contours line up with the stripes
in the data, it is clear that we are witnessing transitions from the R to the L state of the
qubit at flux biases which align qubit levels on either side of the barrier.
fq' = fq + Mcir (4-13)(Do
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FIGURE 4-24. This contour plot for a qubit prepared in the R state includes lines of constantf'
These lines, whose numbers tell the actual value offq', mark where the total flux bias of the qubit
causes a level alignment and enhanced quantum tunneling. Near some lines, there may be more
than one quantum level in close proximity. There are only a few points near the fq'=0.5 line,
indicating deep wells with little quantum tunneling.
We observe the stripes on the hysteresis measurement when the qubit is prepared
in the R state, but not in the hysteresis measurement where the qubit is prepared in the L
state, because of the finite measurement time. Consider the qubit potential in Figure 4-25.
If the qubit starts in the L state, it will be measured in the L state unless it tunnels to the R
state before the SQUID reaches the L state's switching current. It cannot tunnel from L to
R after the SQUID has passed the L state's switching current because the SQUID would
already have switched. Once the qubit phase particle tunnels to the R state, it is unlikely
to tunnel back since the relaxation time for one of the upper levels of the right well is very
short, and it will fall from there to the ground state. In this case, the qubit phase is no
longer in an energy level which aligns with an energy level in the other well, so it can no
longer transition over. The only place where the qubit could transition back and forth
would be at fq' = 0.5, as in Figure 4-25(b), but the barrier is very high here, limiting the
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qubit to very few transitions.
(a)
L R
(b)
L R
(c)
L R
FIGURE 4-25. The qubit has a double-well potential. In the 400 A/cm2 sample,
more than one quantum energy level may be localized in a well. When the sample is
prepared on the left side, it remains there as long as the left well is the lower state
(f<1/2) and there is no energy state for it to transition to by quantum tunneling, as in
(a). In (b), which corresponds to f=1/2, there is a state available for quantum
tunneling, but the barrier between the states is still high, and the probability of
transition is small. Note that there is only one level in each well at f=1/2. In (c),
wheref>1/2, more levels form in the right well as it gets deeper, and when the energy
levels in the left and right are equal, the probability of a transition is high since the
barrier has become smaller. This is where the peaks and dips appear.
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FIGURE 4-26. The thin, solid lines indicate contours of constant effective qubit flux, similar to the
lines which aligned with the stripes in Figure 4-24. The dashed lines are the path that a current
ramp follows, while the two heavy lines are the mean switching current for the SQUID for each
qubit state. Since we are assuming any change in the qubit state occurs before the SQUID reaches
the L switching current, any level alignment which we measure must occur before then.
The hysteresis curve for the qubit prepared in the left well is odd not because it has
structure, but because of how well-defined the structure is. Since the flux bias which the
qubit sees is constantly changing, the sharp peaks in the transition between states indicate
not just that the flux bias gives a high tunneling rate, but that the qubit spends a long time
at a bias which has a high tunneling rate. Thus, when the current ramp rate is slower, the
peaks are higher, which is consistent with Figure 4-20. Given that the circulating current
follows the relationship J1 -(Ibiasle)2, as shown in Figure 4-23, the circulating current
changes most slowly near the bottom of the current ramp. This would indicate that the
sharp peaks would result from when the flux bias causes an energy level alignment near
the bottom of the ramp, as shown in Figure 4-26. However, the current bias in this plot
starts at 5 pA, rather than 0, since the state preparation magnet pulse does not return to the
measurement state until the current bias ramp of the SQUID has begun, which Figure 4-
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16(a) shows. Including the external flux bias return as an exponential decay with an RC
time of 100 s gives the total effective flux bias of the qubit during the current ramp in
Figure 4-27, where the bias increases to a maximum as the external magnet returns from
the preparation pulse, then begins to decrease as the ramping of the SQUID's bias current
decreases its circulating current. This curve is tangential to the level crossing atfq'=0. 5 12
for about 0.2 ms, resulting in the high transition probability which gives the peaks in Fig-
ure 4-28.
0.2 0.4 0.6 0.8 1 1.2
Time (ms)
.518
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.500
1.4 1.6 1.8 2
FIGURE 4-27. The thin, solid lines indicate constant effective qubit flux where level
alignment occurs. The dashed line is one of the paths that a current ramp follows, specifically
the one that occurs when the external flux bias of the SQUID is at 0.7440D. The two heavy
lines are the mean switching current for the SQUID for each qubit state. The path followed,
including the return from the level preparation and the decrease of the circulating current, is
briefly tangential with the level alignment atfq'=0.5 12 .
In order to simulate the effect of the SQUID bias current ramp on the state of the
qubit, an equation for the rate of the transition is needed. These measurements resemble
those observed by Lukens [12-14], and described theoretically by Averin [15] to give an
equation for the rate of transition from the lowest energy level in one well to a high energy
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level in the other in Equation (4-14).
A2F r(4-14)
2A 2 + ][2 +4C2
Here A and E are the tunnel splitting and energy bias, while Fr is the rate at which the qubit
relaxes from the highest energy state in a well to one of the lower states. A and c are a
function of the energy bands, and can be calculated from the values which we already
know (see Section 4.5.5). Although it technically varies with the current bias of the
SQUID, which affects the qubit's coupling to the external circuit environment, we will
consider the Fr to be a constant, since the peaks occur when the energy levels line up for a
relatively short amount of time during the current bias ramp. The relaxation to the lower
energy levels is the fitting parameter, with the guideline that the higher the energy level,
the more quickly it should relax. Running the simulation of the flux ramps shown in Fig-
ure 4-26 gives Figure 4-28(a), which corresponds closely with the data in Figure 4-28(b).
F,. is for all the levels ranges from 10 gs to 100 gs.
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FIGURE 4-28. (a) The simulation of the current ramp produces the probability of transition
shown in this plot. (b) The data gives the result in this plot. Aside from the small downturn at
the end, the two are very close.
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4.5.5 The Quantum Levels
The experiment shows some, if not all, of the flux biases where the quantum levels
line up. Now, it is simply a matter of determining the qubit parameters which best fit the
observed level crossing. This strongly depends on E1 , Ec, and 0. Ej and X were derived
from the time-dependent measurements in Section 4.4.3. While we can estimate the value
of Ec in this case, we don't expect it to be very accurate. We know that Ej=(Dk/ 2 ir)I,, and
that I,=JeA, where J, is the critical current density and A is the area of the junction. Since
we know what J, is for the chip, Ej should give us A. Further, Ec = e2/2C, and C=CoA.
Since we know C0 for the chip, and A from E, we should be able to calculate C and thus
Ec.
If this is so, then we should be able to run the quantum simulation of the qubit with
these parameters and get energy level crossings which match up with the results in our
experiments. However, the results in Figure 4-29 only show two energy crossings within
the qubit, one of which is at f=1/2, which we know has no significant tunneling. This
leads us to believe that the parameters need to be refined. While E1 and x are necessarily
close to their correct values given the results of our experiments, the dependence on Ec
was weak. If Ec is smaller than calculated, then the energy gap between the levels in each
well is smaller, and there are more levels in each well and thus more level crossings. This
is apparent from the fact that om and (op are proportional to (EjEC)1 2, which means that
the distance between the energy levels in a single well is also proportional to the square
root of EjEc as long as the simple harmonic oscillator approximation is accurate.
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FIGURE 4-29. This energy band diagram is the result of assuming that C1 = 0 fF/s~m2, while
C0 = 45 fF/p m2. It is equivalent to saying that the undercut portion of the junction has no
capacitance. The only avoided crossings atf=0.49, 0.500, and 0.510.
This does not agree with the capacitance calculated from the junction area which
the Josephson energy gives us. However, undercutting may affect the specific capacitance
differently than how it affects the critical current density, as explained in Section 2.9.3.4.
We can approximate this by using Ad to be the designed area of the larger junctions, and
A11 to be the area with undercut. Ad,s is the designed area of the smaller junction, while
A U's is the area of the smaller junction with undercutting. The ox measured in Section 4.4.3
equals the ratio of A1 ,/A 1. The capacitance of the junction in the area left after the under-
cut is C0A11, where C0 is the measured specific capacitance of the junction, which is 45 fF/
jm2. The area Ad-Au, the area which has been undercut, also has a specific capacitance,
which we'll call C1. For now, we'll treat C1 as an unknown, but because the undercutting
decreases the critical current, this implies that the distance between the electrodes is
greater there, so we can assume that the specific capacitance, which equals E/d, is smaller.
So the total capacitance of the larger junction is C0A 1 + C1(AwA 1), while that of the
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smaller junction is COAus + CI(Ad,s-Au,s). This gives a ratio, ac, of [CoAu + CI(Ad-Au)]/
[CoAUS + Cl(Ad,s-Au,s)]-
When C1= 20 fF/gm2, the results are much more in line with those in the measure-
ments, as shown in Figure 4-30. This is the expected result if the undercut gives twice the
thickness as the unaltered area of the junction, which means that the undercut area has half
the specific capacitance while the critical current density is exponentially smaller. This
has an ac of 0.75, and shows avoided crossings at f=0.484, 0.487, 0.495, 0.500, 0.505,
0.513, and 0.516, which is a good match for the stripes shown in Figure 4-24. The stripe
at the edge is where the qubit becomes single well rather than double well, and it occurs at
f=0.479 on one side andf=0.521 on the other.
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Frustration(O)
0.51 0.515 0.52 0.525
FIGURE 4-30. This energy band diagram is the result of assuming that C1 = 20 fF/gm
2
, while
CO = 45 fF/gm2 . It shows avoided crossings atf=0.484, 0.487, 0.495, 0.500, 0.505, 0.513, and
0.516.
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4.6 Summary
The experiments have demonstrated a quantum system with a double well poten-
tial. With the parameters which we have used, the wells are deep enough to contain multi-
ple quantum levels, and we have resonant tunneling between the wells due to these levels.
Our measurements have allowed us to extract the parameters of the qubit, measuring, for
the 370 A/cm 2 sample, an a of 0.63, an ac of 0.75, a Q of 3x10 5 , an Ej of 2400 peV, and
an Ec of 3 peV. The larger current density sample has an c of 0.58, a Q of 4x10 5, and an
Ej of 4000 geV. Ec and cxC have not been measured yet for this sample. While these
parameters are not suitable for a qubit due to the depth of the wells and lack of significant
incoherent tunneling at f=0.5, a new sample fabricated at 67 A/cm 2 should meet the
requirements.
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Chapter 5
Josephson Junction Oscillators
5.1 Introduction
As we saw in Section 2.7, applying an oscillating input to a persistent-current qubit
causes it to rotate between the 10> and 1> state. This can be done using an external oscil-
lator operating at room temperature which we couple to the qubit through coaxial lines, or
it can be done by designing an on-chip oscillator using superconducting technology. This
chapter begins by showing how the Josephson junction can be used as an oscillator and
how the RCSJ model provides a circuit description of a Josephson junction oscillator in
Section 5.2. Section 5.3 then covers Shapiro steps and explains how a Josephson junction
can be used to measure an rf signal. Next, Section 5.4 presents the SQUID oscillator
designed to drive the qubit, with an analysis of its contribution to decoherence and some
preliminary measurements. Finally, in Section 5.5, experiments done on Josephson junc-
tion arrays are presented in order to give an example of the rf signal generation and detec-
tion abilities of Josephson junctions.
5.2 The Josephson Junction Oscillator
An oscillating magnetic field can drive the qubit between its ground state and its
first excited state. Using an external microwave oscillator, Caspar van der Wal has dem-
onstrated this driving, mapping out how the resonance changes with frustration [30] and
demonstrating level splitting at f=0.5. This experiment had a short decoherence time,
however. Performing observable Rabi oscillations requires a longer decoherence time,
which requires better filtering of external noise and a reduced magnetic coupling [31].
Better control of decoherence may be possible by building an on-chip oscillator. This
eliminates the need to build high speed lines, which can carry noise as well as the desired
signal, from the outside world to the qubit. With an on-chip oscillator, the only source of
high-frequency noise is from the oscillator itself. While that can be significant, it can also
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be calculated with a high degree of accuracy, and possibly engineered in order to reduce
the decoherence.
Ibias
Mo. C.
Icsin (p
FIGURE 5-1. The Josephson junction and the RCSJ (Resistively-Capacitively-Shunted Junction)
circuit model. The hourglass figure is the supercurrent branch, which follows the Josephson
relation.
Figure 5-1 substitutes the RCSJ model for the Josephson junction. This circuit
model of the Josephson junction has three branches: the Josephson element branch, which
follows the Josephson relations and is marked by the hourglass symbol, the capacitive
branch, which comes from the physical structure of the junction and acts as a simple
capacitance, and the resistive branch, which is due to quasiparticle tunneling across the
barrier. In the quantum model of the junction, we were able to ignore the resistive branch,
since when the junction is biased below the critical current, the dc voltage is zero and no
dc current flows through the quasiparticle channel. When the junction is biased below its
gap voltage, then the resistive channel has a very high resistance, greater than 1 MQ,
called the subgap resistance. This depends on the temperature of the sample, since it is
proportional to the number of quasiparticles available for tunneling. Above the gap volt-
age, the junction resistance is equal to the normal resistance, which has no dependence on
the number of quasiparticles and instead is equal to lVg/4Ic. A number of parameters are
important for describing the RCSJ model. As was noted in Section 1.3, the Josephson
inductance, Lj=0,-/27rI, approximates the junction for small signal sources at low frequen-
cies. The Stewart-McCumber parameter, Pc, is the ratio of the timescale of the capacitor
(R C) to the timescale of the inductor (L/Rn), so Pc=R 2C/L. A P>1 junction is consid-
ered underdamped, while a P,<I junction is overdamped. In an underdamped system, the
capacitor discharges slowly. When the current is ramped up past the critical current, the
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charge across the capacitor causes the junction to remain in the voltage state until the cur-
rent bias drops to a retrapping current which is smaller than the critical current. This
causes hysteresis in the current-voltage characteristic. In an overdamped system, the
capacitor discharges through the Josephson current, and thus does not hold a voltage.
While raising the bias current above the critical current will cause the junction to enter the
voltage state, lowering below the bias current will return it to the supercurrent branch.
The Josephson relation in Equation (5-1) describes the direct link between the
voltage across a junction and the rate at which the phase changes.
<D 0V = -(P (5-1)
A constant voltage produces a constant rate of change in the phase. Since the current
across the junction, as given in Equation (5-2), depends sinusoidally on the phase, a con-
stantly changing phase produces an oscillating current at a frequency of 483 MIfz/ V.
I = Icsinp (5-2)
Unfortunately, it is difficult to voltage bias junctions. A good voltage source has an
impedance much smaller than the load, while a good current source has an impedance
much higher than the load. Since junctions have a very low impedance, it is more com-
mon to current bias than voltage bias junctions. It is relatively easy to find the average dc
voltage bias of a junction when RC<<Lj/R, which is V=IcRn[(IbiasIIc-)2I1/2. However,
the current oscillations intentionally excited in the junction disturb the bias, producing
harmonics of the fundamental frequency maintained by the average dc voltage.
As the de voltage becomes higher, the oscillating current's disturbance of the aver-
age voltage becomes less significant, the harmonics die out, and the junction becomes
more single frequency. Assuming the resistance dominates the impedance, and V=IcR,,
then the amplitude of the harmonics approximately follows the formula in Equation (5-3),
where a is the voltage magnitude of the harmonic relative to IcR,, v is VdcJIcR, and n is the
number of the harmonic [39].
cx = 2v [(1 + v 2 )1/2 + v]-", (5-3)
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5.3 Shapiro Steps
In addition to producing an oscillating current from a dc input, Josephson junctions
show a dc response to an oscillating signal. When an oscillating voltage is placed across a
junction, there is a corresponding decrease in the junction's critical current, as well as the
development of constant-voltage current steps [70], called Shapiro steps, in the I-V curve,
as in Figure 5-2. These steps are located at voltages which are integral multiples of
V,='Pov,, where vs is the frequency of the source, and have a magnitude which depends on
the amplitude of the oscillating voltage. Consider the applied voltage to have a dc compo-
nent and an ac component as in Equation (5-4).
V = Vd +Vacsin(0t) = ( (5-4)
We can discover the Josephson current by integrating the voltage to get the phase and cal-
culating the current from the Josephson relation in Equation (5-2), which gives Equation
(5-5).
i (t) = Ic (n . sin(p(O)+ (cod - nos)t) (5-5)
n = o
If we want to see the influence of this oscillating current on the dc current-voltage
relation, we are interested in the dc current through the junction, which includes not only
the dc Josephson current but also the dc current across the resistive branch. <ij> is given
by finding the time-invariant components of Equation (5-5), which appear whenever the
frequency at which the detector Josephson junction oscillates, Ou, is an integer multiple of
the frequency of the driving source, (os, as in Equation (5-6).
) I2,tac] sin(((0))5 (5-6)(ij) = 1C ItI DWSj
nl = -oo
The dc current in the resistive branch is simply Vdc/R, which is clear from Equation (5-7).
iR(t) = V+ sin(ost) (5-7)
The total dc current is given in Equation (5-8).
-R) = L+ (-1) s[J ( (5-8)
R l = -00
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FIGURE 5-2. I-V curve of a voltage biased junction driven by an oscillating voltage. Note that a
number of constant-voltage current steps appear at multiples of the driving frequency, v. The
dotted line indicates the path which a current biased measurement would follow.
This result is shown in Figure 5-2. While this gives a nice solution, there are two
differences between this calculation of the dc current-voltage characteristic and the typical
real world measurement. First, the oscillating source rarely approaches an ideal voltage
source. However, the model will work as long as the current produced by the junction's
own oscillations are much smaller than the current oscillations it is measuring. Second,
rather than holding the junction at a dc voltage and observing the range of current which
can be added without altering the voltage, the current-voltage characteristic is usually
measured by ramping a dc current across the junction and measuring the voltage. The
steps are still produced, but the height of the steps are no longer equal to the Bessel func-
tion solution. Notice that in Figure 5-2, there are certain current values where two or more
voltages are possible. Rather than observing these multiple values, the current biased
detector junction I-V follows a smooth curve, as in Figure 5-3. In addition, the steps are
rounded by high temperature fluctuations. These can be calculated, as [69] shows. The
current appears to follow the path indicated by the dotted line in Figure 5-2, such that it
does not observe complete steps, but rather goes to the closest available voltage value
once it reaches the top of the step, but there is no good analytical solution for this problem
[71]. For this reason, calculating exact power output from Shapiro steps is quite difficult.
Notice, however, that the critical current of the detector junction also changes with the
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oscillating signal (n=O and Vdc=O in Equation (5-8)), and since the full critical current can
always be observed (except for what is lost due to thermal noise), this provides the best
approximation of total power.
-30 -20 -10 0
Voltage(gV)
10 20 30
FIGURE 5-3. Measured I-V curve of a current biased junction driven by an oscillating current.
Note that the critical current is nearly completely suppressed, and the visible steps are rounded.
There is no hysteresis in this I-V curve.
These approximations can allow for a first order calculation of the power from the
detector junction response. However, a more exact solution requires a simulation of the
junction I-V with a current bias and an oscillating input signal. Even this simulation does
not account for the whole problem, since it does not simulate the effect of temperature in
rounding the steps.
For an overdamped junction, the shape of the step rounding due to thermal noise
for the critical current can be written as Equation (5-9) when yrkBT/EcC«1.
(V) = 2I R1 - sinh exp - (5-9)
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R, is the resistive branch, U0 is the barrier seen by the phase particle. When y>>1 in an
overdamped junction, the curve follows the expression in Equation (5-10) [71].
(V) = 21CRII _ cj
IC 2((I/IC)2+ y2) (5-10)
At the higher-order steps (any step but the critical current itself), the curvature of
the step is different because the height of the step is not I. This gives a different value for
y, called yl, in Equation (5-11).
= R I+A1= 7I R 1 2 (5-11)
This value can now be plugged into the above equations and used to calculate the curva-
ture of each step. Rd is the dynamic resistance of the junction at the current bias point if
there is no applied oscillating current, and AI is half the amplitude of the Shapiro step [71].
5.4 The SQUID Oscillator
Ibias
Rsh IC C
Lsh 
' V
Ldc/2  LdcI
2
'Mag
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LCRs
Lsh
SQUID oscillator
FIGURE 5-4. Circuit diagram of the SQUID oscillator
Mmw
Qubit
A simple oscillator based on an overdamped dc SQUID was designed to drive the
qubit, as shown in Figure 5-4. This is the simplest oscillator design which has two con-
trols, current bias and flux bias, in order to adjust the frequency and amplitude of the
SQUID. The two are not completely independent, however, and it may take experimenta-
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tion to map out the appropriate flux and current biases to specify the desired amplitude
and frequency. In this design, the dc SQUID oscillator is placed on a ground plane to min-
imize any field bias from the external source which biases the qubit. In order to flux bias
the SQUID, direct injection is used, where an extra current, IMag in the figure, flows along
a segment of the superconducting wire in the SQUID, adding flux through the loop with-
out changing the bias of the junctions.
The output of the oscillator is inductively coupled to the qubit, so that it is the
oscillating magnetic field which drives it. Not only does the oscillator need to provide
sufficient amplitude at the right frequency to drive the qubit, it needs to do this without
decohering the qubit. Fortunately, this can be modeled with the spin-boson model, and the
oscillator can be engineered in order to reduce this noise.
5.4.1 Decoherence
The spin-boson model for relaxation and dephasing times may be applied to the
persistent current qubit [46]. The relevant equations give dephasing and decoherence
times in terms of the spectral density of the noise [33]. A version of this method was
described in Section 3.7.1. We repeat Equation (3-21) in Equation (5-12) for clarity.
Tr = )J(o)coth T) 1 = + lim0[J(o) coth ( (5-12)
Tr and o are the relaxation and dephasing times, respectively. The 0o in the relaxation rate
is the frequency corresponding to the energy difference (v) between the two states. A and
E are the tunnel splitting and energy bias, respectively, and J(Co) is the environmental spec-
tral density function. This is calculated from the fluctuations in the energy bias, J(o)=<&6
&>U/h2coth(hY2kBT), which in turn depends on oscillations of the magnetic flux in the
qubit due to Johnson-Nyquist noise in the environment. These values are well known
from our circuit model, and for an inductive line (L,) which magnetically couples to the
qubit with a mutual inductance M,,, J(o) can be written as in Equation (5-13).
J() =o( 2 IRe{ Z(O)} (5-13)
Here Zt(o) is the impedance of the circuit environment, in this case the SQUID oscillator
which couples to the qubit. We will use the linearized circuit model of the oscillator as the
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environmental impedance. Since the relevant noise is the Johnson noise across the induc-
tance from other noise sources, Zt(o) is the inductance, Le, in parallel with the rest of the
circuit. I,, meanwhile, is the circulating current in the qubit. This formula gives a means
of calculating the decoherence and dephasing rates from the impedance of the circuit,
making design of the appropriate circuit straightforward.
'bias
Ldc12 IF\ Ldc12
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'Mag
R C
SQUID oscillator
FIGURE 5-5. Circuit diagram of the SQUID oscillator. The junctions have been replaced by the
RCSJ model where the Josephson element is removed, giving the Norton equivalent circuit.
5.4.2 Circuit design
There are three requirements for the on-chip oscillator. First, it must deliver an
oscillating signal from 10 to 20 GHz with an amplitude of at least 0 .00100. Second, the
signal must be clean--harmonic frequencies must be minimized. Third, the relaxation and
dephasing times need to be greater than 1 jis.
A circuit model from which decoherence can be calculated uses the RCSJ model
for the junctions in the SQUID. When the junctions are rotating, they look like indepen-
dent current sources, and thus may be treated as open circuits in the impedance calcula-
tion. The circuit model is shown for this circuit in Figure 5-5. At first, we consider the
inductor to be the load, and we calculate the Norton impedance, ZN(o), in Equation (5-
14).
ZN () C 1 2 + + R (5-14)
R- R.+jLsh
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Then, placing the inductor in parallel with this circuit, we get Zr(o) in Equation (5-15).
z,(w)= [zN(w)'+ - (5-15)
This is the impedance which appears in the spectral density calculation in Equation (5-13).
The impedance is a complex function, but it is readily apparent that the real imped-
ance in parallel with the inductor, LC, should be large. (This comes from the fact that our
primary interest is current across the inductor, and although a large impedance means
greater voltage noise, it results in smaller current noise.) There is, however, a conflict
here, as a small shunt resistance is necessary to reduce the IeR product so that it is smaller
than the voltage which gives 10 GHz, namely 20 gV. Fortunately, a compromise is possi-
ble if a damping resistor is used in the coupling loop.
The maximum amplitude of magnetic flux oscillation is at the resonance of the LC
circuit. Unfortunately, this is at the maximum throughput for the noise as well. In order to
achieve a balance between flux amplitude and noise, we designed the resonance to be
slightly off from the target frequencies of the oscillator. In this case, the LC resonance
occurs at about 8.6 GHz. By using an LC resonance below the operating frequency,
higher frequency harmonics are reduced. With some work, a suitable set of parameters
has been found.
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FIGURE 5-6. (a) The amplitude of the SQUID oscillator at various frequencies. (b) The
decoherence times of the SQUID oscillator at various frequencies.
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81 pA 23.4 Q 4.84 pF 0.19 Q 0.38 pH 0.73 Q 4.6 pF 75 pH 0.6 pH
For 10 GHz, which is near the resonance frequency, the calculated flux oscillation
has a maximum of 0.00270o, while the computed relaxation and dephasing times are 0.63
ps and 1.2 gs, respectively. Within 1 GHz, however, the amplitude has dropped to
0. 0 0 1 8 0o and the relaxation and dephasing times have increased to 1.5 and 3 [s. By 20
GHz, the oscillation is 0 .0 0 0 5 8 1 o and the times are 34 gs and 67 gs. This circuit has been
fabricated at Lincoln Laboratory in their niobium trilayer process. It is coupled to a qubit
created by the same process.
5.4.3 Simulation
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FIGURE 5-7. Circuit diagram of the SQUID oscillator.
The dc SQUID oscillator can be simulated using the RCSJ model, the Josephson
relations, and flux quantization. The voltage across the load is simply Vad v+vi
where vo and v, are the voltages across junctions 0 and 1 respectively. The voltage across
the load is the average of these, since it is tapped off the middle of the loop, which divides
the inductance equally between the two branches. Since the voltage difference around the
loop (vo-vI+LdcdIm/dt) must be equal to zero according to Kirchoff's voltage law, this
means that Vload = vo+.5LddI.m/dt = v, - .5 LddImldt = (v 0+v1)12.
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Flux quantization requires Equation (5-16) to be true, where f,,, is the external
flux bias of the oscillator which Imag produces.
F(w, p -o + 22tf0 ) (5-16)M 27c L
Flux enters and leaves the loop by 2it changes in po and <pi. Equation (5-17) describes the
current in each branch of the SQUID.
ibias 
- Iload
'O= 2 +1,1 0 = _ 2 I r n( 5 -1 7 )
ibias ~ load (-7
2 'I
The rest of the equations follow from the Josephson relations and basic circuit ele-
ment equations. The voltage-phase relation (V=(<D0/2c)dp/dt) gives
k =n (k5-18)
The Josephson current-phase relation (I = Icsinqp) combined with Ohm's law and the
capacitance current-voltage relationship (i = CdV/dt)gives Equation (5-19).
avk 'k - Vk /Rn - Ic sin(Pk) - 1 sh, k (5-19)
- (519
The current across the resistive shunt for junction k is ish,k, which changes in time accord-
ing to Equation (5-20) according to the inductance current-voltage relationship (V=LdI/
dt).
aish,k 
_ Vkish, kRsh (5-20)
t Lsh
The current across the load follows this inductance current-voltage relationship as well
when we calculate the portion of the voltage across the inductor, as shown in Equation (5-
21).
load Vload - Vcap - IloadRC (5-21)
- load
Finally, the voltage change across this capacitance depends on this current, as in Equation
(5-22).
aVcap lod (5-22)Sf cc
Since we can determine the time-rate of change of each of these variables in terms of their
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present values, it is straightforward to solve numerically as long as we have the correct
starting conditions (Ibias=O, f=O, 91=p 2=0, vl=v2=0, ish,1=ish,2=0). At each point in time,
the current values of the variables are used to determine their rate of change, multiplied by
At, and added to the current values. Matlab's integration subroutines, such as ODE45, fur-
ther improve the solution by calculating enough intermediate steps to avoid discretization
errors. Ibias and fos are considered constants since they change slowly enough to allow
the others to reach a steady-state solution. This steady-state solution is mostly sinusoidal
once the average voltage is past IcR, which is the desired operating regime of the SQUID.
These simulations allow a more exact determination of the frequency and ampli-
tude of the oscillations seen by the qubit. First, Figure 5-8 shows the I-V curve, both sim-
ulated and measured. Figure 5-9 shows a contour plot, where the horizontal axis is the
bias current on the SQUID, the vertical axis is the frequency, and the colors indicate the
amplitude of the signal, so that each vertical slice shows the amplitude spectrum at a par-
ticular current bias. The flux bias is kept constant atf-O. Unlike the array in Section 5.5,
the maximum output of the SQUID oscillator occurs at f=O, since the two junctions con-
tribute symmetrically to the load. Figure 5-10 shows the amplitude of the dominant signal
versus the bias current of the oscillator. The frequency of this signal changes with the cur-
rent bias. This simulation allows a good estimation of the signal produced by the oscilla-
tor at different values of Ibias andf0 sc.
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FIGURE 5-8. The I-V curve of the oscillator, both measured and simulated. fosc=0.
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5.4.4 Measurements
Measurements have been performed on the oscillator at 300 mK. It has not yet
been tested at dilution refrigerator temperatures, so there are no measurements of qubit
rotation. However, the current-voltage characteristic has been measured, as shown in Fig-
ure 5-8. Moreover, the oscillator produces suppression in the critical current of the mea-
surement SQUID when it is on, as shown in Figure 5-11. This indicates that power is
being delivered to the measurement SQUID through magnetic coupling, and by extension
to the qubit.
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FIGURE 5-11. The mean switching current for the measurement SQUID when the SQUID
oscillator is at various frequencies. The magnetic field bias of the oscillator is kept at fosc=0.26,
while the current bias is changed to produce different oscillation frequencies.
When the oscillator is on, the SQUID's switching current standard deviation
becomes broader even as the curve shape is distorted, as shown in Figure 5-12. This
makes it difficult to detect the qubit step and measure it. With enough averaging and com-
parison to a SQUID lobe without a qubit step, it should be possible, however. This exper-
iment has not been run at this time due to problems with the samples.
161
4.3 GHz
4.8 GHz
5.7 GHz
0.5
0.45
0.4
Z 0.35
0.3
0.25
0.2
0.15
-0.5 -0.45 -0.4 S9i flux bias ) -0.25 -0.2 -0.15
(a)
0.5
0.45
0.4
0.35
0.3
025
0.2
0.15
-0.5 -0.45 -0.4 -0.35 -0.3 -0.25 -0.2 -0.15
SQUID flux bias ((O)
(b)
FIGURE 5-12. The contour plots showing the number of switching events. The qubit step is clearly
visible in (a), where the oscillator is off, but it is washed out in (b), when the oscillator is on at 4.9
GHz. As above,fOSC=026.
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5.5 Arrays
Arrays of parallel Josephson junctions can operate as tunable oscillators [35].
When the array is current biased such that it has a non-zero voltage, Varr each junction
oscillates with a period of T=XO/Varr In a shunted array, a single frequency wave solution
is applicable when the array is biased such that Varr>IcR (R is the total resistance of the
junction, RIIRa, the junction's normal resistance and its shunt resistance, respectively)
with frequency o>=(2 7t/IO)Vrr Then each junction can be modeled as an independent,
sinusoidal current source, whose phase differs from its neighbor by 2nO,/00, where Dext
is the applied external flux per cell of the array. Using this model, we can design a load
that is impedance matched to the array for maximum power output [36]. For testing pur-
poses, a single, overdamped Josephson junction can detect the power delivered to it as the
load.
What is not apparent is that the same single frequency model is useful when
Varr<IcR. Despite the fact that the periodic, ac current of each junction is distinctly non-
sinusoidal, if one considers each harmonic individually, this approximation still works.
This will be shown by a series of nonlinear simulations.
5.5.1 Nonlinear simulation
Consider a parallel array consisting of 54 junctions, as shown in Figure 5-13(a).
Each cell of the array has a mesh inductance calculated from the cell geometry using a
program called FastHenry [37]. The RCSJ model is substituted for each Josephson junc-
tion in the array. In this experiment, the junctions are resistively shunted, and both the
resistance and the inductance of the shunt are included in the model [68]. The complete
array is modeled in a numerical simulation which solves for flux quantization and Kirch-
hoff's voltage and current laws. Typical parameters for each junction are the following:
I,=120 gA, Rn=8.6 Q and C =300 fF. The cell inductance, Ls=15.2 pH, gives a value of
LIL,=O. 177. The shunt resistance for each junction is Ra=2 .6 Q (the inductance of the
loop it forms with the junction is La= 1.28 pH), which gives a Stewart-McCumber parame-
ter of $C=0.5.
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5.5.2 Linear circuit model, Vrr > IR
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FIGURE 5-13. (a) Schematic of array. (b) Diagram of circuit used to model array. I=aIesin(ot+0g),
where O;=2nif.
When the bias current of the array, Ibias, is high enough that Vr,>IcR, a traveling
wave solution is apparent. At this bias, each of the array's junctions is in a whirling mode
[38], in which each junction is continuously rotating through phase. This produces a peri-
odic and approximately sinusoidal current of magnitude I,. Modeling the Josephson cur-
rent of each junction as an independent source, which has an amplitude of I, at a
frequency of o=(27/I 0 )Vrr, and which differs in phase by 27(ex,/O per cell, allows a
fairly simple circuit model utilizing the RCSJ junction model, as shown in Figure 5-13(b).
This linearized model can be solved analytically. From this linear circuit network, we can
calculate the equivalent impedance of the array. First, each individual junction has an
impedance of
, a 1 1 (5-23)
RTe +-1C Ra + JwnLa
These parameters are labeled in Figure 5-13(b). For an array with many junctions, adding
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one more junction and its cell inductance should not change the overall impedance of the
array. Thus, the impedance of the array can be calculated recursively, so that the equiva-
lent impedance at one end is the recursive solution in parallel with the final junction:
Zr = jQL + J(JowL)2 + 4j (LZ 1 , a
Zarr + 
(5-24)
j, a r
Furthermore, the circuit model allows the calculation of how the power delivered to the
load varies with frustration, ft- e/I'o. One would normally assume that the power is
maximum when all the junctions are in phase, f=O. This need not be the case, however,
when the inductance of the cell induces a current lag between the junctions. This means
that the currents from two neighboring junctions are in phase only if the phase difference
compensates for the current lag. In fact, when the inductance is paired with the resistor
and capacitor of the RCSJ model, it forms a low pass filter. The load, at one end of the
array, will not see a power equal to the sum of all the junctions' output, but rather the total
power will asymptotically approach a finite level as more junctions are added to the array.
The number of junctions where this levels off is dependent on the parameters of the array,
but here it is about 10. Nonlinear simulations show that this model is effective. The phase
difference between the junctions is approximately as predicted (Figure 5-14(a)), as is the
current amplitude (Figure 5-14(b)).
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FIGURE 5-14. A comparison of simulations of the array biased at high and low voltage: (a) the
phase difference between adjacent junctions, and (b) the amplitude of the oscillation.
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5.5.3 Linear circuit model, Varr<IcR
When the voltage is significantly smaller than ICR, each junction's Josephson cur-
rent is non-sinusoidal. Despite this, the model may still be used if each harmonic is exam-
ined individually. The magnitude of each harmonic for a resistively shunted junction is
given by
c = 2v[(1+v 2)1/ 2 +v]-", (5-25)
where n is the order of the harmonic, and v = VarIIcR [39]. As can be seen in Figure 5-
14(a) and (b), the phase difference and magnitude follow the same trend. There are, how-
ever, some obvious outliers nearf-0.8.
5.5.4 Impedance matching the load
When the junctions are modeled by simple impedances, it is possible to impedance
match the detector junction as the load of the oscillator. The detector junction in this
experiment is a single junction, identical to the junctions in the array, and shunted by a
resistance. The junction parameters are determined by our choice of critical current and
critical current density rather than our desire to match the impedances. Thus it is the shunt
resistance and inductance that are adjusted to match the array impedance. The detector's
impedance is given by
ZJd +jOC 1 (5-26)
Rn Rd+joLd
It is separated from the array by a capacitor to block dc current, which forms a loop with
an inductance. This coupling has an impedance of
= joL + (5-27)
Note that this impedance is purely imaginary. Thus while the detector junction's parame-
ters are adjusted to match the real part of the array's impedance, the coupling circuit's
capacitance and inductance can be adjusted until the imaginary part of the impedance is
matched, thus achieving the matching requirement: Zarr=(Z+Zj d)*. The parameters of the
detector junction itself are identical to the junctions in the array, but its shunt resistance
and inductance can be varied. In order to impedance match the detector to the array,
Rd=2.6 Q and Ld=1. 3 6 pH are used with a coupling capacitor and inductance of Cc=200 fF
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and LC=50 pH.
Even in the full simulations, it is apparent that the impedance matching which was
accomplished using the linear model works well. Although it is not clear that the power
transfer is optimized, the voltage delivered to the load is a clean sinusoidal voltage, even
at low Varr where the array produces many harmonics. At the least, this indicates that the
impedance matching is much better within the target frequency range than at the harmon-
ics of the signal.
5.5.5 Experiments
Experiments have been performed on Nb arrays manufactured by HYPRES. 3x3
m2 junctions were used, which had a critical current of 120 pA. Figure 5-15(a) shows a
current-voltage curve of the array, specifying where the bias point is which gives the Sha-
piro step in Figure 5-15(b).
When the rf power from the array is delivered to the detector junction, it develops
Shapiro steps at voltages corresponding to multiples of the frequency of the rf source, cos
As [40] and [41] show, we need the full nonlinear simulations to determine the power
which the detector junction sees. These full simulations give the Shapiro step height and
critical current suppression corresponding to different amplitudes of independent sources,
and then we can map those values to our measured I-V curves. We have considered the
height of the first step and the suppression of the critical current independently, allowing
two estimates of the power. Only the calculation from the step height is shown. The power
calculated from the critical current suppression, while not identical, has the same qualita-
tive shape.
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FIGURE 5-15. (a) Measured current versus voltage of the array at 7.0 K. The bias voltage which
gives a 50 GHz output is indicated, V, = 0.1035 mV=0.42 IcR. (b) Measured current vs. voltage
curves of detector junction at 7.0 K, showing the curve both with and without an rf source of 50
GHz (Var = 0.1035 mV).
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FIGURE 5-16. Power delivered to the detector junction varying with the applied frequency. The
frequency is determined by the bias point of the array's voltage. v=Var 0. The top curve is the
power expected analytically, while the measured power is roughly half of that.
Figure 5-16 shows power delivered to the load versus the frequency of the array,
indicating the frequency response of the coupling to the detector junction. While the mea-
sured power is roughly half of that expected analytically, the circuit shows the correct fre-
quency response, indicating successful impedance matching.
Figure 5-17 shows the variation of power with frustration. In this experiment, even
though the array was current biased, the voltage, Var,, was held constant through a feed-
back loop. The power is periodic in frustration and can be tuned from its maximum value
of about 1 nW to near zero, while the frequency (voltage) of the array is maintained at a
constant value. Similar dependencies are found at other frequencies. The expected power
is shown from both the linear circuit model (+) and the nonlinear simulations (o). The
solid line is a fit through the nonlinear simulation points. Results differ from the predicted
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values in three significant ways. First, the measured power is less than the predicted power
by approximately a factor of 2 (in Figure 5-17, the predicted power is shown reduced by
this factor in order to more clearly show the match in the shape). Second, the offset of the
maximum differs from that predicted (0.7 rather than 0.8). Third, the peak in the power is
broader than expected. Notice that the shape of the nonlinear simulation prediction is
closer to the experimental results than the linear circuit mode.
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FIGURE 5-17. The power produced by the array, experimental measurements compared to
nonlinear simulation and linear circuit model predictions. The array is biased at Va,=0.1035 mV.
The linear circuit model has proven useful in predicting the qualitative shape of the
array output and, more importantly, in allowing an impedance match between the array
and the junction. The experiments further confirm that amplitude and frequency can be
modified independently using frustration and bias current, resulting in a tunable rf source.
The low power output may be due to two factors. First, the detector junction influences
the oscillator in the same way that the oscillator influences the detector junction. In other
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words, we have an active element as the detector, and its influence on the oscillator is sig-
nificant. This can be reduced by using a detector junction with a much smaller critical
current, and thus less signal, than the array's junctions. Second, the leads connected to the
array provide an alternative path for the power. This can be alleviated by creating high
impedance barriers in the leads close to the oscillator.
5.6 Conclusion
Engineering on-chip control of the qubit requires hitting a moving target at this
stage of the project. Although we design in order to provide coherent control according to
the most recent theoretical analysis, the theory is constantly changing as we refine our
model of the qubit. We have designed a device which is connected to the qubit, and our
experiments on this device will refine our model, improve the theory, and allow for better
design. We can determine that the oscillator delivers power to the qubit. This oscillator is
just the first step in the iterative process which will hopefully result in reliable, coherent
on-chip quantum computation.
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Chapter 6
RSFQ Circuits
6.1 Introduction
This chapter introduces the concept of Rapid Single Flux Quantum (RSFQ) super-
conducting digital logic in Section 6.2, and explains how its various components perform
their operations. This logic is potentially useful for performing on-chip control of quan-
tum devices. Section 6.3 covers the coupling between quantum devices and RSFQ control
in more detail, adapting our method of accounting for circuit environment decoherence to
RSFQ. The Variable Duty Cycle Oscillator which we designed in collaboration with the
University of Rochester is discussed in Section 6.4. This device repeats a fixed frequency
oscillation which lasts for a programmable length of time. This frequency can drive the
qubit, and it might be useful in observing Rabi oscillations. Finally, a more conservative
circuit based on external timing control and designed for a lower critical current density is
described in Section 6.5.
6.2 RSFQ Concepts
CMOS (Complementary Metal-Oxide-Semiconductor) logic forms the basis for
modern silicon technology. Pairs of transistors either block or transmit current depending
on the charge on their gate inputs, thus storing information and processing logical opera-
tions in units of charge. It is difficult to use charge as the basic measure of information in
superconductors, since they transmit charge much more readily than they block it. This is
apparent even in the names: a semiconductor can either conduct or not conduct, while a
superconductor always conducts charge. Because of this difficulty, it is natural to look to
the complement of charge, namely magnetic flux, as the basic logical unit in supercon-
ducting technology. In superconductors, information is stored not by charge stored on a
capacitor, but by charge circulating in a loop to store magnetic flux. Information is stored
and processed by conducting magnetic flux rather than charge.
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In CMOS technology, it is difficult to perform logic with only a single electron.
Instead, a large number of electrons are stored on a capacitor, enough for it to reach the
arbitrary voltage at which the logic operates. This means that the number of electrons can
vary with the size of the capacitor. As silicon processing technology pushes the size of
those capacitors smaller and smaller, CMOS logic approaches the point where computing
is done with quantized electrons, rather than a large, imprecise number of them.
The flux quantum is quantized by the superconductor: it is the amount of flux
which produces a phase difference of 21r around a superconducting loop. From the start,
superconducting flux logic has dealt with units of flux quanta. Thus this type of logic is
called RSFQ, or rapid single flux quantum, technology. Josephson junctions can serve to
redirect flux quanta, providing the logic necessary for RSFQ. The components described
below differ little from those described by Likharev in his groundbreaking paper [60].
6.2.1 The Josephson Transmission Line
lb lb lb
Out
I n Out
Voltage Pulse
FIGURE 6-1. A Josephson transmission line.
The first component of RSFQ logic is simply a line which can transmit the flux
quantum from one end to another, as shown in Figure 6-1. This is called the Josephson
transmission line. This line is active, propagating the flux through overdamped Josephson
junctions which are each biased near their critical currents. The damping is necessary,
since the junctions must return to their initial states while remaining biased.
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Consider a flux quantum in loop A, inducing a current in the clockwise direction.
The induced current flows in the opposite direction from the bias current across the junc-
tion to the left, J1, so that junction is well below the critical current. However, for the
junction on the right, J2, the sum of the induced current and the bias current is greater than
the critical current of the junction, causing it to enter the voltage state. If it were to remain
in the voltage state, it would oscillate continuously, but in this case the voltage across the
junction looks like a pulse, as shown in the figure. As soon as J2 enters the voltage state,
the current finds an easier path, continuing down the line into the inductor in loop B. The
pulsed junction returns to its state just below the critical current, only now the circulating
current is in loop B, so the induced current subtracts from the total current in J2 . The junc-
tion to the far right, J3, now has a current greater than the critical current, and it flips. In
this way, the flux quantum propagates to the right, travelling through the junctions along
the way. The JTL reinforces the pulse, assuring that it reaches the end at full strength, but
there is a time delay for the pulse to travel that distance.
6.2.2 The T-Flip-flop
XJ1, J2
m * In
Out ou
J3 /P J4
Voltage Pulse
Out
FIGURE 6-2. The SFQ T-flip-flop.
The T-flip-flop, as shown in Figure 6-2, is a basic memory element in both CMOS
and RSFQ. The single input serves to both set, reset, and read the cell. When the cell
starts out in the 0 state, then an input signal changes it to a 1, and a flux quantum comes
out at the OUT terminal. When the cell is in the 1 state, then an input resets it to 0 and
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sends a voltage pulse to OUT. I,, the persistent current in the bottom loop, stores the
information. When the persistent current flows clockwise and the bias current is such
that J4 is closer to its critical current than J3, and a pulse at the input will cause J4 to flip.
With a voltage across J4 , the path across J3 remains superconducting, and the circulating
current changes direction. The voltage pulse at J4 exits the T-flip-flop at Out. Thus the
clockwise circulating current corresponds to 1. Once the persistent current starts flowing
counterclockwise, an incoming pulse will cause J3 to flip, since it is closer to its critical
current than J4 is, and the circulating current will reverse direction again, while the voltage
pulse is sent to Out. The counterclockwise circulating current corresponds to 0.
The properties of the T-flip-flop make it a very useful component. By putting
three T-flip-flops in series, one can send signals to the first T-flip-flop, and the state of the
three registers will progress from 000, through 100, 010, 110, 001, 101, 011, 111, and back
to 000, with an output signal from the last T-flip-flop. If one reads the register of T-flip-
flops in the opposite direction, one gets 000, 001, 010, 011, 100, 101, 110, 111, and 000.
In other words, these three T-flip-flops form a counter, outputting a pulse every time the
counter turns over.
6.2.3 The Non-Destructive Read Out Memory Cell
The T-flip-flop is an example of a DRO, or Destructive Read Out, memory cell.
Sending a signal to the input will give an output indicating the current value in the cell, but
it will also change the state of the cell to its opposite. An Non-Destructive Read Out
(NDRO) cell can output the bit in memory without changing its state. In its most flexible
form, an NDRO has 3 inputs. The Set changes the value of the bit to one, or leaves it
alone if it's already one. The Reset acts similarly, forcing the state to zero. The Read
sends a pulse to Out if the bit is one, sends no output if the bit is zero, and does not change
the state of the cell either way.
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The information bearing circulating current is contained in the J1 -J3 loop- If J2 has
a small critical current, it does not significantly effect the circulating current. However, a
circulating current in the loop, the "1" state, does force both J2 and J4 close to t/2 due to
fluxoid quantization, causing J4 to switch when a READ signal comes in. When there is
no circulating current in the J1-J3 loop, then J2 and J4 are phase biased near 0, and the
READ input does not cause J4 to switch. Set and Reset behave similarly to how the two
branches of the T-flip-flop behave.
6.2.4 The Inverter
J1
In
J3 X
Clock J 2
i1b
In 
_
Clock
FIGURE 6-4. The SFQ Inverter.
The Inverter outputs an SFQ pulse at each clock signal unless it has received an
SFQ pulse at its input since the last clock signal.
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In the inverter, the main loop around which flux is quantized is composed of J3, J4 ,
and J5. When an SFQ signal comes in on the In line, the J, junction undergoes a 2-K flux
leap if the circulating current in the loop is counter-clockwise. If the current is clockwise,
then the J4 junction is biased near its critical current and it pulses into the voltage state. J5
remains superconducting since it has a larger critical current. When this happens, the cur-
rent goes from clockwise to counter-clockwise. In this case, a pulse on the Clock input
causes a 2xT phase jump in J2 rather than J5 . Any signal coming in on the Clock input also
resets the J3-J4 -J5 loop to clockwise circulating current by causing a 27t phase jump in J3 if
the current is counter-clockwise.
If no input comes in on the Input line, the circulating current remains clockwise,
and an input on the Read causes J5 to pulse (since it is biased near its critical current),
sending a signal to the output.
6.2.5 The DC-to-SFQ converter
J1 +b 0 ut
In LJJ2J4 
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Out
FIGURE 6-5. The DC-to-SFQ Inverter.
In order for an RSFQ logic circuit to be useful, it needs to be able to communicate
to the outside world. Therefore, it needs some way to convert CMOS signals, where a
high voltage corresponds to "1" and a low voltage corresponds to "0", into SFQ pulses,
where the presence of a pulse is "1" and its absence is "0". The DC-to-SFQ converter pro-
duces an SFQ pulse at the rising edge of a CMOS signal, so that every time the input cur-
rent (converted from a voltage) rises past the trigger current, the converter outputs one
pulse and then stops [72].
In the above circuit, the J-J 3 loop looks like a single junction, and L-(Jl-J3)-J2 acts
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like an rf SQUID. When the current going into the SQUID exceeds the critical current of
J2 , it flips, sending a pulse to the output and trapping an anti-fluxon in the L-(JI-J3)-J2
loop, such that there is now circulating current in the loop flowing counter-clockwise.
This brings J2 below its critical current, so there are no more pulses on the output. (This is
identical to what happens when you increase the flux through an rf SQUID and the
SQUID changes states atf= 0.5.) When the current from In is decreased, the flux escapes
through J3 , which is smaller than J2, then through J1 , which is the same size as J2-
6.2.6 The SFQ-to-DC converter
Ibn 2
J3 / J4
Voltage Pulse
In Vout
FIGURE 6-6. The SFQ-to-DC converter. It consists of a T-flip-flop and an overdamped dc
SQUID.
The easiest way to convert a signal from SFQ to DC is to use a T-flip-flop and an
overdamped dc SQUID. The T-flip-flop stores a current either going clockwise("1") or
counterclockwise("O") around the J3-J4 loop, oscillating between them with each input
pulse it receives. A overdamped dc SQUID can measure the flux stored in this loop. If
the SQUID is biased just below its switching current when the state of the T-flip-flop is
"0," it will switch to the voltage state when the T-flip-flop goes to "1," and return to the
zero voltage state when the T-flip-flop again changes to "0." This is shown in Figure 6-6.
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For greater coupling over a ground plane, the dc SQUID can be directly coupled to the T-
flip-flop by sharing a superconducting line in the storage loop.
6.3 Decoherence from RSFQ circuitry
We used the method in [46], discussed in Section 3.7.1, to estimate and minimize
the contribution which the RSFQ electronics make to decoherence in the qubit. In this
method, the spin-boson model determines the influence of noise on the relaxation and
dephasing times, producing the equations in Equation (6-1).
1 = 1 (A J(()coth O and T =1  + i rn J (hco (6-1)r kvJ~~ct12kBT 
- 2 2ky v 0 [wcoth Y\kBT)j
Tr and co are the relaxation and dephasing times, respectively. A and S are the tun-
nel splitting and the energy bias, which relate to the energy difference v by v 2 =A2+ 2.
Finally, J(o) is the spectral density due to the Johnson-Nyquist noise in the resistor, and its
value can be derived from the impedance of the RSFQ circuit as shown in Equation (6-2).
J(O) = 4 ( 291{Zt(O)} (6-2)
Here, I, is the qubit's persistent current, Mmw is the mutual inductance between the
qubit and the RSFQ circuit's coupling loop, whose inductance is Lc, and Zt(o) is the total
impedance of the RSFQ circuit in parallel with LC. The last stage of the RSFQ circuit
before it is coupled to the qubit is a Josephson transmission line, as shown in Figure 6-7.
A good approximation of the RSFQ circuit's impedance can be reached using only this
last stage, since there are generally enough stages in the JTL line for it to be considered
infinite. A linearized circuit model of the junction, based on the RCSJ model, was used to
calculate the impedance of this stage, which, in series with the resistor and capacitor of the
RLC filter, gives ZRSFQ(O). The total impedance seen by the qubit is Z,(o)
=ZRSFQ(ofoLc. This formulation gives an estimate of tr =2.6 jis and o =5.3 ps as the
contribution from the oscillator. Since experimental measurements on a similar qubit
without the RSFQ components extract a decoherence time on the order of 50 ns [30], the
contribution by the RSFQ circuit should be small compared to other qubit sources. This
accounts for circuit noise, but a greater concern is the possibility of heating by the RSFQ
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circuitry. The junctions in an RSFQ circuit are current biased near their critical current,
and the bias is maintained by resistors which divide an externally applied bias between
junctions. These resistors dissipate heat equal to I2R, and it is unclear how well that heat
can be extracted from the chip. Some simulations done by the Bocko and Feldman group
at the University of Rochester indicate that the heat load is manageable, while calculations
and measurements done by the Lukens group at the State University of New York at
Stonybrook indicate otherwise. At this point, it is too early to tell without doing more
extensive measurements, ideally by testing RSFQ and qubits running concurrently on the
same chip.
Ile,. ... ... jR , C c
ZRSFQ LC
FIGURE 6-7. A Josephson transmission line which couples to the qubit.
6.4 A Variable Duty Cycle Oscillator
An on-chip oscillator can provide a magnetic field at the resonant frequency in
order to perform a (. rotation of arbitrary phase. One such oscillator was described in
Section 5.4. The rate of rotation depends on the oscillator amplitude, so that the degree of
rotation depends both on the amplitude and the time duration of the driving signal. For
this reason, a useful on-chip oscillator needs, at the least, control of its duration while its
amplitude is fixed to a rate much faster than the decoherence rate and its frequency is
fixed to the resonant frequency. The design described here has a variable duty cycle,
which allows on-chip control of the duration of driving oscillations.
Figure 6-8 shows the block diagram of the oscillator circuit. The 8 GHz clock
(consisting of a JTL ring) serves as an always-on RSFQ oscillator. Its signal is sent to the
Read input of the NDRO (Non-Destructive Read Out) memory cell every 125 ps. If there
is a I in the memory cell, then a pulse is sent to the JTL and is transmitted to the qubit
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after filtering. If there is a 0 in the memory cell, no pulse is sent. The Set and Reset on the
memory cell are controlled by two counters, each of which is made up of a chain of 13 T-
flip-flops which increment at each pulse of the 8 GHz clock from 0 to 213-1, or 8191.
With a 125 ps clock period, the counters have a period of about 1 gs. When the counter
connected to the Set input of the memory cell overflows, turning over from 8191 to 0, it
sends the overflow pulse to the NDRO in order to store a 1 in the cell. Likewise, the other
counter will reset the NDRO cell when it overflows. We can set the initial states of the two
counters to create an offset which determines the on-time of the NDRO cell. If the Set
counter fills up 10 pulses before the Reset counter does, the circuit will transmit 10 pulses
to the qubit, then stop until the next time the Set counter overflows.
Set Offset
8 GHS 13 TFF Set Out CC MMW
NDRO '~
13 TFF Reset Read 'drive
Reset Offset
FIGURE 6-8. An RSFQ Variable Duty Cycle Oscillator. It has a 1 pLs period, any portion of which
can have the 8 GHz oscillator on.
The oscillator may thus be adjusted to transmit anywhere from 1 to 8191 pulses to
the qubit every counter period, corresponding to the number of counts by which the two
TFF chains are out-of-phase. This fine degree of control is advantageous for causing con-
trolled oscillations in the qubit. The signal coming out of the NDRO goes through an RLC
filter before reaching the qubit, preventing harmonics in the signal from reaching the
qubit, where they would cause unwanted transitions and subsequent decoherence. The fil-
ter has parameters of RC=1.8 Q, LC=68 pH, and Cc=10 pF, such that the resonant frequency
is 6.8 GHz, and the Q is 2.1. The qubit sees an oscillating magnetic field corresponding to
MmwIdrive. Figure 6-9(a) shows the series of pulses which travel down the JTL as calcu-
lated by JSIM, while Figure 6-9(b) shows the sinusoidal current which couples magneti-
cally to the qubit. This magnetic field's effect on the qubit can be simulated using the
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technique discussed in Section 2.7. We can thus predict the rate of the Rabi oscillation and
the influence of any higher harmonics.
200
)
0
> 0
I I * I I I * I
0 200 400 600 800 1000
Time (ps)
(a)
20
10 -
0 -
-10
-20 -1 I * I * I I * I
0 200 400 600 800 1000
Time (ps)
(b)
FIGURE 6-9. (a) The signal which travels down the JTL. Here voltage pulses are clearly non-
sinusoidal. (b)Once it passes through an RLC filter, the signal from the NDRO produces a nearly
sinusoidal current across the inductor, which magnetically couples this signal to the qubit as a flux
oscillation.
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Once the rate and fidelity of the Rabi oscillation is established, an experiment to
observe Rabi oscillations may be possible. The oscillator drives the qubit to rotate
between 10> and 1> as shown in Figure 6-10. Since the qubit also decoheres, it tends
towards a 50-50 mixture of the 10> state and the 1> state if the oscillator is continuously
on due to dephasing, and completely decays to the 10> state when the oscillator is turned
off due to relaxation.
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FIGURE 6-10. The population of the qubit's first two energy levels as a function of time in response
to driving at the energy splitting. The total wavefunction is a|0>+$j1>.
An unshunted DC SQUID is used to detect the field of the persistent current qubit,
reading out the circulating current and thus the qubit's state [43]. If the RSFQ oscillator
described in this paper drives the qubit, the slow measurement process now in use cannot
be synchronized with the fast rate of the RSFQ circuit. The actual result of the measure-
ment is now difficult to determine. If the qubit is undergoing continuous Rabi oscillations,
then the measurement will presumably catch the qubit somewhere in its oscillations, and a
single measurement will give 10> half the time and I1> the other half. Only when a large
ensemble of measurements is taken will it become clear what percentage of time the qubit
spends in each state. If the RSFQ oscillator is run at some duty cycle less than 50% and
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the relaxation time is less than 100 ns, the qubit will essentially reset between pulses of the
oscillator. Figure 6-11(a) shows the oscillator with 50% on-time, while (b) displays the
qubit response to this driving, assuming a 100 ns relaxation and dephasing time. The
oscillator can be set to deliver any arbitrary rotation during its on-time, including a ic/2-
pulse, a ic-pulse, or a 2ic pulse. In Measurement A, the qubit is rotated by a 21t pulse, and
an ensemble measurement of the qubit should produce 10> with just a slight perturbation
should the measurement catch the qubit during its rotation. In Measurement B, the qubit
is rotated by a 7c pulse, then the measurement should read something much closer to 11>
than in Measurement A, even allowing for the rapid rate of relaxation to lower the proba-
bility of catching the qubit in 11> with the measurement. Following this reasoning gives
the plot of measured qubit value versus duty cycle in Figure 6-12. Note that the fine reso-
lution can show Rabi oscillations in the ideal case. Even if dephasing and the slow mea-
surement make it impossible to see the Rabi oscillations themselves, it should still be
possible to get relaxation time from this circuit by observing the rate at which the qubit
decays to the 10> state.
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IGURE 6-11. (a) This is the output of the oscillator at 50% duty cycle, in units of magnetic flux
een by the qubit. The oscillations in this figure are aliased at 64 MHz in order to make the plot
ore readable. (b) This is the qubit response to the signal in (a). Here, the relaxation and
ephasing times are both assumed to be -100 ns.
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FIGURE 6-12. As the duty cycle of the oscillator is varied, the mean value of the qubit response
varies. The mean of Figure 6-11(b) corresponds to 50% duty cycle, for example. If an ensemble
measurement of the qubit produces the mean, then changing the duty cycle will produce this plot
for the mean of the ensemble measurement. Rabi oscillations are observable in this type of
measurement.
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6.5 An RSFQ Oscillator with Off-chip Timing
Stop
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FIGURE 6-13. An RSFQ oscillator which may be turned on and off by an external signal.
The Variable Duty Cycle Oscillator in Section 6.4 is useful for the described exper-
iment, but it has two weaknesses. First, the timing used for the oscillator is on-chip and
self-contained, while the timing for the dc SQUID which measures the qubit state is off-
chip. There is no way to synchronize the two. Second, the oscillator was designed for a
500 A/cm 2 technology, while the qubit works best at 100 A/cm 2. To meet these require-
ments, a new circuit design is necessary.
The new circuit, shown in Figure 6-13, is designed for off-chip control, so it can be
synchronized with the off-chip measurement. In an effort to minimize the number of
high-speed leads, one line sends the signal which turns on and turns off the oscillator. The
oscillator is a JTL ring interrupted by an inverter. The JTL provides the clock signal to the
inverter, and unless the inverter has received a signal, the inverter outputs a pulse with
each clock signal it receives from the JTL. That pulse is sent back to the JTL, completing
the ring, which cycles the pulse at 3 GHz. If a pulse is sent to the input of the inverter, no
signal is outputted when the inverter receives the clock signal, and the clock stops.
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The signal which starts the clock, and which stops it, comes from a single T-flip-
flop, which receives its input from a DC-to-SFQ converter. The DC-to-SFQ converter,
described in Section 6.2.5, outputs a pulse at each rising edge it reads. The T-flip-flop
then divides the incoming pulses, sending the first pulse to start the clock, the second
pulse to stop it, the third pulse to start it again, et cetera. Thus a single line is sufficient to
control the oscillator. The pulses from the oscillator go through filtering similar to that
seen by the VDCO, and for the same reasons: to clean the signal and to reduce stray noise.
This circuit has been designed, but not yet fabricated.
6.6 Conclusions
RSFQ technology can potentially integrate complex digital electronics on the same
chip as qubits. We've designed and have begun fabrication on a few simple circuits which
can be useful even in this early phase of superconducting quantum computation. Addi-
tionally, we've calculated the decoherence due to the direct coupling of the qubits and the
RSFQ circuits and shown that the decoherence times are on the order of a few microsec-
onds, which is longer than decoherence due to the measurement SQUID. This indicates
that the directly coupled noise from RSFQ can be reduced to the point where it will not
unduly influence the SQUID. A more significant concern is the effect of heating in the
RSFQ electronics. While the junctions themselves are generally in the superconducting
state and only dissipate energy briefly as they perform 2t phase jumps, they current bias-
ing of the junctions are done using bias resistors. It is unclear how much of the heat dissi-
pated in these resistors will influence the qubit. The heating may be reduced by using
smaller resistors, and smaller Josephson junctions which require less current to bias. A
great many more experiments are necessary to fully explore the viability of RSFQ control-
ling superconducting qubits.
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Chapter 7
Conclusion
7.1 Results
7.1.1 Characterizing the Persistent Current Qubit
The experimental procedure gives a method to determine the qubit's parameters by
examining its classical response to temperature and measurement rate. Moreover, much
of this information can be determined at higher temperatures, which can be reached with a
Helium-3 refrigerator, and thus does not require a dilution refrigerator as the low tempera-
ture measurements do. This provides a means of testing samples and determining their
parameters in order to determine whether they will behave quantum mechanically prior to
cooling them down in the dilution refrigerator. The one piece of information which cannot
be found at Helium-3 temperatures is Ec, which is necessary to determine what frequen-
cies are necessary to drive the qubit.
These measurements produce significant information about the qubit. First, the
information gives the exact areas of the qubit's junctions, and confirmed the extent of the
undercut. This undercut is expected, due to what is known about the fabrication process,
but its exact extent was difficult to determine. Due to the unpredictability of the exact size
of the junctions, along with a similar unpredictability in hitting the exact critical current
density, it is difficult to design a qubit exactly using today's niobium trilayer fabrication
processes. Nevertheless, it is possible to hit a reasonable range of values, and the Lincoln
process continues to undergo improvements which, while they reduce the repeatability of
qubit designs, should eventually lead to a more efficient, reliable, and predictable process,
greatly improving design efficiency and yield. For now, however, a certain robustness
must be built into the qubit design to account for the inevitable variation in parameters.
Second, the results from the measurement give us an indication of the junction's quality
factor, which is on the order of 106, which points to a subgap resistance better than 100
MO. Since the subgap resistance is always shunted by some environmental resistance, we
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can only set a lower bound.
7.1.2 The Nature of the Quantum System
At temperatures below 300 mK, the quantum nature of the qubit becomes clearer.
At this point, thermal activation does not make a significant contribution to the qubit's
evolution, and macroscopic quantum tunneling is the cause of the qubit's change of state.
Distinct features in the histogram data provide strong evidence that the qubit is tunneling
at certain magnetic fields, which correspond to the alignment of levels in each of the two
wells. State preparation clearly shows that while macroscopic quantum tunneling from
the shallower well to the deeper well is likely, there is no significant probability of tunnel-
ing from the deeper to the shallower well. This indicates rapid relaxation to the lowest
state in each well. Moreover, no significant quantum tunneling appears to take place at
f-0.5, where the two wells are of equal depth. This indicates that the barrier between the
two potential wells is larger at this point than what is necessary to achieve a coherent
superposition of states. That our samples show this is not surprising, since they are at a
higher critical current density than for which the qubit was designed, and thus have an Ej/
Ec value on the order of 1000.
7.1.3 Circuit Environment Decoherence of the Qubit
We make good use of the theory which maps spin-boson decoherence onto the cir-
cuit environment of the qubit such that the decoherence can be calculated directly from the
impedance. It allows the circuit designer to take decoherence into account in design as a
criteria and a trade-off. Its results mirror the obvious intuition that the better isolated the
system is, the less the decoherence, but the accuracy of this theory has yet to be experi-
mentally tested. The designer is advised to overdesign, considering this theory qualitative
rather than quantitative until it has been confirmed by measurements.
7.1.4 The DC SQUID Oscillator
The oscillator is designed to be monolithically integrated with the qubit, so it is
designed for the same fabrication process with the same critical current density. The
design takes into account the decoherence, and thus it is designed with an RLC filter
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which isolates the oscillator from the qubit, and the oscillator is designed to operate
slightly off resonance, since the driving frequency is where the impedance most needs to
be high in order to minimize relaxation. The design should be able to deliver sufficient
signal over the desired frequency range of 10 to 20 GHz while keeping the decoherence
times longer than 1 s. This demonstrates the feasibility of designing on-chip control with
long decoherence times using our theory which derives decoherence times from the circuit
impedance. (Once again, measurements of decoherence times are necessary to determine
the accuracy of this theory.) Measurements show that the oscillator is indeed delivering
considerable signal (as shown by the response of the measurement dc SQUID), but it has
not yet been tested at a temperature where it would be expected to drive the qubit, due to
the temporary unavailability of a dilution refrigerator.
7.1.5 RSFQ Designs
The circuits designed to use Rapid Single Flux Quantum logic are ambitious, but
they do not have to work perfectly in order to give useful information. Getting compo-
nents designed at 500 A/cm 2 to work at all, which Jonathan Habif has already demon-
strated, shows progress in reaching a critical current density value where both RSFQ and
qubits can work reliably. Designs have since been pushed to operate at 100 A/cm 2, which
will, if successful, demonstrate the ability to build RSFQ circuits in the ideal critical cur-
rent density regime for flux qubits. The RSFQ electronics designed at these lower critical
current densities also have critical currents half the value of the original designs, which
reduces power dissipation in the bias resistors, equal to I2R, by a factor of four. The cir-
cuits we are building in those regimes, oscillators with precise timing control, are useful
circuits even for this early stage of quantum experimentation. Even if the experiments for
which they were designed do not perform as hoped, the mere presence of RSFQ electron-
ics on the same chip as flux qubits should tell us a lot about the influence of the RSFQ flux
noise and heating on the qubit's decoherence, giving us a clearer sense of how much it
adds to the qubit's decoherence and what means must be taken to isolate it.
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7.2 Future Work
7.2.1 Refining the Measurement of the Qubit
Some of the greatest challenges of this experiment are the shortcomings of the
measurement device, in particular its slow measurement time and the strong effect the
measurement de SQUID has on the qubit prior to actually performing the measurement.
While we have been able to make use of both of these weaknesses to get useful informa-
tion out of the qubit, they are still limitations. The slow measurement time makes observ-
ing a Rabi oscillation very difficult. For this reason, an important criteria for future work
is to develop a faster measurement device. The timed measurement discussed in Section
3.6 is one example of improving the measurement. It measures the qubit much more
quickly than the present process, using a very fast ramp on the SQUID, which requires
soft coaxial lines to send the signal and extract the output. It does not require a new on-
chip design and fabrication run, since the changes are purely external. As such, it does lit-
tle to limit the feedback of the SQUID, and instead relies on speed. The SQUID feedback
can only be reduced by measuring at a SQUID bias where its circulating current is smaller
and thus changes less as the SQUID is ramped up (the SQUID is kept biased closer to an
integral number of flux quanta) and by measuring lower critical current density samples
(samples which have a lower critical current in the SQUID). Since the lower critical cur-
rent density makes our qubit design more quantum mechanical, the next samples to be
measured will certainly be at a lower critical current density.
The very quick ramp-up is beneficial if it can catch the qubit in its present state,
meaning that it is best if the ramp-up is either non-adiabatic or low feedback. As a non-
adiabatic ramp-up requires a much faster rate than we can produce off-chip using the soft
coaxial line, low feedback on the ramp-up is best. Alternatively, we can ramp-up prior to
the actual measurement, then perform a measurement which only triggers the switching in
the SQUID when the qubit changes states. If the qubit oscillates rapidly between states,
then what we will see is similar to that observed in the experiments of Yu et al. in [52]: a
periodic change in the escape rate of the SQUID as the qubit oscillates between the two
states. This requires preparation of the qubit, a timing device with a resolution of nano-
seconds, a signal to the qubit with a ramp time of a few nanoseconds, and a high band-
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width measurement of the SQUID's switch to the voltage state such that the signal is sharp
within the resolution of the measurement, which, as already stated, must be on the order of
nanoseconds. This should be possible with soft coaxial lines to the dc SQUID in the dilu-
tion refrigerator, and all the other components are already in place. This experiment is
currently being pursued by Yang Yu and Bhuwan Singh.
Another improved method of measurement uses an rf SQUID biased at its super-
conducting branch. The qubit state changes the flux bias of the SQUID, which in turn,
alters its effective inductance. This can be measured by designing a resonant circuit and
testing the circuit for changes in its resonance due to the changing state of the qubit. This
has the advantage of keeping the SQUID in its superconducting branch and only using
small-signal measurements to determine its state, thus minimizing the feedback to the
qubit. The measurements can also be performed quite rapidly, using a driving frequency
on the order of 100 M}Iz and needing only a few oscillations to determine the resonant
frequency. Janice Lee is working to develop this measurement technique.
Finally, it may be possible to use very high speed measurements that work on the
timescale of 100 ps. This uses a component called a flux comparator, which can detect the
small difference between the two circulating currents of the qubit and, due to that differ-
ence, switch to one state or another. Since the fast measurement of the qubit has already
taken place, the state stored in the comparator may be read at leisure, using a dc SQUID
for example. This component may also be useful for integrating to RSFQ technology.
This technique is being explored by Karl Berggren and William Oliver at Lincoln labora-
tory.
7.2.2 Refining the Qubit
The samples on which the bulk of the measurements were performed are not ide-
ally suited for quantum computation. While people have successfully tested flux qubits
with multiple levels in their wells [29], performing measurements require that the flux-
state of the qubit changes. Our preferred mode of operation is to induce oscillations
between the lowest state in one well and the lowest state in the other, a difficult proposi-
tion if the barrier between the wells is so high that multiple levels are present in each well.
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This is a direct result of having an EjiEC of 1000, whereas this ratio should be closer to
100. The newest samples have a much smaller critical current density, about 67 A/cm 2,
which should give an E/EC of about 200, which gives a single level in each well as long
as their are two wells and a much smaller barrier between them.
Additionally, the qubit which we've been measuring has a high inductance in order
to strongly couple it to the dc SQUID. As has already been discussed, this strong coupling
needs to be reduced. Additionally, a large self-inductance of the qubit makes it less like
the model we developed for the qubit by introducing an additional degree of freedom, as
discussed in Section 2.5. Reducing this makes the qubit more closely resemble the simu-
lated device, but it also makes the qubit signal smaller and harder to measure.
The most difficult aspect of improving the qubit is the fabrication process. In the
fabrication, the two primary challenges are solving the undercut and critical current den-
sity variation. Missing the critical current density target alters the Ej of the qubits linearly.
While this is undesirable, it is not fatal. The qubits can still function as qubits even if Ej is
off by 10% or more. It does affect the barrier height and level splitting, but as long as
these remain close to their intended values, there are few experiments at this stage which
small variations in Ej rule out. The slight difference in Ej only becomes catastrophic if
the variation among junctions on the same wafer is large, which is not the case. Moreover,
Lincoln laboratory is continually improving the accuracy and variance of J,, and it is rea-
sonably expected that they will eventually achieve great reliability on that front. The more
difficult problem to overcome is the undercutting. This affects E, EC, and (X. Ej equals
DJcA/27t, where A is the area of the junction, while Ec equals e2/2C 0A. Assuming that
the area seen by the Josephson energy equals the area seen by the charging energy, then
the critical parameter, EjiEc is proportional to A2 . However, it is entirely possible that the
area used to determine the junction's capacitance is not the same as the area used to deter-
mine the critical current, and indeed, the experiments seem to suggest this (Section 4.5.5).
Additionally, the difference between the critical current reduction and the capacitance
reduction requires two different values for the ratio between the junctions, one of which,
cc, is for the critical current, and the other one of which, uc, is for the capacitance. While
this complicates matters, it is perfectly possible to incorporate these separate variables into
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the qubit Hamiltonian, and in fact, one of the earliest simulations, programmed by Lin
Tian, allows for different values for these two variables. In the end, it looks unlikely that
the undercut problem will be solved in the near future. However, if the exact amount of
undercut is known for each junction size, and for both the critical current and capacitance
calculation, then it is simply an engineering problem to design a qubit with the right
parameters. So far, our experiments show that even with the undercut, the achievable
range of Ej, Ec, a, and ac, should be sufficient to design a qubit. It is merely a problem
of achieving a reliable precision in the undercut, which is one of Lincoln Laboratory's
ongoing fabrication refinements.
7.2.3 Testing the DC SQUID oscillator
The observed effect of the oscillator on the measurement SQUID shows that it is
delivering power to the SQUID, and presumably to the qubit, but how much has not yet
been determined. Additionally, spectroscopy has not yet been performed. Presumably,
spectroscopy will be a simple matter of sweeping the flux bias on the SQUID and qubit
while running the oscillator at different frequencies. The mean switching current mea-
sured will exhibit peaks and dips corresponding to the frustrations where the oscillator fre-
quency excites the qubit, as in [30]. This has not been observed yet, but there's ample
reason to believe that these quantum effects will manifest once the device is cooled to tem-
peratures below 100 mK. There are three potential problems which need to be resolved,
however. Firstly, the oscillator perturbs the measurement SQUID as well as the qubit (the
perturbation of the SQUID is what has been observed so far), and that may make it diffi-
cult to distinguish the qubit excitation from the SQUID's perturbation. Secondly, the large
current through the oscillator (about 200 pA) may result in some heating of the sample.
This was not observed at 350 mK in the Helium-3 probe, but the cooling power of the
dilution refrigerator at 15 mK is smaller than the cooling power of the Helium-3 probe at
350 mK. It may be that the sample will warm up, but currents of 600 mA have already
been tested in the dilution refrigerator with only minimal heating, so the oscillator, which
has a critical current of about 200 gA, should be manageable. Finally, the amplitude of
the flux oscillations which the oscillator transmits to the qubit is not constant with fre-
quency, and it is unclear whether the range of frequencies which the oscillator transmits
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will be able to map out the desired energy levels. There is some adjustability in the oscil-
lator's amplitude, however, so it should be possible to turn up the amplitude to the level
necessary to drive the qubit.
7.2.4 Testing the RSFQ Circuitry
The RSFQ circuitry requires a different kind of measurement procedure. The mea-
surement SQUID can be used in the same way as before, but the RSFQ circuitry has many
more lines, both for control and input/output than any on-chip device tested so far. The
Superconducting Digital Electronics group at the University of Rochester has the exper-
tise to test the RSFQ circuitry. At MIT, we have developed the expertise to measure the
qubit itself. The challenge will be for these two groups to combine their expertise and per-
form the measurement, while at the same time learning what it takes to run RSFQ elec-
tronics in a dilution refrigerator.
7.2.5 Measuring Rabi Oscillations
More than anything else, measuring Rabi oscillations requires precise timing.
While it may be possible to observe the average effect of Rabi oscillations as described in
Section 6.4, a truer Rabi experiment with a better chance of working requires stopping the
oscillator, then quickly measuring the state of the qubit before it has an opportunity to
relax to its ground state. As that time is expected to be in the microseconds, a very quick
measurement is required, probably using one of the techniques described in Section 7.2.1.
Once a suitable measurement technique is found, then it is simply a matter of synchroniz-
ing the excitation of the qubit, whether off-chip or on-chip, with the measurement of the
qubit, whether off-chip and on-chip. The duration of the excitation can be adjusted, then
quickly measured by the oscillator. The state of the qubit versus the duration of the excita-
tion will give the qubit's Rabi oscillations.
7.3 The Prospects for Niobium
Niobium has several advantages over aluminum, including its high critical temper-
ature, its well-developed fabrication technology, and the extensive research in developing
on-chip electronics in that material system. In the application of quantum computation,
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the requirements are somewhat different. The temperatures at which the devices behave
quantum mechanically is already below one kelvin, so niobium's ability to work at liquid
helium temperatures is not as much of an advantage. The higher critical temperature can
still be an advantage, since it means a smaller proportion of quasiparticles for any given
temperature. However, the primary question is whether its junction quality is sufficient
for use in quantum computation. Aluminum-aluminum oxide-aluminum junctions,
whether they are formed by shadow evaporation or a trilayer process, are higher quality
than niobium-aluminum oxide-niobium junctions [57]. While the niobium junctions may
still be of high enough quality for use in quantum computation, aluminum is clearly the
better of the two. The second difficulty is that the fabrication process for niobium has dif-
ficulty reliably fabricating small junctions, whereas aluminum junctions, especially when
fabricated with shadow evaporation, can be made extremely small.
Our experiments show that the Lincoln Laboratory's low current density junctions
are of a very high quality with a subgap resistance in excess of 100 MQ. Refining the
junction size so that junctions can be reliably made smaller is a continuing project. The
more predictable undercutting is, the smaller the junctions can be designed, even if under-
cutting is not entirely eliminated.
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Appendix I
Expansion of the Qubit with Inductance
- T3 + bL
X P2
(1-b)LMI2 (I-b)LM/2
FIGURE I-1. The three junction qubit with inductance. The inductance
has been distributed on all three branches. Doing this, and using branch
as opposed to junction phases, the three dimensional model reduces to a
simpler form, the sum of the two dimensional model, a simple harmonic
oscillator, and a correction term.
Recall that we used the definitions in Equation (I-1):
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From these we derived the variables ere M, = 2(- Cj, Mm = (2+ 4 ) C
01+02 01 -
, = 2 , and Eo,, = 2. We found it convenient to add to these definitions the
variable Om = 0,, - (1 - b)2nf. This left us with the kinetic energy in Equation (1-2) and
the potential energy in Equation (1-3).
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We can now expand the cosine terms, neglecting the second order terms.
Cos Om -1 2 L,,1I,,1) = cos Om + 1 + 2 a)Lmin sin Gn
cos (2m + 27cf+ I +12a I, = cos(20m + 2J)- +1 2a ()L,,I,,, sin (20m + 2tf)
This gives us the potential energy in Equation (1-6).
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We can approximate the value of the second term by replacing e, and Em.
and (0,m), and then completing
Im = Ii + I + (sin(2(Om) + 21cf) - 2cos (0e) sin (E,)).
affect the kinetic energy. This gives a potential of
U = Ej[2 + t - 2 cos®Pcos m - acos( 29m + 2f)
1 2 1 2( a)2
+ 2LIM - 2 LIc 1 +2cx}
the square by defining
Since it = i, This
- 2
The complete Hamiltonian has the form given in Equation (1-8).
1 2 1 2 ~ ~
2 = P + 2 Mm + Ej[2 + a - 2 cosG cosm - acos(20m + 21rf)]
+ 1+2cc + 2 ,I)
L 1 2( C) 2
2 in c 1 + 2o} (sin(2(Em) + 27cf) - 2cos (E) sin ( 11))
The first line is the original qubit Hamiltonian. The next two terms form an Harmonic
oscillator, while the final term is a correction to the shape of the energy bands.
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(1-3)
(e,)
(1-4)
(1-5)
(1-6)
with
does not
(sin(2(Em) + 27tf) - 2cos (E) )sin (011))
(1-7)
2
(1-8)
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