contet of neralized linear models. Using sythetic dat sets, the present sudy shows how model overfit, udri and misfit in the presence of correted causalvariables in a Poison regression model affet the estmated coefficients of the covarates and their confidence levs.LThe study also shows how tis effect changs with thae rnes tifthe cvriates anxd the sample size. There is qpualitative agrent between the su results and the g expressiom m the large-sample limit o the ordiny in er models. Confonding of oarate n a overfitted mode (with cvari ates encompasing more tbha just the causal variables) does not bias the estimated coefficients but reduces their s iin Te efft of model underfit (with some caual v les l as covariates) or misfit (with coriates encompassing only non l ies), on the oter hand, leads to not only erroneo estimated coeffcients but a misguided confidence, represented by large The EPA (1) recently promulgated the National Ambient Air Quality Standards for the mass concentrations of particulate matter <10 pm (PM10) and <2.5 pm (PM2.5). The key rationale for these standards came from the epidemiological studies in the past few years associating particulate air pollution [represented in these studies primarily by the ambient concentrations of either the total suspended particulate (TSP) or PM10] with daily mortality and morbidity. Both the mortality and morbidity studies are almost exclusively ecological time-series studies regressing the daily events of mortality or morbidity against the ambient air quality for given urban areas (2) . However, for many urban areas where the same or similar data sets were reanalyzed, different or contradictory conclusions often resulted (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) . This fact highlights the difficulty of establishing a causal relation between ambient PM concentrations at their present levels and a given health endpoint through regression models alone.
In 
where E(x) = g and var(x) = 11 .
For the case of two covariates without an intercept,
we have Because the correlation coefficients between any two explanatory variables in Table 1 are generally positive, only positive ps were considered in our simulations. For each realization, the values of x1 and x2 in the logarithmic space were generated using an S-Plus random number generator (MathSoft, Seattle, WA) for a bivariate normal distribution on an IBM RS6000 mainframe. The antilogarithms of these values were used to determine the value, m, of an exact model, log(m) = a + Plxl + P2x2. In fact, m serves as the mean of the daily mortality. With this mean, the Poisson variate, y, was generated using the S-Plus random number generator for the Poisson distribution. A collection ofy values with a sample size, n, constitutes the synthetic data set to be used for Poisson regression:
log[E(y)] = a + Plxl + 2x2
(26)
The sample size was also allowed to vary from 365 to 7 x 365, corresponding to a period of 1-7 years. To assure that the results of the Poisson regressions were stable, the procedure for each synthetic data set generation and the subsequent regression was performed for a total of 100 times. The means of the 100 repetitions are reported in "Results." No significant differences were found between the means with 100 repetitions and those with 1,000 repetitions.
In the Poisson regression study, the unbiased regression model contained both x1 and x2, as in the exact model. Several biased regression models were considered. For the case of model underfit, the synthetic data sets were constructed using the exact model containing both x1 and x2; the regression model assumed only x1 as the covariate. For model overfit, the synthetic data sets were constructed using only xl, whereas the regression model assumed both xI and x2 to be the covariates. For model misfit, two cases were considered. First, the synthetic data sets were based on only xl; the regression model contained only x2 as the covariate. Second, only x2 was used in the synthetic data sets; only x1 was the covariate in the regression. The latter is not equivalent to the former because we always allowed only the range of x2 to vary.
Results
The impact of 1) confounding or correlation, p, between xl and x2; 2) the data range or SD, Ti2, of x2; and 3) the sample size, n, on the outcome of the Poisson regression will be presented in the same Biased. In the underfit case, the synthetic data sets contain the effect of both xl and Nrof observations), j2 (standard deviation of x2, whereas the regression model contains rrelation coefficient between log xl and log onl x as the covariate. In the ordina lin d Poisson regression using the same covari-1 ear regression, Equation 15 indicates that E(Pi) increases with p and 112, or more precisely, E(P1) is asymptotically PI plus a term 0 . ;
--------------------------between the OLM and the
that is linearly related to pq2 This is quali- enhanced by an increasing p (Fig. 2) . As the sample size, n, increases, t(,81) increases as n for an underfitting Poisson regression conwell (Figs. 2, 3 )i. If x were used in the .xact model containing xl and x2. modl, tn2 2n regression model, then based on Equations 15 and 16 and the parameters of the exact rent from the coefficients of the exact model, one would expect E(2) to be essenel. This is consistent with Equation 9 tially proportional to P/n2 and t(J2) to he OLMs. However, both t(P1) and again increase with p. Figure 4 . Behavior of dp,) as a function of n and p given j2 = 0.2, for an overfitting Poisson regression containing xl and x2 as the covariates to describe data created from an exact model containing xl.
when the number of covariates used is small (e.g., one or two). If a causal variable such as CO is missing in the regression model and the variable is highly correlated with a covariate (e.g., PM) in the regression model, then the regression model will indicate a strong but erroneous association of the dependent variable or effect (the daily mortality, for example) with the covariate. In fact, the estimated coefficient of the covariate will be compromised by the size of the actual coefficient of the missing variable, the range of the missing variable, as well as the magnitude of the correlation coefficient between the covariate and the missing variable. The t-value of the estimated coefficient also increases with the correlation coefficient and the range of the missing variable. In addition, increasing the sample size (to several years of data, for example) also increases the t-value, actually making the erroneous association appear more convincing.
In the overfit case, the synthetic data sets were constructed using only x1; the regression model contains 24 shows that E(P2) increases with increasing p and decreases with increasing TI2. Figure 5 shows E(P2) as a function of P/TI2. The significance of the estimate, 42(), increases with p and n, but, interestingly, not withnT2 (Fig. 6 ).
In the second misfit case, x2 was used in the exact model and xl was the covariate in the regression model. In this case, the variation in T12 directly impacts the dependent variable in the synthetic data sets. Figure 7 shows E(,A) and t(,A) as an increasing function of PT12. Again 
