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Key Points: 
 The strength of felsic crystalline rocks significantly increases beyond transition strain 
rates of ~22.9 s-1. 
 Fragment sizes from compressive failure are related to strain-rate by a power-law that 
is inconsistent with current fragmentation models. 
 Dynamic strength and fragmentation of rocks may be important processes during 
impact cratering and other fast geohazards. 
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Abstract 
Brittle deformation in rocks depends upon loading rate; with increasing rates, typically 
greater than ~102 s-1, rocks become significantly stronger and undergo increasingly severe 
fragmentation. Dynamic conditions required for rate-dependent brittle failure may be reached 
during impact events, seismogenic rupture, and landslides. Material characteristics and 
fragment characterization of specific geomaterials from dynamic loading are only 
approximately known. Here we determine the characteristic strain rate for dynamic behavior 
in felsic crystalline rocks, including anisotropy, and describe the resulting fragments. 
Regardless of the type of felsic crystalline rock or anisotropy, the characteristic strain rate is 
the same within uncertainties for all tested materials, with an average value of 229 ± 81 s-1. 
Despite the lack of variation of the critical strain rate with lithology, we find that the degree of 
fragmentation as a function of strain rate varies depending on material. Scaled or not, the 
fragmentation results are inconsistent with current theoretical models of fragmentation. 
Additionally, we demonstrate that conditions during impact cratering, where the impactor 
diameter is less than ~100 m, are analogous to the experiments carried out here, and therefore 
that dynamic strengthening and compressive fragmentation should be considered as important 
processes during impact cratering. 
 
Plain Language Summary 
When rocks deform quickly, they can behave with properties very different to the 
properties that would be measured when rocks are deformed slowly. In this study, we have 
measured the strength of rocks deformed at different rates to find how fast they must be 
deformed to cause substantial changes to their properties. We chose to look at granitic rocks 
and gneisses as they are broadly representative of the Earth’s continental crust. We found that 
regardless of the exact rock type, the change from slow to fast deformation occurs at the same 
rate. When rocks break at fast rates, they break into many small fragments. We have measured 
the size of those fragments from our experiments to show how the average fragment size 
changes as a result of the deformation rate and the rock type. In addition, we show that the 
changes of properties that we see in our experiments is important for the formation of impact 
craters and potentially earthquake rupture and landslides. 
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1 Introduction 
Rock strength and fragmentation during dynamic deformation is critically controlled 
by strain rate (Aben et al., 2017; Ramesh et al., 2015). Dynamic deformation occurs in a variety 
of planetary and geological processes: hypervelocity impact (Kenkmann et al., 2014), 
seismogenic ruptures (Doan and Gary, 2009), and landslides (McSaveney and Davies, 2006). 
During dynamic loading, brittle materials such as rocks have higher yield strengths (e.g. 
(Zwiessler et al., 2017))  and potentially variable elastic moduli (see (Zhang and Zhao, 2014)) 
in comparison to quasi-static loading. In failure, increased loading-rates result in increased 
fragmentation of the material and may cause rock pulverization (Aben et al., 2016; Barber and 
Griffith, 2017; Doan and Gary, 2009; Ghaffari et al., 2019; Yao et al., 2020; Yuan et al., 2011). 
Changes in material properties and fragmentation are the result of the behavior of fractures. 
Fractures propagate at a finite velocity; at high loading rates, the weakest flaws in a material 
are not able to cause failure before other, increasingly strong flaws are activated (Aben et al., 
2017; Ramesh et al., 2015). 
Rock strength can be investigated over a range of strain rate regimes (Zhang and Zhao, 
2014): quasi-static (10-5 – 10-1 s-1), intermediate strain rate (10-1 – 101 s-1), high strain rate (101 
– 104 s-1), and very high strain rate (>104 s-1). Results across those regimes (Aben et al., 2017; 
Ramesh et al., 2015) demonstrate that rocks behave with a strength that is near-constant at 
quasi-static rates and increases markedly beyond a threshold strain rate in the intermediate to 
high strain rate regime. Experiments at very high strain rates show that strength becomes 
independent of rate. Micro-mechanical models (Paliwal and Ramesh, 2008) demonstrate that 
the behavior of the compressive strength of rocks from quasi-static to high strain rates can be 
described by a universal scaling relationship (Kimberley et al., 2013): 
𝜎𝑐
𝜎0
= 1 +  
?̇?
?̇?0
2 3⁄
, (1) 
where 𝜎𝑐  and 𝜀̇  are the unconfined compressive strength and strain rate respectively. The 
parameters 𝜎0 and 𝜀0̇ are the characteristic stress and characteristic strain rate for the material. 
The characteristic stress is equivalent to the quasi-static uniaxial compressive strength, while 
the characteristic strain rate is the rate at which the dynamic strength is twice the value of the 
quasi-static uniaxial compressive strength. Strength becomes significantly different to the 
quasi-static uniaxial compressive strength above a rate known as the “transition strain rate”, 
which can be defined as one tenth of the characteristic strain rate.  In the theoretical formulation 
by (Kimberley et al., 2013), the characteristic stress and strain rate are determined from 
 ©2020 American Geophysical Union. All rights reserved. 
material and microstructural properties: fracture toughness, elastic modulus, wave speed, flaw 
size, and flaw density. The theoretically derived relationship is consistent with a variety of 
experimental results across a wide range of strain rates. 
The dependency of material strength on strain is fundamentally linked to the behavior 
and activation of fractures and the production of fragments (Aben et al., 2017; Ramesh et al., 
2015). At low rates, failure is accommodated by widely spaced, localized fractures. Higher 
rates lead to increasingly pervasive fracturing and fragmentation (Doan and Gary, 2009; Yao 
et al., 2020; Yuan et al., 2011). As a consequence, energy dissipation and the energy budget 
between fracture energy and the kinetic energy of fragments is significantly affected by strain 
rate (Barber and Griffith, 2017; Ghaffari et al., 2019). Thus, predicting the number, size, and 
shape distributions of fragments is a critical component to any model that aims to describe 
dynamic brittle failure (Grady, 2009). Dynamic fragmentation is extremely complex and there 
is currently no generally accepted theory of fragmentation, including consensus on the type of 
distribution that best represents the statistical nature of fragment size distributions (see (Grady, 
2009)). Nevertheless, analytical and numerical models have been developed to predict average 
fragment size and distributions for specific applications (Glenn and Chudnovsky, 1986; Grady, 
1982; Levy and Molinari, 2010; Zhou et al., 2006a, 2006b). 
The fragmentation of an expanding ring, first described and analyzed by (Mott, 1947, 
1943), is one of the longest standing and most commonly modelled problems in dynamic 
fracture mechanics. By an energy balance approach where all local kinetic energy is converted 
into fracture energy, (Grady, 1982) derived a relationship to predict the average fragment size. 
He predicted that the average fragment size was proportional to strain rate by a power law with 
an exponent of − 2 3⁄ . (Glenn and Chudnovsky, 1986) extended the work by Grady to include 
the contribution from elastic potential energy, resulting in the prediction of a quasi-static 
fragment size independent of strain rate, but the same dependence of fragment size on strain 
rate at high rates. More recently, (Zhou et al., 2006a, 2006b) and (Levy and Molinari, 2010) 
developed parameterizations to predict the dominant fragment size based on the results of 
numerical simulations. Those parameterizations have a broadly similar shape to the model of 
(Glenn and Chudnovsky, 1986) and have the same dependence of fragment size on strain rate 
at high rates. 
Fracturing and fragmentation in an expanding ring is a tensile process. Nevertheless, 
several workers have attempted to compare unconfined compressive failure of brittle materials 
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using hydraulic presses, drop-weight apparatus, and split-Hopkinson pressure bars (Ghaffari et 
al., 2019; Hogan et al., 2013, 2012; Lankford and Blanchard, 1991; Wang and Ramesh, 2004). 
Results from these experiments have suggested that the models of (Grady, 1982) and (Glenn 
and Chudnovsky, 1986) over-estimate the average fragment size. More recently though, it has 
been recognized (Hogan et al., 2016; Ramesh et al., 2015) that comparison between 
experiments of compressive fragmentation and currently existing tensile fragmentation models 
should not be made directly and require scaling the compressive strain rate to an equivalent 
tensile strain rate. 
In this contribution, we aim to investigate the dynamic behavior of rocks in compressive 
failure, more specifically we have chosen to investigate lithologies that are broadly 
representative of the earth’s continental crust, felsic crystalline rocks, due to their relevance to 
impact cratering (e.g. (Kenkmann et al., 2014)), earthquake rupture (e.g. (Doan and Gary, 
2009)), landslides (e.g. (Davies and McSaveney, 2009)), and other dynamic geoprocesses. 
Additionally, we investigate the effect of fabric anisotropy in rocks during dynamic 
compression. In order to investigate the dynamic failure of these rocks, we have conducted 
rock mechanical experiments at a variety of strain rates and investigated the products of that 
failure by analyzing their fragment size distributions. 
 
2 Methods 
2.1 Material Description 
 To address the aims of our study, we chose to study a granite and a gneiss. Blocks of 
Granite, hereafter termed ‘Malsburg Granite’, were acquired from Alfred Dörflinger GmbH, 
near Malsburg, Black Forest, Germany. Blocks of Gneiss, hereafter termed ‘Maggia Gneiss’, 
were acquired from Sud Nord Graniti SA in Valle Maggia, Switzerland. The Malsburg Granite 
is composed of ~38% plagioclase feldspar, ~22% quartz, ~26% alkali feldspar, ~13% biotite, 
and ~ 1% hornblende (Hahn-Weinheimer and Ackermann, 1967). The felsic major minerals 
are typically 1-2 mm in size, while occasional ~5 mm phenocrysts of plagioclase occur. The 
mafic major minerals are <1 mm in size. The granite has no preferred fabric and is isotropic. 
The bulk density and porosity of the Malsburg Granite was determined by He-pycnometry to 
be 2623 ± 4 kg m-3 and 0.29 ± 0.02 % respectively. The Maggia Gneiss is composed of ~50% 
plagioclase feldspar, ~40% biotite, ~8% quartz, and 2% accessory phases, including pyroxene, 
muscovite, epidote, and apatite (Agarwal et al., 2019). The grain sizes of the major mineral 
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phases are approximately 0.5-2 mm. The grains of biotite are aligned to form a strong foliation 
through the lithology, causing transversely isotropic mechanical behavior. The foliation has a 
spacing of approximately 1-2 mm, although occasional leucocratic bands can be up to 5 mm in 
thickness. The bulk density and porosity of the Maggia Gneiss was determined by He-
pycnometry to be 2745 ± 14 kg m-3 and 0.46 ± 0.01 % respectively. 
 The samples used for rock deformation experiments were cored from the blocks of 
Maggia Gneiss and Malsburg Granite. In the case of Maggia Gneiss cores, plugs were taken 
parallel and perpendicular to the foliation. Typical samples were ~41 mm in diameter, although 
some samples were of different diameters to more easily facilitate failure under high-rate 
conditions. The length of the samples, and by consequence, aspect ratio, were changed for the 
different experimental apparatus used. Both lithologies are medium-grained, with grains 
substantially smaller than the sample size. However, there are occasional large phenocrysts 
within the Malsburg Granite and wide leucocratic foliations in the Maggia Gneiss, both can 
measure on a scale up to ~12% of the sample diameter. As a consequence, some scatter of the 
experimental results is to be expected. A total of 25 experiments were carried out on the 
Malsburg Granite, and 57 experiments were carried out on the Maggia Gneiss. Of the Maggia 
Gneiss experiments, 24 were conducted where the foliation was parallel to the compression 
axis and 33 were conducted where the foliation was perpendicular to the compression axis. 
 
2.2 Experimental Rock Deformation 
Rock mechanical experiments were carried out in three suites: first, the Malsburg 
Granite; second, the Maggia Gneiss where the foliation was parallel to the compression axis; 
and third, the Maggia Gneiss where the foliation was perpendicular to the compression axis. 
Both orientations of the Maggia Gneiss were required due to the anisotropy (transverse 
isotropy) of the material. 
Quasi-static uniaxial compression experiments were performed with a servo-controlled 
Form+Test Alpha 2-3000 S hydraulic press at the Geology Department of the University of 
Freiburg. Displacement gauges were used to measure both the longitudinal strain and 
transverse strain in the samples, enabling measurement of the elastic moduli and Poisson’s ratio 
of the lithologies. Experiments were run under constant force-loading conditions, resulting in 
constant strain rates in the elastic regime and an increase in strain rate immediately before 
failure. Experiments in this study were run at strain rates (in the elastic regime) between 4.9 × 
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10-6 and 1.0 × 10-5 s-1. At least 5 quasi-static experiments were carried out for each experimental 
suite. Samples for quasi-static uniaxial compression experiments all had a length-to-diameter 
ratio of 2:1. 
Dynamic uniaxial compression experiments were performed with a split Hopkinson 
pressure bar (SHPB) at the Geology Department of the University of Freiburg. A SHPB 
consists of three units; a striker, an incident bar, and a transmission bar. The sample is placed 
between the incident and transmission bars. A stress wave is generated by the collision of the 
striker with the incident bar. The stress wave propagates through the incident bar, sample, and 
transmission bar causing deformation to the sample. The stress and strain history of all SHPB 
experiments were calculated from the signals of strain gauges attached to the incident and 
transmission bars (see Supplementary Text 1 for details), without any direct measurement of 
strain from strain gauges on the sample or from digital image correlation. The SHPB 
experiments in this study reached strain rates between 16.9 and 322.8 s-1. The samples used in 
the experiments in this study typically had a length-to-diameter ratio of 1:1. A detailed 
description of the methodology of the SHPB in this study is provided in Supplementary Text 
1. General descriptions of the methodology of SHPBs can be found in (Aben et al., 2017; Chen 
and Song, 2010; Xia and Yao, 2015; Zhang and Zhao, 2014; Zwiessler et al., 2017). 
 
2.3 Fragment Size Analysis 
There are two common ways to represent fragment size distributions: number-size 
distributions and mass-size distributions. Number-size distributions follow from counting and 
measuring each individual fragment. Mass-size distributions follow from weighing all 
fragments within specified size ranges using sieving and/or other techniques. In this study, we 
represent all fragment size distributions using mass-size distributions, obtained by sieving of 
the rock fragments resulting from the experiments. Sieve sizes used in our analysis were 0.2, 
0.4, 0.63, 1, 2, 6.3, and 16 mm. We found that none of the samples had more than 10.1 % of 
the total mass less than 0.2 mm, and thus all of the fragment size distributions were well 
characterized within the range of sieve sizes. 
Fragment size distributions can be statistically treated in a variety of ways (see (Grady, 
2010)). Notably, a variety of statistical distributions can be used to fit fragment size 
distributions. In this study, we chose to fit our data to cumulative Weibull distributions: 
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𝑀(𝑠)
𝑀𝑇
= 1 − exp [ − ( 
𝑠
𝜆
 )
𝑘
] , (2) 
where 𝑀(𝑠) is the cumulative mass of fragments that have a size less than 𝑠; 𝑀𝑇 is the total 
sample mass; and λ and k are the scale and shape parameters of the distribution respectively. 
We note that many other distributions could have been used to fit our fragment size data, e.g., 
Rayleigh (Levy and Molinari, 2010), log-normal (Wang and Ramesh, 2004), or generalized 
extreme value (Hogan et al., 2012). However, we chose to use Weibull distributions here as 
they are mathematically simple, provide a reasonable fit to our data, and have easily definable 
average values. The median of a Weibull distribution, ?̅? , can be calculated as: 
?̅? =  𝜆 ln (2)1 𝑘⁄ . (3) 
 ?̅?  is the size of fragment that equally divides the mass contribution of the large 
fragments from the mass contribution of the small fragments. This size is larger than the median 
fragment size from a number-size distribution, if it were possible to determine that distribution. 
Here we use it as the “average fragment size”. 
An additional advantage of using Weibull distributions to fit our data is that at small 
values of the independent variable, it reduces to a power law (Turcotte, 1986), a potentially 
important characteristic of fragment size distributions of brittle materials as it implies scale-
invariance (Grady, 2010). Power law fragment distributions are commonly defined as number-
size distributions: 
𝑁(𝑠) ~ 𝑠−𝐷, (4) 
where 𝑁(𝑠) is the number of fragments with a size greater than 𝑠. 𝐷 is the so-called “fractal 
dimension” or “D-value”. Where 𝑠 ≪  𝜆, D can be determined and is related to the shape 
parameter of the Weibull distribution: 
𝐷 = 3 −  𝑘, (5) 
D cannot be evaluated where k > 3. Distributions of this type are heavily skewed towards 
small numbers of large particles, i.e. a sample that has split into a few countable fragments, 
where the distribution is non-fractal. 
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3 Results 
A summary of all the experiments in this study can be found in the Supplementary 
Online Data Set (Rae et al., 2020). 
 3.1 Mechanical Data 
In general, results show that the experiments at higher strain rates have larger failure 
strengths (Figure 1). For the same strain rate, the Malsburg granite has the lowest stress at 
failure for each of the three experimental suites, while the Maggia Gneiss (perpendicular) has 
the largest stress at failure. The SHPB experiments appear to accumulate large amounts of 
strain at low stress, producing a concave-upwards shape to the stress-strain relationships at low 
stresses. We do not believe these correspond to the behavior of the sample material, instead, it 
is likely to be caused by the compaction of silicone grease, titanium plates, Teflon sheets, and 
potentially trapped air between the bar ends and the sample. In separate tests, we found that 
this compaction accounted for ~0.12 mm of displacement. An additional cause of the concave-
upwards shape of the stress-strain relationship at low stresses may derive from the pulse-shaper 
or picking of the incident wave in data processing. 
 
The failure stresses (i.e. strength) of the three suites of experimental data are consistent, 
despite some scatter, with the scaling law of (Kimberley et al., 2013) (Figure 2). Scatter in the 
data are likely to be a result of heterogeneities such as large phenocrysts and/or foliations. We 
note that the experimental data could be fitted by a number of other numerical relationships, 
however, none of these would have a theoretical grounding in the micromechanics of fracture 
growth. The values of characteristic (quasi-static) strength and strain rate for each experimental 
suite were determined by non-linear least squares fitting of the data to Equation 1, providing 
values and 1 standard deviation uncertainties for the parameters (Table 1). The quasi-static 
strengths, σ0, of the Malsburg Granite, Maggia Gneiss (parallel), and Maggia Gneiss 
(perpendicular) are 128.0 ± 17.7 MPa, 149.5 ± 11.7 MPa, and 181.3 ± 12.6 MPa, respectively. 
The Maggia Gneiss is therefore 21% stronger when compressed perpendicular to the foliation. 
While the three sample suites have different quasi-static strengths, the characteristic strain rates 
𝜀0̇ that control the dependency of strength on strain rate are 215 ± 93 s
-1, 234 ± 79 s-1, and 238 
± 65 s-1, respectively. These values are all within uncertainty of each other. These characteristic 
rates correspond to the strain rate at which strength is double the quasi-static strength. The 
transition strain rates (~ 𝜀0̇/10 ), defining the strain rate beyond which strength becomes 
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significantly rate-dependent (Kimberley et al., 2013), are 21.5 ± 9.3 s-1, 23.4 ± 7.9 s-1, and 23.8 
± 6.5 s-1,
 respectively (Table 1). 
 
Quasi-static values for the elastic modulus of the Marlsburg Granite and Maggia Gneiss 
(parallel and perpendicular) are 36.1 ± 1.5  GPa, 39.0 ± 4.9  GPa, and 33.0 ± 2.0  GPa, 
respectively (Table 1). Thus, the Maggia Gneiss is stiffer but weaker when compressed parallel 
to the foliation than perpendicular to the foliation. There is no clear relationship between strain 
rate and the elastic modulus (Figure 3). However, the average elastic modulus from SHPB 
experiments of the Malsburg Granite and Maggia Gneiss (parallel) are 24.3 ± 6.9 GPa and 
29.1 ± 7.0 GPa, less than the quasi-static elastic moduli of those materials and with much 
greater scatter. Meanwhile, for the Maggia Gneiss (perpendicular) the average elastic modulus 
from SHPB experiments is 36.4 ± 7.6 GPa, similar to the quasi-static elastic modulus but with 
much greater scatter.  
 
 3.2 Fragment Size Distributions 
Samples deformed at high strain rates result in a larger number of fragments than 
samples deformed at lower strain rates. Fragment size distributions for all of the failed SHPB 
samples are shown in Figure 4. At low strain rates, only a small fraction of the sample 
progresses beyond the largest sieve, i.e. almost all of the mass of the sample is contributed by 
fragments larger than 16 mm, but smaller than the sample size (typically ~40 mm). In the 
samples deformed at the highest strain rates, large mass contributions are made by fragments 
in all bin sizes, spanning two orders of magnitude. 
The progression of fragment size distributions with strain rate can be seen in the 
progression of median fragment size, as determined from from the mass-size distributions, with 
strain rate (Figure 5a), strain rate is related to fragment size by a power law, ?̅? ~ 𝜀̇𝑁, for all 
three experimental suites. The exponent of those power laws, 𝑁, for the Malsburg Granite and 
Maggia Gneiss (Parallel) are similar, -1.52 ± 0.10 and -1.31 ± 0.08, although the exponent for 
the Malsburg greater is slightly more negative. However, the Maggia Gneiss (perpendicular) 
has a distinctly different exponent, -2.23 ± 0.21. In addition to the progression of fragment size 
with strain rate, the fractal dimension, D, of the fragment size distributions (Equation 5) varies 
with increasing strain rate. All materials follow the same trend where at rates below 150 s-1, D-
values increase rapidly with increasing strain rate; above ~150 s-1, D-values gradually and 
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linearly increase from a value of ~1.95, up to ~2.15 at rates of ~300 s-1 (Figure 5b). This result 
is broadly consistent with (Barber and Griffith, 2017), who measured 2.65 < D < 3.14 at rates 
from 931 – 1154 s-1. 
During dynamic brittle failure, fragments can be ejected with substantial kinetic energy, 
and capturing all of the fragments can be challenging (e.g. (Barber and Griffith, 2017)). 
Although we attempted to completely recover the fragments from each experiment, we 
recovered an average of 93.4% of the total mass of each sample, ranging from 97.8% down to 
82.2%. Sample recovery was generally worse with increasing strain rate/ fragmentation of the 
sample, suggesting that fine fragments (< ~1 mm) are more commonly lost than larger 
fragments. The effect of this on our results is that high strain rates may result in smaller median 
particle sizes and larger D-values (Figure 5), although we note that this effect is likely to be 
small as the proportion of fine particles in all of the distributions, with the exception of two 
samples of Malsburg Granite, always less than a third of the total mass. 
 
 In summary, the foliation within the Maggia Gneiss has a significant effect on 
mechanical properties and fragmentation. The material is stiffer and weaker when loaded 
parallel to the foliation. Despite these differences, the characteristic strain rate for rate 
dependency is independent of the orientation of the foliation. A summary of results can be 
found in Table 1. 
 
4 Discussion 
 The quasi-static strengths of the lithologies used in this study are broadly typical for 
crystalline felsic rocks (Green et al., 1972; Kumar, 1968; Perkins et al., 1970; Yuan et al., 
2011). Under dynamic testing conditions the strain rate beyond which dynamic strength is 
significant has only been approximately estimated for crystalline felsic rocks. (Blanton, 1981), 
investigating a granodiorite, found no dynamic strength increase at strain rates up to 2 s-1. 
(Kumar, 1968) found that dynamic strength increase of granite occurred at loading rates greater 
than ~700 GPa s-1 which, for the elastic modulus of the Malsburg granite, corresponds to a 
strain rate of ~20 s-1. Similarly, (Li et al., 2005) found a slight strength increase in a granite 
from strain rates between 20 and 60 s-1. Furthermore, (Xia et al., 2008) found an increase in 
strength with strain rate in granite from rates between 60 and 160 s-1. More recently, (Li et al., 
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2018) determined the characteristic strain rate of a granite to be 135 s-1. However, they treated 
the exponent of the scaling relationship as a free parameter, using a value of 0.83. While not 
explicitly describing the critical rate for dynamic strengthening, (Yuan et al., 2011) found that 
a critical strain rate of ~250 s-1 was required to cause pulverization of the Westerly Granite. 
Larger characteristic strain rates have been suggested, such as ~1000s-1 for a tonalite (Perkins 
et al., 1970), depending on initial temperature. (Doan and Gary, 2009), investigating an 
unusually weak granite from the damage zone of the San Andreas fault (σ0 = ~60 MPa), 
observed fragmentation of their samples beyond strain rates of 100-150 s-1, and found an 
undamaged granite underwent fragmentation at rates > ~250 s-1. Here, we have precisely 
quantified the characteristic strain rate for dynamic behavior in typical felsic crystalline rocks. 
The values for the three experimental suites are within uncertainty of each other, with an 
average value (and pooled standard deviation) of 229 ± 81 s-1, indicating that dynamic strength 
becomes significant above a transition strain rate of ~22.9 s-1, this result is consistent with the 
majority of previous studies. 
 Compared to the data compilation in (Johnson and DeGraff, 1988), our measured values 
of the quasi-static elastic modulus and Poisson’s ratio in the Malsburg Granite and Maggia 
Gneiss are consistent with typical values for granite (26.2 GPa < E < 75.5 GPa, 0.10 < ν < 0.39) 
and gneiss (16.8 GPa < E < 81.0 GPa, 0.08 < ν < 0.40) respectively. Our results suggest that 
the elastic modulus of rocks under dynamic loading is generally less than or equal to the quasi-
static elastic modulus, although all SHPB experiments have considerable scatter. This is 
inconsistent with the generally held view, based on experiments on geological materials 
(Kumar, 1968; Perkins et al., 1970) and concrete (Bischoff and Perry, 1991), that elastic 
modulus should increase with strain rate (see (Zhang and Zhao, 2014)). Nevertheless, we note 
that some SHPB experiments on rock materials show no change in elastic modulus with strain 
rate (Frew et al., 2001; Li et al., 2005), while small decreases of elastic modulus have been 
observed at intermediate strain rates (Zhao et al., 1999). Indeed, (Goldsmith et al., 1976) 
demonstrated that elastic modulus can increase, decrease, and remain constant with increasing 
rate for three orthogonal directions within an anisotropic granite. The behavior of elastic 
properties with varying strain rate thus appears not to follow a simple trend for geological 
materials, instead perhaps varying dependent on the micro-structural properties of the specific 
lithology. This seems to be supported by the results of (Zwiessler et al., 2017), which show a 
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dynamic increase in the elastic modulus of a marble while at the same conditions, no dynamic 
change can be seen in a sandstone.  
Limited work has been carried out to investigate the effect of anisotropy in dynamic 
loading. (Howe et al., 1974), in experiments on marble with anisotropy due to the bedding 
foliation of the protolith, demonstrated that dynamic strength increase is greater when 
compression is perpendicular to the plane of isotropy, i.e. that compression perpendicular to 
the foliation has a smaller characteristic strain rate. (Goldsmith et al., 1976) investigated the 
mechanically anisotropic Barre Granite, and found a lack of simple relationship between 
anisotropy, strength, and elastic moduli, although they did find that dynamic strengthening was 
more effective in the direction of highest elastic modulus. However, more recently, (Xia et al., 
2008) attempted to repeat the experiments of (Goldsmith et al., 1976) and found no consistent 
strength anisotropy and no difference in dynamic strengthening with orientation. This study 
demonstrates that, within uncertainties, characteristic strain rate is not strongly controlled by 
anisotropy. 
 
4.1 Characteristic Strain Rate and Fragment Sizes 
In this study, we have determined the characteristic stress and strain rate, 𝜎0 and 𝜀0̇ 
respectively, of materials by fitting experimental data to the universal scaling relationship of 
(Kimberley et al., 2013) (Equation 1). The relationship is derived from scaling of the results 
of a model of brittle failure in compression (Paliwal and Ramesh, 2008), where the failure 
process is controlled by the loading rate combined with the interaction of the initial defect 
distribution, the growth of wing cracks, and the interaction of those cracks. The scaling 
quantities, 𝜎0 and 𝜀0̇, are formulated by combining microstructurally relevant time and length 
scales, and are a function of three material properties; Mode I fracture toughness, 𝐾𝐼𝐶, elastic 
modulus, 𝐸, and p-wave velocity, 𝑣𝑝, as well as two microstructural properties; flaw density, 
𝜂, and flaw size, ?̅?: 
 
𝜎0 =  𝛼
𝐾𝐼𝐶
?̅?𝜂1 4⁄
 , (6) 
𝜀0̇ =  𝛼 
𝑣𝑝
?̅?
 
𝐾𝐼𝐶
𝐸
𝜂1 4⁄  , (7) 
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where the constant α ≈ 2.4. The material and micro-structural properties are variably difficult 
to quantify, in particular, flaw density and size are extremely challenging to measure in a 
material (Housen and Holsapple, 1999). One potential problem with the scaling relationship is 
that there is an assumption that fracture toughness is a constant, even though a number of 
studies demonstrate that fracture toughness depends on loading rate and varies between 
initiation and propagation (Bhat et al., 2012; Chen et al., 2009; Dai and Xia, 2013; Gao et al., 
2015; Xu et al., 2016). Nevertheless, from these equations it can be seen that characteristic 
strain rate is not independent of the characteristic stress, and can be expressed as: 
 
𝜀0̇ =  𝜎0
𝑣𝑝
𝐸
𝜂1 2⁄ . (8) 
 
 It is therefore curious that the Maggia Gneiss in different orientations produces the same 
critical strain rate, despite having different measured uniaxial compressive strengths, p-wave 
velocities, and elastic moduli. To compensate for the variability, the flaw density, η, would 
need to be an anisotropic property, varying depending on orientation. “Flaw density”, therefore, 
represents the available flaw density for the applied stress. From rearranging Equation 8, the 
available flaw densities for the applied stress of the Maggia Gneiss (parallel) and Maggia 
Gneiss (perpendicular) are 233.3 m-2 and 120.3 m-2 respectively. 
The variability of the available flaw density by orientation is likely to be controlled by 
the rock fabric, in particular the arrangement of biotite grains controlling the orientation in 
which fractures can propagate (Figure 6). Biotite is a tabular mineral that develops a prominent 
cleavage in the basal plane (i.e. parallel to the large plate-like faces of the mineral). Mode I 
fractures form parallel to the direction of maximum principal compression, thus fracturing is 
more readily facilitated when the basal planes of the biotite grains are aligned with the 
maximum principal stress, as in the case of the Maggia Gneiss (parallel). This is consistent 
with observations of the resultant sample from the quasi-static and low rate SHPB experiments; 
Maggia Gneiss (parallel) foliation planes are commonly used as fracture planes, and the 
samples fragment into plate-like pieces (Figure 6e). In contrast, the Maggia Gneiss 
(perpendicular) fails with dominant fractures at an inclined angle to the compression axis. The 
resultant fragments are more equant and polyhedral (Figure 6f). Differences between failure 
modes could not be distinguished for the heavily fragmented samples due to the extensive 
nature of the fragmentation. The behavior and activation of Mode I fractures in relation to the 
pre-existing available flaw distribution therefore seems to play a role in the fragmentation of 
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rocks. In turn, this may be responsible for the variation of the power law exponent, N, of 
fragment sizes as a function of strain rate between the two orientations of Maggia Gneiss. 
Curiously, the value of N for the Malsburg Granite is similar to, though slightly less than that 
of the Maggia Gneiss (parallel). The Malsburg granite also contains biotite, however, unlike 
the Maggia Gneiss there is no alignment of those biotite grains. However, we find that the 
calculated flaw density of the Marlsburg Granite is 228.0 m-2 (Equation 8), similar though 
slightly less than the flaw density of the Maggia Gneiss (parallel). Thus, the available flaw 
density is correlated with N. Larger flaw densities correspond to larger values of N, i.e. large 
available flaw densities result in smaller fragments at low rates, but larger average fragment 
sizes at very high rates. 
 
 4.2 Comparison with Fragmentation Models 
 Each material in this study follows a power-law relationship between fragment size and 
strain rate. All current fragmentation models (Glenn and Chudnovsky, 1986; Grady, 2007; 
Levy and Molinari, 2010; Zhou et al., 2006b, 2006a), which model tensile failure, predict that 
the exponent of the power-law relationship between fragment size and strain rate at high strain 
rates is − 2 3⁄  ; at low strain rates, all but the Grady model predict that fragment size approaches 
a constant value. Here, the exponent of each compressive fragmentation relationship, N, is 
significantly different from the predicted exponent for tensile failure (Table 1). Furthermore, 
despite the characteristic strain rate for each experiment suite being the same within error, there 
is a statistically significant difference between the exponents of the power-law relationships. 
(Ghaffari et al., 2019) also noted dissimilarity between their measured exponent, N, from SHPB 
experiments and the expected exponent. However, their measured exponent, N, of -0.42 is 
greater than the expected exponent, unlike our results. 
Failure in tension is entirely different to failure in compression (Jaeger et al., 2009), 
consequently tensile fragmentation models cannot be directly compared to compressive 
experiments. Compressive loading can make a material quite different to its pristine condition 
by creating, activating, and growing internal defects (Hogan et al., 2016), and, brittle materials 
in compression can store large amounts of strain energy which, when released, can generate 
very fine fragments (Ramesh et al., 2015). A method to convert compressive strain rate to an 
equivalent tensile strain rate has been made by (Hogan et al., 2016; Ramesh et al., 2015). Here, 
we follow and adapt that reasoning (See Supplementary Text 2 for details). The results of 
calculating the equivalent tensile strain rate and scaling the rate and fragment sizes are shown 
in Figure 7. Importantly, the scaling causes all of the experimental suites to collapse onto a 
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single power law with an exponent of -2.63 ± 0.23. This occurs because the scaling of fragment 
size accounts for the anisotropy of the material; fracture toughness being an anisotropic 
property. Nevertheless, the exponent of the power law remains very different to the exponents 
predicted by tensile fragmentation models, which consistently predict an exponent of − 2 3⁄ . 
The expected exponent of the fragmentation models is a consequence of the assumption of 
complete conversion of the kinetic energy released in fragmentation (𝑈𝑘  ∝  𝑠
5𝜀̇2) to fracture 
surface energy (𝑈𝑠  ∝  𝑠
2) (Grady, 1982). Our results suggest that this energy balance argument 
is missing at least one term, or that assuming equilibrium or near-equilibrium fragmentation in 
compressive dynamic failure of rocks is incorrect (Grady, 2010). Additionally, our results are 
at similar scaled equivalent tensile strain rates to the transition between the quasi-static and 
dynamic regimes predicted in the fragmentation models of (Glenn and Chudnovsky, 1986; 
Levy and Molinari, 2010; Zhou et al., 2006a, 2006b), however, our results show no indication 
of a flattening of the fragment size to a constant value at low strain rates. 
An additional consideration of this comparison between average fragment size from 
these experiments with tensile fragmentation models is that we have obtained the median 
fragment size from mass-size distributions. The fragment size estimated from the tensile 
fragmentation models are the average fragment sizes from a number-size distribution. Mass-
size distributions cannot be converted, without introducing large uncertainty, to number-size 
distributions. Average sizes from mass-size distributions are always larger than the average 
from number-size distributions. Furthermore, the average grain sizes are more strongly affected 
by this effect where there are larger numbers of grains, i.e. the samples that experienced higher 
strain rates and fragmented more. This suggests that the value of the exponent, N, if we could 
have measured the average from number-size distributions, would be even more negative and 
different from the expected value of − 2 3⁄ .  
 
4.3 Implications for Impact Cratering and Geohazards 
Brittle deformation under quasi-static conditions is only weakly sensitive to the loading 
rate, but responds to confinement, pore fluid pressure, and damage (Holsapple, 2009). This 
study shows that felsic crystalline rocks under uniaxial compression experience significant rate 
dependent effects beyond transition strain rates of ~22.9 s-1. Beyond this rate, strength increases 
considerably (Figure 2) and the resultant products of that deformation are characterized by 
progressively smaller fragments (Figure 5). Here, we discuss where the application of these 
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results is relevant in terms of the understanding of impact cratering and other fast geological 
processes. 
During hypervelocity impact events, deformation occurs at large strain rates. This 
deformation can occur during shock loading, but also during subsequent excavation of the 
transient cavity and potentially along shear zones during crater collapse. The most extreme 
instantaneous conditions experienced during hypervelocity impact are a result of shock 
loading. The highest compressive strain rate in an impact, related to the rise time of the shock 
wave, can be approximated by the inverse of the time required for projectile to couple with the 
target, 𝜀?̇?𝑎𝑥 = 𝑣𝑖 𝑎⁄ , where 𝑣𝑖  and 𝑎  are the projectile velocity and diameter respectively 
(Melosh et al., 1992). We note that this value may also be affected by solid-state viscosity and 
the shock amplitude (Swegle and Grady, 1985). Consequently, for a typical impact velocity on 
Earth of 20.5 km s-1 (Le Feuvre and Wieczorek, 2011), strain rates in excess of 22.9 s-1 will be 
experienced for any impact with any projectile smaller than ~1 km in diameter. In reality, rate-
dependent effects as observed in this study may not be applicable for impact events with 
projectile diameters as large as 1 km. Stress conditions during shock are very different to the 
uniaxial conditions studied here. Rock strength at large pressures is primarily controlled by 
ductile plastic flow rather than brittle failure (Holsapple, 2009). Under these conditions, as 
experienced during shock, rock strength is similar for rocks during quasi-static and dynamic 
loading, indicating that rate-dependent strength increase has a negligible effect at confining 
pressures greater than the pressure threshold for ductile plastic flow (Kimberley et al., 2013). 
This is supported by experimental observations that increased confining pressures lead to less 
effective fragmentation (Yuan et al., 2011). It is only after shock compression, during crater 
excavation and modification, where confining stresses are comparable to the experiments in 
this study. In the later stages of impact cratering, strain rates may be several orders of 
magnitude less than the strain rate experienced during shock (Kenkmann et al., 2014). 
To demonstrate where and when strain rates are high enough and confining stresses are low 
enough during impact cratering for dynamic strength and fragmentation to play an important 
role, we ran several simulations of impacts into a granitic target with the iSALE shock physics 
code (See Supplementary Text 3). The simulations demonstrate that a large volume of rocks 
experience strain rates greater than 22.9 s-1 simultaneously to confining pressures up to a 
nominal upper value of 500 MPa for all impacts with an impactor diameter up to ~100m 
(Figure 8; Supplementary Videos 1-4). 
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The effective strength of rock masses is known to decrease with increasing scale (e.g. (Hoek 
et al., 2002)), and is often adjusted for in impact cratering simulations. Thus, the characteristic 
strain rate may also vary with increasing scale. The characteristic strain rate for dynamic tensile 
fragmentation in impacts has been predicted to scale inversely with target volume (Melosh et 
al., 1992), although it is unclear whether the transition rate for compressive fragmentation 
scales in the same way, it is possible that this scaling may compensate for at least some of the 
decrease in strain rate associated with increasing impact size, leading to increased dynamic 
deformation in impacts with larger impactor diameters than 100 m. Additionally, iSALE does 
not accurately describe the deformation of individual faults; where deformation is localized 
onto faults strain rates may also exceed the transition strain rate for dynamic behavior. 
Although rate-dependent effects are most important on the small scale, experiments at those 
scales provide ground-truth for all numerical models. Large scale impact events may have rates 
sufficiently low that rate effects become negligible, however to be accurate, models must still 
include those rate effects (Holsapple, 2009). Without them, models are unable to use direct 
laboratory-measured rock strength properties to accurately model laboratory-scale impact 
experiments, which is one of the simplest ways to test and ground-truth those models. 
Generally, numerical impact models do not incorporate rate-dependency in their constitutive 
models. To get around the issue, numerical models of laboratory scale impact experiments 
typically make simplistic adjustments to strength properties in order to produce craters of the 
correct size (e.g. (Winkler et al., 2018)). One exception to this is the Grady-Kipp fragmentation 
model which incorporates rate dependency as a consequence of an initial flaw distribution and 
the time-dependent growth of fractures (Grady and Kipp, 1985, 1980; Melosh et al., 1992; 
Wiggins et al., 2019). Unfortunately, the Grady-Kipp model was developed only for tensile 
failure. It is currently unclear how the Grady-Kipp model could be extended to compressive 
failure (Melosh, 2017). The results of this work provide a potential ground-truth for 
implementations of dynamic compressive strength and fragmentation in numerical impact 
simulation. 
In addition to impact cratering, rate-dependent brittle compressive failure could have 
significant effects in endogenic geological processes such as earthquake rupture and landslides. 
Strain rates in the vicinity of a fracture tip in a sub-sonic seismogenic rupture can be up to 105 
s-1, but decay rapidly with distance from the fault zone (Reches and Dewers, 2005). During 
super-shear rupture, strain rates are likely to be even higher, and to be distributed over a wider 
area (Doan and Gary, 2009). Extensive rock pulverization can be found in the vicinity of a 
number of large faults; San Andreas (Dor et al., 2006a, 2006b; Rempe et al., 2013; Rockwell 
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et al., 2009; Wechsler et al., 2011; Wilson et al., 2005), San Jacinto (Dor et al., 2006b; Wechsler 
et al., 2009), North Anatolia (Dor et al., 2008), Arima-Takatsuki (Mitchell et al., 2011), 
Garlock (Rockwell et al., 2009), and Foiana (Fondriest et al., 2015). Pulverization around these 
fault zones may therefore be a result of fragmentation during dynamic compressive rock 
failure. However, in the absence of super-shear rupture, it is challenging to explain how 
compressive strain rates could be large enough to produce pulverized fault rocks up to 100 m 
away a fault core (Aben et al., 2017). Experiments and numerical simulations suggest that 
dynamic tension, rather than compression, may be responsible (Xu and Ben-Zion, 2017; 
Griffith et al. 2018). Nevertheless, the results of this study provide experimental comparison 
to assess the potential role of dynamic compressive rock failure in seismogenic rupture, 
including the mapping of dynamic conditions away from fault zones. Rock pulverization is 
also observed in landslides, where breccia deposits are composed of finely crushed rock with 
prevalence of matrix material (Crosta et al., 2007; Dunning and Armitage, 2011). Dynamic 
fragmentation has even been suggested to be responsible for the motion of long-runout 
landslides (Davies and McSaveney, 2009; McSaveney and Davies, 2006). However, limited 
comparisons have been made between the products of landslides and experiments. 
5 Conclusions 
 Here, we have demonstrated that felsic crystalline rocks have characteristic strain rates 
for rate-dependency that are within uncertainty of each other with an average value of 229 ± 
81 s-1, i.e. those rocks experience significant dynamic strength effects above transition strain 
rates of ~22.9 s-1. These rates are independent of any anisotropy in those rocks, regardless of 
strength differences. The average fragment sizes of rocks that fail in the dynamic compression 
regime are described by a power law function of strain rate. The exponent of that power law is 
inconsistent with current fragmentation models but may be related to the distribution and 
orientation of flaws in geomaterials. The results of this study may have important applications 
to impact processes and other catastrophic geohazards. 
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Figure 1. Stress-Strain curves for a) Malsburg Granite, b) Maggia Gneiss (parallel), and c) 
Maggia Gneiss (perpendicular). Quasi-static experiments are colored red, while dynamic 
experiments are colored by strain rate. 
 ©2020 American Geophysical Union. All rights reserved. 
 
Figure 2. Compressive strengths from quasi-static and dynamic testing at various strain rates. 
Each suite follows the universal scaling relationship of (Kimberley et al., 2013), each fitted 
curve is shown with 1σ error envelopes. Data presented with a linear x-axis are shown in 
Supplementary Figure 2. 
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Figure 3. Elastic modulus from quasi-static and dynamic testing at various strain rates. Data 
presented with a logarithmic x-axis are shown in Supplementary Figure 3. 
 ©2020 American Geophysical Union. All rights reserved. 
 
Figure 4. Cumulative mass fragment size distributions colored by strain rate for a) Malsburg 
Granite, b) Maggia Gneiss (parallel), and c) Maggia Gneiss (perpendicular). d) Photograph of 
fragments from Maggia Gneiss (parallel) experiments at various strain rates. 
 ©2020 American Geophysical Union. All rights reserved. 
 
Figure 5. Characteristics of fragment size distributions with varying strain rate: a) median 
particle size. x- and y- uncertainties are shown for all points where the uncertainty bars are 
larger than the size of the point. b) D-values of the fragment size distributions, Data presented 
with a logarithmic x-axis are shown in Supplementary Figure 4. 
 ©2020 American Geophysical Union. All rights reserved. 
 
Figure 6. Micro- and macro-scopic deformation of Maggia Gneiss under compression at 
different orientations. a) and b) Plane polarized optical microscope image of pristine Maggia 
Gneiss. c) and d) Schematic drawings of the different fracturing styles under compression 
parallel to and perpendicular to the foliation respectively, red traces illustrate predominantly 
tensile (Mode I) fractures while blue traces illustrate predominantly shear fractures (Mode II 
and/or Mode III). e) and f) Fragments resulting from quasi-static compression parallel to and 
perpendicular to the foliation respectively. 
 ©2020 American Geophysical Union. All rights reserved. 
 
Figure 7. Scaled median fragment size variation with the scaled equivalent tensile strain rate, 
compared to scaled tensile fragmentation models. The functions of the scaled tensile 
fragmentation models plotted here are defined in (Hogan et al., 2016).  
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Figure 8. Crater excavation in an iSALE simulation of a 1 m diameter granite sphere impacting 
at 15 km s-1 into a granite target. Left: Colored regions indicate pressures between 0 and 500 
MPa, regions of tension are colored light grey while regions of high confining pressure (e.g. 
within the shock wave) are colored dark grey. Right: Colored regions indicate strain rates 
greater than 22.9 s-1, regions with lower strain rates are colored light grey. Regions that are 
colored in both panels are undergoing deformation in a regime where strength and 
fragmentation should be strongly controlled by strain rate. See Supplementary Video 1 for 
conditions from the moment of impact to 4.00 ms. 
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Table 1. Measured material properties of the Malsburg Granite and Maggia Gneiss. 
 Malsburg Granite Maggia Gneiss 
(parallel) 
Maggia Gneiss 
(perpendicular) 
E (GPa) 36.1 ± 1.5 39.0 ± 4.4 33.0 ± 2.0 
ν 0.224 ±  0.035 0.209 ±  0.027 0.286 ±  0.158 
ρ (kg m-3) 2623 ±  4 2745 ±  14 
φ (%)  0.29 ±  0.02 0.46 ±  0.01 
𝜎0 (MPa) 130.5 ± 14.2 149.5 ± 11.7 181.0 ± 12.8 
𝜀0̇ (s
-1) 217 ± 95 234 ± 79 240 ± 67 
N  −1.52 ± 0.09 −1.31 ± 0.08 −2.23 ± 0.20 
Vp (m s
-1)* 3976 ±  134 3996 ±  262 3949 ±  788 
E = Quasi-static Elastic Modulus, ν = Quasi-static Poisson’s Ratio, ρ = Bulk Density, φ = 
Porosity, 𝜎0  = Characteristic Stress (i.e. Quasi-static Uniaxial Compressive Strength), 𝜀0̇  = 
Characteristic Strain Rate, N = Power-law exponent of fragment size vs. strain rate, Vp = P-
wave velocity. * Calculated from elastic properties, 𝑣𝑝 =  √
𝐸(1−𝜈)
(1+𝜈)(1−2𝜈)𝜌
 
 
