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Abstract 
For the queue with deterministic, not necessarily equidistant arrival times and exponential 
service times and for the dual queue with Poisson arrivals and deterministic but unequal service 
times we derive some explicit formulas for the distribution of the number of customers served 
during a busy period. 
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1. Introduction 
In this paper we consider the queueing system with infinite capacity, exponential 
service times and deterministic, not necessarily equidistant arrival times, say 
al < a2 < a3 < "".  We will derive a determinant formula for the distribution of the 
number of customers served during the busy period starting at time 0 with an 
arbitrary number of customers. If/~ I is the mean service time and there is one 
customer present at time 0, the probability P(n, I~) that at least n + 1 customers receive 
service in this busy period is clearly equal to P(S~ >at  .. . . .  S,>_a,), where 
Sk = X1 + ... + Xk and the Xi are i.i.d, random variables with the density /~e ,,x, 
x > 0. Thus we will find a convenient formula for the joint distribution of the first 
n partial sums of an exponential random walk. Related first-exit distributions have 
recently been considered by Zacks (1991) and Stadje (1993a). 
In the case ai = i, i ~ 77+, of equidistant arrivals we will show that 
1 n-I n -k  
P(n, k t ) -  n!e~,, ~ (n ) , _k - - (n lO  k, (1.1) 
k=O n 
where (n), k = n(n -- 1)...(k + 1). An interesting special case of (1.1) is /~ = 1. We 
obtain for the probability p(n,l~) that exactly n + 1 customers are served in a busy 
period the neat formula 
. ( p(n, 1 ) -n!e ,+ l  e-  1 + . (1.2) 
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The special case of the D/M/1 /~ system was studied by Jansson (1966). For the 
dual M/D/1 /~ system several exact formulas are known (see Gnedenko and K6nig, 
1984, Ch. 3.1.2.2, and the references given there). For this system the corresponding 
probability q(n, la) that exactly n + 1 customers are served in a busy period has been 
first found by Borel (1942) who also introduced the concept of a busy period. Another 
derivation has been given by Tanner (1953, 1961); see also Prabhu (1965, Sec. 1.7.b). 
q(n,l~) is given by 
q(n,l~) = e-("+ l~ul~"(n + 1)"-l/n! (1.3) 
In the final section we will consider the M/D/1 /~ queue with deterministic service 
times of not necessarily identical durations. A determinantal formula due to Steck 
(1972) will be used to find q(n, I~) in this more general situation. We will also determine 
the joint transform of the duration of a busy period and the number of customers 
served in it for the simple exponential queue with finite capacity. The corresponding 
result for M/M/1/oo  has been derived by Cohen (1982, pp. 187-190); for GUM~l/  
and M/G/1 /~ see Takacs (1961). The Laplace transform of the duration of the busy 
period in M/M/1/m has been given by Ismailov (1970); results on the busy periods of 
finite capacity queues can be found in Truslove (1975), Cohen (1982, Ch. IlI. 6) and 
Stadje (1993b); see also Gnedenko and K6nig (1984, Ch. 4). 
2. The queue with deterministic arrival times 
We study now the first busy period ofa queueing system with arrivals at determinis- 
tic time instant s ao = 0 < al < a2 . . . . .  exponential service times (having the rate p) 
and infinite capacity. Let P(n,p) be the probability that more than n customers are 
served in this busy period. Then P(n,p) = P(Si > al for i = 1 . . . . .  n). If Ti denotes the 
number of j  for which S t ~ [ai, ag+ 1), then standard properties of the Poisson process 
imply that 
P(Ti ki, i 0,1 .. . . .  n 1) exp( - #a,) ko+...+k,_l  n - I  
. . . . . . . . . .  I-I (a, - a , _ l  ko! ' "k , - l !  I~ i=o 
Hence we obtain the general formula 
],lko+...+k,- i n -1  
P(Si >- al, i = 1 . . . . .  n) = ~ exp( - pa.) I-I (ai - -  al- 1 )k,, 
(ko ..... kn , l~r .  ko! ' "k . - l !  i=o 
(2.1) 
where 
K ,={(ko  . . . . .  k , _~)~7]~_ lko+. . .+k~<i  for i=0  .. . . .  n - l} .  (2.2) 
We will now derive a determinantal expression for this distribution. For simplicity let 
/t = 1 and set P(n) = P(n, 1). Let W~ be the number of customers in the system at time 
t and let 
Pt(n)= P(Si >_ ai, i = 1 . . . . .  n -  1, W~, = l + 1) 
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be the probabi l i ty that the customer arriving at time a, enters the first busy period and 
finds l customers still present in the system. Then clearly, 
and 
P(n) = ~ Pl(n) (2.3) 
1=1 
1 n - -1  
Oo (ai -- ai- 1 )k,, (2.4) Pl(n) = exp( - a.) ~ kl !...k.- 1!i= 
where the sum in (2.4) extends over all kl ,  . . . ,  k._ 1 E 7/+ satisfying 
k l+. . .+k i< i  for i=1  . . . . .  n -2 ,  k l+. . .+k ,  l=n-1 .  (2.5) 
Now we can state the following formula for P~(n). 
Theorem 1. Let 
{{O--1)k(a.--a,-k)k/k' i f l> -k+l  
ak,~= if l<k+ 1. 
Then 
Pz(n) = ( - 1) "- l  exp( - a , )det(a j_ i+ 1,1+i- 1)7,j~ 1. (2.6) 
Proof. The relations (2.5) are equivalent o 
k._~_i + ... + k,_x > i+  1, i=0 ,1  . . . . .  n- l -2 ,  (2.7) 
k 1 -t- . . .  + k n_  1 = n - 1. (2.8) 
The probabi l i ty that the values ko . . . . .  k,_ 1 of To . . . .  ,7", i satisfy ko = 0, and (2.7) 
and (2.8) is given by 
P(To=O)P(T1 +. . .+  7", l=n- - I )  
xP(T,-t-1 + ... + T,-1 >_ i+ 1, 
i=0  . . . . .  n- - l - -2 lT~+. . .+  T . _~=n- l )  
= exp( - a. dxl  dx2..,  dx , - t .  
1 n I - I  
Let us introduce the auxil iary functions fl,..(u) - 0 and 
fl.,l(u) = dxl dx2-.- dx, l, 
2 n - l  1 
Then fl,,~ is a polynomial  of degree n - 1 and satisfies 
ft,,l(0) = exp(a,)Pl(n), 
~. ,~(a .  - a . _~)  = O, 
~' . . , (u )  = - ~ . .~+ , (u ) .  
u>O,  1= 1 . . . . .  n - -  1. 
(2.9) 
(2.10) 
(2.11) 
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Thus, by Taylor 's  formula, 
. - I  dk f l . , l  U k 
fl.,l(u) = ~ ~ (0) k~" (2.12) 
k=O 
From (2.10)-(2.12) we can conclude that 
n- l (~k l )k  
(a.  - -  a . .z)kf l . , t+k(O) = f l . . l (a .  -- a . - l )  = 0, 1 = 1 . . . . .  n - 1. (2.13) 
k=O 
The system (2.13) of n - 1 linear equat ions for ft., 1 (0), , f t . . _  ~ (0) can also be written • . .  , 
in the form 
.-1~ 1 ( _  1)k (a. 
k=O k!  - -  an - l )k  fln'l+k(O) -- 
( _  1) . - l+1 
(a . -a . _ t )  "-1, I=  l . . . . .  n -  1. 
(n - 1)! 
(2.14) 
Since the coefficients on the left-hand sides of equat ions (2.14) form an upper diagonal  
matrix, system (2.14) can be easily solved using Cramer 's  rule and some elementary 
n- l  matrix manipulat ions,  yielding ft.,l(0) = ( - 1)"- 'det(cq_i+ ~,1+i- ~ )i,j= 1. (2.6) now fol- 
lows from (2.9) [] 
Arguments  similar to those in the above derivat ion have been used in a proof  by 
Smirnov (1949, p. 187). 
Let us now assume that the system starts at time 0 with Wo = a > 1 customers. Let 
again ~ = 1 and define the corresponding probabi l i ty 
P . , l (n )  = P (S i  > al,  i = 1 . . . . .  n - 1, Wa.  = 1 + 11Wo = a). 
For  Pa, l (n) we now prove a formula similar to (2.6). 
Theorem 2. Let  
. - l~a Z ( __ 1)*(a. -- a ._ t_a )ka~ - t+" -k -2  
7.,1 = k! (n  - 1 + a - k -  2)! k=n- l -  1 
Then we have  
Pa, t(n) = ( - 1)"-texp( - a,) 
0~1,1 0~2,1''" O~n-l-1, l 
1 ~1,1+1' ' "  ~n-1-2,1+2 
0 1... 
0 . . .  1 0~l,n_ 2 
0 "'" 0 1 
where  %.z has  been def ined  in Theorem 1. 
~n, 1 1 
~n,n-3 
~n, n - 2 
(2.15) 
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Proof.  Clearly,  
l n - I  
Pa ' t (n )=exp( -a" )~koW k, 1 v 1-I (a i -a i -1 )  k', (2.16) 
" ' "  - " i=0 
where the sum extends over all ko . . . . .  k,_ 1 e Z + satisfying 
ko+. . .+k i< i+a-  1, i=0 ,1  . . . . .  n -2  (2.17) 
and 
ko + ... + k , _ l  = n + a - I -  1. (2.18) 
Relat ions (2.17) and (2.18) are equivalent  o 
k, i+ . . .+k ,_ l>_ i - I+ l ,  i= l  . . . . .  n - I  
and 
ko + ... + k,_~ =n + a - l .  
As in the proo f  of Theorem 1 this yields 
P~.dn) = exp( - a.  dx l  dx2 
1 
- ' "  dx. - t  dx . - l+  1... dx .  l+~ 
n- l - I  i )x r l - i  n- /+a- I  
= exp( - a,) dx,  dx2.. .  ~--_ ~.~ dx,_ , .  
1 n i 1 
Now let 
fffn- f l . -  .... . . . . . .  f,n-a,(an__Xn_l)al fl,,,.t(u) = dxl  dx2"'" ~-  1)! 
1 n - [ - I  
/=1  . . . . .  n - - l ,  
(a, -- u) "+a- l -  1 
fl .... du)= I=n . . . . .  n+a- l .  
(n+a- l -  1)! 
Then the fo l lowing re lat ions are easi ly checked: 
fl .... d0) = exp(a, )P , , t (n) ,  
fl .... t (a , -a . - l )=0,  I=  1 . . . . .  n -  1, 
fl . . . . .  + , - l (u )  --- 1, 
/~'a,..,(U) = --/~ . . . .  ,+  I(U) 
As fl .... t is a po lynomia l  of degree n + a - l - 1, we find that  
1/k 
fl .... ,(u) = Z du k 
k=O 
dXn-l, 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
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Setting u = a, - a . - t  yields 
n+a- l - l  ( - -  ) )k (a  n 
-k - a , - t )k f l  .... t+k(0) = 0, I = 1 . . . . .  n - -  1. (2.23) 
k=O 
Inserting the definition of fl .... t, 1 = n . . . . .  n + a - 1, we can write (2.23) as 
.-z-~ l ( _k t l )k (a . _a . _ t )k f l  .... l+k(0) 
k=O 
~k n+a- l -k -1  .+a- t -1  ( _ 1)k+l(a. _ a. -u  a. 1 = 1, . . . ,n  -- 1. 
= ~ k! (n+a- l -k -1 ) !  ' k=n-l  
(2.24) 
Solving the linear system (2.24) for fl .... frO), I=  1 . . . . .  n - 1, and recalling (2.19) we 
obtain (2.15). [] 
Now let a~ = i, i t  Z+, so that we obtain the D/M/1 /~ queueing system. An 
integral expression for the number of customers erved during a busy period in 
a GUM~l~ ~ system was given by Takacs (1961); see also Takacs (1967, Section 5, 
Problem 11 and p. 236). For deterministic (equidistant) interarrival times one obtains 
the neat formulas (1.1) and (1.2) using the following Lemma. 
Lemma. For any k > j > 1 there are (k + 1) j - j (k  + 1) J-1 k-tuples (Wl  . . . . .  I'Vk) o f  
sets forming a partition of  {1 . . . . .  j } and satisfying 
L cardWi<v for v= 1 . . . . .  k -  1. 
i=1  
Proof. We will carry out a complete induction on j + k. The case j + k = 2 is trivial. 
Now let k > j  > 1, suppose the assertion holds for all k' > j '>  1 such that 
k' + j '  < j  + k - 1, and consider the problem forj  and k, wherej + k > 3. First fix Wk; 
there are (~) such choices which have i elements. Given Wk, we have to count the 
number of partitions (W1 . . . . .  Wk-  l) of the set { 1 . . . . .  j }\ ~ for which 
cardWl+. . .+cardWv<v fo rv= 1 . . . . .  k -2 .  
By the induction hypothesis, if card Wk = i there are k j i _ ( j  _ i )k~- i -1 such parti- 
tions. Summing over i we obtain 
J 
(~)[k ~-' 
i=0  
J J 
- - ( j  -- i)k ~- ' - ' ]  = (k - j )k  ~-' ~ (j)k -~ + k j - '  ~ (j)ik-' 
i=0  i=0 
c l  
= (k - j )k J -a (1  + k - l )  j + kJ-2~x (1 + x) i [x=l /k  
=(k  + ly - j (k  + 1~ ' .  
The lemma is proved. [] 
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Now let us derive (1.1). By (2.1) we can write 
~lko + '" + k . _ l 
P(S i>_ i , i= l  . . . . .  n) = exp( - /m)  ~ koV. . .k .  1T 
(ko ..... kn I)~K. " 
exp( -  Ira) ~ la" " ~ m.(k' ...... k" . . . .  ). 
n!  m= 1 (ko ..... k,, - L)~K~ (n - m) 
(2.25) 
In (2.25) we have set 
K, ( j )  = {(ko . . . . .  k . - , )~K,  lko + ... + k.-1 = j} .  
Now m!( ,  ...... r, . . . . .  ) is equal to the number of (n + m-  1)-tuples 
( W o . . . . .  IV,_ 1 ,x i . . . . .  x,,) with the following properties: 
(1) Every W~ is a subset of {1 . . . . .  n} having k~ elements, and 
{X 1 . . . . .  Xm}CT.{1  . . . . .  n} .  
(2) W0 . . . . .  W. - I ,  {x, } .... , {xm} are pairwise disjoint. 
13) w._ ,   {Xl . . . . .  xm} : {1 . . . . .  n}. 
In these tuples there are (n)m = n(n-  1) . . . (n-  m + 1) possibilities to choose 
(x l  . . . . .  Xm). In order to compute the inner sum of(2.25) we now have to determine the 
number of(Wo . . . . .  IV,_ 1) which can be properly combined with (x~ . . . . .  x,,). Without 
loss of generality let {Xl . . . . .  Xm} ---- {n -- m + 1 . . . . .  n}. It follows from the lemma 
(with k = n - 1 and j = n - m) that there are ran" - " -1  choices for (Wo . . . . .  14/, 1). 
Thus the right-hand side of (2.25) is equal to 
exp( - ~un) 
i t"-m (n) , ,mn " - " -1  (2.26) 
n!  m=l  
This proves (1.1). Regarding (1.2) we note that 
~(n) ,nmn-"  = 1. (2.27) 1 
To see (2.27), consider sampling with replacement from an urn containing n balls, and 
let X be the number of the first drawing in which a ball shows up for the second time. 
Then P(X  = m + 1) = (n) , ,mn - 'n -  1 for m = 1 . . . . .  n, and (2.27) expresses the fact that 
X _< n + 1. By (2.26) and (2.27), 
P(Si  >_ i, i = 1 . . . . .  n) = e-nnn/n! ,  
and (1.2) now follows from p(n, 1) = P(Si  >_ i, i = 1 . . . . .  n) - P(SI >_ i, i = 1 . . . . .  n + 1). 
3. Some related queues 
For the M/D/1 /oo  queue the probability that exactly n + 1 customers are served in 
a busy period is equal to P(SI  <_ i for i = 1 . . . . .  n, S,+1 > n + 1), which is well known 
and given by (1.3). We can generalize this result to not necessarily identical service 
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times, using a determinantal formula due to Steck (1971). This identity states that for 
any (s~ . . . . .  s . ) , (q . . . . .  t . )e  ~" satisfying sl < ... _< s., tl _< ... _< t. and si < tl, 
i = 1 . . . . .  n, the Lebesgue measure of the n-dimensional set 
A = {(ul . . . . .  u.) E [~"]U  1 ~< "'"  ~ Un, S i <~ U i < t i for i ---- 1 . . . . .  n} 
C n is equal to det( ~)i,j= 1, where 
~( t i - s~) J - i+ ' / ( j - i+  1)! i f /< j+ 1, 
c~J=~O if i> j+ 1. 
A simple proof of this formula has been given by Pitman (1972). We are interested in 
the probability r(n, l~)= P(S1 < a~ . . . . .  S. < a.. S.+~ > a.+~) for an arbitrary non- 
decreasing sequence (aj): >~. Introducing N(t )  = sup{n > 0 iS.  < t}, the Poisson pro- 
cess generated by (S.). > 0, we obtain 
r(n,p) = P(S1 < al . . . . .  S. < a. lN (a .+ l )  = n)P (N(a .+ l )  = n) 
= P(U1 < al . . . . .  U. <_ a.)exp( - pa.+l)( I ta.+l)"/n!,  
where U~ < ..- < U. are the order statistics of a sample of size n from the uniform 
distribution on the interval (0, a.+ 1). Thus, by Steck's formula, 
/ a j - i+ l  "~n /~"exp( - #a.+l )  
= det ~ . . . .  j (3.1) r(n, 2) i 
( j - i+  1)! i,j=l n! 
For i > j  + 1 the corresponding entry of the determinant has to be interpreted as zero. 
Eq. (3.1) gives the probability that n + 1 customers are served in a busy period of 
a M/D/1 /~ queue with service times al ,  a2 -  az, a 3 - -a2  . . . .  for the successive 
customers. 
Finally, let us consider the M/M/1 /m system, i.e. the exponential queue with arrival 
rate 2 > 0, service rate/t  > 0 and a finite waiting room of size m 6 ~. Let W, be the 
number of customers present at time t and let Bt be the number of departures in [0, t]; 
further denote the length of the first busy period by r. We will derive the joint 
transform 
~o~(x ,u)=E(xn 'e - "~ lWo=a ), a=l  . . . . .  m, Ix l< l ,  u>0 
of B~ and r. Let us extend the definition of ~p,(x,/t) by setting qg,,+ 1 = (P,, and ~Po = 1. 
Conditioning on the time a of the first arrival or departure (whichever occurs first) 
one obtains 
# 
~0.(x, u) - 2 + ~ + u 
To see (3.2), note that 
(a) a ist exponentially 
u ~(2  + ~)/(2 + ~ + u), 
2 
X(pa-I(X,U ) + (~a+l(X,U), a = 1 . . . . .  m. (3.2) 
2+/ t+u 
distributed, having the Laplace transform 
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(b) W, = a + 1 or  W~ = a - 1 with probabi l i t ies 2/(2 +/~)  and ~/(2 +/~), respec- 
tively, 
(c) the queueing process in [0 ,a ]  is condi t ional ly  independent  of that in [a , r ] ,  
given W~. 
For  fixed (x, u), (3.2) is a l inear difference equat ion  for q~, which has the general  
solut ion ~Pa = clA~+ + C2 Aa- , a = 0, 1 . . . . .  m + 1, where 
2 +/~ + u (1 + [1 - 42/~x/(2 + It +/2)211/2). A+ = A+_(x ,u ) -  22 - 
The coefficients Cl and c2 for q can be determined by the condi t ions  ~0o = 1 and 
qm+ 1 = q,,.  A short computat ion  yields 
qg, = (#x/2)" b(m - a) - b (m - a - 1) 
b(m) -b(m+ 1) , a=0,1  . . . . .  m, 
where b(a)  = A"+ - A~_. 
Acknowledgement 
I wou ld  like to thank the referee for greatly s impl i fying the der ivat ion for the 
M/M/ I /m queue. 
References 
E. Borel, Sur l'emploie du throrrme de Bernoulli pour faciliter le calcul d'une infinit+ de coefficients. 
Application au problrme de l'attente fi un guichet, C.R. Acad. Sci., Paris 214 (1942) 452-456. 
J.W. Cohen, The Simple Server Queue (North-Holland, Amsterdam, 1982). 
B.V. Gnedenko and D. Krnig, Handbuch der Bedienungstheorie (Akademie-Verlag, Berlin, 1985). 
A.I. Ismailov, The distribution of the busy period in a certain queueing model, Dokl. Akad. Nauk UzSSR 
(1970) 3-4 (in Russian). 
E.J.G. Pitman, Simple proofs of Steck's determinantal expressions for probabilities in the Kolmogorov and 
Smirnov tests, Bull. Austral. Math. Soc. 7 (1972) 227-232. 
N.U. Prabhu, Queues and Inventories (Wiley, New York, 1965). 
N.V. Smirnov, Approximate laws of distribution of random variables from empirical data, Uspekhi Mat. 
Nauk 10 (1949) 179-206 in Russian. 
W. Stadje, Distribution of first-exit times for empirical counting and Poisson processes with moving 
boundaries. Stochastic Models 9 (1993) 91 103. 
W. Stadje, A direct approach to the GI/G!I queueing system with finite capacity, Oper. Res., 41 (1993) 600~07. 
G.P. Steck, Rectangle probabilities for uniform order statistics and the probability that the empirical 
distribution function lies between two distribution functions, Ann. Math. Statist. 42 (1971) I 11. 
L. Takacs, The probability law of the busy period for two types of queuing processes, Oper. Res. 9 (1961) 
402-407. 
L. Takacs, Combinatorial Methods in the Theory of Stochatic Processes (Wiley, New York, 1967). 
J.C. Tanner, A problem of interference between two queues, Biometrika 40 (1953) 58-69. 
J.C. Tanner, A derivation of the Borel distribution, Biometrika 48 (1961) 222-224. 
A.L. Truslove, The busy period of the EklGII queue with finite waiting room, Adv. in. Appl. Probab. 
7 (1975) 416-430. 
S. Zacks, Distributions of stopping times for Poisson processes with linear boundaries, Stochastic Models 
7 (1991) 233-242. 
