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Abstract
We have implemented a technique for execution of formal, model-based specications. The
specications we can execute are written at a level of abstraction that has not previously been
supported in executable specication languages. The specication abstractions supported by our
execution technique include quantied assertions that reference post-state values, and indirect
denitions of post-state values (denitions that do not use equality). Our approach is based
on translating specications to the concurrent constraint programming language AKL. While
there are, of course, expressible assertions that are not executable, our technique is amenable
to any formal specication language based on a nite number of intrinsic types and pre- and
postcondition assertions.
1 Introduction
Executable specications [AEeL92] [TY92] [Hen86] [TC89] [HI88] [O'N92a] [KK93] have several ad-
vantages over nonexecutable specications | as tools for validating specications against informal
requirements, for prototyping, and for testing that implementations satisfy specications. How-
ever, as Hayes and Jones have pointed out [HJ89], executable specications are usually inferior to
nonexecutable ones in a number of important ways, including:
 executable specications typically suer from implementation bias and overspecication. A
specication that includes an algorithm implementing the specied functionality can inuence
developers to use that algorithm in an implementation. However, the algorithm used in a spec-
ication is rarely the best algorithm for an implementation. If developers do use dierent data
structures and algorithms in the implementation, it is easier to formally verify that the imple-
mentation satises a more abstract specication than to verify against a biased specication
that uses dierent data structures and algorithms.

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 nonexecutable specications are often nondeterministic or underspecied, either because a
range of behaviors are permissible or because the specied system is nondeterministic. How-
ever, executable specications are almost always deterministic.
 nonexecutable specications typically use features of rst order logic such as negation, con-
junction in which the order of conjuncts is not signicant, disjunction (often resulting in non-
determinism), and quantication. Use of these features greatly increases the expressiveness of
specications, but complicates execution.
Previously, a developer who wished to use formal specications had to make a choice between
between executable and nonexecutable specications, and either choice sacriced many of the ad-
vantages of the other. The execution technique we describe in this paper oers a third choice. Our
execution technique uses the syntax of a nonexecutable specication language and can execute spec-
ications written at nearly the same level of abstraction as typical nonexecutable specications. In
particular, our technique does not require the specier to provide algorithms, can execute nondeter-
ministic specications cleanly, and can execute many specications that use negation, quantiers,
disjunction, and so on. Hence, our execution technique alleviates the problems of executable speci-
cation languages to a larger degree than any other that the authors are aware of, and so does not
force the specier to give up the advantages of nonexecutable specications to gain executability.
Our system is publicly available for research use [Wah00].
The specication language that we execute is SPECS-C++ [WLB97], a model-based formal
specication language designed for specifying the interfaces of C++ [Str91] classes. This language
was not designed with executability in mind, and in fact our approach can not execute all SPECS-
C++ specications. Our approach makes little use of the C++ specic features of SPECS-C++
except as described in Section 3, and so should be suitable for executing specications written in
other model-based specication languages such as VDM [Jon90] [A
+
93], Z [Hay93] [Spi89] [Spi92]
and JML [LBR98] with only straightforward modications.
We execute SPECS-C++ specications by translating them to Agents Kernel Language (AKL)
[JH94], and then executing the resulting AKL program. AKL is described in Section 2, so here
we simply note that we selected AKL as a translation target after evaluating a number of other
possibilities, including Prolog [CM84] [Col85] [Coh85], clp(FD) [Dia94], and DFKI Oz [M
+
98]. AKL
works well as a translation target largely because it has a simple syntax and because it supports
constraint programming cleanly. While our implementation depends on AKL, our ideas do not and
would work with other languages with similar capabilities.
The rest of this paper elaborates the idea of executing formal specications by translating them
to constraint programs. In Section 2 we provide a brief introduction to AKL and constraint pro-
gramming. In Section 3 we discuss model-based specication languages and the features of such
languages that complicate their translation to constraint programs. Section 4 provides some ex-
ample SPECS-C++ specications and comments on executing these examples. In Section 5, we
describe our technique for translating specications into AKL by giving a (partial) denotational
semantics for the translation algorithm and sketching a proof of the soundness of this algorithm. We
also characterize the run time performance of the AKL programs thus generated. Section 6 outlines
future work, and Section 7 briey describes related work and summarizes our contributions.
2 Agents Kernel Language (AKL)
AKL [JH94] is based on concurrent constraint programming. A computation state consists of a
set of concurrent agents that operate on a shared set of constraints called a constraint store. A
constraint is an occurrence of one of the built-in relations (=, 6=, < etc.) with its actual arguments.
For example, the following is a (comma-separated) list of constraints:
X \== 3, Y < 1.7, Z = [a, b, c]
As in Prolog, logical variables begin with upper case letters, and square brackets are used to construct
lists. The inequality relation is written \==.
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An agent can perform two operations on the constraint store. It can add a constraint to the
store (called telling the constraint), or it can check if a constraint is entailed (implied) or disentailed
by the store (called asking the constraint). If telling a constraint makes the store inconsistent, then
the computation fails. If an asked constraint is neither entailed nor disentailed, then the agent will
typically wait until sucient constraints are added (by other agents) so that the asked constraint is
either entailed or disentailed.
An agent is usually written as a sequence of clauses. For example, the following agent plus
consists of three clauses (one per line in this case). This agent implements an addition relation that
computes any one of its arguments when the other two are known. Each clause contains an optional
guard and a body. Both the guard and the body consist of a conjunction of constraints and calls to
agents. Roughly speaking, when the constraints in the guard (or implied by the calls in the guard)
are asked, if they are all entailed, then the constraints in the body (or implied by the calls in the
body) of that clause are told. In each of the three clauses for agent plus, the guards are to the left
of the | symbols, and the bodies are to the right. When the guard of one of the clauses becomes
entailed, the body of that clause is evaluated and any resulting constraints are told. If more than
one guard is entailed, then the choice of which to use is (theoretically) nondeterministic for this
guard operator (the |, called the commit operator in AKL). If all guards are disentailed, then the
agent fails. The agent number is built-in to AKL. If its argument is bound, number is true if that
argument is a number and false otherwise. If its argument is unbound, then number suspends and
waits for its argument to become bound (by other agents telling constraints).
plus(X, Y, Z) :- number(X), number(Y) | Z is X + Y.
plus(X, Y, Z) :- number(X), number(Z) | Y is Z - X.
plus(X, Y, Z) :- number(Y), number(Z) | X is Z - Y.
Some of the features that make AKL useful as a translation target for specications are:
 the order of conjuncts is relatively unimportant. For example, the following query:
| ?- X < 3, X = 2.
will fail when presented to a Prolog interpreter, because the variable X is not bound when the
comparison is evaluated. However, when this same query is presented to the AKL interpreter,
the constraint X < 3 is told, and then the constraint X = 2 is told. Since these constraints are
consistent, the solution X = 2 is found and printed.
This is important for executing specications because the order of conjuncts is not signicant
in specications. That is, the (partial) specication:
x
0
< 3 ^ x
0
= 2
is equivalent to:
x
0
= 2 ^ x
0
< 3
and from the specier's viewpoint, there is no reason why one should be executable and the
other not. Note that the constraint X = 2 can act either to supply a value for X, or to check the
consistency of any value that X already has. Because the order that constraints are processed
in is not signicant, the order of the conjuncts that the constraints are generated from is not
signicant.
 constraints are propagated eciently. Any addition to the constraint store can potentially allow
many suspended agents to wake, execute and tell additional constraints. Since the eect of a
constraint is to limit the range of values that a variable may have and still be consistent with
the constraint store (the variable's domain), telling a single constraint can potentially restrict
the domains of many variables through constraint propagation.
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An alternative view of this process is to think of all possible bindings for the variables in an
AKL program as forming a search tree of possible outputs from the program. The leaves of the
search tree have a binding for all variables, and interior nodes have bindings for only some of the
variables. Each constraint in the constraint store makes some branches of the tree inconsistent
with the store, and so the leaves of such branches are not valid outputs from the program.
Constraint propagation has the eect of pruning this tree (by adding more constraints) and so
helps in nding valid outputs more quickly by eliminating invalid outputs from consideration.
In terms of executing specications, use of disjunctions, existential quantication and cer-
tain built-in operations of standard specication languages (for example, set membership and
subset) in specications leads to branches in the search tree for the AKL program that the
specication is translated to. Hence, eective constraint propagation is critical for executing
such specications in a reasonable amount of time.
 alternative solutions can be obtained through backtracking. If multiple branches of the solution
tree are consistent with the constraint store after an AKL program executes, the leaves of these
branches can often be visited and displayed by backtracking. This corresponds to systemati-
cally enumerating the results of making dierent choices at all points in the execution where
a choice was made.
A specication that is underspecied or nondeterministic is translated to an AKL program
that has such choice points. Hence, backtracking allows one to determine whether or not the
specication was underspecied, and if so, to enumerate multiple solutions that satisfy the
specication.
 nite domain constraints can be used to make constraint propagation more ecient. In AKL,
the domain of a variable can explicitly be set to be a nite subset of the integers. For such a
nite domain variable, nite domain constraints can be used to restrict the domain eciently.
For example, the domain of the variable X can be specied in AKL as the integers 1 through
10. If the nite domain constraint X < 5 is then told, then the domain of X is immediately
restricted to 1 through 4. This allows much more ecient pruning of the search tree then
simply telling the constraint X < 5, because much of some subtree might be explored via
backtracking before an ordinary constraint from the constraint store is checked for consistency
with the solution associated with that subtree. The subtree for a solution that is inconsistent
with the domain of a nite domain is never explored. Many constraint languages (including
CHIP [Van89], clp(FD) [Dia94], and DFKI Oz [M
+
98]) use a similar notion of nite domains,
and the theory is well established.
In our translation, an existentially quantied variable that ranges over some subset of the
integers in a specication becomes a nite domain variable in the generated AKL program.
We describe this process in more detail in Section 5.
3 Model-based Specication Languages
Model-based specication languages describe the behavior of programming language functions and
procedures in terms of an underlying mathematical model. The most prominent examples are VDM
[Jon90] [A
+
93] and Z [Hay93] [Spi89] [Spi92], although many other model-based specication lan-
guages have been developed. The model typically includes primitive types such as integers and
characters, as well as more structured types such as nite sets, sequences, tuples, and functions.
Constants, functions and relations on the model types provide the vocabulary for specifying proce-
dures via rst order predicate logic pre- and postconditions. These conditions describe, respectively,
sucient conditions for the specied procedure to execute correctly, and, if these are satised, what
is guaranteed to be true when the procedure terminates. In other words, the precondition describes
what must be true of the pre-state (the program state just before the body of the specied procedure
is run) for the procedure body to execute correctly, and the postcondition describes the post-state
4
Abstract syntax domains:
C 2 Class-specication F 2 Abstract-function S 2 Statement
D 2 Type-declaration M 2 Member-function I 2 Identier
P 2 Parameter Y 2 Result-type B 2 Boolean-expr
A 2 Data-member E 2 Expression V 2 Literal
T 2 Type-expression L 2 Expression-list
Figure 1: Syntax domains for the abstract syntax.
resulting from the execution of the procedure. Hence, for our purposes, execution of such specica-
tions means checking that the pre-state satises the precondition, and then nding post-state values
that satisfy the postcondition.
The execution technique described in Section 5 was developed in the context of the specica-
tion language SPECS-C++ [WLB97], which is a formal and model-based language specialized for
specifying the interfaces of C++ classes [Str91]. However, the execution technique is not limited
to SPECS-C++, as it depends only on rst order assertions over a xed set of model types, as
found in all model-based specication languages. In fact, the addition of C++ specic features only
complicates the execution of specications. These features include classes, objects, and inheritance.
As we will be presenting the execution technique and sketching a proof of its soundness using
denotational semantics [Sch86] techniques, we give the syntax for executable SPECS-C++ class
specications using syntax domains and abstract syntax as is typical for denotational semantics.
(We do not have space for the full semantics and proof. See [WL00] for a fuller presentation.)
Figure 1 gives the syntax domains. The domain Identier represents variable, parameter, type and
function names. The domain Literal represents the primitive values of SPECS-C++ (integer, oat,
double, character and string). Since these domains are well-known they are not further dened in
the syntax. The remaining domains will all be dened syntactically.
Figure 2 gives BNF rules dening the syntax domains. The domains section is for dening types
used in the specication. The data members section denes the components of instances of this class
| i.e., an instance of the class can be represented as a tuple of the data members. The constraints
section gives any invariant associated with instances of this class. The abstract functions section
(domain F) denes a list of abstract functions, which are like the specication functions of VDM
[Jon90] [A
+
93], and so are not part of the client interface of the class specication. The public:
section (domain M) denes a list of pre-post style operation specications with C++ interfaces.
Domain B includes the standard rst order boolean operations (including quantiers \forall and
\exists), and domain E gives all operations on expressions. Template class specications and the
specications of the protected and private interfaces of a class are not yet executable, and so are not
included. SPECS-C++ operators are discussed in the following text, and the structure of assertions
is discussed in Section 5. We present several examples of SPECS-C++ specications in Section 4.
The built-in types of SPECS-C++ are dened as follows. We use Object in the sense of location
or l-value, which allows us to specify mutation and aliasing. Type Instance represents instances of
classes. We model instances as a location (containing a tuple composed of the values of the data
members of the class
1
) and an identier containing the name of the class that the instance belongs
to. In our algorithm (and semantics), we only need to know the class of an instance when we have
the location of that instance. Type Value is a disjoint union of all of the built-in types. Type
1
Tuples in SPECS-C++ are similar to records in other languages. In particular, the elds of a SPECS-C++ tuple
are named, and so each data member is represented by a eld with the same name as the data member.
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C ::= class I {
/* model
domains
D
data members
A
constraints
B
abstract functions
F
*/
public:
M
};
S
D ::= D
1
;D
2
j T I j 
T ::= char j int j float j double j bool j string j T& j set of T j
sequence of T j tuple(P)
A ::= A
1
;A
2
j T I j 
F ::= F
1
;F
2
j define I(P) as T such that B j 
P ::= P
1
;P
2
j T I j 
M ::= M
1
;M
2
j  j
Y I(P);
/* pre: B
1
modifies: L
post: B
2
*/
Y ::= void j T j 
L ::= E j E, L j 
B ::= true j false j !B j B /\ B j B \/ B j B => B j
\forall T I [(I \in E /\ B) => B ] j \exists T I [B] j
E
1
= E
2
j E
1
!= E
2
j E
1
< E
2
j E
1
<= E
2
j E
1
> E
2
j E
1
>= E
2
j
E
1
\in E
2
j E
1
\subset E
2
E ::= I j V j first(E) j header(E) j last(E) j trailer(E) j length(E) j
domain(E) j range(E) j E
1
+ E
2
j E
1
- E
2
j E
1
* E
2
j E
1
/ E
2
j E
1
% E
2
j
E
1
\union E
2
j E
1
\intersection E
2
j E
1
|| E
2
j {L} j <L> j (L) j |E| j
E.I j E' j E^ j E[E] j I(L)j result j self j {T I : I \in E /\ B} j B
S ::= S
1
;S
2
j T I j I
1
.I
2
(L) j I = E j I
1
= I
2
.I
3
(L)
Figure 2: BNF rules dening the syntax domains.
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Storable-value includes these value types and also logical variables, as discussed in Section 5.1.
Char = Integer
Float = Real
Double = Real
String = List(Storable-value)
Set = List(Storable-value)
Sequence = List(Storable-value)
Tuple = Identier ! Storable-value
Object = Location
Instance = Location  Identier
Value = Char + Integer + Float +Double + Boolean + String + Set + Sequence
+Tuple + Object + Instance
Storable-value = Value+ Variable
The operation on these types are dened informally as follows. The pre-state value of an object
is extracted by the postx function ^, and the post-state value by the postx function '. Thus, x^
is the pre-state value of x, and x' is its post-state value. Note that we allow objects to be contained
within values (for example, a set or sequence of objects, a tuple with a eld of type object, or
an object containing another object). This allows detection and specication of aliasing, which is
critical for specifying the interfaces of C++ classes. Specication languages such as VDM and Z
allow the specier to distinguish between pre-state and post-state values, but do not have a complete
and uniform theory of objects, and do not allow the detection or specication of aliasing.
In SPECS-C++, the only observer function on tuples besides equality (=) is the dot (.) function
| i.e. the extraction of a eld from the tuple using the name of the eld, as in T.count for tuple T
and eld count. Tuples are constructed by parenthesizing a list of values. The observers of sets are
\in (set membership), \subset, and size (cardinality). Sets are constructed by listing values in
curly brackets ({ }), by set comprehensions (the set of all values that satisfy some condition), and
by the standard set operations, written \union, \intersection and - (for set dierence). Besides
the length, \in, and (1-based) indexing (using array-like [ ] notation) functions on sequences,
SPECS-C++ denes additional sequence functions as follows, where <x_1, ..., x_n> is sequence
constructor notation, and || is used for appending sequences:
first(<a>||s) = a
last(s||<c>) = c
header(s||<c>) = s
trailer(<a>||s) = s
In terms of inheritance (and subtyping), our experience is that these relationships in most spec-
ications of C++ classes are easily implemented by syntactic changes to the specication | for
example, copying the specication of an operation from the specication of the base class to the
specication of the derived class [DL96]. Hence, our execution technique assumes that such changes
are made before the specication is executed, and so does not deal with inheritance and subtyping
directly.
In terms of execution of SPECS-C++ (and other model-based specication languages) by trans-
lation to a constraint programming language, the key issues are translating specication syntax
such as quantiers and negation into executable constraint programs, and providing a library that
implements the operators of SPECS-C++ and additional functionality needed for handling state
transformations (pre-state to post-state) and universally quantied assertions. We return to these
issues after presenting some examples of executable SPECS-C++ specications.
4 Examples
In this section, we present three example specications that our technique can execute. However, all
of these specications are typical (in our experience) of specications written without executability
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class List {
/* model
domains
sequence of int listtype;
data members
listtype tl;
abstract functions
define sorted(listtype l) as bool such that
result = tobool(\forall int i [ 1 <= i < length(l) =>
l[i] <= l[i + 1] ]);
define permutation(listtype l1, listtype l2) as bool such that
result = tobool(range(l1) = range(l2));
*/
public:
List();
/* modifies: self
post: tl' = <> */
void insert(int i);
/* modifies: self
post: tl' = <i> || tl^ */
void sort();
/* modifies: self
post: permutation(tl^, tl') /\ sorted(tl') */
};
Figure 3: The specication of a list class. The SPECS-C++ keyword result is used to refer to the
result of the function.
in mind.
Figure 3 gives a specication of a list class, including a constructor List for initializing instances
of the class, and a function insert for adding an element to the beginning of a list. Function sort
species a sorting operation. The range operator used in abstract function permutation returns
a multiset of the elements of a sequence, so the call to permutation in the post-condition of sort
correctly species that the post-state value is a permutation of the pre-state value. Since range
returns a multiset, this specication can handle sequences with duplicates. The post-condition of
sort also calls the abstract function sorted to check that the post-state value is sorted. Function
sorted is passed the post-state value of the sequence object l, and so in fact the body of sorted
is evaluated over a post-state value. This is signicant because no other executable specication
language that the authors are aware of would allow a post-state value to be referenced inside a
universally quantied assertion in this way. Also note that this sort specication is not biased
toward a particular sorting algorithm| in fact, this specication could easily have been written by
a specier working in a nonexecutable specication language. The price for this level of abstraction
in the specication is that the execution is inecient. The resulting AKL program will backtrack
through permutations of the sequence (by running range backward) until a sorted permutation is
found. It is also worth noting that this specication is underdetermined if the input sequence has
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duplicates (because the duplicates can appear in dierent orders in the result). Someone executing
the specication can observe this, because the AKL program will backtrack and present multiple
outputs (even though they appear to be identical).
One concession to executability in the body of abstract functions sort and permutation is the
use of tobool to mark an assertion used in a term context. In other words, this operator is used
when the boolean value of an assertion is needed (to be returned or to specify a post-state value of
an object holding a boolean value, for example). We introduced this operator because merging the
term and assertion grammars introduced parsing conicts that we were unable to resolve otherwise.
Figure 4 presents an interface specication of a C++ class Graph. Member function maxclique
returns a clique of maximum size. It makes extensive use of abstract function cliquei, which takes
a graph G, an integer i and a set of vertices vs, and returns true precisely when vs is a clique of
size i in the graph G. During execution, the agent generated from this function is \run backward"
by calling the agent with the vertex set argument vs unbound and letting the agent nd a clique of
the specied size and place it in vs if one exists. This is accomplished in the specication by passing
an existentially quantied variable as the vertex set argument. \Running backward" in this manner
is equivalent to \specication by inverse" [HJ89], and so is another way in which our technique can
execute specications that other techniques can not.
Function maxclique also shows a constructive use of negation in its last conjunct (used for
nding a largest clique). This use of negation is similar to examples used by Hayes and Jones
[HJ89] to argue that many specications using negation are inherently nonexecutable. This example
is executable because the possible values for the variable vs (the bound variable in the negated
existentially quantied assertion) are restricted by function cliquei, and so the generated AKL
program need not search an innite domain for vs. However, this restriction is a necessary part
of the specication, and not something added to permit execution. The specication of maxclique
is again nondeterministic, and someone executing the specication can see all cliques of maximum
size through backtracking. Execution of a call to maxclique is accomplished by checking all subsets
of the set of vertices (see function cliquei) to nd subsets that are maximal cliques, and so the
running time is exponential in the number of vertices in the graph. (Since the problem is NP-hard,
this is actually a reasonable algorithm.)
Figure 5 presents the specication of a C++ class Knapsack, which is intended to nd solutions
to an instance of the fractional knapsack problem. The basic idea is that a thief robbing a store
can only carry a limited amount of goods in his knapsack, and wants to make sure that the value of
these goods equals or exceeds some minimum value. In this instance, the store has 10 gold ingots,
20 silver ingots, and 25 brass ingots. Each gold ingot weighs 5 units and is worth $10, each silver
ingot weighs 3 units and is worth $5, and each brass ingot weighs 2 units and is worth $1. Member
function solve takes the capacity of the knapsack (in units) and the minimum value as parameters,
and nds a choice of the number of ingots of each metal that the thief should take such that the
total weight is at most the given capacity and the total value is at least the given minimum (if such
a choice exists). In our implementation, this specication can also be used to nd all such choices.
As with our other examples, this specication has minimal implementation bias.
Because the variables (data members) in this specication are integers and are restricted to
nite domains, the AKL code generated from this specication can take advantage of nite domain
constraints. For example, once values for any two of gold', silver', and brass' are xed, the
domain of the third variable is completely known and no additional search is needed to nd all values
for this third variable. In fact, depending of the values of the parameters passed to solve, some
pruning of the domains of the three variables may be possible before any search is undertaken.
5 Executing Model-Based Specications
At the top level, we execute SPECS-C++ specications by the following process:
1. translate the SPECS-C++ specication and code for testing the specication (declarations of
instances of the class and other variables, and calls to the member functions) to a syntax tree
using standard compiler techniques (Flex [Pax90] and Bison [DS95]),
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class Graph {
/* model
domains
int vertex;
set of vertex vertexset;
tuple (vertex v1,
vertex v2) edge;
set of edge edgeset;
data members
vertexset V;
edgeset E;
abstract functions
define edgein(vertex v1, vertex v2, Graph G) as bool such that
result = tobool((v1, v2) \in G.E \/ (v2, v1) \in G.E);
define cliquei(Graph G, int i, vertexset vs) as bool such that
result = tobool(vs \subset G.V
/\ |vs| = i
/\ \forall vertex v1 [v1 \in vs =>
\forall vertex v2 [
v2 \in vs /\ v1 != v2 =>
edgein(v1, v2, G)]]);
*/
public:
Graph(vertexset vs, edgeset es);
/* modifies: self
post: V' = vs
/\ E' = es
*/
vertexset maxclique();
/* post: \exists int i [1 <= i <= |V^|
/\ \exists vertexset vs [
cliquei(self^, i, vs)
/\ result = vs
/\ \forall int j [i < j <= |V^| =>
! \exists vertexset vs2 [cliquei(self^, j, vs2)]]]]
*/
};
Figure 4: The specication of a C++ class Graph. An (undirected) graph is modeled as a set of
integer vertices V and a set of edges E consisting of pairs of vertices.
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class Knapsack {
/* model
data members
int gold; int silver; int brass;
*/
public:
void solve(int capacity, int value);
/* modifies: self
post: 0 <= gold' <= 10 /\ 0 <= silver' <= 20
/\ 0 <= brass' <= 25
/\ gold' * 5 + silver' * 3 + brass' * 2 <= capacity
/\ gold' * 10 + silver' * 5 + brass' * 1 >= value
*/
};
Figure 5: The specication of a C++ class Knapsack, which represents an instance of the fractional
knapsack problem.
2. typecheck the syntax tree and make some small modications to ease code generation,
3. replace all variables bound by quantiers with fresh variables to prevent capture of free vari-
ables during code generation,
4. generate an AKL program,
5. and nally, load the AKL program and the library of AKL agents used by generated programs
into the AKL interpreter, and then execute the program. If the specication is consistent and
executable, the user can also backtrack through the set of post-states that satisfy the speci-
cation, or ask for the entire set of post-states to be returned at one time. If the specication
is inconsistent, the interpreter will return \no". Finally, if the specication is not executable,
the interpreter will either go into an innite loop or return \Computation suspended", which
means that the program generated from the specication did not suciently dene the post-
state.
We describe this process in more detail by presenting a special-purpose denotational seman-
tics that explains the execution technique. This formalizes the presentation and allows a proof of
soundness. Our semantics has some unusual features designed to better model the execution tech-
nique. After the semantics and a sketch of the soundness proof, we provide a few notes on the
implementation and end with an brief analysis of the running time of the generated AKL programs.
5.1 Denotational Semantics
Our basic approach in the semantics can be divided into two parts. First, we process a SPECS-C++
specication and translate it into a powerset of constraints, i.e., into a set of sets of constraints. The
most important part of this translation is handling assertions (SPECS-C++ pre-/post-conditions).
We use a powerset of constraints because SPECS-C++ specications can be nondeterministic (and
also underdetermined), and so each simple set of constraints represents a dierent way of satisfy-
ing the assertion. Second, we take each set of constraints and and iteratively simplify it, which
corresponds to a xpoint construction in the semantics. This simplication can expose further non-
determinism, and so simplifying a set of constraints produces a set of results. Each result is a pair
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Equal = Storable-value Storable-value
NotEqual = Storable-value  Storable-value
Less = Storable-value Storable-value
Member = Storable-value Storable-value
Subset = Storable-value Storable-value
Not = Boolean-expr  Environment  Store  Store
Forall = Identier  Storable-value Boolean-expr  Environment  Store  Store
First = Storable-value Storable-value
Plus = Storable-value Storable-value Storable-value
Post = Storable-value Storable-value
Call = Identier  List(Storable-value) Storable-value  Store  Store
False = Unit
.
.
.
Constraint = Equal + NotEqual +Member + Subset +Not+ Forall First + Plus
+Minus +Union + Post + Pre +Call + False+ : : :
Figure 6: Type Constraint representing the constraints generated and simplied by the execution
technique. Only a representative subset of the various types of constraints are presented.
consisting of an environment and a nal store. Essentially, the xpoint construction plays the role
in the semantics that the AKL interpreter does in the implementation. This approach allows us to
encapsulate the use of constraints in the semantics | the input to the semantics is a SPECS-C++
specication, and the output is a set of environment and store pairs. Hence, we can reason about
the soundness of the algorithm without reference to a particular constraint programming language
such as AKL.
An alternative approach to this semantics is for the valuation functions to return constraint
logic programs, rather than sets of nal states directly. The advantages of this approach are that it
would allow us to take advantage of existing formal semantics for such languages [NF89] [JMMS98],
and that it would closely model the way our algorithm works. However, formal semantics for CLP
languages tend to focus on issues of control built into the language (the order that rules are used
in, the order that answers are returned in, etc.) that are not critical here. Additionally, such a
semantics would not be a helpful way to explain our work for those unfamiliar with logic and CLP
languages. Finally, our semantics allow us to reason about sets of nal states directly. Existing
semantics for logic and CLP languages tend to be either operational or continuation passing style
denotational semantics, and so are more suited to reasoning about one result at a time.
In showing soundness for our algorithm, we concentrate on the execution of a single call to a
SPECS-C++ function, and show that every result store from this semantics satises the specication
of that function. In particular, we show that any store constructed as specied by the semantics
satises the post-condition of the specication when used as the post-state store.
In the rst part of our semantics, we translate a specication to a powerset of constraints. We
introduce a domain Constraint that includes constraints for all of the built-in operators of SPECS-
C++. For operators that are not relations, the matching constraint is converted to a relation by
making the last \parameter" (the last element of the cartesian product) the result of the operation.
This is the standard technique for converting arbitrary functions to relations in logic programming.
The constraint False is used as a constraint that is always false. This is needed for explicitly
indicating a failure in constraint simplication. We also dene constraints representing universal
quantication (Forall ) and negation (Not). Figure 6 gives the denition of a representative subset
of domainConstraint. As type Storable-value includes variables, the values stored in constraints can
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C: Class-specication ! Environment ! Class-Environment !
PowerSet(Environment  Store)
C[[class I {
/* model
domains
D
data members
A
constraints
B
abstract functions
F
*/
public:
M
};
S]] = e:ce: let e
0
= F [[F]] e in
((e
00
; c; s): if c = fg then f(e
00
; s)g else fg)
+
S[[S]] (e
0
; updatecenv I (M[[M]] e
0
i:?) ce; fg;
newstore; newnextv)
Figure 7: Function C for evaluating a class specication.
be (or contain) variables.
Figure 7 presents C, the valuation function for class specications. The Environment and Store
parameters are standard, except that identiers/locations are allowed to map to logical variables as
well as values. In fact, environments can hold function denitions as well, giving:
Function = List(Storable-value) ! PowerSet(Constraint) ! Store ! Store !
Storable-value ! NextVar !
PowerSet(PowerSet(Constraint) Store  NextVar )
Denotable-value = Function + Value+Variable
We compile abstract and member functions to type Function, store the result in an environment
as appropriate, and then use these functions to generate constraints for the body of an abstract or
member function when called.
The Class-Environment is a mapping from each class name to an environment containing the
member functions of that class, and so will be used for retrieving the proper member function for
the instance used in a call. The denotations of the abstract functions are added to the environment
by valuation function F . The denotations of the member functions are stored in a new environment
by M (see Figure 8 for both F and M), which is then associated with the class name in the class
environment. Both environments are used by S to evaluate the \test case" (sequence of declarations,
member function calls, and assignment statements) for the specication. S returns a set of three-
tuples (nal environment, constraint set, nal store) representing the nal state. A set of states is
necessary because specications are often underdetermined or nondeterministic. If the constraint
set in a state is empty, then the associated environment and store form a valid nal state (answer)
for the specication | they satisfy the specication and the test cases given as input to C. If the
constraint set is not empty, the environment and store may or may not satisfy the specication and
test cases, and so do not contribute to the nal state. A nonempty constraint set results from the
incompleteness of the execution technique | the technique was not strong enough to simplify the
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F : Abstract-function ! Environment ! Environment
F [[F
1
; F
2
]] = e: F [[F
2
]] (F [[F
1
]] e)
F [[define I(P) as T such that B]] = e:
let f = l:c:s
pre
:s
post
:v:nextv: ((c
0
; nextv
0
): f(c
0
; s
post
; nextv
0
)g)
+
B[[B]] (P[[P ]] l e v; c; nextv) s
pre
s
post
in
updateenv [[I]] inFunction(f) e
F [[]] = e: e
M: Member-function ! Environment !
Class-Environment ! Class-Environment
M[[M
1
;M
2
]] = e:ce: M[[M
2
]] e (M[[M
1
]] e ce)
M [[ Y I(P);
/* pre: B
1
modifies: L
post: B
2
*/ ]] = e:ce: let f = l:c:s
pre
:s
post
:v:nextv:
let e
0
= updateenv [[self]] hd (l) (P[[P]] tl(l) e v) in
((e
00
; s
0
; s
00
; c
000
; nextv
0000
):f(c
000
; s
00
; nextv
0000
)g)
+
((x R
+
) (((lst; c
0
; nextv
0
):
let (s
0
post
; nextv
00
) = makefresh(s
pre
) lst nextv
0
in
(adjustState e
0
s
pre
s
0
post
(((c
00
; nextv
000
): B[[B
2
]]
(e
0
; c
00
; nextv
000
) s
pre
s
0
post
)
+
B[[B
1
]] (e
0
; c
0
; nextv
00
) s
pre
s
pre
)))
+
L[[L]] (e
0
; c; nextv) s
pre
s
pre
)) in
updateenv [[I]] inFunction(f) ce
M[[]] = e:ce: ce
Figure 8: Function F for storing abstract function denitions in an environment, function M for
storing member function denitions, and function P (not shown, see [WL00]) that sets up the
environment to evaluate the function body in.
remaining constraints.
To extend functions to deal with set-valued inputs, we use the notation f
+
. Given a function
A : T1 ! PowerSet(T2), A
+
: PowerSet(T1) ! PowerSet(T2) is dened as: A
+
(X) =
S
fA(x) j
x 2 Xg.
Figure 8 presents F andM, the valuation functions for abstract and member functions, respec-
tively. In both cases, the function is compiled to type Function, and then associated with its name
in an environment so that it can be invoked later. Abstract functions are placed in the top-level
(global) environment, while the member functions of each class are stored in a class environment.
Abstract functions can call other abstract functions (and themselves recursively). We allow recur-
sion by including the name of an abstract function in a Call constraint (see Figure 10) and then
retrieving the function from the environment when simplifying such a constraint (see Figure 14).
This delay ensures that all abstract functions are stored in the environment before any call to an
abstract function is evaluated.
For member functions (valuation functionM), some additional work is required. The modifies
clause species what objects can change from the pre-state to the post-state [GHG
+
93] [Win87]
[BMR95], and so this clause is used to construct the post-state store. The list of objects in the
modifies is used by function makefresh, which returns the same store that it is passed, except that
each object in the list is bound to a fresh variable. Note that the post-state store passed to a member
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B: Boolean-expr ! (Environment  PowerSet(Constraint)NextVar ) !
Store ! Store ! PowerSet(PowerSet(Constraint)NextVar )
B[[true]] = (e; c; nextv):s
pre
:s
post
: f(c; nextv)g
B[[false]] = (e; c; nextv):s
pre
:s
post
: f(finFalse()g; nextv)g
B[[!B]] = (e; c; nextv):s
pre
:s
post
: f(c [ finNot(B; e; s
pre
; s
post
)g; nextv)g
B[[ B
1
/\ B
2
]] = (e; c; nextv):s
pre
:s
post
:
((c
0
; nextv
0
): ((c
00
; nextv
00
): f(c [ c
0
[ c
00
; nextv
00
)g)
+
B[[B
2
]] (e; fg; nextv
0
) s
pre
s
post
)
+
B[[B
1
]] (e; fg; nextv) s
pre
s
post
B[[ B
1
\/ B
2
]] = (e; c; nextv):s
pre
:s
post
: B[[B
1
]] (e; c; nextv) s
pre
s
post
[ B[[B
2
]] (e; c; nextv) s
pre
s
post
B[[B
1
=> B
2
]] = B[[(B
1
/\ B
2
) \/ !B
1
]]
B[[\forall T I [(I \in E /\ B
1
) => B
2
]]] = (e; c; nextv):s
pre
:s
post
:
let (v; nextv
0
) = newvar(nextv) in
((c
0
; nextv
00
): f(c
0
[ finForall(I; v;B
1
=> B
2
; e; s
pre
; s
post
)g; nextv
00
)g)
+
E [[E]] v (e; c; nextv
0
) s
pre
s
post
B[[\exists T I [B]]] = (e; c; nextv):s
pre
:s
post
:
let (v; nextv
0
) = newvar(nextv) in
B[[B]] (updateenv [[I]] v e; c; nextv
0
) s
pre
s
post
B[[E
1
= E
2
]] = (e; c; nextv):s
pre
:s
post
:
let (v
1
; nextv
0
) = newvar(nextv) in
let (v
2
; nextv
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) = newvar(nextv
0
) in
((c
0
; nextv
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00
; nextv
0000
): f(c
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[ finEqual(v
1
; v
2
)g; nextv
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)g)
+
E [[E
2
]] v
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0
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000
) s
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s
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)
+
E [[E
1
]] v
1
(e; c; nextv
00
) s
pre
s
post
.
.
.
end
Figure 9: Function B for evaluating boolean assertions into sets of constraints.
function is ignored | this store is only passed in because it is needed for abstract functions. After
constraints are generated from both the pre- and postcondition, functional R (see Figure 11) is used
in a xpoint construction to simplify the constraints into an environment and result store. The
xpoint construction is needed because this simplication is iterative, and should continue until no
more constraints can be simplied. Functional R is used for member functions because they are
called from outside of the class | abstract functions are only called from member functions and
other abstract functions, and so the constraints generated from such calls will be simplied with
the other constraints generated from the body of the member function. Function adjustState (see
Figure 12) is used to put the arguments into the right form for applying R.
Valuation function S (not shown, but described in [WL00]) provides the semantics for syntax
domain Statement | the \test cases" (where each test case is a sequence of object declarations,
calls to member functions, and assignment statements) used for executing class specications. For
declarations of objects (including instances that are objects), the object name is associated with
a newly-allocated location in the environment. For member function calls, the class of the object
receiving the message is retrieved and then passed to the class environment to get the environment
containing the (compiled versions of the) member functions for that class. The name of the called
function is then used to obtain the member function from that environment. The member function
is then called with the appropriate arguments.
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Figure 9 presents valuation function B, which is used to translate assertions (type Boolean-expr)
into constraints. B makes use of E (Figure 10), which translates expressions (terms) to constraints.
B and E both use function newvar to generate fresh variables. Parameter nextv of type NextVar
is essentially a counter used to ensure that each call to newvar returns a variable with a distinct
name. In B, negated assertions are converted directly to constraints to be evaluated later. Note that
the environment and stores are included so the assertion can be evaluated in the proper context.
For conjunctions, powersets of constraints are collected from both conjuncts. The powerset of
constraints returned contains one set for each way of choosing a set from each of these powersets.
For disjunctions, each disjunct is translated and the resulting powersets of constraints are unioned.
We consider a powerset of constraints to be consistent if any element of the powerset is a consistent
set of constraints, so this gives the correct semantics. An implication P => Q is translated as the
equivalent (P /\ Q) \/ !P.
Universally quantied assertions can only be executed if the domain that the bound variable
ranges over is known and nite. The variable's domain can be given either by restricting it to be
an element of a set or sequence, or by bounding it as a nite subrange of the integers (the syntax
for a nite subrange is not shown, but is simply E <= I <= E, where < can be used in place of either
or both <=). The domain is evaluated, and included in a Forall constraint to be evaluated later.
Existential quantication simply introduces a fresh variable.
If an expression of the form: E <= I <= E (where again < can be used in place of either or both
<= and I is an integer variable) is not used to bound a universally quantied variable, then I is
translated as a nite domain variable in the implementation (this is not shown in the semantics),
using the domain explicitly given. This translation is correct, as semantically the eect of using
a nite domain variable is to constrain the variable to be one of the values given in its domain.
Currently, this is the only situation in which we are using nite domain variables, and so this is a
major area for future work.
The remaining boolean assertions are applications of relations, and are translated directly to the
matching constraints. The case for relation = is shown. The remaining cases (including cases for
relations \in and subset) are similar.
Function E (Figure 10) translates expressions into sets of constraints. Since there is a matching
constraint for each built in operator of SPECS-C++, this consists of translating the actual operands
into sets of constraints, and then building the appropriate constraint. In the majority of cases, this is
simple enough to essentially be a type conversion | we are taking an element of domain Expression
and converting it to an element of domain Constraint. However, we do lose some structure in
this process. For example, an arithmetic expression like x * 2 + y is translated (roughly) to:
finTimes(x; 2; v); inPlus(v; y; v
0
)g, where v and v
0
are fresh variables and v
0
represents the overall
result. This attening of the structure of the expression implies that only local constraint propagation
is done | no propagation is done based directly on the larger surrounding context of a term.
However, this does accurately model the current version of the translation algorithm.
Many of the cases for E are similar, and in fact most are omitted from Figure 10. However, the
case for elements of syntax domain Boolean-expr (for B 2 Boolean-expr) is considerably dierent.
This case is for elements of Boolean-expr used in an expression context. Hence, we must evaluate an
element of Boolean-expr for its value, rather than just generating constraints from it. We divide this
case into two subcases. If we already know what truth value B must have for the set of constraints
to be consistent, we simply generate constraints for B or !B as appropriate. If the needed truth
value for B is unknown, then we return the union of two sets of states. For one set, we generate
constraints for B and specify that the value of B is true. For the other set, we generate constraints
for !B and specify that the value of B is false. If the specication determines the value of B, all
states in one of these sets must fail and so not contribute any answers to the nal result.
Once the specication has been translated into a powerset of constraints, the functional R (Fig-
ure 11) is used to simplify each set of constraints into a set of stores. R is always used in a xed point
construction, as constraint simplication proceeds until no more simplication is possible | which
occurs when an attempt at simplication does not change the set of constraints. R makes heavy
use of function S which attempts to simplify a single constraint. Several of the more interesting
cases of function S are presented in Figures 13 and 14. For each kind of constraint, S determines if
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E : Expression ! Storable-value !
(Environment  PowerSet(Constraint) NextVar ) ! Store ! Store !
PowerSet(PowerSet(Constraint)NextVar )
E [[B]] = v:(e; c; nextv):s
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:s
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:
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if b then B[[B]] (e; c; nextv) s
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end
Figure 10: Representative cases of valuation function E .
R : (Environment  Store  Store  PowerSet(Constraint)NextVar ) !
PowerSet(Environment  Store  Store  PowerSet(Constraint)NextVar )
R = (e; s
pre
; s
post
; cs; nextv): if cs = fg then f(e; s
pre
; s
post
; cs; nextv)g
else
S
fS c (e; s
pre
; s
post
; cs, fcg; nextv) j c 2 csg
Figure 11: The functional R used for simplifying constraints. The least xed point of R
+
is the
denotation of an assertion. R uses function S (dened in Figures 13 and 14) to simplify each
constraint.
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adjustState : Environment ! Store ! Store !
(PowerSet(PowerSet(Constraint)) NextVar ) !
PowerSet(Environment  Store  Store  PowerSet(Constraint)NextVar )
adjustState = e:s
pre
:s
post
:cs: f(e; s
pre
; s
post
; c; nextv) j (c; nextv) 2 csg
Figure 12: Function adjustState, which is used to adjust the representation of a state to the form
needed for applying R.
enough information is available to make a simplication step. If not, then S leaves the constraint set
unchanged (by returning the constraint to the set). Otherwise, S performs a simplication, in which
case the constraint used is not returned to the constraint set. However, simplifying a constraint may
cause one or more new constraints to be added, and could also cause values in the current post-state
store to become more dened. This models the constraint propagation used in the implementation.
We use unify to mean the standard unication algorithm, except that this version returns a set of
constraints rather than a substitution, using the obvious equivalence between a substitution and a
set of equality (Equal) constraints. We use the notation [v
0
=v] X to denote replacing all occurrences
of v by v
0
in X, where v must be a variable, v
0
is a Variable or a Value, and X is an environment,
store or constraint set. Note that elements of Variable can occur within each of these structures.
In the following, we comment on the specic simplication done for several of the kinds of
constraints.
For Forall constraints, S rst determines if the domain of the bound variable is known. If so,
then several new constraints are added to the constraint set: one for choosing some element v of
the domain, one for producing a new domain v
0
which is the original with v removed, and one new
Forall constraint that uses the new domain v
0
. Finally, constraints are collected from the body of
the assertion, with the bound variable associated with v in the environment.
For Not constraints, S rst evaluates the assertion contained in the constraint. If all states in
this result (referred to as res in S) have empty constraint sets, then the contained assertion is true,
and so the Not constraint and thus the current constraint set are unsatisable. This is indicated by
replacing the current constraint set with finFalse()g. If all constraint sets of the states in res contain
inFalse(), then the contained assertion is false, and so the Not constraint succeeds. Otherwise, S
cannot determine the satisability of the Not constraint.
False constraints are unsatisable, and so cause the current constraint set to be replaced by
finFalse()g. Equal constraints are handled by a combination of substitution and use of the standard
unication algorithm. Other kinds of constraints are handled as described earlier.
5.2 Proof of Soundness
In this section, we sketch a proof of the soundness of valuation functions B (Figure 9) and E (Fig-
ure 10), and of the soundness of (x R
+
) (Figure 11). These are the parts of the semantics that
deal directly with assertions, and so we can show soundness by showing that any store produced
by the semantics satises the assertion that was input. Omitted parts and details of the proof are
contained in [WL00].
The valuation functions that precede B (C,M, F and S in Figures 7 and 8) describe translating
larger parts of SPECS-C++ specications. To show soundness for these functions, we would need
to show that they are correct with respect to some independent formal semantics for SPECS-C++.
While useful, this part of the proof is not as interesting as showing soundness for assertions, and so
we omit it.
We state the soundness result for assertions as a theorem below. The notation B[e; s
pre
; s
0
post
]
means the truth value of B under the given environment and stores.
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S : Constraint !
(Environment  Store  Store  PowerSet(Constraint) NextVar ) !
PowerSet(Environment  Store  Store  PowerSet(Constraint) NextVar )
S = c:(e; s
pre
; s
post
; cs; nextv): cases c of
isForall(I; ds;B; e
0
; s
0
pre
; s
0
post
) !
cases ds of
isValue(d) ! cases d of
isSet(vl) ! (if vl = nil then f(e; s
pre
; s
post
; cs; nextv)g
else let (v; nextv
0
) = newvar(nextv) in
let e
00
= updateenv [[I]] v e
0
in
let (v
0
; nextv
00
) = newvar(nextv
0
) in
((cs
0
; nextv
000
): f(e; s
pre
; s
post
;
cs
0
[ finMember(v; ds);
inMinus(ds; v; v
0
);
inForall(I; v
0
;B; e
0
; s
0
pre
; s
0
post
)g;
nextv
000
)g)
+
B[[B]] (e
00
; cs; nextv
00
) s
0
pre
s
0
post
else f(e; s
pre
; s
post
; finFalse()g; nextv)g
end
[] isVariable(i) ! f(e; s
pre
; s
post
; cs [
finForall(I; ds;B; e
0
; s
0
pre
; s
0
post
)g; nextv)g
end
end
[] isNot(B; e
0
; s
0
pre
; s
0
post
) !
let res = (x R
+
) (adjustState e s
pre
s
post
(B[[B]] (e
0
; cs; nextv) s
0
pre
s
0
post
))
in if 8(e
0
; s
00
pre
; s
00
post
; cs
0
; nextv
0
) 2 res : cs
0
= fg then
f(e; s
pre
; s
post
; finFalse()g; nextv
0
g
else if 8(e
0
; s
00
pre
; s
00
post
; cs
0
; nextv
0
) 2 res : inFalse() 2 cs
0
then
f(e; s
pre
; s
post
; cs; nextv
0
)g
else f(e; s
pre
; s
post
; cs [ finNot(B; e
0
; s
0
pre
; s
0
post
)g; nextv)g
[] isFalse() ! f(e; s
pre
; s
post
; finFalse()g; nextv)g
[] isEqual(v
1
; v
2
) ! cases v
1
of
isVariable(i) ! f([v
2
=v
1
] e; s
pre
; [v
2
=v
1
] s
post
; [v
2
=v
1
] cs; nextv)g
[] isValue(n) ! cases v
2
of
isVariable(i
0
) ! f([v
1
=v
2
] e; s
pre
; [v
1
=v
2
] s
post
; [v
1
=v
2
] cs; nextv)g
[] isValue(n
0
) ! let (cs
0
; nextv
0
) = unify(v
1
; v
2
; cs; nextv) in
f(e; s
pre
; s
post
; cs
0
; nextv
0
)g
end
end
Figure 13: Representative cases of function S, which denes the eect of simplifying a single con-
straint. (Part 1 of 2.)
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[] isFirst(v
1
; v
2
) ! cases v
1
of
isVariable(i) ! cases v
2
of
isVariable(i
0
) ! f(e; s
pre
; s
post
; cs [ finFirst(v
1
; v
2
)g; nextv)g
[] isValue(el) ! let (nv; nextv
0
) = newvar(nextv) in
f(e; s
pre
; s
post
; cs [
finConcat(inValue(inSequence(cons (v
2
; nil))); nv; v
1
)g;
nextv
0
)g
end
[] isValue(seq) ! cases seq of
isSequence(l) ! f(e; s
pre
; s
post
; cs [ finEqual(v2; hd(l))g; nextv)g
else f(e; s
pre
; s
post
; finFalse()g; nextv)g
end
end
[] isPost(v
1
; v
2
) !
cases v
1
of
isVariable(i
1
) ! f(e; s
pre
; s
post
; cs [ finPost(v
1
; v
2
)g; nextv)g
[] isValue(l) ! cases l of
isObject(l
0
) !
let (cs
0
; nextv
0
) = unify(access l
0
s
post
; v
2
; cs; nextv) in
f(e; s
pre
; s
post
; cs
0
; nextv
0
)g
isInstance(l
0
; ci) !
let (cs
0
; nextv
0
) = unify(access l
0
s
post
; v
2
; cs; nextv) in
f(e; s
pre
; s
post
; cs
0
; nextv
0
)g
else f(e; s
pre
; s
post
; finFalse()g; nextv)g
end
end
[] isCall(I; lv; v; s
0
pre
; s
0
post
) !
cases accessenv [[I]] e of
isFunction(f) !
((cs
0
; s
00
post
; nextv
0
): f(e; s
pre
; s
00
post
; cs
0
; nextv
0
)g)
+
(f cons(v; lv) cs s
0
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s
0
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v nextv)
else f(e; s
pre
; s
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; finFalse()g; nextv)g
end
.
.
.
end
Figure 14: More representative cases of function S, which denes the eect of simplifying a single
constraint. (Part 2 of 2.)
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Theorem 5.1 Soundness Theorem:
8B 2 Boolean-expr: 8(cs; nextv
0
) 2 B[[B]] (e; fg; nextv) s
pre
s
post
:
8(e
0
; s
0
pre
; s
0
post
; cs
0
; nextv
00
) 2 (x R
+
) f(e; s
pre
; s
post
; cs; nextv
0
)g:
cs
0
= fg ) B[e; s
pre
; s
0
post
]
That is, if the constraints derived from B are simplied into the environment e
0
, pair of stores
s
0
pre
and s
0
post
, and set of constraints cs
0
, and all constraints can be simplied (cs
0
is empty), then
the assertion B is true under e, s
pre
and s
0
post
. We ignore s
0
pre
and e
0
because simple inspection of
the semantics shows that the pre-state store is never changed, and solving constraints never changes
the environment. The environment and pre-state store are part of the result simply to make the
type of R work out for the xed point construction.
In the proof, we work with the following (stronger) formulation of this theorem to make the
proof easier. In particular, we need an equivalence between the truth value of the assertion and the
consistency of the constraint set generated from the assertion for proving the soundness of S for
Not constraints. Following the standard denition, we dene a set of constraints to be consistent
if and only if there exists at least one labeling (assignment of values) of the logical variables of
the constraint set that satises every constraint in that set under a given environment and pair of
stores. This version of the theorem states that consistency of the set of constraints returned by the
algorithm (under the environment and stores returned by the algorithm) is equivalent to the truth
value of the original assertion under the same environment and stores. If the set of constraints is
empty, then consistent is dened to be true. Hence, this second version of the theorem implies the
original.
Lemma 5.2 Soundness Theorem (stronger version):
8B 2 Boolean-expr: 8(cs; nextv
0
) 2 B[[B]] (e; fg; nextv) s
pre
s
post
:
8(e
0
; s
0
pre
; s
0
post
; cs
0
; nextv
00
) 2 (x R
+
) f(e; s
pre
; s
post
; cs; nextv
0
)g:
consistent(cs
0
; e; s
pre
; s
0
post
), B[e; s
pre
; s
0
post
]
Note that we are not proving completeness (even though we are using ,), because we do not
show that x R
+
always simplies a set of constraints to the empty set. In fact, x R
+
does not
always simplify a set of constraints, even when such simplication is possible.
To show the Soundness Theorem, we use the following lemmas. First, we must show that the
valuation function B is sound.
Lemma 5.3 Soundness of B:
8B 2 Boolean-expr: 8(cs; nextv
0
) 2 B[[B]] (e; fg; nextv) s
pre
s
post
:
8(e
0
; s
0
pre
; s
0
post
; cs
0
; nextv
00
) 2 (x R
+
) f(e; s
pre
; s
post
; cs; nextv
0
)g:
consistent(cs; e; s
pre
; s
0
post
), B[e; s
pre
; s
0
post
]
That is, that under a valid nal post-state store s
0
post
, the set of constraints returned by B is
consistent if and only if the assertion B is true.
Then we show that the construction (x R
+
) used for simplifying constraints is sound:
Lemma 5.4 Soundness of (x R
+
):
8B 2 Boolean-expr: 8(cs; nextv
0
) 2 B[[B]] (e; fg; nextv) s
pre
s
post
:
8 (e
0
; s
0
pre
; s
0
post
; cs
0
; nextv
00
) 2 (x R
+
) f(e; s
pre
; s
post
; cs; nextv
0
)g:
consistent(cs; e; s
pre
; s
0
post
), consistent(cs
0
; e; s
pre
; s
0
post
)
Together, Lemmas 5.3 and 5.4 imply the Soundness Theorem (via Lemma 5.2). While space
precludes providing full proofs of these lemmas, we note that Lemma 5.3 is proved by induction on
the structure of Boolean-expr and the denition of B given in Figure 9. To prove Lemma 5.4, we
note that R simply applies function S repeatedly (in the xed point construction) to simplify a set of
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constraints (see Figure 11). Hence, we prove Lemma 5.4 by induction on the number of applications
of S.
As part of the proof of Lemma 5.2, we must also prove the soundness of E . Although we again
omit the proof, we state the relevant soundness result as a lemma.
Lemma 5.5 Soundness of E :
8E 2 Expression: 8(cs; nextv
0
) 2 E [[E]] vl (e; fg; nextv) s
pre
s
post
:
8(e
0
; s
0
pre
; s
0
post
; cs
0
; nextv
00
) 2 (x R
+
) f(e; s
pre
; s
post
; cs; nextv
0
)g:
consistent(cs
0
; e; s
pre
; s
0
post
), vl = E[e; s
pre
; s
0
post
]
Note that the argument vl to E represents the value of the expression. Here, we mean vl as a Value,
not a Variable.
5.3 Notes on the Implementation
Like Prolog, AKL uses commas to separate conjuncts. Thus, translating a conjunction is straight-
forward. For a disjunction of the form P \/ Q, we generate a fresh agent name. This agent is later
dened with two clauses | one corresponding to P and the other to Q. In AKL, this agent will
succeed if either clause succeeds, so this gives the correct semantics for disjunction. If both P and Q
are true when this specication is executed, then both clauses for this new agent will succeed, and
both possible sets of outputs can be visited through backtracking. We implement the generation of
new agents later in the program by keeping a queue of agent denitions that need to be generated.
For a negated constraint !P, we generate a fresh agent name. This agent is later dened so that
it will fail if P is true, and succeed if P is false. This is done by using the constraints generated from
P as the guard in a clause with the guard operator -> (called then in AKL), which requires that all
guards in an agent except one be disentailed and the remaining guard entailed before the body of
the clause with the entailed guard is executed. Hence, we can dene an agent that succeeds precisely
when the constraints generated from P are disentailed as follows, where np is the agent name, each
a
i
is a parameter, and CL is the list of constraints generated from P:
np(a
1
, a
2
, : : : a
n
) :- CL -> fail.
np(a
1
, a
2
, : : : a
n
) :- -> true.
An implication P => Q is transformed into code as if it were (P /\ Q) \/ !P (using the trans-
formations already dened), which matches the semantics. The reason for using this approach rather
than treating the implication as !P \/ Q is that the evaluation of a guard is not allowed to modify
the global constraint store, and so the usual interpretation of the implication would never allow con-
straints in the antecedent (P) to be told. This is problematic because it could result in legal outputs
from the specication being missed. The interpretation used here is sound, as (P /\ Q) \/ !P is
logically equivalent to P => Q.
Since variables that occur free in an AKL program are essentially existentially quantied, an
existentially quantied assertion requires little special handling during translation. However, the
translation must respect the scope of the quantied variable and ensure that the variable is not
captured by a surrounding quantier or a formal parameter when the quantier is removed. This is
implemented by renaming of all bound variables with new variable names that are guaranteed not
to be used anywhere else in the program. Note that our approach does not require that the specier
supply an explicit domain for the existentially quantied variable. This allows existentially quantied
assertions to be quite expressive | much more so than in other executable specication languages.
For an example of this, see the use of existentially quantied assertions in the post-condition of
maxclique in Figure 4.
While the translation algorithm does not require that existentially quantied variables have an
explicit domain, execution of the resulting code will fail unless the specication somehow denes
a set of values for the variable. These limitations on the use of quantied assertions do make the
executable subset of SPECS-C++ less powerful than the full language, but we have not found this
limitation to be burdensome in practice. For example, a specication of a C++ class rarely uses
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quantication over all of the integers. It is much more typical to quantify over the indices of a
(nite) sequence, and this gives the bounds needed for execution. Our technique allows much more
general use of quantied assertions than is available in any other executable specication language
that we are aware of. Many other executable specication languages allow quantied assertions over
nite domains to be executed, but almost all of these languages simply evaluate such assertions for
their truth value, rather than using them directly in building post-state values. The fase3 system
[KK93] is the only other execution technique that the authors are aware of that can use quantied
assertions directly in dening the post-state, but fase3 can only use one restricted form of existential
quantication in this way. The ability to execute quantied assertions over post-state values is one
of the major advantages of our execution technique.
As previously noted, an assertion of the form: E <= I <= E where I is an integer variable not bound
by a universal quantier, is translated to a nite domain variable and the appropriate constraint
for restricting its domain. All of the implementations of SPECS-C++ operations in the library use
nite domain constraints when possible, so that an occurrence of < (for example) in a specication
results in telling of a nite domain constraint if a nite domain variable is involved. Since such nite
domain constraints are typically not sucient to restrict the domain of a nite domain variable
to one value, each nite domain variable is enumerated (forced to take each value remaining in its
domain, in turn) in the generated code. Such enumeration is critical when nite domain variables
are used, as otherwise a nite domain variable with multiple values remaining in its domain will
cause execution of the generated code to suspend.
Both abstract (specication) and member functions in a SPECS-C++ specication are translated
directly to an AKL agent with the same name. The formal parameters of the agent are the formals
of the function, plus three additional parameters: the return value from the function (if needed), a
pre-state store, and a post-state store. The store arguments are needed to capture any state changes
specied by the abstract function. Stores are implemented as a list of object and value pairs. The
body of the abstract function is an assertion that is translated as previously described.
The pre- and post-conditions of the member function specication are both assertions, and so
both are translated as previously described. When the generated code is run, if the pre-condition is
satised, then the code generated from the post-condition is executed. Otherwise, the error message
is printed and the execution fails.
The library of AKL agents includes agents implementing all of the built-in operators of SPECS-
C++ and some additional utility agents. The agents implementing SPECS-C++ operators propa-
gate constraints by executing both in the normal way that the SPECS-C++ operators executes and
also \backward" when necessary | i.e. computing the inputs of the SPECS-C++ operator given its
output. One example of this is the library agent plus presented in Section 2. Another example from
the agent library is the following agent for computing the length of a list (used in computing the size
of a sequence or string). If the length of the list is known but nothing else is known about the list,
then the rst two clauses of this agent build a list of fresh AKL variables (the _ character denotes
a fresh variable in AKL). If the list is dened, then the second two clauses compute its length.
length(X, 0) :- | X = [].
length(X, N) :- N > 0 | minus(N, 1, N1), X = [_ | X1], length(X1, N1).
length([], N) :- | N = 0.
length([_ | XL], N) :- | length(XL, N1), plus(N1, 1, N).
This technique increases constraint propagation because it allows the agent to execute (and add more
constraints to the store) under a wider variety of conditions. We have found that agents are often
executed \backward" when specications are executed (see the use of the range agent in Figure 3
and of the cliquei agent in Figure 4).
Full source code for our system and working examples are publicly available for research use
[Wah00].
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Specication Input Size # of Solutions Time (s)
sort() in class List 5 (sequence length) 1 0.03
sort() in class List 8 (sequence length) 1 20.11
maxclique() in class Graph 6 vertices 2 0.34
7 edges
maxclique() in class Graph 10 vertices 2 7.45
10 edges
solve() in class Knapsack 3 types of goods 70 0.92
capacity: 40
value: 60
Figure 15: Sample Running Times.
5.4 Running Time Analysis
The eect of constraint propagation on running time is dicult to quantify, and does not aect the
worst case running time (although it can have a profound impact on the average case). Hence, we
will simply give a way to bound the running time of generated AKL programs for the worst case,
and then give running times for some of the specications in Section 4. This time is determined by
the size of the search tree explored during execution. The worst-case size of the search tree explored
is O(a
n
), where n is the number of variables in the problem and a is the maximum domain size for
any of the variables. This analysis is precisely the same as that for standard constraint satisfaction
problems [Tsa93, p. 37]. In a SPECS-C++ postcondition, any post-state value is equivalent to a
variable in a constraint satisfaction problem, and existentially quantifying over the m indices of a
post-state sequence value introduces m additional variables. For example, in the following assertion:
\exists int i [1 <= i <= 10 /\ P(S'[i])]
each S'[i] is treated as a separate variable constrained by the assertion P.
Each value tried for such a variable is potentially a function of all of the quantied variables
in the postcondition. Hence, the number of values that could be tried for each variable (i.e. the
size of the domain of that variable) is bounded by the product of the sizes of the domains of the
quantied variables. As an existential quantication over the indices of a post-state sequence value
conceptually introduces more variables, the size of the domain of such a quantied variable does not
contribute to this product. Suppose that a postcondition refers to i post-state values, and there are
j existentially quantied variables over the indices of post-state sequence values, and the maximum
domain size of such a quantied variable is n. Additionally, suppose that there are k other quantied
variables, and the maximum domain size quantied over for these variables is m. Then, the worst
case size of the tree searched is: O((km)
i+jn
).
In practice, the ability to predict the time needed to execute a specication by inspecting the
postcondition is useful because it provides an easy way to determine what size inputs (pre-state
values) can reasonably be used. As a simple rule-of-thumb, a postcondition that does not contain
an existential quantication over the indices of a post-state sequence value can usually be executed
eciently, and so it is practical to use large inputs. Otherwise, only small inputs can be used. How-
ever, even small \test cases" are helpful in debugging [JD96] and in demonstrating the functionality
of specications. Long execution times are a direct consequence of the level of abstraction of the
specications being executed.
We present some running times for the examples from Section 4 in Figure 15. These times were
collected on a Sparc Ultra 10 running Solaris 7. For each run, the time (in seconds) to nd and
enumerate all solutions was measured. We give two running times each for sort() and maxclique()
to show the eect of input size when the running time is exponential. The running time for solve()
is also exponential (in the number of types of goods). These running times show that our system
can execute interesting specications in a reasonable amount of time.
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6 Future Work
One simple extension of our work is the execution of instantiations of generic specications (in
SPECS-C++, specications of C++ template classes). Generic specications are specications
parameterized by types, and instantiation of a generic specication occurs when an actual type is
substituted for each parameter type. As the actual parameter type is known at execution time, the
execution technique would need only minor changes to execute such specications. Another simple
extension would be to check that any instances of the class that are created or modied by a member
function satisfy the invariant for the class (given by the constraints clause in the specication).
Presently, the invariant is not used in executing a specication, but this kind of checking would be
valuable in validating specications.
More interesting future work centers on improving constraint propagation in the generated AKL
programs, particularly with regard to nite domain variables and nite domain constraints. We
would like to use nite domain constraints in more situations than is currently the case | perhaps
by somehow translating domains of other types to integer domains. Additionally, the placement
of nite domain constraints in an AKL program has a large eect on the eciency of programs.
For example, it is advantageous to delay enumerating a nite domain variable (forcing it to take
each value of its restricted domain, in turn) as long as possible. This should be done by placing
the constraint that forces enumeration as late in the generated program as possible. Our current
translation strategy does not do enough analysis of the specication to determine the latest possible
point where enumeration could be done. Improving placement of this constraint would greatly
increase eciency for some specications.
Exploiting parallelism is another interesting possibility. The Penny language [MH97] [Mon97]
is a parallel version of AKL that does not require the programmer to indicate parallelism explic-
itly. However, Penny is not source code compatible with AKL, and so using Penny would require
retargeting the specication compiler and porting the agent library. We are still investigating the
diculty of this retargeting and evaluating the potential speed improvements to be gained by using
Penny.
Another planned enhancement of our execution technique is a graphical user interface for con-
structing test cases and displaying the results. The idea is to provide a \drag-and-drop" environment
for building pre-state values of the SPECS-C++ model types, a convenient interface for using these
values as inputs to the generated AKL programs, and a nicely formatted display of the resulting
post-state. A similar environment has already been developed [Gur00] for a previous version of our
translator.
Another possible addition is support for calling the AKL code generated directly from a C++
program. This would let the specication serve as a prototype for the C++ class it species, and
so would allow client code that used the class to be developed and tested before the class was
implemented.
Finally, our technique is ideal for using specications as test oracles, since it allows outputs from
a specication and an implementation to be compared directly [GB94]. In fact, our technique can
even test whether a deterministic implementation satises a nondeterministic specication in a much
more ecient way than backtracking through all results from the specication and comparing them
to the result from the implementation. A better approach is to run the implementation, and then
run the specication with both the pre-state and the post-state known (from the result of running
the implementation). When run this way, the specication will either succeed (if the given post-state
is a possible result of the specication) or fail. Hence, we plan to implement an environment for
using specications as test oracles, perhaps as an extension of the graphical environment described
above.
7 Related Work and Conclusion
In the literature on the execution of model-based specications, three distinct approaches to execut-
ing specications dominate:
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1. Restrict the syntax of the language so that specications can be directly executed. In partic-
ular, this usually means that references to post-state values cannot appear in the bodies of
quantied assertions, and that only assertions of the form x' = val can be used to provide
post-state values, where val is strictly an expression over pre-state values. This is the most
prevalent approach, and examples include me too [Hen86], SMLVIEW [O'N92a] [O'N92b], the
technique used for executing IPTES mini-specications [ELA93] [LL91] [AEeL92], and EPROL
[HI88] [HI86].
The fase3 execution technique [KK93] [Kra88] can execute a much larger set of assertions
than any of the others mentioned here, but can not execute universally quantied assertions
that refer to post-state values, and can only execute one very limited form of existentially
quantied assertions that refer to post-state values. Our technique, however, can execute such
assertions.
2. Use Prolog syntax or code in the specication language, and execute specications via Pro-
log. Examples include PLEASE [TC89] and OBSERV [TY92]. This approach is problematic
because Prolog syntax is quite limited when compared to the usual syntax of specication
languages, and because some Prolog features have no logical interpretation and so should not
be used in specications.
3. Explicitly translate specications to Prolog programs. Researchers have experimented with
this approach [DKC90] [WE92], but to the authors' knowledge, no completely automated
translator exists.
Clearly, all of these approaches that are automated suer from the criticisms leveled by Hayes and
Jones [HJ89], as they either force overspecication (e.g., by requiring \extra" information used for
execution as in Prolog programs), or greatly restrict the specication language constructs available
to the specier.
Although our approach requires the specier to make some concessions to executability, it does
execute specications that are quite close to typical nonexecutable specications. Our approach
allows the execution of many specication techniques that are not executable by typical executable
specication languages. These techniques include:
 use of quantied assertions with references to post-state values in their bodies
 nondeterministic/underdetermined specication
 nontrivial use of negation
 specication by inverse
 use of conjuncts that appear in any order
Section 4 contains examples of executable uses of each of these techniques. Making these spec-
ication techniques executable greatly increases the expressiveness of the resulting specications.
These specications can serve the usual role of (nonexecutable) specications (tools for documen-
tation, reasoning, and verication) much more eectively than can other executable specications.
Hence, our approach allows speciers to enjoy the benets of using executable specications without
sacricing many of the benets of nonexecutable specications.
References
[A
+
93] D.J. Andrews et al. Information Technology Programming Languages {
VDM-SL: First Committee Draft Standard CD1387-1. Document ISO/IEC
JTC1/SC22/WG19 N-20, International Standards Organization, November 1993.
ftp://gatekeeper.dec.com/pub/standards/vdmsl/.
26
[AEeL92] Michael Andersen, Rene Elmstrm, Poul Bgh Lass en, and Peter Gorm Larsen. Making
Specications Executable { Using IPTES Meta-IV. In Euromicro '92, September 1992.
[BMR95] Alex Borgida, John Mylopoulos, and Rayomnd Reiter. On the Frame Problem in Pro-
cedure Specications. IEEE Transactions on Software Engineering, 21(10):785{798, Oc-
tober 1995.
[CM84] W. F. Clocksin and C. S. Mellish. Programming in Prolog. Springer-Verlag, New York,
second edition, 1984.
[Coh85] Jacques Cohen. Describing Prolog by Its Interpretation and Compilation. Communica-
tions of the ACM, 28(12):1311{1324, December 1985.
[Col85] Alain Colmerauer. Prolog in 10 Figures. Communications of the ACM, 28(12):1296 {
1310, December 1985.
[Dia94] Daniel Diaz. clp(FD) 2.21 User's Manual. INRIA-Rocquencourt, Domaine de Voluceau,
78153 Le Chesnay, France, July 1994.
[DKC90] A.J.J. Dick, P.J. Krause, and J. Cozens. Computer Aided Transformation of Z into Pro-
log. In J.E. Nicholls, editor, Z User Workshop, Oxford 1989, Workshops in Computing,
pages 71{85, Berlin, 1990. Springer-Verlag.
[DL96] Krishna Kishore Dhara and Gary T. Leavens. Forcing Behavioral Subtyping Through
Specication Inheritance. In Proceedings of the 18th International Conference on Soft-
ware Engineering, Berlin, Germany, pages 258{267. IEEE Computer Society Press,
March 1996.
[DS95] Charles Donnelly and Richard Stallman. Bison - The YACC-compatible Parser Gener-
ator. Free Software Foundation, Cambridge, MA, 1995.
[ELA93] R. Elmstrm, P.B. Lassen, and M. Andersen. An Executable Subset of VDM-SL, in an
SA/RT Framework. Real-Time Systems Journal, 5(2/3), May 1993.
[GB94] M. Gurski and A. L. Baker. Testing SPECS-C++: A First Step in Validating Dis-
tributed Systems Specications. In Proceedings of the ISMM International Conference
on Intelligent Information Management Systems, pages 105 { 108, Washington, D.C.,
June 1994.
[GHG
+
93] John V. Guttag, James J. Horning, S. J. Garland, K. D. Jones, A. Modet, and J. M.
Wing. Larch: Languages and Tools for Formal Specication. Springer-Verlag, New York,
1993.
[Gur00] M. Gurski. The Class Validation System. PhD thesis, Iowa State University, Ames, Iowa,
50011, 2000. Expected.
[Hay93] I. Hayes, editor. Specication Case Studies. International Series in Computer Science.
Prentice-Hall, Englewood Clis, N.J., second edition, 1993.
[Hen86] Peter Henderson. Functional Programming, Formal Specication, and Rapid Prototyp-
ing. IEEE Transactions on Software Engineering, SE-12(2), February 1986.
[HI86] Sharam Hekmatpour and Darrel C. Ince. A Formal Specication-Based Prototyping
System. In D. Barnes and P. Brown, editors, Software Engineering 86, pages 317 { 335.
Peter Peregrinus Ltd., London, UK, 1986.
[HI88] Sharam Hekmatpour and Darrel C. Ince. Software Prototyping, Formal Methods, and
VDM. Addison-Wesley, Wokingham, England, 1988.
27
[HJ89] I. J. Hayes and C. B. Jones. Specications are not (necessarily) executable. IEE, Software
Engineering Journal, 4(6):320{338, November 1989.
[JD96] Daniel Jackson and Craig A. Damon. Elements of Style: Analyzing a Software Design
Feature with a Counterexample Detector. IEEE Transactions on Software Engineering,
22(7), July 1996.
[JH94] Sverker Janson and Seif Haridi. An introduction to AKL - A multiparadigmprogramming
language. In Constraint Programming (NATO-ASI Series vol. 131). Springer Verlag,
1994.
[JMMS98] Joxan Jaar, Michael Maher, Kim Marriot, and Peter Stuckey. The Semantics of Con-
straint Logic Programs. The Journal of Logic Programming, 37(1 { 3):1 { 46, 1998.
[Jon90] Cli B. Jones. Systematic Software Development Using VDM. International Series in
Computer Science. Prentice Hall, Englewood Clis, N.J., second edition, 1990.
[KK93] Samuel Kamin and Tim Kraus. Executable Specications of C++ Classes. 1993.
[Kra88] Tim Kraus. The FASE3 System for Executable Data Type Specication. Master's thesis,
University of Illinois, Urbana, Illinois, 1988. Technical Report 87-1789.
[LBR98] Gary T. Leavens, Albert L. Baker, and Clyde Ruby. Preliminary Design of JML:
A Behavioral Interface Specication Language for Java. Technical Report TR98-06,
Department of Computer Science, Iowa State University, Ames, Iowa 50011, June
1998. Available by anonymous ftp from ftp.cs.iastate.edu and by e-mail from al-
manac@cs.iastate.edu.
[LL91] Peter Gorm Larsen and Poul Bgh Lassen. An Executable Subset of Meta-IV with Loose
Specication. In VDM '91: Formal Software Development Methods, Berlin, March 1991.
VDM Europe, Springer-Verlag.
[M
+
98] Michael Mehl et al. DFKI Oz User's Manual. Programming Systems Lab, German Re-
search Center for Articial Intelligence (DFKI) and Universitat des Saarlandes, Postfach
15 11 50, D-66041 Saarbrucken, Germany, February 1998.
[MH97] Johan Montelius and Seif Haridi. An evaluation of Penny: a system for ne-grain im-
plicit parallelism. In Second International Symposium on Parallel Symbolic Computation
(PASCO'97), July 1997.
[Mon97] Johan Montelius. Exploiting Fine-grain Parallelism in Concurrent Constraint Languages.
PhD thesis, Swedish Institute of Computer Science (SICS) and Uppsala University, 1997.
[NF89] Tim Nicholson and Norman Foo. A Denotational Semantics for Prolog. ACM Transac-
tions on Programming Languages and Systems, 11(4):650{665, October 1989.
[O'N92a] Guy O'Neill. Automatic Translation of VDM Specications into Standard ML Programs.
The Computer Journal, 35(6):623{624, December 1992.
[O'N92b] Guy O'Neill. Automatic Translation of VDM Specications into Standard ML Programs.
Technical Report DITC 196/92, National Physical Laboratory, Teddington, Middlesex
TW11 OLW, United Kingdom, February 1992.
[Pax90] V. Paxson. Flex User's Manual. Free Software Foundation, Cambridge, MA, 1990.
[Sch86] David A. Schmidt. Denotational Semantics | AMethodology for Language Development.
Wm. C. Brown Publishers, Dubuque, Iowa, 1986.
[Spi89] J. M. Spivey. An Introduction to Z and Formal Specications. Software Engineering
Journal, pages 40 { 50, January 1989.
28
[Spi92] J. M. Spivey. The Z Notation: A Reference Manual. International Series in Computer
Science. Prentice-Hall, New York, second edition, 1992. ISBN 013983768X.
[Str91] Bjarne Stroustrup. The C++ Programming Language. Addison-Wesley, Reading, Mas-
sachusetts, second edition, 1991.
[TC89] R.B. Terwilliger and R.H. Campbell. PLEASE: Executable Specications for Incremental
Software Development. Journal of Systems and Software, 10(2):97 { 112, September 1989.
[Tsa93] Edward Tsang. Foundations of Constraint Satisfaction. Academic Press, San Diego, CA,
1993.
[TY92] S. Tyszberowicz and A. Yehudai. OBSERV { A Prototying Language and Environment.
ACM Transactions on Software Engineering and Methodology, 1(3):269 { 309, July 1992.
[Van89] Pascal Van Hentenryck. Constraint Satisfaction in Logic Programming. The MIT Press,
Cambridge, Massachusetts, 1989.
[Wah00] Tim Wahls. SPECS-C++ Execution System. Available via the Web or anonymous ftp
at: ftp://cs.hbg.psu.edu/pub/wahls/specs-c++.tar.gz, 2000.
[WE92] M.M. West and B.M. Eaglestone. Software development: two approaches to animation
of Z specications using Prolog. Software Engineering Journal, 7(4):264{276, July 1992.
[Win87] Jeannette M. Wing. Writing Larch Interface Language Specications. ACM Transactions
on Programming Languages and Systems, 9(1):1{24, January 1987.
[WL00] Tim Wahls and Gary T. Leavens. Formal Semantics and Soundness of an Algorithm
for Translating Model-based Specications to Constraint Programs. Technical Re-
port TR00-02, Department of Computer Science, Iowa State University, Ames, Iowa
50011, 2000. Available by anonymous ftp from ftp.cs.iastate.edu and by e-mail from
almanac@cs.iastate.edu.
[WLB97] TimWahls, Gary T. Leavens, and Albert L. Baker. Executing Formal Specications with
Constraint Satisfaction. Technical Report TR97-12, Department of Computer Science,
Iowa State University, Ames, Iowa 50011, August 1997. Available by anonymous ftp
from ftp.cs.iastate.edu and by e-mail from almanac@cs.iastate.edu.
29
