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ABSTRACT 
The a-parameter, as proposed by Darken , was given the form 
of a function of temperature and a series expansion in composition 
of the type: 
c^2 = (A* + A^/T) + (A^J + A^/THX^) + (A^ + A^/T) (Xp2+. . .   (1) 
where the A's are constants peculiar to the v phase in the 1-2 
binary system. The purpose of establishing a temperature and 
composition dependency for the a-parameter was to determine whether 
or not the a-parameter would be useful in predicting phase 
equilibria and solution thermodynamics of any binary system. 
A computer program was developed that will analyze phase 
boundary and solution thermodynamic data to establish the set of 
a-parameter coefficients, up to a fourth order representation. 
The program expresses the given data in terms of the a-parameter 
coefficients and then these coefficients are optimized by either 
of two linear programming techniques, simplex or least squares. 
The calculated a-parameter coefficients may be presented in the 
form of the series representation or as a modified Legendre 
polynomial representation. 
The program is able to utilize any previously determined 
a-parameter coefficients to calculate activities, partial excess 
heats, entropies and free energies of mixing at any temperature 
and composition.  The a-parameter may also be used to determine 
1 
the phase boundaries of the system. 
The Cu - Ni, Au - Ni and Au - Cu binary systems were analyzed 
by this method and it was found that, for each system, not only 
was the least squares technique a faster computational method of 
analysis, but it also gave the smaller "error" of analysis. Each 
system was seen to be adequately represented by no more than a 
third order polynomial expansion of the a-parameter.  By making 
use of the extrapolative form of the a-parameter, it was found 
that the Cu - Ni system exhibits a miscibility gap below 721°K. 
Using the a-parameters of these three systems, the activities, 
free energy of mixing, and isotherms of the miscibility gap were 
calculated for the ternary Au - Cu - Ni system.  The predicted 
miscibility gap was found to be in good agreement with a previously 
reported determination. 
SECTION I:  INTRODUCTION 
The concept of the a-parameter had its start in 1895 when 
2 
Margules proposed that the activity coefficients in a binary 
solution could be represented, at a single temperature, by a 
series expansion in composition of the form: 
£nYl = a±X2  + \ a2X22  + | a^\  + . (2a) 
*
nY2 = *A + \  B2X1 + \ *A + (2b) 
where the subscripts on X, the binary mole fraction, refer to the 
two components of a binary system. Using a Gibbs-Duhem equation 
of the type: 
X1-d(JlnY1) + X2'dUnY2) = 0 (3) 
or 
Any, 
x2-x2 
£nY1@X2=X2 
Xl 
X . 
v. ^v 
d(toY;L) (4) 
£nYl@X2=l 
one can show that, for Eqs. (2) to be correct over the entire 
composition range, a, and 3, must be zero. 
3 
Hildebrand used a form of Eq. (2) to study several binary 
solutions.  In the course of his study, Hildebrand found that many 
solutions could be adequately described by limiting Eq. (2) to only 
the quadratic terms, as in Eqs. (5).  If the Gibbs-Duhem equation 
were to be 
3 
2 
Hny1  - aX2 (5a) 
£ny2 = aX^ (5b) 
applied to Eqs. (2), with the_series expansion truncated at the 
quadratic terms, then ou must equal 3?, resulting in Eqs. (5). 
Hildebrand designated a solution as being regular if it obeyed 
Eqs. (5).  This representation of the activity coefficients has 
a major drawback in that Eq. (5) has the property of being symmetri- 
cal about X1 = X„ = 0.5.  From even a cursory knowledge of solution 
behavior, the occurrence of symmetry is a rarity. 
In 1967, L. S. Darken investigated a number of binary 
metallic solutions to demonstrate the applicability of the 
a-parameter. Darken's results showed that there are two terminal 
composition regions where the thermodynamic behavior of a solution 
is simple and a central region where the thermodynamic behavior of 
the solution is more complicated and not easily described mathe- 
matically. 
Darken defined component 1 as the component which is the 
solvent in the terminal region of interest and likewise component 
2 as the solute. A minor modification was made to Eq. (5) because 
Darken preferred using the common rather than the natural logarithm. 
Rewriting Eq. (5) for the solvent, one gets 
log Yl = a12X22 (6) 
By means of a Gibbs-Duhem integration of Eq. (6) between 
indefinite limits, the activity coefficient of the solute may be 
expressed as 
1O8Y2= «12^ + I (7) 
where I is the constant of integration.  The limit of log y„ as 
X, approaches 1 is 
lim (logY2) = log y°2  - o12 + I (8) 
X- "*i 
where yl  is defined as being the activity coefficient of the solute 
at infinite dilution.  Subtracting Eq. (8) from Eq. (7) will 
eliminate the integration constant from Eq. (7) or 
log y2 = log Y2 + «12(xJ - 1) (9) 
The boundaries of the terminal regions can now be defined 
as the limits of validity of both Eq. (6) and Eq. (9).  From 
Darken's investigation of experimental data, he demonstrated 
that even when the terminal regions extend far into the composition 
range, the integration constant is, in general, not zero. Therefore 
a comparison of Eq. (5b) and Eq. (9) clearly shows that Eq. (5b) 
is a special case, i.e., regular solution behavior. 
Figure 1 is an illustration of the limits of validity of 
Darken's a-parameter. The slope of the curve is seen to be constant 
in two regions.  The first region, in which iron is the solvent, 
extends from X , = 0 to Xg. Z  0.58. 
At X  = 0, or infinite dilution of silicon, log y°    = - 2.75. 
The slope of the curve in this region is a    and using Eq. (9), FeSi 
a„ _. is found to be -3.10.  The second terminal region extends 
from Xpe = 0.0 to X^ Z  0.30 where a .  is found to be equal to 
-0.76. 
4 
Rao and Tiller proposed that Darken's expression for the 
a-parameter be changed back to the natural logarithm form, or 
2 
£nYl = °'l2(X2) (10) 
where v is an arbitrary phase in the 1-2 binary.  Equation (10) 
was then cast into the form of a Margules series expansion in 
n 
composition, (X_) , where n is the order of the power series. 
The n = 0 terms are absent to satisfy Raotilt's Law and the n = 1 
terms are absent to satisfy the Gibbs-Duhem equation.  Equation 
(11) is the definition 
r-  
XS
*
V
 = RT iny* = AG AHj - TAsf >V (ID 
of the excess partial molar free energy in terms of the activity 
coefficient, enthalpy, and entropy.  Since it has been shown that 
£ny, may be closely approximated by a series expansion, as in 
Eq. (2a), then it should be true that AH- and AS. ' may also be 
cast into a series expansion. Equations (12) and (13) show the 
form of the expansion of AH- and AS  '  that will be used 
AH^ = RC£) ^ + A^)+A^) +. (12) 
XS.v 
AS. 
= RCXj) AJ + A^+A^)  + . (13) 
where the A's are constants.  Combining Eqs. (10), (11), (12) and 
(13) yields the representation given to the a-parameter for use 
in the analysis of binary systems. 
2 
a12 = (A1 + A2/T) + (A3 + A4/T><X2} + (A5 + A6/T)(X2} + * * * 
(1) 
Equation (1) is essentially the same as that used by Rao, 
Hiskes and Tiller to model the phase equilibria and solution 
thermodynamics of the lead-tin system, however, they truncated the 
series at the first order term.  In order to make an analysis as 
general as possible it was believed that a variable order for the 
power series would offer a greater latitude to the number of 
systems that might be analyzed. Equation (1) may also be expressed 
in summation form as: 
n 
a12 = E i-0 
(A(2i+l) + A(2i+2)/T)(V (14) 
where n is equal to the order of the desired series representation 
of a12-  Since the term (A(2i+1) + A(2'+2^T^ ls a constant at anv 
one temperature, then Eq. (14) may be simplified to: 
n 
v    r 
a12 = ^ XZ
      i-0 
Bi<*2> (15) 
where B0 = Al + A2/T 
A^ + A> 3   4 
etc. 
Using the parametric form of Eq. (14) for a1„, Eq. (10) 
becomes: 
2 n 
I 
i=0 
Performing a  Gibbs-Duhem integration, as in Eq. (4), the activity 
K " <X2>  in [<A(2i+l) + A(2i+2)/T> (X2> !     <16> 
coefficient for the solute may be found as follows: 
lnyr v v x2-x2 
X 
X 
dUnyJ) 
v„„v 
£nYl@X2=l 
(4) 
where 
2        3        4 
dUny^) = [2B^(Xp + 3B^(Xp + 4B^(X^) + 5B^(X^) + . . .] 
d(X^) (17) 
v . „v 
and noting that in a binary system that X- + X„ = 1, therefore 
Inyl 
v v 
VX2 
rx2 x2 
[2B^(1-X^ + 3B^(1-X^)(X^) + 4B^(l-Xp(X^) 
X2=1 
,V/,  ,-Vv ,„VN 
+ 5B^(1-XJ)(XJ) + . . .] d(Xp 
8 
(18) 
Upon evaluation of Eq. (18), one gets 
2 2 3 
£nY2 = a12{(Xl) _ 1} + B0 + 2 Bl U + (X2} } + 3 B2U + 2(X2} } 
. 4 
+ ^B^ {1 + 3(Xp }+ . . . (19) 
or in summation form 
n        2        i   r      > i+1 
£nY2 = I BifUX^)  - 1}(X^) + ^ U + i(xJ)   }]   (20) 
i=0 *■  > 
Rao et al.  cast phase equilibria, partial molar heat of 
solution, and activity data into forms compatible with Eq. (14) and 
used a linear programming technique called simplex to determine 
the values of the A's, the a-parameter coefficients, for the solid 
and liquid phases of the lead-tin system. 
It is the purpose of the remainder of this thesis to present 
the parametric forms of experimental data, as suggested by Rao, 
using Eq. (14); develop the linear programming techniques used to 
determine the a-parameter coefficients; analyze three binary 
systems to see if the representation of the a-parameter given in 
Eq. (14) is useful in calculating and/or predicting experimental 
values of various solution thermodynamic quantities; and discuss 
the relative advantages and disadvantages of each analysis method. 
A final section will be presented in which a prediction of 
ternary thermodynamic quantities is made from the a-parameters that 
were determined from each of the binary systems analyzed. 
06   0.7 0.8J.0 
a SchMritfctv (tmf) 
■ TurMogn, Crinmon a Btitkt (SijN«-N2 iqnil.) 
— S • HM, Myokw B Sonar* (Kmriun all) 
O Malobi, Gunji a Kimono (SiOj-Hj-HjO aquil.) 
0.6 0.4 
Fe-Si SYSTEM,   I600°C 
ACTIVITY COEFFICIENT   OF   Si 
Figure 1.     Illustration of the Limits of the Terminal Regions in 
the Iron-Silicon Binary-*- 
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SECTION II: ANALYSIS OF EXPERIMENTAL DATA 
A.  Phase Equilibria Data 
In a heterogeneous system, where the overall mass and 
composition are constant, simple Internal composition changes may 
occur by mass transfer.  Gibbs demonstrated that a system will be 
in equilibrium at constant temperature and pressure when the 
chemical potential of each component is the same in all phases 
that contain that component.  This statement may be demonstrated 
graphically by considering the portion of a phase diagram drawn 
in Figure 2.  At some temperature T, there exist two compositions, 
6     8 
X„ and X„, which define the phase boundaries shown. At this 
temperature, the molar free energy of mixing was drawn for both the 
6 and 8 phases in Figure 3.  It can be seen here that there exists 
a tangent common to both of these curves.  The points of tangency 
also define the limits of the 6 and $ phase boundaries.  The 
intersection of this line of tangency with the X, =1.0 axis is 
the value of the chemical potential of component 1 in both the 6 
and 8 phases. 
The equal chemical potential principle may also be demonstrated 
analytically by again considering the binary system, 1-2, of 
Figure 2, where the 6 and 8 phases are in equilibrium at constant 
temperature and pressure.  If an infinitely small amount of 
component 1, dX., is transferred from the 6 to the 8 phase and 
11 
the amounts of the other components remains constant, then 
dG6 = yj dX± (21) 
and 
dG3 = -yJ dX1 (22) 
where y.. is the chemical potential of component 1 in a particular 
phase. Therefore, the total free energy change due to the mass 
transfer is: 
dG = dG6 + dG0 = (y* - yj) dX^ (23) 
Since this is a system of constant mass and composition, and 
the amount of component 1 transferred between the phases is 
infinitely small, the two phases can be viewed as a system of 
fixed composition and mass at constant and pressure. This implies 
that 
dG = (y* - yj) 6X1 =  0 (24) 
or 
y* - yj (25) 
An expression for the chemical potential of a component in a 
phase at an arbitrary temperature and constant pressure is: 
yV = y°'V + RT An(xV)        q = 1.2  (26) q   q q'q 
where y0' is the standard chemical potential of component q in 
the v phase.  In Figure 2, if 1 is the solvent and 2 is the solute, 
12 
the 6 phase is a solid and the 6 phase is a liquid, then Eq. (26) 
may be rewritten as: 
q  q       q q 
(27) 
and 
V*  = v°'S  + RT InttV) 
q  q       q q 
(28) 
Combining Eqs. (27) and (28), and using the relationship of 
Eq. (25) yields: 
i »L  ,.o > S 
- y0'  - - RT Jin 
v
S
 
s 
I q qj 
(29) 
The left hand side of Eq. (29) is the free energy of fusion 
of the pure element q, and may be approximated by: 
0,L _   S = AGo  - AH 
q   q    fq   fq 
l - 
mqj 
AC  (T)dT - T 
pq 
mq 
—^  dT 
mq 
(30) 
where AC  (T) is the difference in heat capacity, as a function of pq v       3* 
temperature, between the solid and liquid phases at constant 
pressure, and T  is the melting point of the pure component q. 
Substracting Eq. (29) from Eq. (30) yields 
13 
RT[JlnYL - JlnyS] = - AH 1 - 
mqj 
AC  (T)dT + T 
pq 
mq 
AC  (T) 
—B*  dT 
mq 
+ RT In 
X 
L (31) 
From Figure 2, it can be seen that at some arbitrary temperature, 
L     S 
the compositions X and X will be defined, so that the right hand 
side of Eq. (31) can be designated a constant, RHS . 
For the case where q is the solvent, substitution of Eq. (10) 
into Eq. (31) will yield an equation that will describe the solvent 
phase equilibria in terms of the a-parameter. 
2 2 
RHS1 = RT[c£2(x£)     - a^(X^)   ] (32) 
If the notation of Eq.   (15)  is used in Eq.   (32),   the expression for 
RHS1 reduces to 
RHS1   = RT     (xb       I   [B^xh   ]   -   (XS.)       ?     [B^X^)1] (33) 1 Z
       i=0    X    * *       i=0       1    Z 
Similarly an equation may be developed to express the solute phase 
equilibria data in terms of the a-parameter.  The analagous form 
of Eq. (31) for the solute, using the substitution of the 
summation form of Eq. (20) is 
14 
n 2 i i+1 
J2 = RT    I    Bj[{(^)  - l}Oq>    + J^J U + i(X^)       }] 
n 2 i i+1 
-RTJ    B*[{CXp    -1}(X£)    + -^y{l + i(Xp       }] 
(34) 
Thus, from Figure 2, Eqs. (33) and (34) should be applicable 
L S 
to the points (X-.T) and (X2,T). 
B.  Heat of SolutionjData 
Equation (12) represents the partial molar heat of solution 
of the solvent in terms of the a-parameter coefficients for some 
arbitrary phase, v. 
2       3 
AH^ = R[A^(Xp +A^(X2J) + . . .] (12) 
Rao used this representation directly in his analysis of the 
a-parameter coefficients, but the integral heat of solution is 
commonly found to be reported directly in the literature, so the 
numerical analysis in this work will only use the later quantity. 
In order to express the integral heat of solution in terms 
of the a-parameter coefficients, it will be necessary to first 
find the parametric representation for AH_. Rewriting Eq. (11) 
for the excess partial molar free energy of the solute results in: 
AG2XS'V = RT AnY2 = AH^ - TAS^ (35) 
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where, by inspection of Eq. (20), it can be seen that the parametric 
—v form of AH- is given only in terms of the even number a-parameter 
v  v 
coefficients (i.e., A~, A,, etc.) such that upon simplification 
A^ - R(X^)2[A^ + A*{f - X^} + A»{2 - f Xj + (X^M 
2      3 
+ A^ {f - 5X^ + ^| (xj)  - (X^) } + . . . ] (36) 
The definition of the integral heat of solution, AH , in terms of 
the partial molar heats of solution is: 
V    v —V    v  —U AH = X* AH: + X^ AH^ (37) 
Substituting Eq. (12) and Eq. (36) into Eq. (37), and remembering 
v   v that in a binary system, X- + X- = 1, one gets 
1 .v, AHV = RX^[A^ + \ A*{1 + Xp + ± A^{1 + ^ + (XJ) }+...] 
or in summation form for an n-th degree a-parameter 
(38) 
V      V V 
AH = RX^X* 
n 
I 
i=0 
1   v      *■     j 
0+lTA(2i+2) .lQ   (V (39) 
As in the case of the phase equilibria data, the parametric 
form of the heat of solution is equal to a constant at a specific 
temperature and composition, so that Eq. (39) may be rewritten as 
RHS = RXjXjj 
n 
I 
i=0 (i+1) "(2i+2) £Q I  CX?)* 
(40) 
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C.  Activity Data 
Solvent activity data is easily cast into parametric form 
simply by applying Eq. (16) and the definition of activity in 
terms of the activity coefficient 
a = y X (41) 
q  q q 
Therefore, the parametric form of the solvent activity data is 
in^/lj) - (X^)2 jo UA^i+1) + A^^/TXxp1)    (42) 
Likewise the solute activity data can be easily represented 
by the a-parameter by using Eqs. (20) and (41) 
■ n 2 i - i+1 
in(aV2/XV2) =    I    BV±[{(Xp    -l}(Xp    + -^j {1 + i(X^)       }] 
(43) 
For a binary system, at constant pressure, if the temperature 
and one composition are known, then the activity will also be 
known. Therefore, Eqs. (42) and (43) may be rewritten as 
mSl • «2>2 j0 I <A(2i+l) + A(2i+2)/T> O^1! <**> 
* 
. n 2 i - i+1 
RHS2 =    I -&\   [{(X^)  - l}(Xp    + J^J {1 + i(X^)       }]   (45) 
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00 MOLE FRACTION X2~~ 
Figure 2.    Portion of a Phase Diagram for an Arbitrary Binary 
System,  at Constant Pressure. 
00 
fi PHASE 
<5 PHASE 
MOLE  FRACTION X2~~ 
Figure 3.    Molar Free Energy of Mixing for the 3 and 6 Phases 
at T.  and Constant Pressure. 
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SECTION III;  LINEAR PROGRAMMING TECHNIQUES FOR THE 
DETERMINATION OF THE ct-PARAMETER COEFFICIENTS 
The parametric form of the phase equilibria data is represented 
by Eqs. (33) and (34), the heat of solution data by Eq. (40) and 
the activity data by Eqs. (44) and (45).  It should be obvious 
that if a sufficient number of phase equilibria tie lines, heats 
of solution and/or activities for any given binary system were 
known, then the unknown a-parameter coefficients may be determined. 
Therefore, if these equations are to be solved by some technique, 
then at least as many pieces of experimental data, as unknown 
a-parameter coefficients, must be specified.  The following two 
sections present methods for the analysis of experimental data for 
the determination of the a-parameter coefficients. 
A.   Simplex 
Linear programming has, as a basis, a linear function that is 
to be optimized, subject to a number of linear restraining 
equations, involving the unknown variables. The optimization may 
take two forms, that of a maximization or a minimization of the 
value of the linear function, the objective function. Models 
involving linear programming have been successfully applied to 
numerous problems in business and industry, such as determining 
the plant locations for a national company seeking to optimize 
profits by the reduction of shipping expenses. 
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In general, the solution to any arbitrary set of equations 
may be an infinite number of points, a unique solution,or no 
solution at all. An infinite number of solution points may be 
possible if the optimal solution occurs in an area where the 
restraining (constraint) equations are identical.  The solution 
to a set of equations may not exist at all if the constraint 
equations are parallel or skew.  However, if the problem to be 
solved has been interpreted so as to have a region of possible 
solutions, then the problem will have a unique optimal solution. 
Consider the simple problem of determining the amount of 
steel that should be produced to maximize profits, if the steel is 
to be produced by two processes, I and II, that are subject to 
restrictions on the amounts that may be produced by each.  At a 
particular steel plant, the profit per unit of steel produced by 
process I is $1 and for II is $2. Each process is dependent on 
oxygen for the removal of impurities from the liquid metal.  The 
local industrial gas company can only supply six units of oxygen 
per day and process II requires two times the number of oxygen 
units to produce quality steel than process I does.  Therefore, 
each process is limited by the available gas supply. Another 
limit to the amount of steel that may be produced is determined 
by the physical capacity of the plant.  Under ideal conditions, 
i.e., no labor or supply restrictions, the maximum number of units 
of steel that may be produced by process I is only three-quarters 
the maximum daily output of process II.  However, process II is 
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more prone to require down time than is process I, so that the output 
of process I may be greater than or equal to three-quarters the 
output of process II.  Also due to the fact that it is impossible 
to produce a negative unit of steel and that profitability may only 
be achieved if one or both processes produce an output, the output 
of both process I and II must be greater than or equal to zero. 
If X1 is the unit output of process I and X„ is the output of 
process II, then the system of equations that make up the linear 
programming model for this problem is: 
MAXIMIZE: Z = X± +  2X2   [PROFIT FUNCTION]       (46) 
CONSTRAINTS : 2X1 + X2 <_ 6 [GAS CONSUMPTION] (47) 
X, - T X 10 [PLANT CAPACITY] (48) 
X1,X2 - °      [MINIMUM PRODUCTION]    (49) 
This problem involves a linear function, Z, the objective 
function, and constraints in two variables, which are also linear. 
Carlile and Gillett outlined a procedure for a graphical 
solution to any linear programming problem in two variables. 
First, graph each constraint equation as if it were an 
equality.  Then, determine the set of points, (X.,X_), that will 
satisfy all the restrictions imposed by the constraint equations. 
This region is therefore the region of feasible solutions to the 
objective function.  It can be shown that the objective function 
will take on its optimal value, whether maximum or minimum, at 
one of the corners of the feasible solution region. 
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Figure 4 shows the location of the constraint equations and 
the region of feasible solutions.  If the objective function were 
given two arbitrary values, four and eight in Figure 4, one may 
determine the slope and the direction of movement of the objective 
function for increasing values of Z.  Since point B will be the 
last point in the feasible solutions region that the objective 
function will pass through as the value of the objective function 
is increased, then point B will be the optimal solution to the 
problem.  Thus, if the constraint equations that pass through 
point B are equated and solved for X.. and X_, the value of the 
objective function may be found to be: 
2X±  + X2 = 6 (47) 
X: - | X2 = 0 (48) 
where X, = 1.8 and X„ = 2.4, so that Z = 6.6 or the optimal 
profit of $6.6 per day will be attained if process I produces 
1.8 units of steel/day and process II produces 2.4 units/day. 
A similar problem, that of minimization of the objective 
function, may be solved in the same manner as described above, 
since the minimization of the objective function is actually a 
maximization of the negative of the objective function.  If the 
preceding example were to have been solved for the minimization 
of profits, then point A would have been the optimal solution. 
The graphical analysis for the solution of a linear programming 
model is very effective for problems involving only two variables, 
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but unfortunately it is very impractical for problems involving 
three or more variables. Dantzig offered the first systematic 
method for the analysis of a linear programming model that can 
contain any number of variables.  The method is called the simplex 
method, where the region of feasible solutions is called a simplex. 
The simplex method requires the conversion of the problem, as 
stated in Eqs. (46) to (49), to an equivalent problem, Eqs. (50) 
to (53), where the optimal solution of the equivalent problem is 
the same as that of the original problem. 
; = xx + 2x   + ox   + ox. (50) 
X± + X2 + X3                  =6 (51) 
Xl - !X2           - X4       = ° (52) 
X, ,   X_,   X_,   X,   >_ 0 (53) 
Variables X„ and X,, called slack variables, are added and 
subtracted to Eqs. (47) and (48), respectively, to make equalities 
of all the constraints. The simplex method does have one 
disadvantage in that there are an infinite number of solutions 
to the equivalent problem. However, this situation may be avoided 
if n-m variables, where n is equal to the number of variables 
and m is equal to the number of equations, are set equal to 
zero.  The solutions determined in this manner are the basic 
solutions but, in general, not all of the basic solutions are 
feasible solutions.  All of the feasible solutions will occur 
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only at the corners of the simplex and the simplex method will 
only inspect a subset of these corners, where each successive 
corner that is inspected will have a greater value of the 
objective function than the last, until the optimal solution has 
been found.  Thus, by selectively chosing points in the region 
of feasible solutions, the simplex method will solve a linear 
programming problem in a finite number of steps. 
To apply the simplex method to the equivalent problem, it 
is more convenient to express the coefficients of the objective 
function and constraint equations in matrix form 
A = 
all   a12   a13 ' 
a21   a22   a23 * * * 
*ml m2   m3 
lln 
l2n 
mn 
(54) 
*1 
X. 
X = (55) 
X 
n 
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b = (56) 
m 
where AX = b 
and A is an (mxn) matrix of the constraint equation coefficients, 
b is the right hand side, RHS, value of each constraint and X is 
a vector of the unknown variables. Also, it is generally easier 
to visualize the matrix manipulations that occur in the simplex 
process if A, X and b are put in tableau form, as in Table 1. 
In this table, p is the number of unknown variables in the 
statement of the original problem and C is the vector of objective 
function coefficients that appear in the basic solution after 
each simplex search (iteration).  A. is the incremental increase 
in profit for the objective function after each iteration and 
this value can be calculated from: 
m 
Ai - .I   aiiC i=l ij i 
(58) 
A, is the value of the objective function after each iteration 
and this quantity may be calculated from: 
m 
Ab - lx  biCi (59) 
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Ray and Szekely have presented a simple iterative procedure 
to follow for the calculation of the optimum solution by the 
simplex method.  To illustrate this procedure, the previous 
example problem, rewritten in Eqs. (50) to (53), will be solved. 
The equations of this example are presented in the initial basic 
solution tableau of Table 2. 
The first step of the simplex procedure involves the exami- 
nation of the row Z. - A., which is the difference between each 
1    x 
coefficient of the objective function and the incremental increase 
in the objective function coefficients associated with each 
variable in the basic solution, VIBS.  The vector with the largest 
(Z. - A.) is the vector which will be next to enter the VIBS. 
1    x 
In Table 2, this vector is the column vector X2> with Z„ - A„ 
equal to two.  This vector is now designated the pivotal column. 
For this pivotal column, one calculates the quantity b./a.. 
to find the smallest value of this ratio.  In Table 2 there are 
two of these ratios, which are: 
Va12 = 6/1 = 6 
Va22 = 0/-!=° 
Therefore the element a„„ has the smallest value of b./a.., so 22 j  xj 
this element will now be designated the pivotal element and it 
will determine which row, the pivotal row, is to be removed from 
the basic solution. 
The following manipulations must be performed on the pivotal 
row and column to replace X, in the VIBS by X2. Divide the 
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pivotal row by the pivotal element to produce a one in the pivotal 
element. Obtain zeros in the remaining elements in the VIBS 
position of the pivotal column by multiplying the pivotal row by 
a negative of the element that is to be zeroed and add this new 
pivotal row to the row with the zero element.  In Table 2 the 
pivotal element, a?2> is multiplied by a negative four-thirds to 
produce a one in that position (see Table 3). This changes the 
rest of the values, except C~, in this row by a similar factor. 
Element a.. - is to be zeroed, so the pivotal row is multiplied by 
a negative a-- and added to row one.  The two new rows in the basic 
solution may now be seen in Table 3. 
Place the value of Z that is in the pivotal column into the 
place in the C vector occupied by the pivotal row. Compute the 
new values of A. and A, by Eqs. (58) and (59), respectively. 
For example 
A1 = (~) (0) + (- j)(2) = - f 
and Ab = (6)(0) + (0)(2) = 0 
Finally examine the row (Z. - A.) in the new solution tableau, 
Table 3, to see if all of the values are less than or equal to zero. 
If this is true, the optimal solution has been found, if not go 
back and examine the row (Z. - A.) for the largest value to select 
the pivotal column and repeat the entire procedure until the optimal 
solution has been found.  In this example, the optimum solution 
appeared after the second iteration, Table 4, where the two variables 
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in the basic solution are X.. and X and their values are b.. and 
b», respectively, or X- is equal to 1.8, X. is equal to 2.4 and 
Z = A, = 6.6, which is exactly the same solution as found by the 
graphical solution procedure. 
The iterative procedure, that was described above, was used 
to find the optimum solution, minimization of the slack variables 
for an objective function model based on the a-parameter.  This 
simplex procedure was written into a Fortran IV program called 
9 
SIMPLEX , available from the Lehigh University Computer Center. 
As an example of the application of the simplex method, 
experimental data will be optimized into the form of a model 
based on the Margules power series expansion of Eq. (2a). 
Robinson and Tarby  determined the activity, Table 5, of silver 
in liquid silver-silicon alloys at 1773°K by a vapor transportation 
technique. The form of Eq. (2a) to be used as the constraint 
equations was similar to that of Eq. (16) 
*< •■ j0 t^s/i <6°> 
or in simplex form, with the addition of the appropriate slack 
variables for a second degree power series: 
2 
(£nYAg) = B0 + Bl (XSi} + B2 (XSi} +1-1 + 0 + 0+. • .+0 + 0 
(61) 
where the plus one-minus one pair are the values for a plus and 
minus error term associated with each constraint. Equation (61) was 
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written for the first data pair listed in Table 5.  The last 
constraint will be of a similar form, or 
2 
(£nY^ ) = BQ + B^(X^) + B^(X^) +0 + 0 + 0 + 0+. . .+1-1 
m mm 
(62) 
where m is the total number of data points.  The objective 
function for the list of Table 5 will be 
O'X, + 0«X„ + 0«Xo + X. + Xc + X, + . . . + X. .     (63) 1     2     3   4   5   6 2m+n 
The coefficients of the unknowns X-, X_ and X_ are zero and the 
coefficients of the slack variables are one, because it is 
desired to find the values of X.. , X and X. that occur when the 
sum of the slack variables is a minimum, or 
Z = X± + x2 + x3 
when 
m 
I       [(+  slack variable) + (- slack variable)] is a minimum 
i=l 
Eqs. (60) and (63) were entered into the SIMPLEX program, 
along with the data in Table 5, and the values for the unknown 
variables B. were determined and are listed in Table 6. 
l 
B.  Least Squares 
The least squares technique is commonly used by scientists 
and engineers who have a limited number of experimental data 
points which they wish to be fitted to a function, y*(X), in 
some systematic manner. 
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The method of least squares assumes that there exists an 
n-th degree polynomial of the form: 
y*(X) = B. + B.X + B0X2 + . . . + B ^nXn (64) n     u   x z n+l 
such that the sum of the squares of the difference between the 
computed value of the data, y*(X) and the observed value of the 
data, y (X), is a minimum, or 
m 
I     (y*(x±) ~ vn(Xi^  is a minimum (65) 
i=l 
where m is the total number of data points. 
For any given set of data, (X^y^)), (X2>y(X2)), etc., it 
is first assumed that a linear polynomial, 
y*(X) = BQ + BjX (66) 
will adequately represent the data. The normal equations needed 
for determining the coefficients of a n-th degree least squares 
polynomial are: 
Bftm   + BnEX. + B.ZX
2
 + . . . + B EX°  =  Ey(Xj 0      1 x   2 x ni     ' i 
BnEX.  + B.XX
2
 + B0ZX? + . . . + B ZX
n+1
 = IX -y(X.) Oi    lizi ni      i   x 
BnEX
2
 + B..ZX? + B0EX* + . . . + B ZX?
+2
 = IX2-y(X.) Oi    lx   2i*        ni     i ^  x 
•  •  • 
BnEXn    + B1EXn+1+B0ZXn+2+.   .   .   + B EX2n    =  EXn'y(X.) Ox li2i ni 1 J     i \ 
(67) 
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m 
where I  = £ .  Eq. (64) must be solved with increasing degrees of 
i=l 
the least squares polynomial until the error, given by 
En = I     t{yJ(X.) - yn(Xi)}2/(m-n-l)] (68) 
i=l 
is greater for the next higher polynomial fit than for the last, 
or 
Vl > En (69> 
As an example of a least squares calculation, consider that 
the data listed in Table 5 are to be fit to a power series 
expansion of the form of Eq. (2a).  To find the coefficients, B., 
of Eq. (64), for a first order least squares polynomial, Eqs. (67) 
2 
require that the quantities ZX , EX., Ey(X.) and EX.«y(X.) be 
known.  These quantities were determined and have been listed in 
Table 7.  From the data listed in Table 7, the normal equations 
are seen to be 
12 B + 5.525 B1 = 1.3898 
5.525 BQ + 3.7556 B^^ = 1.318 
(70) 
Solving Eqs. (70) for the two unknowns, one will get 
BQ = -0.1418 
B±  = 0.5596 
The complete results of the least squares analysis of the 
data in Table 7, for various degrees of the least squares polynomial, 
are presented in Table 8. 
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The method of least squares has been adapted for use on the 
computer by the International Mathematical and Statistical Library 
in a program called LLSQAR , which finds the least squares 
solution of an over-determined system of linear equations. 
C.  Comparison of Linear Programming Techniques 
The preceding examples have shown the simplex and least 
squares techniques for the determination of £nyA as a series 
function of the mole fraction of silicon.  Both techniques have 
been adapted for use on the computer, but there are distinct 
advantages and disadvantages that can be attributed to each 
technique. 
Simplex requires that two slack variables (representing a 
plus and minus range for each RHS value) be specified for every 
constraint equation.  Therefore, the simplex solution matrix, as 
shown in Table 1, has a tendency to become very large for only a 
moderately sized data base. For instance, if thirty sets of data 
are to be fit by a fifth degree polynomial, the simplex solution 
matrix will be 30 rows by 66 columns.  Since least squares does 
not involve the use of these artificial variables, then the 
least squares solution matrix, the set of normal equations, will 
be much smaller, 30 rows by 6 columns.  Therefore, for a given 
size of a solution matrix, the least squares technique will allow 
more sets of data to be used in the analysis than the simplex 
technique.  If the same problem were to be solved by both techniques, 
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the simplex technique will require approximately twice the computation 
time as the least squares technique. 
Simplex bases its solution on the minimization of the sum of 
the slack variables.  This results in some of the data points 
being present in the VIBS, so that they are fit exactly.  It has 
to be assumed that the rest of the data will be well represented 
by the exact fit of a few data points.  On the other hand, least 
squares bases its solution on the minimization of the sum of the 
squares of the difference between a computed point and its actual 
value.  Therefore, the least squares technique truly fits all the 
data in general and usually none of the data exactly. 
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VIBS 
*1 x2 x3 *n bJ CJ 
*P*1 an a12 a13 a1n bi 0 
Xp,2 a21 a22 a23 a2n b2 0 
xn am1 am2 am3 amn bm 0 
A Zl z2 z3 Zn 
A, 0 0 0 0 Ab=0 
2,-A, Zr0 z2-o Z3-0 Zn-0 
Table 1. The Initial Basic Feasible Solution to a General Linear 
Programming Problem Using the Simplex Technique. 
PIVOTAL    PIVOTAL 
1 COLUMN  / ELEMENT 
Table 2.  The Initial Tableau for the Steelmaking Problem. 
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vies !"*, x2 X3 *4 bJ CJ 
*3    l¥ 0 1 -4 6 0 
[OLM 1 0 4 0 "'"i"! i X       i 
A    !-! 
2 
2 
0 
0 
0 
0 
0 
§ 
-§ 
0 
Table 3.  Second Tableau for the Steelmaking Problem. 
VIBS 
*1 x2 *3 *4 bJ CJ 
X1 1 0 * -§ § 1    .-:. 
x2 0 1 ft 1 « 2 
Z| 1 2 0 0 
A, 1 2 ft g ¥ 
Z.-A, 0 0 
•ft -g 
Table 4.  Third Tableau for the Steelmaking Problem. 
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*Ag X Si 
0.974 0.025 
0.946 0.05 
0.884 0.10 
0.756 0.20 
0.642 0.30 
0.555 0.40 
0.493 0.50 
0.441 0.60 
0.379 0.70 
0.288 0.80 
0.158 0.90 
0.082 0.95 
Table 5. Activities of Silver in Liquid Ag - Si Alloys at 1773°K. 
SIMPLEX 
VARIABLE 
n=0 
Bft -0.0010 
B, 
B„ 
B, 
B, 
DEGREE OF OBJECTIVE FUNCTION 
n=l       n=2      n=3 
-0.1970    0.0260   0.0457 
0.7020   -0.6676  -1.1238 
1.2744   2.5374 
-0.8671 
n=4 
-0, .0018 
0. .1148 
-3, .7326 
9, .7152 
-5, .6149 
Table 6.  B. Coefficients of Equation (60) Determined by a 
Simplex Analysis. 
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*nyAg - y(X.) X. I 
-0.00103 0.Q25 
-0.00422 0.05 
-0.01794 0.10 
-0.05657 0.20 
-0.08649 0.30 
-0.07796 0.40 
-0.01410 0.50 
0.09758 0.60 
0.23375 0.70 
0.36464 0.80 
0.45742 0.90 
0.49470 0.95 
m 
I  (X ) = 5.525 
i=l 
m 
I  (y(X )) = 1.3898 
1=1 
m 
I   (X )n = 3.7556 
i=l 
m 
I  [X -y(X )] = 1.318 
i=l 
m = 12     n = 2 
Table 7.  Data for Least Squares Analysis of Equation (60). 
LEAST  SQUARES 
VARIABLE , TYcnjinr  rw LEAST  SQUARES POLYNOMIAL- , A LI£IVT1\.J1I£I   Ur — "   '        *>■ 
+ n=0 n-1 n=2 n=3 n=4 
Bo 0.1158 -0.1418 0.0148 0.0555 0.0019 
Bl 0.5596 -0.6306 -1.2720 0.0236 
B2 1.2505 2.9757 -3.2383 
Bo -1.1879 8.8475 
B, -5.1559 
Table 8.  B. Coefficients of Equation (60) Determined by a 
Least Squares Analysis. 
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SECTION IV;  SYNTHESIS OF SOLUTION THERMODYNAMIC QUANTITIES 
AND PHASE BOUNDARIES FROM KNOWN a-PARAMETER COEFFICIENTS 
Equations (33), (34), (40), (44) and (45) form the set of 
constraint equations from which the a-parameter coefficients may 
be determined.  Once the coefficients of an n-th degree a-parameter 
are known, it may be informative to use these coefficients to back 
calculate the input data to determine which constraints were 
fit well and which were not. 
If the known a-parameter coefficients are entered into these 
equations, then it will be possible to calculate new RHS values 
for each piece of input data, such that a residual, the difference 
between the observed RHS and the calculated RHS, may be determined 
as 
RESIDUAL = RHS ,     , - RHS .  n ^ , observed     calculated 
Therefore, if the value of the residual (error) is very high, it 
may be an indication that the constraint was formulated around 
a poor piece of experimental data. 
If, by examination of the system of constraint residuals, it 
has been determined that the a-parameter coefficients represent 
an adequate fit of the experimental data, then it might be desired 
to use this a-parameter to calculate various solution thermodynamic 
quantities and phase boundaries.  Presented below are the 
equations and computational methods necessary for this calculation 
process. 
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A.  Calculation of binary Phase Boundaries 
The calculation of the phase boundaries of a binary system, 
from known a-parameters, is a slightly more difficult problem than 
the back calculation of the solution thermodynamic quantities, 
since Eqs. (33) and (34), upon substitution of the a-parameter 
coefficients and a known temperature, reduce to two non-linear 
equations in two unknowns.  For the system of Figure 2 these 
6     8 
unknowns are X? and X .  To determine these two unknown compositions, 
6      6 
a „ and a.  must be known, as well as a numerical solution of the 
two non-linear equations. The Lehigh Optimum Parameter Routine, 
12 
LOPER , was chosen as the Analytical Solution Method.  This 
program is capable of determining a maximum of twenty unknowns 
from a system of non-linear equations. 
Another possible method of determining the phase boundaries 
of the system described in Figure 2 is by making the assumption 
o 
that the liquidus composition, X~, and temperature are known to a 
relatively high degree of certainty. This assumption results in 
Eq. (33) having only one variable, X„, at any given temperature 
such as the temperature T, or 
fT 
T K = - AH fl 
ml 
AC , (T)dT + T 
Pi 
AC , (T) 
_P1  dT 
ml lml 
AnX^ - £nyj (71) 
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and 
K = £ny* + AnX^ (72) 
where K. is equal to a constant.  If the constant is subtracted 
from both sides of Eq. (72), the result exponentiated, a one 
subtracted from both sides, and a negative one multiplied on both 
sides, Eq. (72) will become 
f (Xj) = 1 - Y^K1 = 0 (73) 
—K 
where K' = e  .  Equation (73) is of a form which may be solved 
by Newton's Method  , Eq. (74), which solves for X, by an interative 
process 
4(ne„)-X!(old)-f«l»f'«l> ««> 
where f'(xj) = 3f(x£)/3xJ, or 
2 
f'(xj) = [1 - (1 - xj> ai2 + (1 " Xl} a12]K'Yl = ° 
(75) 
i. 
Therefore, if an initial guess for X.. is made, X, may be determined 
from the application of Eq. (74). 
For an efficient use of the Known Phase Boundary Method, it 
8    8 
was found that the liquidus composition, X.. or X„, should be 
made a function of temperature, as 
(xj • 100) = aQ + a^T/lOO) + a2(T/100)2 + . . .    (76) 
41 
where the binary mole fraction was multiplied by one hundred and 
the temperature divided by one hundred so that the series 
coefficients, a., will be more manageable. 
The technique used to represent the liquidus composition as 
a function of temperature was the method of least squares. This 
technique was applied to Eq. (76) by means of the Lehigh 
14 Amalgamated Package for Statistics, LEAPS 
Both the Analytical Solution (LOPER) and Known Phase Boundary 
(Newton's Method) procedures for determining phase boundaries 
proved to be very useful for systems as in Figure 2.  However, for 
a system, such as that shown in Figure 5, LOPER could not be 
used because at any one temperature there exist two liquidus and 
two solidus compositions.  LOPER, from the simultaneous solution 
of Eqs. (33) and (34), would find only a single result to this 
problem, which was an average between the two actual compositions. 
This defect may be overcome if, instead of using a known temperature, 
a known composition is used in the synthesis so that the two 
unknowns to be determined are now a composition and a temperature. 
Also the Newton's Method procedure must be altered in order that 
it be able to snythesize the phase boundaries of Figure 5. 
Equation (76) should be rewritten so that temperature is made into 
a function of composition, or 
(T/100) = a + a,(Xn3  • 100) + a„ (X?  • 100)2 + . . .  (77) 
oil 21 
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Thus, with minor changes, both the LOPER and Newton's Method 
techniques may be used for the synthesis of phase boundaries from 
known a-parameters. 
For systems that exhibit a miscibility gap, the critical 
temperature and composition may be determined analytically by 
finding the point which satisfies Eqs. (78). 
^4 - 0 (78a) 
3(x2r 
£&&- - 0 (78b) 
3(X2)3 
For the system of Figure 5 the miscibility gap occurs in the solid 
phase.  The differentiation of the parametric form of AG ' 
yields 
32(AC;/RT) - v -v -»: - ^ - 4B2<X2>2+ • • • 
(79a) 
33(AGm>S/RT) _ _  1    _l     s    s s 
„,^3 "       ,„sN2 +   „   „s,2       3B1 " 8B2(V  +  '   '   ' 3(xpj oqy     (1-Xp' 
Solving Eqs.   (79)   for   (1/T)  yields 
1 _ X2       (I"X2}  
T
- 2A* -  3A*(X*)  - 4A^(xJ)2 +  . 
(79b) 
(80a) 
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1_ 
T 
(X*)2  (x-xp i^-3A3-8A5(X2) + 
- 3A^ - 8A*(Xp + • 
(80b) 
and subtracting Eq. (80b) from Eq. (80a) yields 
, s. = TERM 1 _ TEEM 3 _ n 
K
 2'       TERM 2  TERM 4 (81) 
where TERM 1 = — + 
X^  (i-xj) 
- 2A 3A^(X^) 4A^(X^)2 + 
TERM 2 = - 2A^ - 3A*(x£) ^(Xp2  + 
TERM 3 = ^Hr +  1 
(x^)2  (i-xp 
TERM 4 = - 3A^ - 8Ag(X®) + . . 
^2-3AS-8A5(X2) + 
Since Eq. (81) is an equation in one unknown, Xg» and is equal to 
zero, Newton's Method, Eq. (74) may be applied, where 
8     "^ F'(X?) -*- 
2
    9X? 
(TERM 2 • TERM 3 - TERM 1 • TERM 4)' 
(TERM 2)2 
TERM 4 9(TERM3) -TERM 3 • 3(TERM 4)" 
Kxp 
(TERM 4)2 
= 0 
(82) 
When X_ has been determined, the corresponding temperature, 
T, may be calculated from either Eq. (80a) or Eq. (80b).  This 
temperature and composition correspond to the critical temperature 
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and critical composition shown in Figure 5. 
The phase boundary of the miscibility gap may only be 
determined by a graphical procedure. Figure 6 is a schematic 
representation of AG '     for the temperature T in Figure 5. 
The free energy of mixing curve is seen to exhibit two local 
minima.  The two points where a common tangent intersects this 
curve are the boundary points of the miscibility gap at this 
temperature.  Therefore, if AG '     is evaluated at a number 
of temperatures, across the entire composition range, the boundary 
of the miscibility gap may be determined. 
Darken defined a quantity called stability as 
a2,. m ,v. 
STABILITY = Y =  v —r-^- 
acx^)2 
(83) 
and excess stability as 
xs  82fArXS,V,> 
EXCESS STABILITY = ¥ S =   Km*—r-^- (84) 
8(X^)2 
The stability differs from the excess stability by a factor of 
RT/(X^ • xJJ), or 
¥ = ¥XS + RT/(X^ • Xp (85) 
If the stability is found to be negative then the system of 
interest will exhibit a miscibility gap, or if the stability 
shows a large peak, there will be a strong possibility of compound 
formation.  Thus, the stability function may be used as an indication 
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of the presence of a miscibility gap or of compound formation, 
but the stability function cannot quantitatively predict both 
the temperature and composition of either occurrence. 
B.  Calculation of Solution Thermodynamic Quantities 
The integral heat of solution may be easily calculated from 
the a-parameter coefficients when the coefficients, a composition 
and temperature are entered into Eq. (39). 
The partial molar heats of solution may also be calculated 
at these temperatures and compositions by the use of Eqs. (12) 
and (36).  It should be noted that Eqs. (12), (36) and (39) are 
temperature independent.  This implies that, for any temperature, 
the heat of solution will be a function of composition alone. 
Solvent and solute activities may be easily determined 
from Eqs. (42) and (43), respectively.  Since these equations 
are a function of temperature, as well as composition, it will 
then be possible to calculate activities at temperatures and 
compositions other than those of the original activity data. 
For an n-th degree a-parameter and an infinitely dilute 
solution, Eq. (43) reduces to 
lim (£ny^) = Hny°'V  = £ 
x2+o   
Z
     
Z
   i=0 
n 
(86) BV (i+D i 
Also, since the Gibbs-Duhem relation applies to the a-parameter 
over the entire composition range, Eq. (42) reduces to 
46 
11m Uny?) = *nYl°'V = f [B,] (87) 
3^-K)    X i=0 
The partial molar excess free energies may be-calculated from 
the activity coefficients determined from Eqs. (42) and (43) and 
from the definition of the partial molar excess free energy for 
component q in the v phase, which is 
A6*s,v = RT £nyV (11) 
q        q 
By determining the partial molar excess free energy for both 
components, the integral excess molar free energy may be determined 
from the following relation 
AGXS'V = X^ AGf'V + x£ AG*S'V (88) 
The ideal free energy of mixing is defined as 
AGm'id = X^ AnxJ + X^J £nX^ (89) 
and by the combination of Eqs. (88) and (89), the free energy of 
mixing may be determined as 
AGm,v = AGm,id + AGxs,v (9Q) 
The partial molar excess entropy may be calculated from 
Eq. (35) as 
AS*8^ = - [AG*3^- AH^/T (91) 
q      q    q 
the integral excess entropy as 
AS
XS
»
V
 = - [AGXS'V - AHV]/T (92) 
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and, similarly, the entropy of mixing may be determined from 
ASm'V = - [AGm'V - AHV]/T (93) 
The value of the a-parameter may be determined from Eq. (15), 
as a function of composition and temperature, for the phase of 
interest.  Since the Gibbs-Duhem relation, as applied to the 
a-parameter, is valid across the entire composition range of a 
single phase, the value of the a-parameter, for which component 2 
is the solvent, may be estimated by 
a21 = *nY2/(1-X2)2 (94) 
A final word should be said as to the number of significant 
digits in the a-parameter coefficients that are needed to give the 
four digit accuracy further in the calculation process.  It has 
been determined that if the a-parameter coefficients are given 
at least four significant figures, then all the solution thermo- 
dynamic quantities and the phase boundaries that are back 
calculated, will be accurate to their fourth significant figure. 
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A B 
MOLE FRACTION B —" 
Figure 5. Phase Diagram Exhibiting a Minima in the Solidus and 
Liquidus Curves and a Miscihility Gap. 
MOLE FRACTION B —' 
Figure 6. Free Energy of a Solid at Temperature T in Figure 5. 
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SECTION V:  COMPUTER ASPECTS OF BINARY SYSTEMS 
A computer program, MAPS  , was written for and used in 
the analysis and synthesis of solution thermodynamics and phase 
diagrams.  This program was written in FORTRAN IV for the 
CDC 6000-Cyber 70 series computers.  The program actually consists 
of a series of programs and subroutines that are structured in 
16 
overlay form . This structuring allows a program requiring a 
large central memory allocation, to be placed in memory in discrete 
sections, thus minimizing the central memory requirements at any 
given time. 
Figure 7 is a schematic representation of the structuring 
and flowpaths of the MAPS package. MAPS is basically divided into 
four sections, each of which performs a distinct duty. 
The first section reads the program request card: LSTSQR 
or SIMPLEX data analysis methods, CALC synthesis of partial molar 
excess quantities, activities, a-parameter values and excess 
stability, ANOVA analysis of variance of known a-parameters and 
LIST listing of all input data cards. The second section inputs 
all data necessary for the analysis of Eqs. (33), (34), (40), 
(44) and (45) by LSTSQR, SIMPLEX or ANOVA.  The third program 
section transforms the input data into a-parameter form. The 
resulting set of equations is then analyzed by one of two linear 
programming techniques, least squares or simplex. The least 
50 
squares program used to determine the a-parameter coefficients in 
a routine written by the International Mathematical and Statistical 
Library  , IMSL, called LLSQAR.  This routine was specifically 
designed to solve an overdetermined system of linear equations such 
as the system formed by Eqs. (33), (34), (40), (44) and (45). 
The simplex program is a routine written by Jesse and Hubner 
18 
called SIMPLEX , available from the Lehigh University Computer 
Center.  The solution set from either linear programming technique 
is the coefficients of the a-parameter of each phase being considered. 
These coefficients are then used in conjunction with the input 
data to perform a standard statistical analysis, the analysis of 
variance. The last section synthesizes various solution thermo- 
dynamic quantities and/or the phase diagram from known a-parameter 
coefficients. 
Each piece of input data is inspected to see if it obeys 
formatting procedures and is within known physical limits. An 
example of the limits that the data must fall within can be 
shown by the transformation temperature. Physically this 
temperature may not be below absolute zero or above 6000°K, which 
is approximately the boiling temperature of some refractory metals. 
If the input value of the transformation temperature is found to 
be outside of these limits, the program will generate an appropriate 
error message listing the type of data in which the error occurred, 
the accepted limits, and the input value. An error of this type 
may cause immediate termination of the program execution, since 
51 
it would be fruitless to carry out an analysis or synthesis of 
a system with faulty data. 
The appendices contain a more detailed description of MAPS 
and how to use it. Appendix A lists the necessary control cards 
for compilation and execution of MAPS on a CDC machine. Appendix 
B is an outline of the program structuring and lists the proper 
formats and sequences for entering data into MAPS. Appendix C 
contains a full listing and explanation of error messages that 
are generated by MAPS. Appendix D is a listing of a sample program 
involving the experimental activity data for silver and silicon 
at 1773°K from Robinson and Tarby 
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SECTION VI:  INVESTIGATION OF BINARY SYSTEMS 
Several binary metallic systems have been analyzed and 
synthesized using various models for the representation of 
19 
solution thermodynamics and/or phase diagrams  .  Rao, Hiskes 
20 
and Tiller  have explored the lead-tin eutectic system and Rao 
21 22 
and Tiller  '  have investigated the iron-chromium, iron- 
nickel, and iron-manganese binaries using an approach quite 
23 
similar to that employed in this work.  C. J. Van Tyne  has 
re-examined the lead-tin system and also investigated the 
antimony-bismuth binary using the same approach as this work. 
The binary systems investigated in this work were limited to 
the isomorphous-type binary for the sake of simplicity.  The 
systems that were investigated are the copper-nickel, gold- 
nickel, and gold-copper binaries.  The copper-nickel system was 
analyzed in depth for the purpose of establishing a criterion for 
choosing the correct order for the a-parameter representation. 
A.  The Copper-Nickel System 
1. Experimental input data. 
Table 9 contains certain physical constants for copper and 
24 
nickel as listed by Kubaschewski, Evans and Alcock . Figure 8 
shows the experimentally determined copper-nickel liquidus and 
25 
solidus curves as found by Feest and Doherty . This phase diagram 
54 
was chosen over the more generally accepted diagram listed in 
26 
Hultgren et al.  due to its more recent determination and 
because of the fact that it very closely resembles the calculated 
27 28 
or predicted diagrams of Steininger  , Pascoe and Mackoviak 
29 
and Seltz  .  Table 10 is a list of tie line compositions and 
temperatures as read from Figure 8. 
30 
Dohken and Elliott  have demonstrated that the heat of 
26 
mixing data of Hultgren et al.  , found in Table 11, are about 
31-35 the average values of the results reported by many experimenters 
Therefore these values of the heat of mixing were used in the analysis, 
rather than a large number of scattered data. 
Activity data for copper in liquid copper-nickel alloys have 
been found to be in good agreement among experimenters. The 
36 
activities of copper determined by Schultz et al.  were chosen 
for the analysis.  These activities are listed in Table 12. 
The phase diagram data of Table 10, the integral heat of 
mixing data of Table 11, the copper activity data of Table 12 
together with the appropriate constants for copper and nickel 
of Table 9 formed the basis of the analysis of the copper-nickel 
system. 
2. Analysis and synthesis. 
a.  Simplex analysis 
The previously mentioned experimental data were entered into 
55 
the MAPS program, which sets up the proper form of Eqs. (33), (34), 
(40), (44) and (45), and were analyzed by means of the simplex 
linear programming technique.  The initial output of the MAPS 
program were the coefficients of the a-parameter. Table 13 is 
the list of a-parameter coefficients as determined by the simplex 
technique for orders of the a-parameter ranging from zero to 
four. 
The five sets of a-parameter coefficients listed in Table 
13 give no indication of the lowest order of the a-parameter that 
is able to adequately describe the system under investigation. 
One method, although crude and cumbersome, to determine the 
"best" order is by the comparison of the experimental input 
data with their synthesized counterparts.  Thus, the lowest order 
a-parameter which best represents the three sets of input data 
would be chosen. 
Tables 14 and 15 list the original heat of mixing and activity 
data, respectively, and their synthesized values from the n-th order 
a-parameters. Figures 9 to 13* are the synthesized phase diagrams 
*Each computer drawn phase diagram may be easily identified by means 
of a series of code characters of the form AB-CD-E-F, where 
AB = code digit for the two elements (see Table 9) 
CD = order of a-parameter representation 
E = analysis technique, either simplex (S) or least squares (L) 
F = phase diagram synthesis method (see Section IV) 
For example, from Figure 11, the code 23-02-S-l represents a 
Cu-Ni phase diagram synthesized from a second order, simplex 
determined, a-parameter by the analytical phase diagram calculation 
method. 
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for an a-parameter order of n = 0 to n = 4, respectively. 
For the heat of mixing and activity comparisons, a first 
order, or n = 1, a-parameter is seen to quite adequately describe 
the solution thermodynamic data of this system. However, the 
synthesized phase diagrams of Figures 9 to 13, which were 
synthesized by the Analytical Method described in Section IV, 
do not seem to be well represented by a low order a-parameter. 
These phase diagrams are seen to possess a distinct S-shape, which 
lessens as the order of the a-parameter increases. This S-shape 
may be due to the non-linearity of the phase boundary equations, 
Eqs. (33) and (34), or it could be due to the type of formalism 
used in the analysis.  Therefore, it was found adviseable to 
recheck the synthesized phase boundaries by another analytical 
method. 
Figures 14 to 18 are the copper-nickel phase diagrams 
synthesized by the Known Phase Boundary Method described in 
Section IV.  In the case of the copper-nickel system, it was 
found that the liquidus curve was known to a high degree of 
accuracy.  The initial liquidus phase boundary data of Table 10 
14 
were fed into a standard least squares program, LEAPS  , to find 
the coefficients for the power series representation of the 
liquidus curve given by Eq. (76).  It was found that a fourth order 
power series was a good fit of these data. The coefficients of 
this power series representation of the liquidus curve are 
found in Table 16. 
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It can be seen in Figures 14 to 18 that this method of 
synthesizing phase diagrams does not have the distinct S-shape 
for the calculated phase boundary.  A second order ot-parameter, 
Figure 16, is the a-parameter of lowest degree which adequately 
represented the phase boundary data. 
Thus with the comparisons made of each input data set used 
in the analysis and their synthesized counterparts, it appears 
that, overall, the first order a-parameter coefficients, as 
determined by the simplex linear programming technique, were an 
adequate representation of the Cu-Ni binary system.  The largest 
comparison difference found for the heat of mixing data was 
less than 5 J/mole, for the copper activities it was less than 
0.015, and for the phase boundary data it was less than 5°K for 
the solidus curve.  These differences are all much less than their 
respective experimental errors. 
b. Least squares analysis 
The same data that were used in the simplex analysis were 
re-entered into the MAPS program and analyzed by the least squares 
linear programming technique. Table 17 gives a list of the 
a-parameter coefficients for orders of the a-parameter ranging 
from zero to four.  Even though the two analysis techniques 
were based on different error criteria, a comparison between 
Tables 13 and 17 shows that, at least for the lower order a- 
parameters, the coefficients were strikingly similar. 
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By using the comparison method, described in the previous 
subsection, it was found that the first order a-parameter was 
an adequate representation for the input data of this system. 
Tables 18 and 19 compare the input heat of mixing and 
activity data, respectively, with their synthesized counterparts. 
Figures 19 to 23 are the synthesized phase diagrams determined 
by the Analytical Method and Figures 24 to 28 are the synthesized • 
phase diagrams determined by the Known Phase Boundary Method. 
All synthesized data were computed for orders of the a-parameter 
ranging from zero to four. A comparison between these tables 
and figures and those in the simplex analysis section, show that 
both analysis techniques yield nearly identical results.  Thus 
some criteria other than a comparison of results must be used to 
select which analysis technique should be used over the other.  One 
criteria must surely be that the least squares technique will 
use far less memory and computation time on the computer. 
Another reason for selecting the least squares technique is that 
the error criteria for this technique is based upon a squared 
difference.  This criteria could be applied in some fashion to 
a standard analysis of variance which could make the a-parameter 
order selection a mathematical rather than objective choice. 
3.  Extrapolations from the a-parameter. 
Now that the first degree a-parameter coefficients as 
determined by the least squares analysis have been chosen as 
59 
those which best represent the system, it would be informative 
to find the degree of extrapolation that these a-parameter 
coefficients lend themselves to. 
Figure 29 and Table 20 show the synthesized activities of 
both copper and nickel in liquid copper-nickel alloys at various 
temperatures other than the temperatures of any experimental 
input data.  These curves are very smooth and show a very strong 
resemblance to the shape of the activity curve of the 
experimental copper activity input data. These activities might 
be classed as a "mild extrapolation" since there was activity 
data of copper in liquid copper-nickel alloys used in the analysis. 
Figure 30 and Table 21 show the synthesized activities of 
both copper and nickel in solid copper-nickel alloys at various 
temperatures. The activities of copper and nickel at 973°K, as 
26 
reported by Hultgren et al.  , were placed on this figure for 
comparison with the synthesized activities only and were not used 
in the analysis.  The experimental and synthesized activities at 
973°K are in very good agreement and thus, this extrapolation 
seems to be very good. The synthesis of these activities could 
be classed as a "strong extrapolation" since there was no activity 
data, of either component, in solid copper-nickel alloys used 
in the analysis.  It should be noted that on Figure 30 the 
activity curves of copper cross at one composition. This might be 
attributable to the type of formalism used in the analysis and 
synthesis.  The activity of copper and nickel at 700°K may be 
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seen to exhibit an inflection point at about X^. = 0.65 (see 
Table 21). This inflection in the activity curves is evidence 
of a metastable configuration for the single solid solution. 
Therefore, a new stable phase should now be present in the alloys 
found near this point of inflection.  Since the heat of mixing 
was positive for solid solutions in this system, it would appear 
that below some critical temperature a miscibility gap should be 
present. 
The application of Newton's Method to Eqs. (73) and (75) 
showed that a critical temperature and composition exists. This 
cr cr 
temperature and composition were T  = 721°K and Xl.  = 0.678. 
By use of the Graphical Method of phase boundary determination, 
the phase boundary of this miscibility gap was determined. As 
an example of this method, Figure 31 is a plot of the integral 
free energy of mixing at 500°K over the entire composition range 
for solid copper-nickel alloys.  This curve has a definite common 
tangent near the two local minima and the points of common 
tangency are the composition of the miscibility gap boundary at 
this temperature. After making a series of these plots, Table 
22 was constructed which lists the compositions of the miscibility 
gap boundary as a function of temperature. 
Figure 32 is the complete phase diagram for the liquid and 
solid phases as determined solely from the synthesis methods 
described in Section IV.  The miscibility gap determination would 
also be classed as a "strong extrapolation" of the a-parameter 
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because there were no low temperature data entered into the analysis. 
A search was made of the literature to see if the miscibility gap 
predicted in this study approximates an experimentally determined 
miscibility gap.  Only one specific reference to this topic was 
37 found.  Elford, MUller and Kubaschewski  predicted that a 
miscibility gap should occur in this system below 600°K.  This 
prediction was based solely on thermodynamic calculations. An 
experimental determination of the presence of the miscibility gap 
proves to be very difficult since, at low temperatures, the diffusion 
rate of copper or nickel in copper-nickel alloys is very low. 
Tables 23 and 24 are a comparison of calculated and experimental 
partial molar quantities for solid and liquid copper-nickel 
alloys, respectively, at temperatures used in the analysis. From 
an examination of these two tables, the comparison can be seen to 
be very good, especially for the solid alloys. 
Thus, the first order a-parameter coefficients, as determined 
by the least squares analysis, shown in Table 17, are a very good 
representation of the copper-nickel binary system. 
B.  The Gold-Nickel System 
1. Experimental input data. 
Figure 33 is the experimentally determined phase diagram for 
38 
the gold-nickel system, as compiled by Hansen  .  The solidus 
39 line determined by Fraenkel and Stern , although not known to a 
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high degree of accuracy, was used in the analysis. This is the 
phase diagram that is most commonly accepted for this system. 
Table 25 is a list of tie-line compositions and temperatures read 
from Figure 33. 
Tables 26 and 27 are the integral heat of mixing and activity 
40 
of gold as determined by Sellars and Maak . Both of these tables 
are for solid gold-nickel alloys at 1173°K. 
The phase diagram data of Table 25, the integral heat of 
mixing data of Table 26, the gold activities of Table 27 and the 
appropriate constants for gold and nickel in Table 9, together 
with Eqs. (33), (34), (40), (44) and (45) form the basis of the 
analysis for the Au-Ni system. 
2. Analysis and synthesis. 
As was demonstrated in the analysis of the Cu-Ni binary system, 
the least squares analysis is the more efficient method of 
analysis; therefore it was employed in the analysis of this system. 
Table 28 presents the a-parameter coefficients for this system as 
determined by the least squares analysis technique.  By the same 
method of "best" order determination as was used in the Cu-Ni 
system, it was found that at least a third order a-parameter was 
necessary to adequately describe this binary system. 
The initial input phase boundary data of Table 25 was analyzed 
by the LEAPS technique to find the power series representation, 
Eq. (77), of the liquidus curve.  The coefficients of Eq. (77), 
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listed in Table 29, were used in conjunction with the Known Phase 
Boundary technique in the determination of the phase diagram 
found in Figure 34. At the gold-rich end of the phase diagram of 
Figure 34, the LEAPS curve for the liquidus line does not fit the 
experimental points very well.  This may explain why the calculated 
solidus curve does not fit the experimental points very well in 
this region. 
The solution of Eqs. (73) and (75) by a Newton-Raphson 
technique, as applied to the gold-nickel system, showed that there 
cr 
was a critical temperature and composition at T  = 1081°K and 
cr 
XX. = 0.745.  By the Graphical (common tangent) procedure, an 
example of which appears in Figure 35, the compositions of the 
miscibility gap were determined.  These computed compositions are 
listed in Table 30 as well as the experimentally determined 
39 
temperatures and compositions of Fraenkel and Stern . The 
complete phase diagram, as synthesized from the a-parameters, 
\ 
for the liquid and solid phases, is shown on Figure 36. The 
calculated and experimental miscibility gaps are seen to be in 
good agreement on this figure. Therefore, the determination of 
the miscibility gap boundary, which is a "strong extrapolation" 
of the a-parameter, can be seen to a fairly reliable prediction. 
One of the difficulties that was evident in the analysis of 
binary systems, by the a-parameter approach, was the use of a 
limited number of input data in the analysis.  In the case of 
the gold-nickel analysis, no heat of mixing or activity data for 
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the liquid phase was utilized. The consequences of this limited 
analysis may be seen in the synthesis of quantities from the 
resulting a-parameter. The integral heat of mixing, Table 31, and 
the activities of both components, Figure 37, were synthesized 
from the a-parameter coefficients of the liquid phase, Table 28. 
The poor fit of these results were probably due to the lack of 
liquid phase input data.  They might also be attributable to the 
formalism itself or to the high degree of the a-parameter. Thus, 
the liquid phase calculation could be classed as a poor "strong 
extrapolation". 
Table 32 and Figure 38 show the synthesized activities of 
both gold and nickel in solid gold-nickel alloys.  Table 33 is a 
list of various calculated and experimental partial molar quantities 
for solid gold-nickel alloys at 1173°K. These three tables and 
figures show data and curves that are a good representation of the 
experimental data of this system. 
C.  The Gold-Copper System 
1. Experimental input data. 
41 
Figure 39 is Bennett's  recent experimentally determined 
gold-copper phase diagram. Tie-line temperatures and compositions 
were read off of Figure 39 and are listed on Table 34. 
Table 35 lists the integral heat of mixing data as compiled 
by Hultgren et al.  , at 800°K for solid gold-copper alloys. 
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Table 36 lists the activity of gold in liquid gold-copper 
26 
alloys at 1550°K as listed in Hultgren e_t al. 
These data, along with the appropriate constants of Table 9, 
form the basis of analysis for the gold-copper binary system. 
2. Analysis and synthesis. 
It was determined, by inspection of the results produced 
from various orders of least squares determined a-parameter 
coefficients, that at least a first order a-parameter representation 
was necessary to describe the gold-copper system.  These coefficients 
are listed in Table 37 for the solid and liquid phases. 
The input phase boundary data of Table 34 was analyzed by the 
LEAPS technique to determine the coefficients of Eq. (77) for 
the liquidus curve. Equation (77) was used in the Known Phase 
Boundary Method to determine the phase diagram of Figure 40. 
Figure 41 and Table 39 show the activities of gold and copper 
in solid gold-copper alloys at various temperatures. Table 40 
lists various calculated and experimental partial molar quantities 
for solid gold-copper alloys. Figure 42 and Table 41 list the 
activities of gold and copper in liquid gold-copper alloys. 
Table 42 lists various calculated and experimental partial molar 
quantities for liquid gold-copper alloys at 1550°K.  It can be 
seen from these tables and figures that the first order a-parameter 
representation allows "mild and strong extrapolations" to be made 
in this system. 
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The a-parameter coefficients were tested for critical points 
and none were found. Also the stability function was plotted 
versus composition and no evidence of compound formation was found. 
Thus, in order to synthesize the thermodynamics of the compound 
formation known to exist in this system, input data, either phase 
diagram or solution thermodynamic, must be entered into the analysis 
of the system. 
D.  Summary of Binary Investigations 
The Cu-Ni, Au-Ni and Au-Cu binary systems have been analyzed 
and synthesized using the a-parameter formalism. These systems were 
seen to be adequately described by no more than a third order 
representation.  The extrapolative form of the a-parameter allowed 
calculations to be made that predicted the presence of a miscibility 
gap below 721°K in the Cu-Ni system. The synthesized activities 
of gold and nickel in liquid Au-Ni alloys exhibited both positive 
and negative deviations from ideality. These unexpected deviations 
may be attributed to the lack of activity data of the components 
in the liquid phase, to the high order of the a-parameter used in 
the synthesis, or to the formalism itself. The stability function, 
when applied to each binary system, was found not to be able to 
predict adequately either a miscibility gap or compound formation. 
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T (°K) 
m 
AHf(J/mole) 
C (J/mole-K) 
P 
CS(J/mole-K) 
P 
Gold 
1336 
12761 
29.3 
23.68+.00519T 
Atomic Weight    197.0 
Crystal Structure fee 
Symbol Au 
Code 1 
Copper 
1356 
12970 
31.4 
Nickel 
1728 
17154 
38.9 
22.64+.0063T  29.71+.0042T-933000/T 
63.54 
fee 
Cu 
2 
58.71 
fee 
Ni 
3 
Table 9. Physical Constants of the Elements Under^'Investigation. 
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Temperature 
(°K) 
Mole Fraction 
Solid Nickel 
0.0088 
Mole Fraction 
Liquid Nickel 
1360. 0.0052 
1400. 0.1076 0.0672 
1440 0.2184 0.1441 
1480. 0.3341 0.2325 
1520. 0.4495 0.3303 
1560. 0.5613 0.4363 
1600. 0.6684 0.5510 
1640. 0.7715 0.6755 
1680. 0.8731 0.8127 
1720. 0.9780 0.9662 
Table 10.  Initial Cu-Ni Phase Boundary Data. 
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AHm Mole Fraction 
(Joules/mole) Copper 
971. 0.1 
1582. 0.2 
1879. 0.3 
1929. 0.4 
1778. (±420) 0.5 
1485. 0.6 
1109. 0.7 
695. 0.8 
310. 0.9 
Table 11.  Initial Integral Heat of Mixing Data for the Cu-Ni 
System at 973°K. 
Cu 
0.907 
Mole Fraction 
Copper 
0.190 0.1 
0.330 0.826 0.2 
0.440 0.752 0.3 
0.533 0.682 0.4 
0.612 (±0. ,03) 0.611 (±0 '.02) 0.5 
0.678 0.539 0.6 
0.740 0.455 0.7 
0.813 0.341 0.8 
0.900 0.185 0.9 
Table 12.  Initial Acti .vity Data for the Cu-Ni Systei 
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Degree of Alpha Parameter 
Coefficient n=0 
-0.7617 
2815. 
n=l 
1.491 
-1363. 
-2.817 
5233. 
n=2 
-3.098 
7407. 
15.64 
-29440. 
-15.76 
29370. 
n=3 
-5.467 
9476. 
15.06 
-18870. 
6.517 
-24300. 
-21.40 
44870. 
10 
n=4 
-8.939 
14920. 
51.53 
-77930. 
-116.9 
180500. 
143.5 
-233100. 
-75.25 
128200. 
1 
4 
4 
,S 
5 
4 
4 
4 
4 
4o 
0.5037 0.8607 2.190 1.629 2.200 
855.5 -801.0 -794.5 -771.4 -870.4 
-.5856 -4.435 -1.162 -7.107 
2209. 2177. 2014 2905. 
2.654 -3.550 15.65 
29.95 349.5 
3.632 
-186.4 
-2227. 
-20.48 
2813. 
10.31 
-1220. 
Table 13. Alpha Parameter Coefficients for the Cu-Ni Binary System 
Determined by SIMPLEX. 
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Initial 
^  
n=0 ii=l 
Cu AH™ AHm AH1" 
0.1 971. 640. 971. 
0.2 1582. 1138. 1577. 
0.3 1879. 1494. 1879. 
0.4 1929. 1707. 1929. 
0.5 1778. 1778. 1778. 
0.6 1485. 1707. 1485. 
0.7 1109. 1494. 1109. 
0.8 695. 1138. 699. 
0.9 310. 640. 310. 
Degree of a-Parameter — 
n=2      n=3 
AH ,m 
975. 
1582. 
1883. 
1929. 
1778. 
1485. 
1109. 
699. 
310. 
A£ 
971. 
1582. 
1883. 
1929. 
1778. 
1485. 
1105. 
695. 
310. 
n=4 
971. 
1582. 
1883. 
1929. 
1778. 
1485. 
1109. 
699. 
310. 
M AH Expressed in Joules/mole. 
Table 14.  Calculated Values of the Heat of Mixing for the Cu-Ni 
System at 973°K (SIMPLEX). 
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Initial n=0 
— jugie 
n=l 
e oi a-rara 
n=2 
we Lei 
n=3 
 ,. 
n=4 
XCu aCu aCu aCu aCu aCu aCu 
0.1 0.190 0.188 0.190 0.190 0.190 0.190 
0.2 0.330 0.330 0.331 0.330 0.330 0.330 
0.3 0.440 0.440 0.440 0.440 0.442 0.441 
0.4 0.533 0.530 0.529 0.531 0.533 0.533 
0.5 0.612 0.608 0.606 0.611 0.608 0.611 
0.6 0.678 0.680 0.678 0.684 0.674 0.678 
0.7 0.740 0.751 0.750 0.755 0.740 0.742 
0.8 0.813 0.825 0.825 0.829 0.814 0.813 
0.9 0.900 0.907 0.907 0.908 0.901 0.900 
Table 15. Calculated Copper Activities for the Cu-Ni System at 
1823°K (SIMPLEX). 
Coefficient Value 
a0 11102.62 
°1 -2887.637 
*2 279.9942 
a3 -12.06484 
a, 0.1967424 
Table 16.  Fourth Order Coefficient of Eq. (76) for the Cu-Ni 
Liquidus Curve. 
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Coefficient n=0 
■uegre 
11=1 
le or a-rara 
n=2 
meter  
n=3 
>- 
n=4 
4 -0.8102 1.590 -4.053 -4.238 -11.06 
4 2893. -1538. 8695. 7410. 18480. 
4 -3.076 18.38 6.839 72.45 
4 5702. -33260. -4403. -114000. 
4 -17.65 22.42 -188.7 
4 32060. -52830. 306600. 
4 -30.62 244.7 
4 61570. -413000. 
4 -124.6 
A^„ 216600. 
1 
4 
4 
0.5185 0.8909 1.836 0.6656 3.205 
838.7 -816.4 -337.8 254.7 -1710. 
-0.6033 -3.367 4.484 -15.84 
2229. 688.9 -3849. 10040. 
1.893 -13.24 41.25 
1137. 10420. 
8.722 
-5530. 
-22640. 
-51.25 
26770. 
23.31 
-11110. 
Table 17. Alpha Parameter Coefficients for the Cu-Ni Binary System 
Determined by a Least Squares Analysis. 
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Initial 
t — 
n=0 
uegre 
n=l 
.e  or a-tfan 
n=2 
imeter  
n=3 n=4 
XCu 
AH^ AHm AHm AH"
1 AHm AH* 
0.1 971. 628. 975. 1004. 941. 962. 
0.2 1582. 1117. 1582. 1607. 1577. 1586. 
0.3 1879. 1464. 1883. 1883. 1900. 1887. 
0.4 1929. 1647. 1929. 1908. 1946. 1925. 
0.5 1778. 1745. 1778. 1749. 1778. 1770. 
0.6 1485. 1674. 1485. 1469. 1464. 1485. 
0.7 1109. 1464. 1105. 1113. 1088. 1113. 
0.8 695. 1117. 695. 724. 703. 703. 
0.9 310. 628. 305. 347. 343. 297. 
.m 
AH"1 Expressed in Joules/mole. 
Table 18. Calculated Values of the Heat of Mixing for the Cu-Ni 
System at 973°K (Least Squares). 
X, Cu 
Initial 
Cu 
n=0 
aCu 
— Degree of a-Parameter - 
n=i      n=2     n=3 
Cu Cu Cu 
n=4 
a Cu 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
0.190 
0.330 
0.440 
0.533 
0.612 
0.678 
0.740 
0.813 
0.900 
0.188 
0.329 
0.439 
0.529 
0.607 
0.679 
0.751 
0.825 
0.907 
0.190 
0.331 
0.440 
0.529 
0.607 
0.678 
0.750 
0.825 
0.907 
0.190 
0.331 
0.441 
0.529 
0.606 
0.678 
0.749 
0.824 
0.907 
0.190 
0.330 
0.442 
0.533 
0.609 
0.676 
0.742 
0.815 
0.902 
0.190 
0.330 
0.441 
0.533 
0.611 
0.678 
0.742 
0.812 
0.899 
Table 19. Calculated Copper Activities for the Cu-Ni System at 
1823°K (Least Squares). 
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Cu Cu %i a. Cu %i Cu Ni 
  
0.00 0.000 1.000 0.000 1.000 0.000 1.000 
0.05 0.105 0.952 0.095 0.952 0.087 0.951 
0.10 0.194 0.908 0.178 0.906 0.165 0.905 
0.15 0.270 0.867 0.252 0.863 0.236 0.860 
0.20 0.336 0.828 0.317 0.822 0.302 0.817 
0.25 0.393 0.791 0.376 0.783 0.361 0.776 
0.30 0.440 0.755 0.429 0.745 0.415 0.736 
0.35 0.490 0.721 0.477 0.708 0.466 0.696 
0.40 0.532 0.686 0.521 0.671 0.512 0.658 
0.45 0.571 0.651 0.563 0.634 0.556 0.619 
0.50 0.608 0.615 0.602 0.597 0.597 0.580 
0.55 0.644 0.577 0.640 0.558 0.636 0.541 
0.60 0.679 0.537 0.677 0.517 0.675 0.500 
0.65 0.714 0.494 0.713 0.474 0.712 0.457 
0.70 0.750 0.446 0.749 0.427 0.749 0.411 
0.75 0.786 0.393 0.787 0.376 0.787 0.361 
0.80 0.825 0.334 0.825 0.319 0.825 0.306 
0.85 0.865 0.267 0.865 0.245 0.865 0.244 
0.90 0.907 0.190 0.907 0.182 0.907 0.174 
0.95 0.952 0.102 0.952 0.098 0.952 0.094 
1.00 1.000 0.000 1.000 0.000 1.000 0.000 
^ 
2.29 2.18 2.03 2.10 1.82 2.03 
Temper 1800 1900 
 « 
2000 
ature (°K) 
Table 20.     Calculated Activities of Copper anc 1 Nickel ir L Liqui 
Copper-Nickel Alloys. 
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Cu a Cu EN1 aCu ^Ni aCu ftti aCu ^i 
0.00 0.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 
0.05 0.357 0.958 0.246 0.956 0.194 0.955 0.164 0.955 
0.10 0.525 0.931 0.387 0.924 0.318 0.920 0.278 0.917 
0.15 0.600 0.914 0.468 0.899 0.400 0.891 0.359 0.884 
0.20 0.629 0.905 0.517 0.881 0.456 0.867 0.418 0.857 
0.25 0.636 0.902 0.546 0.867 0.496 0.846 0.463 0.832 
0.30 0.635 0.902 0.566 0.856 0.526 0.827 0.500 0.808 
0.35 0.633 0.904 0.582 0.845 0.551 0.809 0.531 0.785 
0.40 0.633 0.904 0.596 0.832 0.574 0.789 0.559 0.761 
0.45 0.636 0.901 0.612 0.817 0.597 0.767 0.586 0.735 
0.50 0.644 0.890 0.629 0.795 0.620 0.741 0.614 0.705 
0.55 0.658 0.869 0.650 0.767 0.645 0.709 0.642 0.671 
0.60 0.677 0.836 0.675 0.730 0.673 0.669 0.672 0.630 
0.65 0.702 0.787 0.703 0.681 0.704 0.621 0.704 0.583 
0.70 0.732 0.721 0.735 0.620 0.737 0.564 0.739 Q.528 
0.75 0.768 0.636 0.772 Q.546 0.774 0.496 0.776 0.463 
0.80 0.808 0.533 0.817 0.458 0.814 0.416 0.816 0.389 
0.85 0.852 0.413 0.855 0.357 0.857 0.326 0.858 0.306 
0.90 0.900 0.281 0.902 0.245 0.903 0.225 0.903 0.212 
0.95 0.950 0.140 0.950 0.125 0.951 0.116 0.951 0.110 
1.00 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
^ 
10.03 2.76 6.41 2.51 4.82 2.36 3.95 2.27 
Temper 700 900 
 H               "    -■ ■      — 
1100 1300 
ature (°K) 
Table 21. Calculated Activities of Copper and Nickel in Solid 
Copper-Nickel Alloys. 
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Temperature  . 
(°K) Si 
0.000 
Si 
50 1.000 
100 0.020 1.000 
150 0.048 1.000 
200 0.077 1.000 
250 0.118 1.000 
300 0.151 0.988 
350 0.188 0.984 
400 0.226 0.978 
450 0.266 0.966 
500 0.310 0.946 
550 0.355 0.925 
600 0.411 0.893 
650 0.471 0.849 
700 0.558 0.782 
721 0.678 0.678 
Table 22.  Calculated Miscibllity Gap Phase Boundaries. 
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Mole Fraction Mole Fraction Temperature 
Liquid Nickel Solid Nickel 
0.025 
(°K) 
0.041 1323 
0.123 0.072 1298 
0.199 0.130 1273 
0.277 0.214 1248 
0.329 0.272 1235.5 
0.407 0.408 1223 
0.471 0.593 1235.5 
0.504 0.649 1248 
0.554 0.719 1273 
0.587 0.761 1298 
0.615 0.798 1323 
0.646 0.830 1348 
0.675 0.856 1373 
0.702 0.877 1398 
0.727 0.894 1423 
0.752 0.907 1448 
0.779 0.921 1473 
0.802 0.931 1498 
0.827 0.941 1523 
0.851 0.949 1548 
0.876 9.958 1573 
0.898 0.965 1598 
0.919 0.973 1623 
0.940 0.980 1648 
0.959 0.987 1673 
0.981 0.993 1700 
Table 25.  Initial Au-Ni Phase Boundary Data D etermined From 
Figure 33. 
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AH" Mole Fraction 
(Joules/mc )le) Gold 
3410 0.1 
5230 0.2 
6276 0.3 
6674 0.4 
6548 0.5 
5983 0.6 
5021 0.7 
3682 0.8 
2008 0.9 
Table 26.  Initial Integral Heat of Mixing Data for the Au-^i 
System at 1173°K From Sellars and Maak*0. 
Au Mole Fraction 
0.529 
Gold 
0.1 
0.627 0.2 
0.658 0.3 
0.683 0.4 
0.708 0.5 
0.749 0.6 
0.797 0.7 
0.846 0.8 
0.912 0.9 
Table 27. Initial Gold Activit y Data in Solid Au- 
1173°K From Sellars and Maak40. 
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Coefficient     Value 
4 -18.34 
4 27000. 
4 46.22 
4 -80160. 
4 -55.90 
4 116500. 
4 32.33 
4 -69830. 
Al -1.994 
4 2757. 
4 10.31 
4 -4737. 
AS 5 -18.73 
A6 7813. 
4 9.100 
4 -1267. 
Table 28. Third Order Alpha Parameter Coefficients for the Au-Ni 
Binary System Determined by a Least Squares Analysis. 
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Coefficient Value 
ai 13.36122 
a2 -0.051855 
a3 0.0042436 
a4 -0.28327X10"
3 
a5 0.80382X10~
5 
a6 -0.10390X10"
6 
a7 0.631198X10"
9 
a8 -0.14610X10"
11 
Table 29.  Seventh Order Coefficients of Eq. (77) for the Au-Ni 
Liquidus Curve. 
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T 
(°K) 
Calculated       Experimental 
v» Y" Y' V" 
^Ni       *Ni        *Ni       *Ni 
450 0.007 
500 0.013 
550 0.019 
600 0.028 
650 0.041 
700 0.063   0.989 
750 0.087   0.988 
773 0.161   0.959 
800 0.113   0.983 
850 0.149   0.979 
873 0.204   0.945 
900 0.198   0.968 
950 0.258   0.951 
973 0.349   0.907 
1000 0.371   0.928 
1050 0.587   0.881 
1073 0.606   0.804 
1078 0.773   0.773 
Table 30. Calculated and Experimental Phase Boundary Compositions 
of the Au-Ni Misclbility Gap (Experimental Data From 
Fraenkel and Stern™). 
XAu AH^Calc.) AH^Exp.) (Joules/mole) 
0.5 4368 2151 
0.6 6213 2067 
0.7 7217 1807 
0.8 7008 1377 
0.9 4954 774 
Table 31. Calculated and Experimental Heats of Mixing for Liquid 
Au-Ni Alloys (Experimental Data From Hultgren et al.2^ 
at 1369°K). 
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X Au *Au "Mi Au "Hi *Au "Hi 
0.00 0.000 1.000 0.000 1.000 0.000 1.000 
0.05 0.697 0.965 0.493 0.963 0.370 0.962 
0.10 0.800 0.958 0.640 0.945 0.504 0.940 
0.15 0.800 0.958 0.682 0.937 0.560 0.926 
0.20 0.800 0.958 0.693 0.933 0.590 0.916 
0.25 0.800 0.958 0.699 0.931 0.613 0.906 
0.30 0.800 0.958 0.705 0.928 0.634 0.894 
0.35 0.800 0.958 0.713 0.923 0.655 0.880 
0.40 0.800 0.958 0.723 0.915 0.676 0.864 
0.45 0.800 0.958 0.734 0.905 0.697 0.845 
0.50 0.800 0.958 0.746 0.892 0.716 0.824 
0.55 0.800 0.958 0.758 0.876 0.734 0.802 
0.60 0.800 0.958 0.770 0.857 0.752 0.776 
0.65 0.802 0.949 0.784 0.832 0.770 0.746 
0.70 0.813 0.921 0.800 0.798 0.789 0.709 
0.75 0.829 0.876 0.819 0.749 0.811 0.658 
0.80 0.850 0.803 0.843 0.678 0.838 0.589 
0.85 0.877 0.690 0.873 0.574 0.870 0.493 
0.90 0.911 0.525 0.909 0.429 0.908 0.363 
0.95 0.952 0.295 0.952 0.237 0.951 0.197 
1.00 1.000 0.000 1.000 0.000 1.000 0.000 
*; 
25.84 6.48 17.06 5.08 11.78 4.15 
Temper- 1000 1100 1200 
ature (°K) 
Table 32. Calculated Activities of Gold and Nickel in Solid 
Gold-Nickel Alloys. 
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Mole Fraction Mole Fraction Temperature 
Liquid Copper Solid Copper 
0.015 
<°K) 
0.020 1323.0 
0.110 0.086 1273.0 
0.179 0.140 1242.7 
0.257 0.216 1212.9 
0.305 0.257 1200.3 
0.406 0.366 1184.9 
0.437 0.437 1182.9 
0.477 0.510 1184.2 
0.510 0.544 1186.8 
0.611 0.651 1204.1 
0.651 0.693 1213.3 
0.713 0.756 1229.3 
0.756 0.808 1242.8 
0.786 0.838 1251.8 
0.838 0.884 1271.1 
0.856 0.903 1279.9 
0.903 0.943 1302.5 
0.908 0.946 1304.8 
0.946 0.973 1324.4 
0.948 0.974 1326.1 
0.974 0.989 1340.5 
0.979 0.991 1343.6 
0.991 0.998 1350.9 
Table 34.  Initial Au-Cu Phase Boundary Data I )etermined From 
Figure 39. 
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AHm Mole Fraction 
(Joules/mole) 
-1841 
Gold 
0.1 
-3740 0.2 
-5012 0.3 
-5351 0.4 
-5109 0.5 
-4494 0.6 
-3573 0.7 
-2435 0.8 
-1213 0.9 
Table 35. Initial Integral Heat of ! 3oluti< an Data f< 
System at 800°K From Hultgren et al. 26 
Au 
0.022 
Mole Fraction 
Gold 
0.1 
0.061 0.2 
0.120 0.3 
0.204 0.4 
0.314 0.5 
0.445 0.6 
0.592 0.7 
0.742 0.8 
0.883 0.9 
Table 36. Initial Gold Activ ity Data : Ln Liquid 
1550°K From Hultgren et al. 26 
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Coefficient        Value 
4 5.483 
4 -10750. 
4 -7.777 
4 11260. 
4 -3.654 
4 1252. 
AS 3 5.391 
AS 4 -4859. 
Table 37. First Order Alpha Parameter Coefficients for the Au-Cu 
Binary System Determined by a Least Squares Analysis. 
Coefficient        Value 
a 
1 13.35835 
a2 -0.056595 
a3 -0.16817X10
-3 
a4 0.26232X10"
4 
a5 -0.30270X10"
6 
a6 0.11582X10"
8 
Table 38. Fifth Order Coefficients of Eq. (77) for the Au-Cu 
Liquidus Curve. 
Ill 
X 
'Au Au Cu Au Cu Au Cu 
0.00 0.000 1.000 0.000 1.000 0.000 1.000 
0.05 0.003 0.940 0.006 0.945 0.012 0.947 
0.10 0.007 0.864 0.016 0.880 0.027 0.890 
0.15 0.015 0.778 0.029 0.808 0.044 0.827 
0.20 0.027 0.685 0.047 0.731 0.066 0.761 
0.25 0.046 0.591 0.070 0.651 0.092 0.692 
0.30 0.071 0.501 0.099 0.571 0.122 0.620 
0.35 0.104 0.416 0.134 0.492 0.158 0.548 
0.40 0.146 0.339 0.177 0.417 0.200 0.476 
0.45 0.198 0.271 0.227 0.347 0.247 0.407 
0.50 0.258 0.213 0.284 0.283 0.301 0.340 
0.55 0.327 0.164 0.348 0.226 0.361 0.278 
0.60 0.403 0.124 0.418 0.177 0.427 0.222 
0.65 0.484 0.091 0.495 0.134 0.498 0.172 
0.70 0.568 0.066 0.571 0.099 0.573 0.128 
0.75 0.652 0.046 0.651 0.070 0.651 0.092 
0.80 0.733 0.030 0.731 0.047 0.729 0.062 
0.85 0.811 0.019 0.808 0.029 0.806 0.039 
0.90 0.882 0.010 0.880 0.016 0.879 0.021 
0.95 0.945 0.004 0.945 0.007 0.944 0.008 
1.00 1.000 0.000 1.000 0.000 1.000 0.000 
^ 
0.03 0.07 0.10 0.10 0.21 0.13 
Temper- 700 900 1100 
ature  (°K) 
Table 39. Calculated Activities of Gold and Cop per in Solid 
Gold-Copper Alloys. 
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Au *Au *Cu Au *Cu *Au *Cu aAu *Cu 
—— 
~~""~~ 
0.00 0.000 1.000 0.000 1.000 0.000 1.000 0.000 1.000 
0.05 0.009 0.946 0.009 0.945 0.009 0.944 0.009 0.943 
0.10 0.021 0.884 0.021 0.880 0.022 0.877 0.023 0.874 
0.15 0.036 0.816 0.039 0.808 0.041 0.803 0.043 0.798 
0.20 0.056 0.743 0.062 0.733 0.067 0.725 0.071 0.719 
0.25 0.081 0.668 0.091 0.655 0.100 0.646 0.107 0.638 
0.30 0.112 0.591 0.127 0.578 0.140 0.568 0.151 0.561 
0.35 0.149 0.516 0.170 0.503 0.187 0.494 0.203 0.487 
0.40 0.192 0.442 0.219 0.432 0.241 0.424 0.262 0.418 
0.45 0.242 0.373 0.274 0.366 0.301 0.360 0.325 0.356 
0.50 0.299 0.309 0.335 0.305 0.366 0.302 0.393 0.300 
0.55 0.361 0.250 0.400 0.250 0.434 0.251 0.462 0.251 
0.60 0.430 0.198 0.470 0.202 0.503 0.205 0.532 0.207 
0.65 0.502 0.152 0.541 0.159 0.574 0.165 0.601 0.169 
0.70 0.579 0.114 0.614 0.123 0.643 0.130 0.667 0.136 
0.75 0.657 0.081 0.686 0.091 0.710 0.100 0.730 0.107 
0.80 0.734 0.055 0.757 0.065 0.775 0.074 0.790 0.082 
0.85 0.810 0.035 0.825 0.043 0.836 0.052 0.846 0.059 
0.90 0.881 0.019 ~ 0.888 0.026 0.894 0.032 0.899 0.038 
0.95 0.945 0.008 0.947 0.011 0.949 0.015 0.950 0.019 
1.00 1.000 0.000 1.000 0.000 1.000 0.000 1.000 0.000 
^ 
0.15 0.13 0.14 0.20 0.13 0.29 0.13 0.38 
Temper 1400 1600 1800 2000 
ature (°K) 
Table 41. Calculated Activities of Gold and Copper in L: Lquid Gold- 
Copper Alloys. 
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SECTION VI:  EXTENSIONS OF THE a-PARAMETER FORMALISM 
A.   Data Fitting. 
Experimental data are often found to be, and reported as, 
scattered values of a quantity as a function of composition.  It 
is more often advantageous to report these data as a smoothed 
function.  In order to accomplish this, the raw data are often 
fit to a representation by some analytical technique, with the 
most common analytical technique being the least squares method. 
As can be seen in the previous sections of this work, the MAPS 
program was designed just for this purpose. 
Table 5 is a compilation of the activity of silver in liquid 
Ag-Si alloys at 1773°K as reported by Robinson and Tarby 
The program listing, found in Appendix D, is a sample deck structure 
of the MAPS program. This sample program will analyze the given 
data to fit it to a first degree least squares a-parameter 
representation. 
There are a few distinct advantages in using the MAPS 
a-parameter smoothing technique over other methods. First, the 
MAPS program can fit the data to a n-th degree representation. 
Second, activity, heat of solution, and/or phase diagram data may 
all be smoothed by this program.  In the case of activities, once 
the activity of either component has been fit by the a-parameter 
116 
representation, the other activity may be calculated directly 
from Eq. (20), which was determined by a Gibbs-Duhem integration. 
If the heat of solution data is analyzed by this technique, the 
partial molar heats of solution may be readily calculable from 
Eqs. (12) and (36). Thirdly, if any one set or combination of 
sets of data are analyzed, then any other of the calculable 
solution thermodynamic quantities may be predicted by use of 
the a-parameter. 
B.   Extension of the a-Parameter Representation to Ternary Systems. 
It would be of considerable convenience and importance if 
ternary or multicomponent solutions could be represented by a type 
of a-parameter representation. Many approaches have been proposed 
for this type of representation. 
The most obvious representation that might be utilized to 
describe ternary solution thermodynamics and phase diagrams would 
be one that is based entirely upon ternary quantities. This 
approach may seem to be the most basic solution; however, it does 
have one major drawback in that it would rely entirely on 
42 
experimental ternary data. As Ansara  has shown, only about 60 
ternary systems have been investigated for their solution 
43 
thermodynamic quantities and Guertler et al.  only lists about 120 
ternary phase diagrams that have been determined, many of which are 
for noncommercial systems. Therefore, because of the difficulty 
in making measurements in ternary systems, this approach would 
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seem not to have much to offer. 
A second sort of representation that might be used was 
44 45 first suggested by Darken  and later by Rao and Tiller  .  From 
Rao et al.'s binary formalism, a first order a-parameter 
representation, they proposed that the excess free energy of a 
ternary system might be written as 
APXS 9    19 9    1^ 
^T = {" a12N2 + Bo N2 " a13N3 + Bo N3 " (a12 + a13 " a23)N2N3} 
+ {| B^2N2 (1 + N*) + \ B^3N3 (1 + N2)} (95) 
yz 
where N is the ternary mole fraction of component q and B  are 
the a-parameter coefficients of the n-th order representation for 
the y-z binary system. 
If a regular solution were to be ascribed to this representation, 
then Ci«> a-io> and a2^ ^H eacn have a constant value so that the 
right hand side of Eq. (95) would reduce to 
%F '  a12NlN2 + a13NlN3 + a23N2N3 (96) 
This symmetrical form has been used by many investigators including 
46 47 48 49    50 Meijerling  '  , Benedict et al.  , Oriani and Alcock  , Toop  , 
C -I  C ry CO 
Olson and Toop  '  , and Wohl  and is of the type proposed by 
2       44 45 
Margules . Darken  and Rao et al.  treated the term a_^ purely 
as a hypothetical constant of the 2-3 binary or as a "ternary 
fitting parameter". Thus in order to use this representation, the 
ternary fitting parameter, a_3, must be determined from experimental 
investigation of the ternary system. 
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A simpler approach to this problem would be the use of a 
formalism based entirely on binary and pure component data.  In 
practice, these data are much easier to obtain than multicomponent 
42 data. Ansara  has compiled the highlights of several models used 
in the prediction of thermodynamic properties and phase diagrams 
in multicomponent systems. The equations developed by Olson and 
51 54 
Toop  and Kohler  were selected from this group. 
49 46 47 51 Oriani and Alcock , Meijerling  '  , and Olson and Toop 
have shown that, if three regular solutions, i.e., a = A.. + A„/T = 
constant, combine to form a regular ternary solution, then 
Eq. (96) is a rigorous expression for the excess integral molar 
free energy in terms of the three binaries. The standard states 
of the three elements in Eq. (96) were chosen so that the activity 
coefficient, Y » is one when N =1. 
q q 
Figure 43 is a schematic of an arbitrary ternary system 
showing the definition and topographical placement of terms or 
quantities that are used in the following derivations. 
An alternative expression for Eq. (96) can be developed by 
noting the geometry of Figure 43 and the principles associated 
with the a-parameter presented in Sections I and II. Equation (11) 
may be rewritten for the two components of a binary system as 
AG^S = RT Jlny1 (97a) 
AG*8 = RT £nY2 (97b) 
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Where £ny, is defined by Eq. (5a) as 
£nYl = a12X2 (98a) 
where a.„ = A + A /T, i.e.,regular solution,and Any,, is defined 
by Eq. (5b) as 
*
nY2 = a12Xl (98b) 
Noting from first principles that the integral excess molar 
free energy in a binary system is 
AG12 = *1  AGT + X2 ^2 (99) 
the combination of Eqs. (97), (98) and (99) will yield 
AG12 = X1X2 a12 RT (100) 
From the geometry of Figure 43, it is evident that 
Nl V  —      . 
= 
Nl 
Xl ' 1 - N3 Nl + N2 
N2 Y     — = 
N2 
2
 " 
1
 ~  
N3 Nl + N2 
(101a) 
(101b) 
and the substitution of Eqs. (101) into Eq. (99) yields 
AGi2 ■ r^ rbj ai2RT (102) 
or
 xs        2 AG12 (1 " V 
"12 =  NXN2 RT (103) 
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The expressions in Eqs. (102) and (103) are seen to be strictly 
true along the constant composition path N,/N„ in Figure 43. 
Thus the substitution of Eq. (103) and the respective counterparts 
for the 1-3 and 2-3 binaries into Eq. (96) yields the expression 
AG123 _ n N ,2 
-gj— " (1-N3) 
AG: xs 12 
RT 
VN3 
+ a-N2r 
AG; xs 13 
RT 
VN3 
+ (I-V 
AG xs 23 
RT N2/N3 
(104) 
which enables the calculation of the excess integral molar free 
energy entirely from binary data.  It should be noted that, unlike 
55        56 
expressions developed by Bonnier  and Toop  for the integral 
excess free energy in the ternary, Eq. (104) does not depend at 
all on which element of the ternary system is placed at either the 
1, 2, or 3 position of Figure 43. 
The activity coefficient of component 1, as defined in 
Figure 43, in the regular ternary solution may be calculated in 
terms of the binary data by differentiating Eq. (104) with 
respect to N. with N„/N_ constant, or 
Zny 123 
AG: xs 123 
RT + (1-N2) 
3 (AG^3/RT) 
9N, (105) 
VN3 
Noting that 
3N, 
«" 
(l-NjMl-^)' 
N„ 
N2/N3 
(106) 
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Eq. (105) is found to be 
123 
*ny. 
AG xs 
(l-N3HnY^2 + N3(l-N3) -^ 
Nl/N2 
xs 
13 AG13 (l-N9)£nYi  + N0(l-N0) -^ 2   1    2   2  RT Nx/N3 
- (1-^)' 
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AG xs 23 
RT 
VN3 
(107) 
Olson and Toop  have shown that both Eqs. (104) and (107), 
given the geometry of Figure 43, may be applied to systems that 
are non-regular.  Thus, Eqs. (104) and (107) may be quite useful 
for making predictions of ternary thermodynamic properties of 
non-regular systems where measured data are often not available. 
Olson and Toop used Eq. (104) to compute the excess molar free 
energy for various systems where these values were known from 
experiment and found the calculated and experimental results to 
be close. 
Equation (107) may be rewritten for the molar free energy 
of mixing if the ideal terms are added, or 
AG' m 123 
RT (i-V 
AG xs 12 
RT 
VN2 
+ (1-N„)' 
AG xs 13 
RT 
VN3 
+ (I-V 
AG xs 23 
RT 
VN3 
+ ILJlnN + NJ,nN + N £nN3 (108) 
Figures 44, 45 and 46 were drawn with the aid of Eq. (108) for solid 
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Au-Cu-Ni alloys at 500°, 800° and 1100°K, respectively. Figure 47 
is the three dimensional representation of Figure 46 and Table 43 
lists the quantitative values of the free energy of mixing across 
the ternary diagram. 
Olson and Toop  have proposed a systematic method of 
determining ternary phase boundaries. The underlying principle 
used is that tie lines indicating two phase equilibria join the 
conjugate phases, 3 and S, when a,(3) = a.(5), a„(3) = a„(6), and 
a„(3) = a (6). This is the same principle that was used in the 
derivation of the phase boundary constraint equation, Eq. (31). 
These tie lines may be determined by plotting the ternary activities 
of two components along an isoactivity line for the third 
component and the unique points where the above equalities hold 
may be found graphically. 
With the aid of Eq. (107), a program was written which 
scanned the ternary compositional grid to find points of like 
activity for any component in a ternary system. Figure 48 shows 
the results of one of these searches. On this figure and in the 
activity search, nickel was chosen as component 1 and points of 
nickel activity equal to 0.92 in solid Au-Cu-Ni alloys at 1100°K 
were determined by the grid search program. With the grid points 
of the isoactivity of nickel known, the activities of gold and 
copper were calculated directly from Eq. (107). The activities of 
gold and copper were plotted versus a composition ratio to find 
the unique set of points a. (PHASE 1) = a.  (PHASE 2) and 
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and a  (PHASE 1) = a  (PHASE 2). An example of this determination 
may be seen in Figure 49. Here, the unique pair of points were 
found to be 
NNi NNi W1
 = 0.4575 and , f!1 = 0.9517 1-NP   -™-   X_N 
Cu Cu 
These two composition ratios were then applied to the set of 
points defined by the nickel isoactivity curve of Figure 48. The 
two points where the composition ratios were valid were the ends 
of the tie lines and thus define the phase boundary.  Figure 50 
shows the two points where the composition ratios occur along 
the nickel isoactivity curve, and Figure 51 shows a range of 
nickel isoactivity curves and associated tie lines. This technique 
was used at several temperatures and the resulting calculated 
miscibility gap is shown on Figure 50.  It was determined by this 
graphical technique that the ternary critical point is between 
1225 and 1250°K. 
57 58 
Raub and Engel '  have conducted the only extensive phase 
boundary determination of the Au-Cu-Ni miscibility gap. The 
results of their experiments can be found in Figures 53a and b. 
59 
Wise  also listed a drawing of the ternary miscibility gap as 
determined by Raub and Engel, but in this case the coordinates 
were in weight percent. The difference between the calculated and 
experimentally determined phase diagrams for this system is seen 
to be extraordinarily slight. The only major difference is the 
124 
predicted intersection of the miscibility gap with the Cu-Ni 
binary. 
In the case of the binary systems, the miscibility gap critical 
point was found as that temperature and composition that satisfied 
Eq. (78).  This same sort of analysis should be applicable to the 
case of ternary solutions.  In this case the equation of interest 
is 
a2AG?23  3X23 
= 0 (109) 
3N air 
where AG - is defined by Eq. (108) and q is any of the three 
components. This determination encounters many mathematical 
obstacles. For example, if the differentiation is performed with 
respect to component 2, then two derivatives encountered in Eq. 
(109) may be defined as 
3N 
3N^ 
VN3 
Nl             9N3 
" 1-N2 and  3N2 
VN3 
N3 
1-N2 
but how might 
(110) 
3N 3N, 
and 3N. 
VN2 
and 
3N 
VN3 
and 
3N, 
3N^ 
(Ilia) 
(111b) 
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be defined. All of these unknown derivatives will be encountered 
if Eq. (95) is added to the ideal free energy terms, or 
AG?23 
"MT~ 
=
 
[NlN2a12]Nl/N2+ tNlN3a13]Nl/N3 + [N2N3a23]N2/N3 
+ N^nl^ + N2£nN2 + N3JtnN3 (112) 
Therefore, the estimation of the ternary critical point by the 
graphical procedure, which may seem ackward, is the easiest 
analytical approach. 
C.   Summary of q-Parameter Extensions. 
The MAPS program is a viable alternative data smoothing 
routine for experimenters with uncorrelated thermodynamic data. 
Not only does MAPS offer a variable power series fitting function, 
but it is also capable of using the resultant power series 
coefficients to determine values of many other thermodynamic 
properties. 
From the calculations made in this section, it would 
seem that the extension of the a-parameter formalism to ternary 
solutions may prove to be useful to scientists wishing to find 
specific properties of ternary systems without resorting to 
cumbersome experiments.  It should be noted that this method is 
purely predictive since it relies only on binary and pure component 
data. 
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Figure 53a. Experimentally Determined Isothermal Sections of the 
Au-Cu-Ni Miscibillty Gap from Raub and Engel57'58. 
(Temperature in °C, Composition in Atomic Percent.) 
At.-% G/JOP 
Figure 53b. Three Dimensional View of the Au-Cu-Ni MIscibility Gap 
From Raub and Engel57*58.  (Temperature in °C) 
137 
Figure 54.  Isothermal Sections of the Au-Cu-Ni Miscibility Gap 
from Wise59.  (Temperature in °C) 
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SECTION VII:  COMPUTER ASPECTS OF TERNARY SYSTEMS 
In Section VI, reference was made to a method of determining 
the phase boundary of a ternary miscibility gap as proposed by 
Olson and Toop . This method relies entirely on pure component 
thermodynamic data and on a-parameter coefficients for the three 
binary systems as determined by the MAPS program. 
Olson and Toop's method was divided into a series of steps, 
each of which was written into a computer program.  Therefore, 
each procedure may be carried out independently of the others or as 
a part of the complete series of programs. 
The first step, as outlined by Olson and Toop, was the 
determination of the set of points in the ternary composition grid 
where a unique activity of one of the components exists. This 
is accomplished by the programs ACTS123, ternary activity search, 
and ACTS12, binary activity search. ACTS123 searches the interior 
ternary composition grid to find the coordinates of a known activity 
using Eq. (107). ACTS12 searches the binary sections to find the 
terminal points of each isoactivity curve.  The main output of 
these programs is a punched deck of computer cards listing the 
determined coordinates of any desired activity. 
This deck of cards must then be sorted so that the coordinates 
start at one end of the isoactiwity curve and smoothly progress to 
the other end.  This deck is then used as input data in a program 
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called TIELINE. This program calculates the activities of the other 
two components of the ternary and plots them against a composition 
ratio (see Figure 49). From this plot, one may manually find 
the two composition ratios where the activity of each component is 
equal to a unique value across the new phase field. 
Therefore, if a sufficient number of activity searches and 
tie line determinations are performed at one temperature, the 
outline of the ternary miscibility gap should become evident. 
In a similar manner, the free energy of mixing may be readily 
calculated in the ternary composition grid. DGM123, ternary free 
energy search, uses Eq. (108) to locate points of a single free 
energy value and DGM12, binary free energy search, uses Eq. (90) 
to find the terminal points of the iso-free energy curves. 
The isoactivity and iso-free energy curves may be graphically 
displayed by the use of the program called TERNPLO, which plots 
the given ternary data points as a topographical surface (see Figures 
48 and 44). 
The ternary free energy of mixing may also be calculated along 
constant composition paths using the geometry of Figure 43 and 
Eq. (108).  The resultant curves are plotted on a three dimensional 
axis that shows the free energy as a surface. The three 
dimensional plotting is done by a program called SURFACE and 
examples of the output from this program may be seen in Figure 47 
and Table 43. 
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Appendices E thru K contain example deck structures and 
input formats for each of these ternary programs. 
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SECTION VIII:  CONCLUSIONS 
The a-parameter representation has been proposed as a method 
of modeling the solution thermodynamics and phase diagrams of 
binary systems. The a-parameter has been shown to be able to 
represent heat of solution, activity and phase equilibria data. 
Thus, it might be said that this representation is, in effect, a 
common denominator for the various experimental data. 
When the experimental data were cast into the a-parameter 
formalism, the problem of determining the best method for the 
evaluation of the a-parameter coefficients became apparent. Two 
linear programming methods, simplex and least squares, were used 
to evaluate these coefficients.  It was determined through extensive 
analysis of the copper-nickel binary system that the least squares 
method of coefficient determination was superior to that of the 
simplex method. 
The simple a-parameter formalism of Rao et al. was expanded 
to allow a variable order of the modeling function. A program, 
MAPS, was written which enables experimental data to be:  (1) cast 
into a n-th order a-parameter representation, (2) analyzed by 
either the simplex or least squares linear programming method for 
the determination of the a-parameter coefficients, (3) synthesized, 
or back calculated, to perform a consistency check, and (4) inter- 
polated or extrapolated between initial data values. 
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It was found that a first order a-parameter representation 
was sufficient to describe the copper-nickel and gold-copper binary 
systems, while the gold-nickel system required at least a third 
order a-parameter representation.  It was also found that the 
extrapolative form of the a-parameter allowed the prediction of a 
miscibility gap in the copper-nickel system and confirmed the 
presence of a miscibility gap in the gold-nickel system. 
The binary a-parameter representation does possess certain 
disadvantages.  This representation has no means to confirm 
analytically the presence of spinodal decomposition in any binary 
system.  The stability function, which should be able to predict 
the formation of compounds or a miscibility gap, was found to be 
incapable of predicting these events because of the stability 
function's reliance on the degree of the a-parameter. Another 
deficiency of the a-parameter is not knowing when an adequate 
number of data points have been used to make sure that the analysis 
of the system will be accurate. At this point there is no 
statistical evaluation which will indicate the proper quantity of 
experimental data that must be utilized in the analysis procedure, 
nor is there any statistical evaluation which will pinpoint the 
lowest order a-parameter representation that is necessary to fully 
describe a particular binary system. 
The binary a-parameter representation has been shown to be a 
reliable way of correlating raw experimental thermodynamic data, as 
it can easily represent heat of solution, activity and/or phase 
diagram data. 
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The binary a-parameter representation was extended to ternary 
systems to predict activities, free energies and isothermal sections 
of the phase diagram. This extension, although based solely upon 
pure component and binary data, was found to give isothermal sections 
of the gold-copper-nickel phase diagram that were remarkably 
similar to previous experimental work. 
In conclusion, some important aspects of the a-parameter 
should be noted. First the a-parameter was proposed, in its 
present form, to be a very simplistic characterization of binary 
solutions. The simplicity of the representation forced certain 
23 
assumptions  to be made.  These assumptions allowed a very easy 
analysis of the isomorphous systems in this study, but they may 
not be necessarily correct when applied to more complex binary 
systems.  Second, it should be noted that any modeling procedure 
or representation is only an approximation of the experimental 
system.  This approximation becomes more evident when the ternary 
thermodynamics are predicted from the binary model. 
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RECOMMENDATIONS FOR FUTURE WORK 
If work is to continue in the field of modeling of binary and 
ternary solution thermodynamic behavior, various suggestions may 
be made as to what direction the work should follow. 
A.  Binary Systems 
If the modeling procedure that was used in the analysis in 
this work is still to be employed, a statistical evaluation method 
should be implemented.  In conjunction with the analysis method, 
this statistical evaluation method should fix a limit on the maximum 
number of data that are necessary for a complete analysis and should 
analytically choose the proper order of the a-parameter representation. 
This statistical approach should take much of the guesswork out of 
the analysis. 
The next logical step would be the analysis of more binary 
systems. This would help in determining the limits of the 
a-parameter formalism as more complex systems are studied. 
Synthesis procedures might be developed that will analytically 
determine the phase boundaries of a miscibility gap and the location 
of compound formation. 
If it is discovered that the a-parameter formalism is not an 
adequate method of describing binary systems, serious thought should 
be given to the proposition of a new formalism, which would 
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eliminate any of the limitations of the present formalism. 
B. Ternary Systems 
After further work has been completed in the analysis and 
synthesis of binary systems, the methods of predicting ternary 
activities, free energies and isothermal sections should be tested 
to make sure that the approximations employed are reasonable. 
A method for the analytical determination of ternary phase 
diagrams, similar to that used in the synthesis of binary phase 
boundaries, should be derived. This method would overcome the 
limitation of the method proposed by Olson and Toop , which was 
strictly applicable to the prediction of the boundaries of a 
ternary miscibility gap. 
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APPENDIX A:  COMPILATION AND EXECUTION DECK STRUCTURE OF THE 
MAPS PROGRAM 
Deck structure for MAPS compilation and storage. 
JOBNAME, A ,T80,*MAPS,STOFF. 
PAGES(100,N) 
MAP(PART) 
ATTACH(IMSL) 
RFL,70000. 
FTN(OPT=2) 
RFL,70000. 
LDSET(LIB=IMSL) 
LOAD(LGO) 
NOGO. 
CATAL0G,LG0,MAPS,ID=MET,XR=SKT,RP=999. 
7/8/9 
MAPS SOURCE DECK 
6/7/8/9 
Deck structure for MAPS execution. 
JOBNAME, A , T2 0, *MAP S. 
PAGES(100,N) 
PLOTS(100000) 
ATTACH (MAP S, ID=MET ) 
ATTACH(IMSL) 
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LDSET(LIB=IMSL) 
MAPS. 
7/8/9 
MAPS INPUT DATA DECK 
6/7/8/9 
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APPENDIX B:  DATA INPUT FORMATS FOR THE MAPS PROGRAM 
Input Section A—Program Requestor (required card) 
Card Set   Format Column Content 
I       A10* 1-10 LSTSQR   Reference #1 
(1,2,3,4)** CALC               2 
ANOVA              3 
LIST***            4 
15 11-15 n:  0,1,2,3,4; default is n=l 
15 16-20 least squares accuracy parameter 
A5 21-25 SI, SI units are to be used; if 
left blank, default is metric. 
A5      26-30    SUP, suppresses component 2 
phase boundary constraints. 
*A11 A formats must be left justified, all I formats must be right 
justified and any number entered in F10.3 format may actually 
be entered in F10.X or E10.X, where X, the number of decimal 
places, is determined by the program user.  See the sample program 
in Appendix D for input format examples. 
**Under each card set number there will be a set of reference 
numbers in parentheses. Follow the appropriate number for the 
required data input. 
***The LIST card should be used only once during the job execution 
and must be the first card of the input data deck. 
156 
Input Section B—Data Input (required cards) 
Card Set 
I 
(1,2,3) 
II 
(1,2,3) 
III 
(1,2,3) 
IV 
(1,3) 
V 
(1,3) 
Format 
A10 
A10 
A10 
A10 
A10 
A10 
A10 
F10.3 
F10.3 
F10.3 
F10.3 
F10.3 
F10.3 
15 
15 
15 
F10.3 
F10.3 
F10.3 
Column 
1-10 
11-20 
21-30 
31-40 
41-50 
51-60 
61-70 
1-10 
11-20 
21-30 
31-40 
41-50 
51-60 
1-5 
6-10 
11-15 
1-10 
11-20 
21-30 
Content 
name of component 1 
name of component 2 
symbol of component 1 
symbol of component 2 
name of phase 1 
name of phase 2 
program identifier 
transformation temperature 
heat of transformation 
Aa 
Ab 
Ac 
atomic weight 
Same formats and quantities as 
card II; component 2. 
number of phase boundary data (NTIE) 
number of heat of mixing data 
(NHEAT) 
number of activity data (NACT) 
component 2, phase 1 mole fraction 
component 2, phase 2 mole fraction 
tie line temperature  (Repeat this 
card as many times as specified on 
card IV; if NTIE = 0, ignore this 
card set.) 
AC1"^ Aa + Ab'T + Ac/T2 component 
1 
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VII F10.3 1-10 
(1,3) F10.3 11-20 
F10.3 21-30 
A10 31-40 
Card Set   Format   Column    Content 
VI      F10.3     1-10   Integral heat of mixing 
(1,3)     F10.3    11-20   component 1 mole fraction 
F10.3    21-30   temperature (Repeat this card as 
many times as specified on card IV; 
if NHEAT = 0, ignore this card set.) 
activity 
component 1 mole fraction 
temperature 
C0MP1 or C0MP2, indicates which 
component the activity data 
represents  (Repeat this card as 
many times as specified on card 
IV; if NACT = 0, ignore this card 
set.) 
VIII      F10.3    1-10    known a-parameter coefficients for 
(2,3)      F10.3    11-20   phase 1; continue filling the fields 
on this card, and an additional one 
if necessary, until 2#n coefficients 
have been entered. 
IX Same formats as card VIII; phase 2 
(2,3) a-parameter coefficients. 
Input Section £—Task Requestor (optional cards) 
I       A10 1-10 DATA CHECK 
(1,3)      F10.3 11-20 experimental heat of mixing error 
F10.3 21-30 experimental activity error 
A5 36-40 SI or blank 
II       A10 1-10 THERMO 
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.
.
F10.3 21-30 
etc. etc. 
Card Set   Format   Column    Content 
(1,2,3)    F10.3    11-20   calculation temperature 
F10.3    21-30   maximum solubility of component 2 
A5       31-35   PLOT—plot all functions 
or PL0T1—activity plot only 
or PL0T2—excess stability plot only 
or PL0T3—free energy of mixing plot 
only 
SI or blank 
PHASE1 
low temperature on phase diagram plot 
high temperature on phase diagram plot 
PLOT; plots calculated boundaries 
SI or blank 
T(X) or X(T) 
initial calculation point (T or X) 
final calculation point (T or X) 
PHASE2 
calculation temperature 
PHASE3 or PHASE3B 
low temperature on phase diagram plot 
high temperature on phase diagram plot 
PLOT; plots calculated boundaries 
SI or blank 
T(X) or X(T) 
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A5 36-40 
Ilia A10 1-10 
(1,2,3) F10.3 11-20 
F10.3 21-30 
A5 31-35 
A5 36-40 
A5 41-45 
b F10.3 1-10 
F10.3 11-20 
IV A10 1-10 
(1,2,3) F10.3 11-20 
Va A10 1-10 
(1,2,3) F10.3 11-20 
F10.3 21-30 
A5 31-35 
A5 36-40 
A5 41-45 
Card Set   Format   Column   Content 
F10.3 
F10.3 
F10.3 
etc. 
F10.3 
F10.3 
1-10   B 
11-20   B, 
21-30   B„ 
F10.3    31-40   B, 
etc.  etc. 
; 
Coefficients of a least squares 
fit of the 
phase 1 boundary, up to seventh 
order. 
(X_«100) = B +B«(T/100)+B«(T/100)' 
Z o 1 I 
+ ... for X(T) 
(T/100) = Bo+B1-(X2-100)+B2-(X2-100): 
for T(X) 
1-10   initial calculation point (T or X) 
11-20   final calculation point (T or X) 
(If PHASE3B, repeat cards V-b and 
c for second calculation.) 
VI 
(1,2,3) 
VII 
(1,2,3) 
A10 
A10 
1-10   NEW JOB 
1-10   STOP 
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APPENDIX C:  MAPS ERROR LISTING 
MAPS Error Listing 
Dayfile Message Disposition Card Set 
MAPS ERROR 1 FATAL A-1 
The input deck was searched and no program request card was 
found. 
MAPS ERROR 2 FATAL A-I 
List parameter specified more than once* 
MAPS ERROR 3 WARNING A-I 
Least squares accuracy parameter improperly specified, must 
be in the range 0 < accuracy <^ 20; defaults to a value of 15. 
MAPS ERROR 4 WARNING A-I 
Degree of a-parameter improperly specified; defaults to n = 1, 
MAPS ERROR 5 WARNING B-I 
Name of component 1 and/or 2 was left blank; defaults to 
C0MP1 and C0MP2. 
MAPS ERROR—6 WARNING B-I 
' Symbol of component 1 and/or 2 was left blank; defaults to 
1 and 2. 
MAPS ERROR 7 WARNING B-I 
Name of phase 1 and/or 2 was left blank; defaults to PHASE1 
and PHASE2. 
MAPS ERROR 8 WARNING B-I 
Program identifier was left blank; default is PR0GRAM1. 
MAPS ERROR 9 FATAL B-II 
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Dayfile Message Disposition Card Set 
Physical constants for component 1 are out of range; allowable 
ranges are: 
0 <_ T < 6000°K 
0 < AH < 60000 J/mole 
-13 < Aa £ 60 J/mole-°K 
-0.09 < Ab <_ 4 
-1250000 < Ac <_ 2500000 
0 £ atomic weight <_ 300 (non-fatal) 
MAPS ERROR—10 FATAL B-III 
Physical constants for component 2 are out of range; allowable 
ranges are listed under error 9. 
MAPS ERR0R--11 FATAL B-IV 
The number of tie lines, integral heat of mixing and/or 
activity data are over the maximum limit for the individual 
or total quantity; allowable limits are: 
0 <_ NTIE <_ 50 
0 <_ NHEAT <_ 50 
0 <_ NACT <_ 50 
2*NTIE + NHEAT + NACT <_ 150 
MAPS ERR0R--12 FATAL B-IV 
NTIE, NHEAT and NACT were all specified as zero; however 
these data are necessary for program execution. 
MAPS ERR0R--13 FATAL B-V 
Tie line data are out of range; allowable limits are: 
0 < X < 1 
- q - 
0 < T < 6000°K 
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Dayflle Message Disposition Card Set 
MAPS ERR0R--14 FATAL B-VI 
Integral heat of mixing data are out of range; allowable 
limits are: 
-20000 < AH < 20000 J/mole 
—  m — 
0 <_ xx <^ 1 
0 <_ T <_ 60000°K 
MAPS ERR0R--15 FATAL B-VII 
Activity data are out of range; allowable limits are: 
0 < a < 1 
- q - 
0 <_ T <_ 6000°K 
MAPS ERR0R--16 FATAL   
Calculated constraint coefficient matrix is too large; 
allowable limit is: 
0 £ number of rows <_ 150 
0 <_ number of columns <_ 20 
(See error 11.) 
MAPS ERR0R--17 FATAL v       
The solution set of the least squares analysis procedure 
resulted in a zero matrix. Recheck all experimental 
input data for duplication and/or validity. 
MAPS ERROR—18 FATAL 
The program searched the remaining input cards for a task 
request and found none.  STOP assumed. 
MAPS ERR0R--19 FATAL C-I 
The task request card for DATA CHECK has the experimental errors 
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Dayfile Message Disposition Card Set 
out of range; allowable limits are: 
0 <^ exp. heat of mixing error <_ 16000 Joules 
0 <_ exp. activity error £ 0.5 
MAPS ERROR—20 FATAL C-II 
The task request card for THERMO has the calculation 
temperature and/or solubility out of range; allowable limits: 
0 <_ T <_ 6000°K 
0 <_ x2 <_ 1.0 
MAPS ERROR—21 FATAL C-III, V 
The low and/or high temperature labels for the phase 
diagram plot (PHASE1 or PHASE3) are out of range; allowable 
limits are: 
0 <_ T <_ 6000°K 
MAPS ERROR—22 FATAL C-IV 
) The task request card for PHASE2 has the calculation 
temperature out of range; allowable limits are: 
0 <_ T <_ 6000°K 
MAPS ERROR—23 FATAL C-III, V 
The initial and/or final calculation points for PHASE1 
or PHASE3 are out of range; allowable limits are: 
$<_?<_ 6000°K 
o<x2< 1.0 
MAPS ERROR—24 FATAL C-Vb 
The least squares coefficients for the given phase boundary 
have been improperly specified or are out of range. 
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APPENDIX D:     SAMPLE MAPS PROGRAM 
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APPENDIX E:  DATA INPUT FORMATS FOR THE ACTS123 PROGRAM 
Card Format Column Content 
1. F10.3 1-10 T (°K) 
2. 15 1-5 Degree of a12 
15 6-10 Degree of a13 
15 11-15 Degree of a23 
A5 16-20 Symbol of component 1 
A5 21-25 Symbol of component 2 
A5 26-30 Symbol of component 3 
3. 8F10.3 1-80 Coefficients of a.„ (up to ten : 
4. 8F10.3 1-80 Coefficients of a- „ 
5. 8F10.3 1-80 Coefficients of a„„ 
6. F10.3 1-10 Isoact: Lvil ty value of component '. 
(Repeat this card for as many values 
as desired.) 
^ 
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APPENDIX F:  DATA INPUT FORMATS FOR THE ACTS12 PROGRAM 
Column   Content Card Format 
1. . F10.3 
15 
15 
2. 15 
A5 
A5 
3. 8F10.3 
4. F10.3 
1-10 T (°K) 
11-15 1 or 2—component 
16-20 123, 312 or 231—component order 
1-5 Degree of a-parameter 
6-10 Symbol of first component 
11-15 Symbol of second component 
1-80 Coefficients of a (up to ten fields) 
1-10 Activity value of component 1/2 
(Repeat this card for as many values as 
desired.) 
\ 
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APPENDIX G:  DATA INPUT FORMATS FOR THE TIELINE PROGRAM 
Card 
1. 
2. 
3. 
4. 
5. 
6. 
Format 
F10.3 
15 
15 
15 
A5 
A5 
A5 
8F10.3 
8F10.3 
8F10.3 
15 
F10.3 
F10.3 
F10.3 
F10.3 
Column 
1-10 
1-5 
6-10 
11-15 
16-20 
21-25 
26-30 
1-80 
1-80 
1-80 
1-5 
11-20 
1-10 
11-20 
21-30 
Content 
T (°K) 
Degree of a.„ 
Degree of a_ _ 
Degree of a 
Symbol of component 1 
Symbol of component 2 
Symbol of component 3 
Coefficients of a.. - (up to ten fields) 
Coefficients of a 13 
Coefficients of a„. 
Number of data cards—activity coordinates 
Activity value 
N, 
N, 
Repeat this card as many times as 
specified on card 6. 
(Repeat cards 6 and 7 as often as desired.) 
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APPENDIX H:  DATA INPUT FORMATS FOR THE DGM123 PROGRAM 
Card 
2. 
3. 
4. 
5. 
6. 
Format 
F10.3 
A5 
15 
15 
15 
A5 
A5 
A5 
8F10.3 
8F10.3 
8F10.3 
F10.3 
Column 
1-10 
11-15 
1-5 
6-10 
11-15 
16-20 
21-25 
26-30 
1-80 
1-80 
1-80 
1-10 
Content 
T (°K) 
SI or BLANK 
Degree of a 
Degree of a 
Degree of a 
13 
23 
Symbol of component 1 
Symbol of component 2 
Symbol of component 3 
Coefficients of a,? (up to ten fields) 
Coefficients of a 13 
Coefficients of a„„ 
Iso-free energy value (Repeat this 
card for as many values as desired.) 
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APPENDIXI:     DATA INPUT FORMATS FOR THE DGM12 PROGRAM 
Card   Format   Column   Content 
T (°K) 
SI or BLANK 
123, 312, or 231—component order 
Degree of a-parameter 
Symbol of first component 
Symbol of second component 
Coefficients of a (up to ten fields) 
Iso-free energy value  (Repeat this 
card for as many values as desired.) 
1. F10.3 1-10 
A5 11-15 
13 16-18 
2. 15 1-5 
A5 6-10 
A5 11-15 
3. 8F10.3 1-80 
4. F10.3 1-10 
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APPENDIX J:  DATA INPUT FORMATS FOR THE TERNPLO PROGRAM 
Card Format Column 
1. F10.3 1-10 
A5 11-15 
2. A10 1-10 
A10 11-20 
A10 21-30 
A10 31-40 
AlO 41-50 
A10 51-60 
3. 15 1-5 
A5 6-10 
F10.3 11-20 
4. F10.3 1-10 
F10.3 11-20 
F10.3 21-30 
(Repeat cards 3 
Content 
T (°K) 
FREE or ACTIV 
Name of component 1 
Name of component 2 
Name of component 3 
Symbol of component 1 
Symbol of component 2 
Symbol of component 3 
Number of coordinate data cards 
PLOT or BLANK 
ACTIVITY or FREE ENERGY VALUE 
N/ 
N„ 
N, 
Repeat this card as many times as 
specified on card 3. 
and 4 as often as desired.) 
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APPENDIX K:  DATA INPUT FORMATS FOR THE SURFACE PROGRAM 
Card Format Column 
1. F10.3 1-10 
A5 11-15 
A5 16-20 
A5 21-25 
2. 15 1-5 
15 6-10 
15 11-15 
A5 16-20 
A5 21-25 
A5 26-30 
3. BLANK CARD 
4. BLANK CARD 
Content 
T (°K) 
PLOT or BLANK 
SI or BLANK 
AXIS or BLANK 
Degree of a._ 
Degree of a-„ 
Degree of a?„ 
Symbol of component 1 
Symbol of component 2 
Symbol of component 3 
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