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In this paper we introduce an alternative way of deﬁning the curvilinear Cauchy integral
over non-rectiﬁable curves in the case of complex functions of one complex variable.
Especially the jump behavior on the boundary is considered. As an application, solvability
conditions of the Riemann boundary value problem are derived on very weak conditions to
the boundary. Besides the complex case the consideration can be extended to the theory
of Douglis algebra valued functions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
The Riemann boundary value problem for analytic functions is well-known and has numerous applications in elasticity
theory, hydro and aerodynamics, theory of orthogonal polynomials and so on.
Let Γ be a closed Jordan curve on the complex plane C bounding a bounded domain D+ , and D− =C \ D+ . We seek an
analytic in C \ Γ function Φ(z) such that Φ(∞) = 0, the boundary values limD+z→t Φ(z) ≡ Φ+(t) and limD−z→t Φ(z) ≡
Φ−(t) exist for any t ∈ Γ , and
Φ+(t) = G(t)Φ−(t) + g(t), t ∈ Γ, (1)
where G and g are given functions. The simplest special case of (1) is the so-called jump problem:
Φ+(t) − Φ−(t) = g(t), t ∈ Γ. (2)
During the 19th century, this problem was the subject of investigations of Sokhotskii, Plemelj and others (see, for instance,
[9,20]). In details, if the curve Γ is smooth and the jump g(t) satisﬁes on Γ the Hölder condition with exponent ν ∈ (0,1],
then unique solution of this problem is the Cauchy integral
Φ(z) = 1
2π i
∫
Γ
g(ζ )dζ
ζ − z . (3)
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hν(g, A) := sup
{ |g(t′) − g(t′′)|
|t′ − t′′|ν : t
′, t′′ ∈ A, t′ 
= t′′
}
< ∞. (4)
Below we denote Hν(A) the set of all functions satisfying (4). If A is compact, then Hν(A) is Banach space with norm
‖g‖ ≡ sup{|g(t)|: t ∈ A} + hν(g, A).
On the basis of the mentioned above result it is found that solvability of problem (2) is closely connected with existence
and boundary properties of the Cauchy integral. But for the case of non-smooth rectiﬁable curves, this topic is still a growing
and ﬂourishing ﬁeld. This can be seen by several articles devoted during the last few decades, for a list of references the
reader is referred to the bibliography in [13]. In particular, it should be mentioned that: In 1979 Dynkin [7] and Salimov
[21] published the following important result: the Cauchy integral (3) over rectiﬁable curve Γ has continuous boundary values
Φ± if g satisﬁes the Hölder condition with exponent ν > 12 , and this bound cannot be improved in the whole class of rectiﬁable
curves.
This result implies that the jump problem on non-smooth rectiﬁable curve is solvable if the Hölder exponent of the jump
exceeds 12 .
In what follows we use notation H+(A;ν) := ⋃μ>ν Hμ(A). It allows us to rewrite the Dynkin–Salimov condition in
the form g ∈ H+(Γ ;1/2). If we ﬁx a sequence {ν j} such that ν1 > ν2 > · · · > ν and lim j→∞ ν j = ν , then the family of
seminorms hν j ( f , A), j = 1,2, . . . , together with norm sup{| f (t)|: t ∈ A} turn this set into the Frechet space. We denote
also H−(A;ν) :=⋂μ<ν Hμ(A).
If curve Γ is not rectiﬁable, then customary deﬁnition of the Cauchy integral falls, but the Riemann boundary value
problem keeps its sense and applicability.
By the beginning of the 1980’s the third author of this note inspires new insights in the Riemann boundary value problem
for analytic functions on non-rectiﬁable curves, see references in [4,19]. In particular, in 1982 (see [14]), the following result
was proved: the jump problem on non-rectiﬁable curve is solvable if g ∈ Hν(Γ ) and
ν >
1
2
DmbΓ, (5)
i.e., g ∈ H+(Γ ; 12 DmbΓ ).
Here DmbΓ stands for the box dimension of Γ (it is known also as upper metric dimension or Minkowskii dimension;
see, for instance, [8,18]):
DmbΓ := limsup
ε→0
logN(ε,Γ )
− logε ,
where N(ε,Γ ) is the least number of ε-disks needed to cover Γ .
Because the box dimension of any rectiﬁable curve equals to 1, the condition (5) represents a generalization of the
Dynkin–Salimov theorem. Moreover, assumption (5) cannot be improved on the class of curves of ﬁxed box dimension.
The main purpose of this paper is to discuss whether it is possible to introduce a suitable formulation of the curvilinear
integral over non-rectiﬁable curve such that the corresponding Cauchy integral to be involved in the solution of the jump
problem.
2. Distributional approach to integration over non-rectiﬁable curve
In a series of recent papers the interest for deﬁning different generalizations of the classical curvilinear integral has
emerged as a successful research ﬁeld. There was often used the Stokes formula∫
Γ
ω =
∫ ∫
D+
dω
as deﬁnition of its left side for non-rectiﬁable curve Γ of null planar Lebesgue measure (see, for instance, [11,15] and
references in [16]). For an 1-form ω equals to f (t)dt , this deﬁnition turns into∫
Γ
f (t)dt := −
∫ ∫
D+
∂ f ∗
∂z
dz ∧ dz, (6)
where f ∗ is some extension of f from Γ into D+ . Clearly, it takes a sense if derivative ∂ f
∗
∂t
is integrable. In [11] and
[15], the Whitney extension (see, for instance, [22]) is applied to this end. As a result, there is proved that this deﬁnition is
legitimate for f ∈ H+(Γ ;DmbΓ − 1) if Γ is closed Jordan curve of null planar Lebesgue measure.
Further J. Harrison developed this result in terms of geometric measure theory. She introduced certain norm on space of
polygonal chains and deﬁned integration over limits of chains in this norm (so-called chainlets; see [10]).
R. Abreu-Blaya et al. / J. Math. Anal. Appl. 380 (2011) 177–187 179In this paper we apply another approach to be carried out immediately and which seems to have advantages for the
consideration of the Riemann boundary value problems.
Let Γ be closed rectiﬁable Jordan curve. If a function F (z) is analytic in C\Γ and has continuous boundary values F±(t)
from the left and from the right at any point t ∈ Γ , then we can consider it as a distribution on the complex plane:
〈F ,ϕ〉 :=
∫ ∫
C
F (z)ϕ(z)dzdz, ϕ ∈ C∞0 .
Here C∞0 stands for the usual space of test functions on C. It is well known (see, for instance, [12]) that its distributional
∂-derivative is equals to〈
∂ F
∂z
,ϕ
〉
=
∫
Γ
(
F+(t) − F−(t))ϕ(t)dt.
In this connection we introduce
Deﬁnition 1. Let F be a distribution on C being its restriction on C \ Γ an analytic function, i.e. ∂-derivative of this
restriction vanishes there. The distribution deﬁned by
[F ]∫
ϕ(t)dt :=
〈
∂ F
∂z
,ϕ
〉
, ϕ ∈ C∞0 ,
will be referred to as F -integral over Γ .
If the curve Γ is rectiﬁable and the continuous boundary values F± exist, then the F -integral is simply the customary
one of (F+ − F−)ϕ over Γ . Thus, for rectiﬁable curve this integral coincides with the usual one, but it keeps the sense for
non-rectiﬁable curves.
For a functional
∫ [F ] continuous in a topological space S containing C∞0 , its extension onto the closure of C∞0 in this
space is allowable. For abbreviation, we keep notation
∫ [F ] and name “integral” for the extended functional.
Note 1. The simplest integration is generated by the characteristic function of D+ , which is equal to 1 in D+ and 0 in D− .
We denote it by Γ+(z) and put Γ−(z) := Γ+(z) − 1. The integration
∫ [Γ+] is deﬁned just by the equality (6).
Note 2. Generally speaking, this deﬁnition does not need tacitly any assumption on the boundary values F± . For example,
if F (z) = 12π i(z−a) , a ∈ Γ , then the F -integral is simply the Dirac δ-function at the point a. However, below functions F with
continuous boundary values F± will be mainly involved.
Note 3. As known, the closure of C∞ in Hν does not coincide with Hν , but it contains Hμ for any μ > ν . Hence, C∞ is
dense in H+ν .
Obviously, the support of the distribution
∫ [F ] belongs to Γ . Its extension on certain spaces also has support on Γ in
certain sense. For example by choosing S = H+(C;ν) we see at once that C∞0 is dense in this space, and if the functional∫ [F ] is continuous in H+(C;ν) then ∫ [F ] f (t)dt = ∫ [F ] g(t)dt for any functions f , g ∈ H+(C;ν) equalling in a neighborhood
of Γ .
Let us consider also the following more restrictive situation.
Deﬁnition 2. Suppose that S is a topological space of functions such that C∞0 is dense in S , and F -integral is continuous
on C∞0 in topology of S . If
∫ [F ] f (t)dt = ∫ [F ] g(t)dt for any functions f , g ∈ S such that f |Γ = g|Γ , then we say that the
F -integral is strict on S .
Theorem 1. Let F be bounded and DmbΓ < 2. Then F -integral is continuous in H+(C;DmbΓ − 1) and strict on this space.
Proof. The proof is established by making strong use of Whitney’s decomposition and extension, which for convenience of
the reader will be reviewed here: The Whitney decomposition (see, for instance, [22]) of C \Γ consists of mutually disjoint
dyadic squares Q such that
⋃
Q =C \ Γ and
C−1 diam Q  dist(Q ,Γ ) C diam Q . (7)
Here and in what follows C stands for various positive constants.
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Γ +n = ∂D+n and Γ −n = ∂D−n . Obviously, Γ +n ⊂ D+ and Γ −n ⊂ D− are polygons, having lengths no greater than C2−nmn , where
mn is the number of squares with side 2−n in the Whitney decomposition.
As known (see [11] and [15]), for any d > DmbΓ and any n > n(d) one has mn  C2nd . Fixing d ∈ (DmbΓ,2) one
conclude that perimeters of polygons Γ +n and Γ −n do not exceed C2n(d−1) for suﬃciently large n. In addition, these polygons
belong to an C2−n-neighborhood of Γ . We write Rn :=C \ (D+n ∪ D−n ), for the ring-like domain between Γ +n and Γ −n .
For a bounded domain B ⊃ Γ , the sum Md(B \Γ ) :=∑Q diamd(Q ), being taken over all squares of the Whitney decom-
position of B \ Γ , is called d-mass of B \ Γ (see [11]). It is ﬁnite for d > DmbΓ .
According the Stokes formula, we have
[F ]∫
ϕ dt =
〈
∂ F
∂z
,ϕ
〉
= −
〈
F ,
∂ϕ
∂z
〉
= −
∫ ∫
C
F (z)
∂ϕ
∂z
dzdz
= −
∫ ∫
Rn
F (z)
∂ϕ
∂z
dzdz +
(∫
Γ +n
−
∫
Γ −n
)
F (t)ϕ(t)dt.
The ﬁrst integral vanishes for n → ∞ by virtue of boundedness of the integrand. Thus,
[F ]∫
ϕ dt = lim
n→∞
(∫
Γ +n
−
∫
Γ −n
)
F (t)ϕ(t)dt. (8)
The Whitney extension (see [22]) of a function ψ ∈ Hν(Γ ) is a function ψw(z) satisfying the following conditions:
i. ψw is deﬁned on the whole complex plane and ψw |Γ = ψ ,
ii. ψw ∈ Hν(C),
iii. ψw(z) has partial derivatives of all orders in C \ Γ ,
iv. |∇ψw(z)| Ch(Γ,ν)distν−1(z,Γ ).
As shown in [11] and [15], ∇ψw(z) is integrable in any bounded domain if ν > DmbΓ − 1. Let ϕw denote the Whitney
extension of a restriction of the function ϕ ∈ C∞0 on the set Γ ∪ {z: |z| = r}, where disk {z: |z| < r} contains the support
of ϕ and the curve Γ . Obviously, this restriction satisﬁes the Hölder condition for any ν ∈ (0,1] and, consequently, the ﬁrst
derivatives of ϕw are bounded. In addition, ϕw(z) = 0 for |z| > r. As above, we have∫ ∫
C
F (z)
∂ϕw
∂z
dzdz = lim
n→∞
(∫
Γ +n
−
∫
Γ −n
)
F (t)ϕw(t)dt,
and, consequently,
[F ]∫
ϕ dt =
∫ ∫
C
F (z)
∂ϕw
∂z
dzdz + lim
n→∞
(∫
Γ +n
−
∫
Γ −n
)
F (t)ξ(t)dt,
where ξ = ϕ − ϕw . As ξ vanishes on Γ and satisﬁes the Hölder condition with exponent 1, the last integral above is
O (2n(d−2)), i.e., the limit equals to zero and
[F ]∫
ϕ dt =
∫ ∫
C
F (z)
∂ϕw
∂z
dzdz. (9)
The preceding observation, when the integral is looked at the sum of those, over all squares of the Whitney decomposition
of {z: |z| < r} \ Γ , leads to
∣∣∣∣
[F ]∫
ϕ dt
∣∣∣∣ C sup{∣∣F (z)∣∣: z ∈ C}hν(ϕ,C)Md({z: |z| < r} \ Γ )
for ν > d − 1. As d > DmbΓ , then the d-mass Md({z: |z| < r} \ Γ ) is ﬁnite. Thus, the functional
∫ [F ] is continuous in
H+(C;DmbΓ − 1).
Let us consider a function f ∈ Hν(C), ν > DmbΓ − 1, and a sequence of functions ϕn ∈ C∞0 (C), which converges to f
in H+(C;DmbΓ − 1). Without loss of generality we can assume that f and all ϕn vanish for |z| > r. As above, f w and
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converge to f w in H+(C;DmbΓ − 1).
The estimates from [11] and [15] show that the mapping f → ∂ f w
∂z is a bounded operator from Hν(Γ ) to Lp(C) for
1< p < 2−DmbΓ1−ν . Hence, the representation (9) implies analogous one for the extension of
∫ [F ] on H+(C;DmbΓ − 1):
[F ]∫
f dt =
∫ ∫
C
F (z)
∂ f w
∂z
dzdz. (10)
By virtue of representation (10),
∫ [F ] is strict in H+(C;DmbΓ − 1), what concludes the proof. 
To say that
∫ [F ] is strict means simply that it is a functional on the space H+(Γ ;DmbΓ − 1). For F = Γ + these results
are obtained in [11] and [15].
We can rewrite representation (10) in the form
[F ]∫
f dt =
∫ ∫
Rn
F (z)
∂ f w
∂z
dzdz +
(∫
Γ +n
−
∫
Γ −n
)
F (t) f w(t)dt,
where the ﬁrst term vanishes for n → ∞ by virtue of integrability of the integrand, and, consequently,
[F ]∫
f dt = lim
n→∞
(∫
Γ +n
−
∫
Γ −n
)
F (t) f w(t)dt.
As difference f − f w vanishes on Γ , the integral (∫
Γ +n −
∫
Γ −n )F (t)( f (t) − f w(t)dt equals to O (2(d−1−ν)n) for n → ∞, i.e.
vanishes. As a consequence, we have the representation
[F ]∫
f dt = lim
n→∞
(∫
Γ +n
−
∫
Γ −n
)
F (t) f (t)dt. (11)
Thus, the following statement holds
Corollary 1. Let F be bounded and DmbΓ < 2. Then there exist two sequences of polygons Γ +n and Γ +n such that extension of the
F -integral on the space H+(C;DmbΓ − 1) admits the representation (11).
Any function f ∈ H+(C;DmbΓ − 1) determines a distribution given by
[F ] f∫
:C∞0  ϕ →
[F ]∫
f (t)ϕ(t)dt.
Thus, we can consider the extension of
∫ [F ] on H+(C;DmbΓ − 1) as a family of distributions.
3. Approximate dimension
The representations (8) and (11) show that the integral over non-rectiﬁable curve is the limit of usual curvilinear in-
tegrals over polygons, which approximate the non-rectiﬁable curve Γ in certain intrinsic sense. But the polygons in these
representations are of very special kind; they are generated by dyadic squares. Therefore, it seems that the results of previ-
ous subsection can be improved by means of polygonal approximations of Γ by polygons of general forms. Any polygonal
approximation is related with some polygonal decomposition of C \ Γ . By virtue of the Peter Jones lemma (see [11]) previ-
ous results cannot be improved if we characterize the decomposition by diameters of its polygons. But if we use two metric
characteristics of ﬁnite polygonal domain P to be now introduced, then certain improvement is possible.
Let λ(P ) stand for its perimeter, i.e., for the length of ∂ P , and w(P ) for diameter of the most disk contained in P .
Let P+ = {Pn, n = 1,2, . . .} be polygonal decomposition of D+ , i.e. a sequence of non-overlapping polygonal domains
such that Pn ⊂ D+, n = 1,2, . . . , ⋃n1 Pn = D+ , and any closed set A ⊂ D+ intersects only ﬁnite number of Pn . We
consider without loss of generality that Pn+1 has common side with union
⋃
1kn Pk for any n. Then polygons Γ
+
n :=
∂
⋃
1kn Pk converge to Γ for n → ∞ from D+ . The sum
Md
(P+) :=∑λ(Pn)wd−1(Pn)
n1
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Deﬁnition 3. Let N+(Γ ) be the set of all values d such that there exists a decomposition P+ with ﬁnite d-mass Md(P+).
Then Dma+ Γ := infN+(Γ ) is called the inner approximate dimension of Γ .
Analogously, let P− = {Pn,n = 0,1,2, . . .} be polygonal decomposition of D− , where polygonal domain P0 contains
∞ and all other are bounded domains. This decomposition generates polygons Γ −n , converging to Γ from D− . We put
Md(P−) :=∑n1 λ(Pn)wd−1(Pn) and introduce
Deﬁnition 4. Let N−(Γ ) be the set of all values d such that there exists a decomposition P− with ﬁnite d-mass Md(P−).
Then Dma− Γ := infN−(Γ ) is called the outer approximate dimension of Γ .
Theorem 2. The following statements hold
i. Any curve Γ in the complex plane satisﬁes inequalities
Dma+ Γ  DmbΓ, Dma− Γ  DmbΓ. (12)
ii. For any value d ∈ (1,2) there exist curves Γ1 and Γ2 such that DmbΓ1 = DmbΓ2 = d, but Dma+ Γ1 < d and Dma− Γ2 < d.
Proof. The proof of inequalities (12) repeats that of the ﬁrst proposition of Theorem 2 in [17]. Let us consider the rectangles
Rn =
{
z = x+ iy: 1
nα
− 1
(n + 1)αβ < x <
1
nα
,0 < y <
1
nα
}
,
where 0 < α < 1, β > 1, and denote their union by R =⋃∞n=1 Rn . Write D+1 = {z = x + iy: 0 < x < 1,−1 < y  0} ∪ R and
D+2 = {z = x+ iy: 0< x < 1,0 < y < 1} \ R . Let Γ1,2 = ∂D+1,2.
Immediate calculation gives DmbΓ1,2 = 21+α , i.e. by putting α = 2d − 1 we obtain DmbΓ1 = DmbΓ2 = d. On the
other hand, the decompositions P+ = {{z = x + iy: 0 < x < 1,−1 < y  0}, R1, R2, . . .} (for D+1 ) and P− = {C \
{z = x+ iy: 0 < x < 1,−1 < y  0}, R1, R2, . . .} (for D−2 ) yield estimates
Dma+ Γ1  1+ 1− α
β(1+ α) < d,
Dma− Γ2  1+ 1− α
β(1+ α) < d,
which proves the theorem. 
We have not examples of curves Γ such that Dma+ Γ < DmbΓ and Dma− Γ < DmbΓ simultaneously. In this connection
we formulate analog of Theorem 1 for integrations
∫ [FΓ ±] only. Let us call to our mind that Γ +(z) equals to 1 in D+ and
to 0 in D− , and Γ −(z) = Γ +(z) − 1.
Theorem 3. Let F be bounded and DmbΓ < 2. Then FΓ ±-integrals are continuous in H+(C;Dma± Γ − 1) respectively.
Proof. Let 1 > ν > d − 1 > Dma+ Γ − 1. We ﬁx a decomposition P+ of D+ with ﬁnite d-mass. If ϕ ∈ C∞ , then we denote
by ϕ∗ the Whitney extension of restriction of ϕ on
⋃∞
n=1 Γ
+
n , where {Γ +n } is generated by P+ sequence of polygons, which
approximates Γ from D+ . As above, we obtain representation
[FΓ +]∫
ϕ dt =
∫ ∫
D+
F (z)
∂ϕ∗
∂z
dzdz. (13)
Then we apply the following bound (see [17]).
Lemma 1. Let δ be a bounded domain with the Jordan rectiﬁable boundary γ , f ∈ Hν(γ ) and f w denotes the Whitney extension of f
from the curve γ . If p < 11−ν , then∫ ∫
δ
∣∣∇ f w ∣∣p dxdy  Chpν ( f , γ )λ(γ )w1−p(1−ν)(δ).
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D+
∣∣∇ f ∗∣∣p dxdy  Chpν ( f ,C)Md(P+), (14)
where d = 2− p(1−ν) and f ∗ stands for the Whitney extension of restriction of a function f ∈ Hν(C) on the set ⋃∞n=1 Γ +n .
Analogous bound is valid in D− . Since p = 2−d1−ν , it follows that
Lemma 2. Let Dma+ Γ < 2 or Dma− Γ < 2. Then for any p satisfying inequality p < 2−Dmb
+ Γ
1−ν (or p <
2−Dmb− Γ
1−ν ) there exists a
decomposition P+ (respectively, P−) such that gradient of the Whitney extension f ∗ of the restriction of a function f ∈ Hν(C) on⋃∞
n=1 Γ
+
n (respectively, on
⋃∞
n=1 Γ
−
n ) is integrable with degree p in the domain D
+ (respectively, in any ﬁnite part of D−).
As for ν > Dma± Γ − 1 we can choose d > Dma± Γ such that p = 2−d1−ν > 1, then (13) implies continuity of
∫ [FΓ +] in
H+(C;Dma+ Γ − 1), and the representation
[FΓ +]∫
f dt =
∫ ∫
D+
F (z)
∂ f ∗
∂z
dzdz (15)
for the extension of
∫ [FΓ +] onto Hν(D+), where f ∗ is the Whitney extension of restriction of f ∈ H+(C;Dma+ Γ − 1) on⋃∞
n=1 Γn . Thus,
∣∣∣∣
[FΓ +]∫
f dt
∣∣∣∣ C sup{∣∣F (z)∣∣: z ∈ D+}hν( f , D+)Md(P+). (16)
The proof for
∫ [FΓ −] is similar. 
Theorem 2 shows that in general the spaces H+(C;Dma± Γ − 1) are wider than H+(C;DmbΓ − 1). Note that we did
not have proved strictness of the integral in these wider spaces, but we will below show how this fact is not obstacle in
succeeded application of our integrations when treating boundary value problems.
The extensions of integrations
∫ [FΓ ±] on spaces H+(C;Dma± Γ − 1) generate families of distributions ∫ [FΓ ±] f , where
〈∫ [FΓ ±] f ,ϕ〉 = ∫ [FΓ ±] f (t)ϕ(t)dt .
4. The Cauchy integral and applications
On account of our consideration it follows that a distributional version of the jump problem (2) is given by the ∂-
equation
∂Φ
∂z
=
[Γ +]g∫
. (17)
Since the fundamental solution of the ∂-equation is E(z) = 12π iz we conclude that a unique solution of this distributional
equation is given by
∫ [Γ +]g ∗ E .
If z /∈ Γ , then this convolution equals to 〈∫ [Γ +]g , 12π i(t−z) 〉 = 12π i ∫ [Γ +]g dtζ−z , i.e., we obtain the Cauchy integral, which
will be denoted by CΓ g .
In order to apply the distribution
∫ [Γ +]g to the function (ζ − z)−1 we must change it in a suﬃciently small neighborhood
of the point z by certain smooth function. Then we obtain by standard calculations
CΓ g(z) = Γ +(z)gw(z) − 1
2π i
∫ ∫
D+
∂ gw
∂ζ
dζ dζ
ζ − z (18)
for g ∈ H+(C;DmbΓ − 1) and
CΓ g(z) = Γ +(z)g∗(z) − 1
2π i
∫ ∫
+
∂ g∗
∂ζ
dζ dζ
ζ − z (19)
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respectively.
If g ∈ H+(C;Dma− Γ − 1), then
CΓ g(z) = Γ −(z)g∗(z) − 1
2π i
∫ ∫
D−
∂ g∗
∂ζ
dζ dζ
ζ − z , (20)
where g∗ stands for the Whitney extension of restriction of g on
⋃∞
n=1 Γ
−
n with compact support. If g ∈ H+(C;DmbΓ −1),
then the formulas (18), (19) and (20) give the same functions by virtue of strictness of integration in this space.
As is well known (see, for instance, [23]), if B is a bounded domain and p > 2, then the integral operator
T :φ → Tφ :=
∫ ∫
B
φ(ζ )
dζ dζ
ζ − z
maps Lp(B) into H p−2
p
(C) and
∣∣Tφ(z)∣∣ Cp diam p−2p (B)‖φ‖Lp ,
h p−2
p
(Tφ,C) Cp‖φ‖Lp ,
where constant Cp depends on p only.
By virtue of Lemma 2 the derivative ∂ g
∗
∂ζ
is integrable with power p > 2 if g ∈ H+(C, 12 DmaΓ ), where
DmaΓ := min{Dma+ Γ,Dma− Γ }.
Hence, the Cauchy integral (19) or (20) gives a solution of the jump problem (2) for such function g .
Because g ∈ H+(Γ, 12 DmaΓ ) admits extension up to a function of class H+(C, 12 DmaΓ ) (for instance, by means of the
Whitney extension operator) we can assert that the function Φ(z) = CΓ gw(z) is a solution of the jump problem, and this
solution is represented as the Cauchy integral. In addition, if g ∈ Hν(Γ ), where ν > 12 DmaΓ , then
Φ|D+ ∈ H−
(
D+, 2ν −DmaΓ
2− DmaΓ
)
, Φ|D− ∈ H−
(
D−, 2ν −DmaΓ
2− DmaΓ
)
.
Generally speaking, a solution of the jump problem on non-rectiﬁable curve can be non-unique. Dolzhenko [5] described
this phenomenon in terms of the Haussdorff dimension of curve Γ , which we shall denoted by DmhΓ .
Here we consider the following results, see [5].
• If a domain B contains a compact set A, and a function F belongs to the space H+(B,Dmh A − 1) and is analytic in
B \ A, then it is analytic in B .
• If Dmh A > 1, then there exists a function F ∈ HDmh A−1(C), which is analytic in C \ A, but is not analytic in C.
In other words, if DmhΓ > 1, then the jump problem with null jump on this curve have non-trivial solutions, but the
Hölder exponents of these solutions cannot exceed DmhΓ − 1.
Deﬁnition 5. We say that a function Φ , analytic in C \ Γ is a μ-solution of the problem (1) if it is one of its solutions and
Φ|D+ ∈ H−(D+,μ),Φ|D− ∈ H−(D−,μ).
From the considerations above we obtain, ﬁnally, the following result.
Theorem 4. If g ∈ H+(C, 12 DmaΓ ), then the function
Φ(z) = CΓ g(z)
is a solution of the jump problem (2). If g ∈ inHν(C), ν > 12 DmaΓ and
DmhΓ − 1 < μ 2ν − DmaΓ
2−DmaΓ , (21)
then this function is a unique μ-solution of the jump problem (2).
The solvability of jump problem under assumption g ∈ H+(C, 12 DmaΓ ) is proved in [17]. Here we prove the repre-
sentability of the solution as the Cauchy integral.
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DmhΓ − 1< 2ν − DmaΓ
2−DmaΓ ,
then the integrations
∫ [Γ ±] are strict in Hν(C).
Proof. Let us assume that restrictions of functions f1, f2 ∈ Hν(C) on Γ coincide and put g1,2(z) = f1,2(z)(z − z0), z0 /∈ Γ .
Then the functions Φ1,2(z) = CΓ g1,2(z) are μ-solutions of the jump problems with equal jumps and with μ satisfying
assumptions of Theorem 4. Hence, Φ1(z) = Φ2(z) for any z. For z = z0 we obtain
∫ [Γ ±] f1(t)dt = ∫ [Γ ±] f2(t)dt .
Let us consider now the following mapping:
SΓ : Hν(Γ )  g(t) → C+Γ gw(t) + C−Γ gw(t), t ∈ Γ,
where C±Γ gw(t) stand for boundary values of CΓ gw at the point t ∈ Γ from D± . These values exist for ν > 12 DmbΓ and
belong to Hμ(Γ ) for any μ < 2ν−DmbΓ2−DmbΓ . Under these assumptions we have
SΓ g(t) = g(t) − 1
π i
∫ ∫
D+
∂ gw
∂ζ
dζ dζ
ζ − t .
If Γ is a smooth curve, then the operator SΓ coincides with the singular Cauchy integral operator, acting from Hν(Γ )
into Hν(Γ ), see [9,20]. Therefore, we can consider this operator as generalization of the Cauchy singular integral for non-
rectiﬁable curves. We next estimate the norm of it as operator Hν → Hμ . We begin by choosing p = 21−μ . By virtue of the
formula (18) and the bounds for operator T we have
|SΓ g| sup
{∣∣g(t)∣∣: t ∈ Γ }+ C
∥∥∥∥∂ g
w
∂z
∥∥∥∥
Lp
diamμ Γ,
hμ(SΓ g,Γ ) hν(g,Γ )diamν−μ Γ + C
∥∥∥∥∂ g
w
∂z
∥∥∥∥
Lp
.
By virtue of Lemma 1∥∥∥∥∂ g
w
∂z
∥∥∥∥
Lp
 Chν(g,Γ )M1/pd
(
D+
)
,
where d = 2− p(1− ν). Obviously, d > DmbΓ and, consequently, d-mass Md(D+) is ﬁnite. Thus, there is valid
Theorem 5. If g ∈ Hν(Γ ), ν > 12 DmbΓ and μ < 2ν−DmbΓ2−DmbΓ , then
hμ(SΓ g,Γ ) hν(g,Γ )
(
diamν−μ Γ + CM
1−μ
2
d
(
D+
))
and
‖SΓ ‖Hν →Hμ  1+ diamν−μ Γ + C
(
1+ diamμ Γ )M 1−μ2d (D+),
where d = 2(ν−μ)1−μ and C depends on μ and ν only.
If Γ is rectiﬁable curve, then DmbΓ = 1 and∥∥∥∥∂ g
w
∂z
∥∥∥∥
Lp
 Chν(g,Γ )λ1/p(Γ )w1/p+ν−1
(
D+
)
(see Lemma 1). Thus, we obtain
Theorem 6. If Γ is rectiﬁable curve, g ∈ Hν(Γ ), ν > 12 and μ < 2ν − 1, then
hμ(SΓ g,Γ ) hν(g,Γ )
(
diamν−μ Γ + Cλ 1−μ2 (Γ )w 2ν−1−μ2 (D+))
and
‖SΓ ‖Hν →Hμ  1+ diamν−μ Γ + C
(
1+ diamμ Γ )λ 1−μ2 (Γ )w 2ν−1−μ2 (D+),
where C depends on μ and ν only.
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curve Γ , i.e., almost everywhere.
Obviously, diamΓ  λ(Γ )/2 and w(D+) λ(Γ )/π . Consequently, Theorem 6 yields
Corollary 3. If Γ is a rectiﬁable curve, g ∈ Hν(Γ ), ν > 12 and μ < 2ν − 1, then
hμ(SΓ g,Γ ) Chν(g,Γ )λν−μ(Γ ),
where C depends on μ and ν only. 
The result of this corollary was obtained ﬁrst by Salimov [21].
4.1. The Riemann boundary value problem
Having disposed of the preliminary step developed above, we can now return to the problem (1). We seek here its μ-
solutions under classical assumptions G, g ∈ Hν(Γ ), G(t) 
= 0 (see [9,20]) and, in addition, under restrictions ν > 12 DmaΓ
and (21) connected with non-rectiﬁability of Γ .
We have G(t) = (t − z0)κ exp f (t), where f ∈ Hν(Γ ), z0 ∈ D+ , and κ is integer number (divided by 2π increment of
argument of G on Γ ; see [9,20]). As Ψ (z) := CΓ f (z) is μ-solution of the jump problem
Ψ +(t) − Ψ −(t) = f (t), t ∈ Γ,
since the function
X(z) := expΨ (z), z ∈ D+, X(z) := (z − z0)−κ expΨ (z), z ∈ D−,
satisﬁes the boundary value condition
X+(t) = G(t)X−(t), t ∈ Γ,
and the Hölder condition with exponent μ in D+ and in any ﬁnite part of D− .
As usual, substituting G(t) = X+(t)/X−(t) into (1) yields
Φ+(t)
X+(t)
− Φ
−(t)
X−(t)
= g(t)
X+(t)
, t ∈ Γ, (22)
with jump g/X+ satisfying the Hölder condition with any exponent lesser than 2ν−DmaΓ2−DmaΓ < ν . Therefore, we cannot apply
Theorem 4 for proof of solvability of the problem (22). But we can change the integrations
∫ [Γ ±] in the previous subsection
by integrations
∫ [F ] with F equalling to F+ = Γ +/X+ or to F− = −Γ −/X− and consider the Cauchy integrals
1
2π i
[F+]g∫
dt
ζ − z ,
1
2π i
[F−]g/G∫
dt
ζ − z .
The same considerations as in the previous subsection show, that the ﬁrst of them gives a μ-solution of (22) for ν >
1
2 Dma
+ Γ , and second for ν > 12 Dma
− Γ .
In view of the foregoing considerations we have
Theorem 7. Under assumptions of the present subsections the picture of μ-solvability of the Riemann boundary value problem (1)
coincides with classical picture of its solvability for piecewise-smooth boundaries (see [9,20]), and all its μ-solutions and conditions of
μ-solvability are representable in terms of the integrations introduced above.
Note 4. The necessity to solve the jump problem (22) is a reason to consider not only integration
∫ [Γ ±] , but the general
one
∫ [F ] .
4.1.1. Hypercomplex approach
As the theory of Riemann boundary value problem in hypercomplex analysis is analogue to the complex case the situa-
tion is shortly explained.
We recall some basic notions and results in Douglis algebra valued function theory which is a generalization of classical
complex analysis in the plane.
Douglis algebra, see [6] is generated by the elements i and e being the multiplication there governed by the rules:
i2 = −1, ie = ei, er = 0, e0 = 1,
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a =
r−1∑
k=0
ake
k,
where each ak is a complex number, a0 is called the complex part of a and
∑r−1
k=1 akek is the nilpotent part. A Douglis
algebra-valued function is of the form f = ∑r−1k=0 fkek , where fk are complex valued functions. By abuse of notation, we
continue to write f for hypercomplex functions.
The hypercomplex differential operator ∂qz , given by
∂
q
z := ∂z + q(z)∂z, z = x+ iy
where q(z) is a known nilpotent hypercomplex function and
∂z := 12 (∂x + i∂y), ∂z :=
1
2
(∂x − i∂y),
acts like the Cauchy–Riemann operator in the complex case, being it obviously a generalization of the latter. Solution to
∂
q
z f = 0 in a domain Ω ⊂C are called hyperanalytic functions. Moreover, introducing the generating solution t of ∂qz , given
by
t(z) = z +
r−1∑
k=1
tk(z)e
k, ∂
q
z t = 0,
as in the complex case representation formula for f ∈ C1(Ω) ∪ C(Ω) holds.
f (z) = 1
2π i
∫
∂Ω
f (ξ)
dt(ξ)
t(ξ) − t(z) +
1
2π i
∫
Ω
∂ f (ξ)
∂t(ξ)
dt(ξ)dt(ξ)
t(ξ) − t(z) , z ∈ Ω.
The curvilinear integral above plays the role of the Cauchy integral in the hypecomplex analysis. A deeper discussion of the
boundary properties of this integral over regular curves and concerning with the hyperanalytic Riemann boundary value
problem, where instead of analyticity one requires the hyperanalyticity of the solutions is developed in [1,2]. Moreover,
a suﬃciently complete picture of solvability of the hyperanalytic Riemann boundary value problem for a great generality
dealing directly with the d-summability of the boundary as essential hypothesis for integration can be found in [3].
We end with a direct replacement of Theorem 7.
Theorem 8. Under assumptions above the picture of μ-solvability of the hyperanalytic Riemann boundary value problem coincides
with classical picture of its solvability for very regular boundaries (see [1,2]), and all its μ-solutions and conditions of μ-solvability are
representable in terms of the integrations introduced in this paper.
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