We study a class of Lindblad equation on finite-dimensional fermionic systems. The model is obtained as the continuous-time limit of a repeated interaction process between fermionic systems with quadratic Hamiltonians, a setup already used by Platini and Karevski for the one-dimensional XY model. We prove a necessary and sufficient condition for the convergence to a unique stationary state, which is similar to the Kalman criterion in control theory. Several examples are treated, including a spin chain with interactions at both ends. 
Introduction
Lindblad equations are one of the many ways to model the behavior of a quantum system in interaction with another one (that is, an open quantum system [76] [71]). They arise in the Markovian approach where the second system, called the bath, is not modified by the interaction. The effect of the bath is then taken into account by adding a term to the SchrÃűdinger equation that governs the first system, making it a Lindblad equation; it is the quantum counterpart of the Fokker Plank equation corresponding to a classical Langevin equation (see [34] for a history of the Lindblad equation). The evolution of the system is no more unitary, but described by a so-called quantum dynamical semigroup (Λ t ) t∈ [0,∞) which is made of completely positive trace-preserving maps. This approach has been notably successful in the realm of quantum optics [32] , [58] and to study continuous-time measurement and decoherence.
A central question in the study of quantum dynamical semigroups is whether the state of the system converges to a stationary state and whether this state is unique. In the case where the bath is at thermal equilibrium, it is expected that the system converges to a Gibbs state at the same temperature as the bath. This article considers the question of convergence and uniqueness on the special class of quadratic fermionic dynamical semigroups, where the stationary state can often be fully described.
Quantum dynamical semigroups can be derived in the context of the weak coupling limit, where the interaction between the bath and the system is vanishingly small (see for example [36] or Derezinski and De Roeck [38] ). In the case of a larger interaction, the explicit form of the Lindblad equation often needs to be obtained by phenomenological considerations. In [12] Attal and Pautrat proposed the setup of the continuous-time limit of repeated interactions, in which the bath is modeled as the tensor product of many subsystems that are interacting one after the other with the system. The Lindblad equations studied in this article are obtained by applying this setup to fermionic systems with quadratic Hamiltonians. The equation obtained is of the following form:
where the γ i are the Majorana operators on the system, where T is a matrix describing the Hamiltonian of the system, where Θ is a matrix describing the interaction between the system and the bath, and M B is the covariance matrix of the state on the bath. This kind of evolution is often called a quasi-free semigroup. An important example is the case of the one-dimensional XY model on the spin chain, which can be mapped to a fermionic system. In general, these equations can be thought as describing non-interacting fermions which may jump between the system and the bath. As such, it may seem simplistic and serves more as a toy model to investigate the behavior of open quantum system than as the study of a physical quantum system. These models have the advantage to be explicitely solvable in many case, and still exhibit nontrivial behavior. As an example, the study of the convergence properties on the XY spin chain by Dharhi [39] inspired the improvement of a criterion of convergence for general quantum dynamical semigroups by Fagnola and Rebolledo [43] . The class of quadratic Lindblad equations on bosonic and fermionic spaces has long been studied, with important examples such as the damped quantum harmonic oscillator, the Dicke laser or the decay of unstable particles (see [1] or [40] ). Most of these models are on small bosonic systems. More recently, general quasifree semigroups on fermionic spaces have been studied by Prosen [67] [68] who described a way to study the convergence and uniqueness properties; his analysis is restricted to the set of even states (i.e. states which commutes with the parity operator). The repeated interaction model on fermionic spaces was introduced by Platini and Karevski [66] [53] , with an emphasis on the XY model; they computed explicitly the stationary state in the isotropic case. The convergence to a unique stationary state for the XY model has been shown in the aforementioned articles of Prosen but also by Dharhi [39] with different methods. Dharhi used a general criterion for the convergence of quantum dynamical semigroup which was developed by Frigerio and Verri [47] [48] .
The main result of this article is Theorem 3. It is a necessary and sufficient condition for the convergence to a unique stationary state for the class of quadratic Lindblad equations on finite-dimensional fermionic spaces. The condition is phrased in terms of the matrices T and Θ describing the Hamiltonian and the interaction between the bath and the system, and is similar to the Kalman criterion in control theory: there is convergence and uniqueness if and only if the range of Θ is cyclic by T . The theorem result from the general criterion of Fagnola and Rebolledo [43] , but it is valid even if the semigroup admits no faithful invariant state. This is made possible by Proposition 13, where we show that if S is the support of the stationary state with maximal support, then the fermionic space H describing the system can be decomposed as the tensor product of two fermionic spaces H A and H C such that S = {|Ω A Ω A |} ⊗ H C where |Ω A is the null state of H A .
The criterion is applied to several examples, some of them exhibiting strange behavior: for some specific baths, the stationary state is independent of the Hamiltonian and is the Gibbs state for the number operator. The case of the gauge-invariant spin chain is solved in a slightly more general case than in Karevski and Platini [53] , and another strange behavior is observed.
The article is organised as follows: in a first part, we introduce the basic definitions and theorems on fermionic systems in finite dimension. We introduce the covariance matrix of a state, which is the fermionic analogue of the covariance matrix of a random vector, and the class of quasi-free states, with similar properties as Gaussian vectors.
In the second part, we describe the continuous-time limit of repeated interaction model, and apply it to quadratic fermionic systems. The properties of the resulting semigroup are exposed: it is shown that the covariance matrix of the system satisfies its own master equation. The condition for the convergence to a unique state is proved.
Examples in the gauge-invariant case are studied in the fourth part. We show that thermalisation may occur, but not in every case: notably, if the state of the bath is the Gibbs state e −βNB /Z B where N B is the number operator on the bath, then the semigroup admits as a stationary state the Gibbs state e −βNS /Z S , where N S is the number operator on the system, even if the Hamiltonian of the system is not N S . We then study the Gauge-invariant fermionic chain with interactions at both ends, and show that modifying the coupling constant between the bath and the system may change the stationary state in an unexpected way.
The last part is about the important example of the XY model. We describe the Jordan-Wigner transform, which allows to map this model to a quadratic fermionic system, and we prove the convergence thanks to our criterion. and discussions about fermionic systems.
Fermionic systems and quasi-free states
In this section, we recall the classical properties of fermionic spaces, with an emphasis on quadratic Hamiltonians and quasi-free states. The reader may find more details in Araki [2] or Derezinski and Gerard [37] .
Basic notations
For a vector u in a Hilbert space H, we may use the bra-ket notation : |u also design the vector u, while u| design the corresponding linear form. The scalar product of two vectors will be written u , v . If a conjugation is chosen on H, the conjugate of a vector is written u, its real part is Re (u) and its imaginary part is Im (u).
For an operator A on H, we write Ran (A) its image, its adjoint is A * , and if there is a conjugation on H, the conjugate of A is written A and its transpose is A
Creation and annihilation operators, field operators
Let H 0 be a Hilbert space of finite dimension L, describing the state of a single particle. The state of an indefinite number of fermions identical to this particle is described by the fermionic space H = Γ(H 0 ). It is defined that way: let
, where H ⊗0 0 = C. Define P as as the projection over antisymmetric vectors: for any u 1 , ..., u k ∈ H 0 , we have
where S k is the group of permutation of k elements and ε(σ) is the signature of the permutation σ. Then the fermionic space is H = P as A(H 0 ). We define the bilinear form ∧ on H the following way: for a ∈ P as H ⊗k 0
Given a pure state u ∈ H 0 , we write c u : H → H the operator of annihilation of a particle in the state |u and its adjoint c * u the creation operator. Recall that for any
The map u → c * u is C-linear and the map u → c u is C-antilinear. In what follows, we fix an orthonormal basis |1 , · · · , |L of H 0 . The annihilation and creation operators related to |i are written c i and c We construct an orthonormal basis of H corresponding to the basis of H 0 the following way: for u 1 , ..., u L ∈ {0, 1}, let i 1 < ... < i k be the indexes of u i with u i = 1 and let
The expression of the creation and annihilation operators in this basis is
In order to consider linear combinations of creation and annihilation operators, we would like to consider the map
However this map is antilinear in the second variable, which is not practical. To overcome this, we consider the Hilbert space H 0 which has the same structure of real vector space as H 0 , but the scalar multiplication by i has been replaced by the scalar multiplication by −i. In other words, H 0 is a vector space endowed with an antilinear isomorphism s : H 0 → H 0 (many authors simply write s(x) = x for x ∈ H 0 , which is natural but may be confusing). The scalar product on H 0 is v , w = s
(v) . Now, we define the complex phase space as the Hilbert space Y = H 0 ⊕ H 0 and the field operator ϕ by
It is a C-linear map.
The complex phase space Y is endowed with the anti-linear involution ξ(u ⊕ s(v)) = v ⊕ s(u). The "real space" defined using ξ as a conjugation is Re
and the anticommutation relations write
If we fix a Hilbert basis |1 , ..., |L of H 0 , it allows to define two interesting basis of Y. First, there is the basis with elements e i = |i ⊕ 0 and e i+L = 0 ⊕ s(|i ), so that
Secondly, consider another basis of Y, which is contained in Re Y: take f i = (e i + e i+L ), f i+L = (ie i − ie i+L ) (it is an orthogonal basis, but not a normal one. We choose not to normalise it to be more in phase with conventions in the litterature). Then the operators γ i = ϕ(f i ) (for i = 1, ..., 2L) are called Majorana operators (or Clifford operators). They are self-adjoint and satisfy the following anticommutation relations:
The relations between the c i 's and the γ i are: for 1 ≤ i ≤ L,
We will call the basis {e 1 , ..., e 2L } the creation/annihilation basis and the basis {f 1 , ..., f L } the Majorana basis. For an operator A on Y, we will generally write A c and A f its matrices in the creation/annihilation and the Majorana basis respectively. When a basis is chosen and if it does not cause confusion, we identify the matrix with the operator and simply write it A. It is practical to choose which basis to use depending on the context; to swap between the basis, note that
Hamiltonian for non-interacting Fermions
Let H 0 be a Hamiltonian on the one-particle space H 0 , with associated matrix T 0 in the basis |1 , · · · , |L . If we make the physical hypothesis that the fermions are non-interacting, then the corresponding unitary evolution on the fermionic space H is Γ e −itH0 so the corresponding Hamiltonian is dΓ(H 0 ). It is easily seen that
This is a first motivation to study operators that are quadratic in the creation and annihilation operators. We will also encounter more general quadratic operators, with terms of the form c i c j and c * i c * j . They arise for example in the case of the XY model for a chain of spin (see Section 5) . The study of quadratic operators is simplified by the introduction of the column operator, as follows.
Column operator
Let us consider the map C * from H ⊗ H 0 to H defined by
in a chosen basis |1 , ..., |L of H 0 is a line of operators:
is a column of operators. Thus the previous formula about the quantization of one-particle Hamiltonian becomes
The column operator C is not sufficient to treat general quadratic operators because it does not allow to mix the creation and annihilation operators; we will need the larger vector of operators
In the creation/annihilation basis, the matrix F c of F is 6) and in the Majorana basis, its matrix F m is
Change of basis and Bogoliubov transforms
Bogoliubov transforms are a way of swapping between different representations of H as the second quantization of a space H 0 . They are used notably to simplify quadratic operators. Proof. Since the Majorana basis is contained in Re Y, the involution ξ corresponds to the conjugation, so the matrices that commute with ξ are the real matrices. Now, for the creation/annihilation basis, note that if u and v are vectors of H 0 of matrices u b and v b in the choosen basis of H 0 , then the matrix of u ⊕ s(v) in the creation/annihilation basis is
It is easily checked that matrices commuting with the map ξ c are of the announced form.
Bogoliubov transforms are interesting because of the following property: 
As a consequence, the elementsc i ,c i * of the column operatorF c = U * c F c satisfies the anti-commutation properties.
The new operatorsc i define another fermionic structure on H; but in general, a Bogoliubov transform does not correspond to a C-linear change of basis on the one-particle space H 0 , but only to a change of basis on Y.
We will show at the end of the next subsection that a Bogoliubov transforms can always be implemented as the action of a unitary on H: there exists a unitary V ∈ B(H) with ϕ(U y) = V ϕ(y)V * for all y ∈ Y.
Quadratic Hamiltonian
Quadratic Hamiltonians are an important subclass of Hamiltonians; they appear in the context of the second quantization of a one-particle Hamiltonian as well as in the context of the Jordan-Wigner transform. Every Hamiltonians considered in this article are be quadratic.
Definition 2. A quadratic Hamiltonian on H is a self-adjoint operator of the form
where T is an operator of Y. In other words, it is a homogeneous polynomial of order two in the creation and annihilation operators.
The map T → F * T F is not one-to-one and the condition that H is self-adjoint makes possible to impose that T is self-adjoint. But we can impose even more on T . 
The Hamiltonian corresponding to T is
It will be useful to change from the creation/annihilation basis to the Majorana basis; if H = F * T c F in the creation/annihilation basis, then in the Majorana basis T writes
The commutator of quadratic operators and of field operators are simple to describe: for any operator T : Y → Y and for any x ∈ Y, we have
Thus, if ξT ξ = −T , we have simply [F * T F, ϕ(x)] = ϕ(T x).
The next proposition expresses the fact that we can reduce any quadratic Hamiltonian by a Bogoliubov transform. 
Proposition 4. Let T c ∈ QF (L) be the matrix of a quadratic Hamiltonian; then there exists a Bogoliubov transform U such that in the creation/annihilation basis U T U * is of the form
Proof. Let iR be the matrix of T in the Majorana basis, where R is an antisymmetric real matrix. It is a classical fact that antisymmetric real matrix of even size can be block-reduced by a real unitary transform: there exists a real unitary O and a diagonal matrix Λ of size L × L with
Let U be the matrix associated to O in the creation/annihilation basis:
Then O is a real unitary matrix so U is a Bogoliubov transform. Moreover,
Hence U diagonalize T as required.
Remark: This proposition shows the advantages of using both the creation/annihilation basis and the Majorana basis: on the one hand, in the Majorana basis matrices are generally of a simpler form and we can use classical theorems to reduce them; on the other hand, the creation and annihilation operators are easier to interpret and manipulate. Indeed, since the c * i c i form a family of mutually commuting projectors, this theorem allows to effectively diagonalize H. Moreover it makes easy to compute exp(H):
The following proposition allows to compute the effect of exp(H) on the creation and annihilation operators.
is a Bogoliubov transform. Any Bogoliubov transform can be obtained that way.
This proves that any Bogoliubov transform can be implemented by a unitary on H.
Proof. This proof could be written without using the reduction of T , but it is more convenient with it. Let U be a Bogoliubov transform that reduce T c.a as in proposition 4 andc i ,c i *
For any A ∈ B(H), write L A and R A the left and right multiplication by A. Then we just proved that for all i,
, so exponentiating the previous formula gives the announced result.
For the last part of the proposition, any Bogoliubov transform is a real unitary in the Majorana basis, hence it is the form e 2iR where R is a real antisymmetric matrix, that is, a matrix of QF (L) in the creation/annihilation basis.
Covariance matrix
Let ρ be a state on H (i.e. a positive operator of trace 1). It is represented by a 2 L × 2 L matrix (or an operator on Y); but many of its interesting properties are described by a smaller matrix, called the covariance matrix: it is an L × L matrix (or an operator of H 0 ) with a definition similar to the one of the covariance matrix in probabilities.
Definition 3. The covariance matrix M of a state ρ is the operator on Y defined by
where Tr H is the partial trace on H ⊗ Y.
In the creation/annihilation basis, the covariance M is a 2L × 2L matrix and for
The diagonal terms of M are easily interpreted: the quantity
is the probability of absence of a particle in the mode i. We choose the convention c i c * j and not c * i c j because C is anti-linear under change of basis.
Due to the anticommutation relations, the covariance matrix is always of the following form in the creation/annihilation basis:
where Q ∈ QF (L). In the Majorana basis, it is the form
where R is a real antisymmetric matrix. Because of Proposition 5, it is easy to compute the evolution of the covariance matrix under the evolution generated by a quadratic Hamiltonian. 
Proof. We have
This formula, together with the reduction of Proposition 4, means that up to a Bogoliubov transform we can assume that M is diagonal. Since
its support is not H).

Quasi-free state
Quasi-free states are an important class of states on fermionic spaces; they are Gibbs states for quadratic Hamiltonians and they behave in a similar way as the Gassian states in classical probabilities. In this section, we introduce quasi-free states and describe some of their fundamental properties.
Definition 4. A state ρ on H is said to be a Gaussian state if it has the form
where 
Hence it is a Gaussian state, generated by the quadratic Hamiltonian F * e 2itT Re −2itT F .
A second useful property is that we can express the covariance matrix of a Gaussian state as a function of T .
Proposition 8. If ρ is a non-degenerate quasi-free state of the form
This formula is easily obtained by reducing T by a Bogoliubov transform and using the fact that Tr Π The most characteristic property of quasi-free states is the Wick formula. It expresses the fact that a quasi-free state is fully described by its covariance matrix. This is the non-commutative analogue of the fact that a Gaussian random vector is characterized by its covariance matrix, which justifies the term "Gaussian state" for "quasi-free state". 
The state ρ verifies Wick's formula: for every
where P n 2 is the set of pairings of { 1, · · · , n }, i.e. the set of permutations σ of { 1, · · · , n } that satisfies σ(2i) < σ(2i + 1).
A proof that 1 implies the formula 2 can be found for example in an article from Gaudin [49] . It may be obtained by a repeated use of the commutation relation of Proposition 5. The fact that 2 implies 1 is often omitted, it can be proved as follows.
Proof. Assume that ρ satisfy the Wick's formula 2. Let M be its covariance matrix and assume that 0 < M < Id. Let T = ln(M −1 − I) and write
Then ρ and ρ M have the same covariance matrix and are both satisfying the Wick's formula. Hence Tr (ρa 1 ...a n ) = Tr (ρ M a 1 ...a n ) for every a 1 , ..., a n ∈ Vect (c i , c * i |i = 1, · · · , L), which implies that Tr (ρA) = Tr (ρ M A) for any observable A and so ρ = ρ M . Thus, ρ is quasi-free.
To prove it when M has 0 or 1 as eigenvalue, let 0 < M n < Id with M n → M. Then for any a 1 , ..., a n ∈ textV ect(c i , c *
..a n ) because the left-hand side of the Wick formula is continuous in the covariance matrix, hence ρ Mn → ρ.
Tensor product of fermionic spaces
Let H S and H B be two fermionic space, with one-particle spaces H 
The covariance matrix and quasi-free states behave well with respect to these decompositions, as shown in the following proposition: The difference between E SB and E BS is often of no consequence; for example, if C and D are even operators, then C and D commute as elements of B(H SB ) and E SB (CD) = E BS (DC) = C ⊗ D. In particular, quasi-free states and the density matrix behaves well under tensor products and partial traces, whatever is the isomorphism we choose: for ρ S and ρ B quasi-free states, E −1 
Repeated interactions processes and fermions
In this section, we describe a model for a continuous-time dissipative dynamical evolution on a fermionic system. First, we introduce the general repeated interaction model, which we then apply to fermionic systems. Some important properties are derived, namely the fact that quasi-free states remain quasi-free under the evolution and that the covariance matrix follows a closed master equation. Finally, we derive a necessary and sufficient criterion for the convergence to a unique stationary state. Examples and applications are described in the following section.
Quantum dynamical semigroup
Quantum dynamical semigroups (or Lindblad semigroups) are a general model for quantum systems in interaction with a large bath. It is the quantum counterpart of a classical Markov semigroup, and it corresponds to the situation where the bath is left unperturbed by the system: its effect on the system is the same at all times. 
There are several ways of obtaining a quantum dynamical semigroup from an explicit model of interaction with a quantum bath. A classical one is Van Hove's weak coupling limit (see [36] and [38] ). The one we consider is the continuous-time limit of a repeated interaction process, a model introduced by Attal and Pautrat [12] .
Continuous limit of a repeated interaction process
A repeated interaction process describes a system in interaction with a large bath the following way:
1. The system is described by a Hilbert space H S and a Hamiltonian H S .
2. The bath is composed of an infinite number of copies of the same model H B , with Hamiltonian H B and initial density matrix ω: the total bath space is H B,tot = n∈N * H n where H n = H B . The initial state of the bath is ω tot = ω ⊗ ω ⊗ · · · and the Hamiltonian of the bath is H B,tot = H n where 4. We also assume that Tr B (V I ⊗ ω) = 0. This is equivalent to the fact that for all ρ, Tr B (V ρ ⊗ ω) = 0. This hypothesis will be needed to ensure the convergence when the time scale τ goes to 0.
This picture means that a quantum channel is repeatedly applied onto the system. Indeed, define the quantum channel L τ by
iτ (HS +λV +HB ) .
Then the state of the system at time nτ is
for any t ≥ 0. We want to take the continuous limit of such a process when τ → 0 under suitable renormalization. 
The family Λ t t∈[0,∞[
form a quantum dynamical semigroup, with generator:
This result is analogous to Theorem 21 in Attal and Pautrat [12] .
Proof. Write the second order expansion of e
where L is defined in the proposition. Now the term of order √ τ is zero because of the assumption 4, thus
which converges towards e tL as τ → 0.
Now that we described this general way to construct a quantum dynamical semigroup from a repeated interaction model, we will apply this to the case of fermionic systems whose evolution is generated by quadratic Hamiltonians.
Fermionic repeated interaction process
From now on, the spaces H S and H B are fermionic systems of respective lengths L and K, with field operators γ In what follows, we will use mainly the Majorana basis and not the creation/annihilation basis, and we identify an operator on Y and its matrix in the Majorana basis. The creation/annihilation basis will only be used in the (important) case of Gauge-Invariant Hamiltonians.
To separate the bath and the system in the notation, we will order the elements of F SB this way:
T .
The Hamiltonians used in the repeated interaction process are quadratic Hamiltonians:
where, in the Majorana basis, T S = iR S and T B = iR B with R S , R B real antisymmetric matrices of size 2L × 2L and 2K × 2K and Θ = iW where W is a real matrix of size 2L × 2K. We also assume that the state ω of H B is a quasi-free state and we write M B its (full) covariance matrix.
We claim that Tr B (V I ⊗ ω) = 0 (Assumption 4 of Subsection 3.2). Indeed, since ω is gaussian, it is an even operator. Moreover, V is a sum of terms the form γ 
The total Hamiltonian during one interaction is
With λ = 1/ √ τ , it is ensured that the repeated interaction process converges to a quantum dynamical semigroup as τ → 0. Let Λ t t≥0
be the completely positive semigroup describing this evolution.
The Lindblad operator for a general state
By Proposition 10, we know that the generator L of (Λ t ) t≥0 is the form
We will show in the next subsection that knowing the exact form of L is actually not necessary when we are only interested in the covariance matrix of ρ; still, for it will be useful to write Φ * as a function of the c i , c * i for the study of states that are not quasi-free. The expression of Φ * depends on which of the isomorphisms E SB and E BS we used to identify H S ⊗ H B and Γ(H 
If we used the isomorphism E BS instead, we obtain
Φ * (ρ) = 1≤i,j≤2L (ΘM B Θ * ) i,j γ j ρ γ i .
Note that if ρ is even, it commutes with (−1)
NS and the choice of isomorphism does not make any difference.
Proof. Let us show it for the E SB isomorphism.
Replace
which is the announced formula.
The proof in the case of the E BS isomorphism is similar.
Since ΘM B Θ * can be diagonalized by a Bogoliubov transform, this formula allows to write Φ * (ρ) in the form L i ρL * i , which will be useful to study the convergence property of Λ t .
Evolution of the covariance matrix
Given an initial state ρ(0), the state of the system at the time t is ρ(t) = Λ t ρ(0). Let us study the evolution of the covariance matrix M(t). We will show that M(t) follows its own master equation.
Theorem 2. Let M(t) be the covariance matrix of ρ(t) and M B the covariance matrix of ω, the state of each subsystem of the bath. Then
∂M(t) ∂t
Proof. It is sufficient to prove Formula 3.16 at t = 0 since the evolution of ρ is given by a semi-group. It can be proved by using Formula 11 and the commutation relations, but we choose a more direct way. We come back to the description of the evolution as the limit of a repeated interaction process. Let M SB (τ ) be the covariance matrix of
The proposition is obtained by taking the limit τ → 0.
Evolution of a quasi-free state
We are now able to describe the evolution of the covariance matrix, but it doesn't fully describe the state of the system, unless if ρ S (t) is quasi-free. Luckily, quasi-free states remain quasi-free under the evolution:
Proposition 12. If ρ S (0) is a quasi-free states then ρ S (t) is a quasi-free states at all t 0.
If moreover the state of the bath ω and ρ S (0) are nondegenerate, then ρ S (t) is nondegenerate for all t > 0.
Proof. Again, we come back to the description as the limit of a repeated interaction process. Let ρ be a quasi-free state. Then ρ ⊗ ω is also a limit of quasi-free states and by Proposition 7, the matrix
is also a quasi-free state. Thus its partial trace L τ (ρ(0)) = Tr hhB (ρ SB (τ ) is a quasi-free state. Hence L n τ (ρ) is a quasi-free states for all n ∈ N. Wick's formula is also preserved by the limit τ → 0, so in the continuous-time evolution, ρ(t) is a quasi-free state. Now, if ρ S (0) and ω are nondegenerate, then their covariance matrix satisfy εId
On the support of a stationary state
A stationary state is a state σ which is invariant under λ t . Semigroups that admits a stationary state with full support have several nice properties, and some authors concentrate on this case. It is motivated by the following facts:
• For any CPTP semigroup, the support of a stationary state is stable by the semigroup
• There exists a stationary state σ with maximal support (i.e. for any stationary state ρ, we have Supp ρ ⊂ Supp σ).
Thus we can hope to reduce the study of (Λ t ) t to the study of its restriction to the support of a stationary state. The following proposition shows that the restricted semigroup can still be seen as a semigroup on a fermionic space. 
be obtained as the continuous time limit of a repeated interaction process on quasi-free fermionic systems.
Proof. Let M be the covariance matrix of σ. There exists a Bogoliubov transform such that in the creation/annihilation basis, M is diagonal, and we can also single out its eigenspaces for 0 and 1: let a = dim ker(M) and c = L − a, then up to a Boboliubov transform U , we can assume that in the creation/annihilation basis we have 
Indeed, let P = |Ω
To prove the other inclusion, we use the fact that σ is a stationary state with maximal support. Note that since σ is stationary, its covariance matrix satisfies We are now ready to study the ergodic properties of (Λ t ) t .
Convergence toward a unique stationary state
We prove a necessary and sufficient condition for what is sometimes called the "return to equilibrium" property: there exists a unique stationary state ρ ∞ and for any initial state ρ, ρ(t) converges towards ρ ∞ . This property implies notably that the stationary state is quasi-free (since the set of quasi-free states is preserved by the evolution).
Theorem 3. Consider the continuous process described above. Then the following assertions are equivalent: (1) There exist a unique stationary state ρ ∞ ; it is quasi-free and ρ(t) → ρ ∞ for any initial condition ρ(0).
(2) ker Θ * contains no eigenvectors of T S .
is called the Kalman condition in control theory. It is the condition that we will use in most concrete examples.
Prozen proved a similar convergence theorem for fermionic Lindblad evolutions in [67] , but it only works with initial conditions that are even operators. His methods are different than ours: Prosen's trick is to see
In the following proof, the convergence for quasi-free initial state comes quite easily, but to deal with general states, we resort to the ergodic theory of quantum semigroup, with a few technicalities.
Proof. We break the proof in several lemmas.
First, an easy lemma of linear algebra: Lemma 1. The assertions (2) and (3) in the theorem are equivalent.
Proof of the lemma.
Note that V (T S , Θ) is the smallest subspace of C 
Lemma 2. The assertion (2) is equivalent to the following fact: there is convergence of M(t) to a unique stationary covariance matrix M ∞ for any initial covariance matrix M(0).
Note that this lemma already proves thath (1) implies (2), since the convergence and uniqueness for states implies the convergence and uniqueness for covariance matrices.
Proof of the lemma.
G is real since Θ and T S are in iR (recall that we are in the field representation). is Let ρ 1 and ρ 2 be two initial states and let M 1 (t) and M 2 (t) be their covariance matrix after a time t. Then M 1 (t) − M 2 (t) is the form iR(t) where R(t) is a real antisymmetric matrix and by Formula 3.16,
Hence, we are reduced to the study of the spectrum of L :
The key point is the following: all elements of σ(G) are of negative real part if and only if Assertion (2) is satisfied.
Indeed, if there exists
with Θ * u = 0 and T S u = λu, then Gu = −iλu so iλ ∈ σ(G); conversely, if there exists u ≥ 0 with Gu = (r + iλ)u where r, λ ∈ R and r > 0, then
so by identifing the real and imaginary part, r u 2 = − 1 2 Θ * u 2 ≤ 0, so r = 0, Θ * u = 0 and T S u = iλu. This contradicts Assertion (2). Now, let us assume that Assertion (2) is not satisfied. Then let u = 0 be such that Gu = iλu. Let a = Re u, b = Im u, then Ga = −λb and Gb = λa. Define R = |a b| − |b a|. Then R is an antisymmetric real matrix and L(R) = 0. Thus, if we take ρ 1 (0) to be a nondegenerate quasi-free state, M 1 (0) + iεR is a covariance matrix for ε small enough; take ρ 2 (0) to be the quasi-free state of covariance matrix M 1 (0) + iεR. Then M 1 (t) − M 2 (t) = εR is nonzero and constant, so M 1 (t) and M2(t) cannot converge towards the same limit. If we were only concerned by states that are even operators, we could stop here. Indeed, if there is convergence and uniqueness of the density matrix, there is convergence and uniqueness for any quasi-free state. But the linear span of quasi-free states is the set of even operators, so with Lemma 2, we actually proved that Assertion (2) implies the convergence to a unique stationary state for any initial condition that is an even operator. Now, let us deal with initial states with a nonzero odd part. We will make use of the following criteria, from [43] 
.., n }, where δ H (A) = [H, A]. Then there is convergence to a stationary state for any initial state if and only if N (Λ) = F (Λ). The stationary state is moreover unique if and only if
N (Λ) = Id C.
Note that there is not uniqueness of the family of operators (L
i , but it can be shown that N (Λ) and F (Λ) does not depends on the choice of the L i 's.
Let us put aside the requirement that there exists a faithful stationary state and study the algebra N (Λ).
Lemma 3. If Assertion (2) is satisfied, then
We will write Φ * in the form
(which is independent of the choice of the L i ). Assume that we choose the E BS isomorphism. We will first show that A(Λ) contains ϕ(u) = i u i γ i for any u ∈ Ran Θ.
Recall that by Proposition 11 we have Φ * 
Thus, for any v ∈ V (T S , Θ), the operator Φ(v) is in A(Λ). Since Assertion (3) is satisfied, it means that all the γ i 's are in A(Λ) and since A(Λ) is a unital algebra, this implies that A(γ) = B(H), hence N (Λ) = Id C. Now, if we choose the E SB isomorphism instead, by a similar proof we show that
This lemma proves that, provided there is a faithful stationary state, Assertion (2) implies Assertion (1). There is a last technicality to prove it when there is no faithful stationary state.
Up to a Bogoliubov transform, we can decompose H as Γ(H 
at distance at most ε/a of 1. This implies that
where • 1 is the trace norm and
.
Now for any s sufficiently large, Λ s (|Ω
is at distance at most ε of ρ ∞ , and since Λ s is a contraction, this implies that ρ(t + s) − ρ ∞ ≤ 4ε. This ends the proof of the theorem.
In the case where stationary states are not unique, convergence can still be achieved under some assumptions:
Theorem 4. The following propositon are equivalent:
(1') For every initial state ρ S (0), ρ S (t) converges towards a stationary state Φ(ρ S (0)) (not necessarily unique, nor quasi-free).
(2') ker(Θ * ) contains at most one eigenspace of T S .
This theorem can be proved exactly as Theorem 3.
The case of systems that are real in the creation/annihilation basis
The criterion can be simplified in the case where T S and Θ are real in the creation/annihilation basis. Indeed, these operators are real in the creation/annihilation basis if and only if they are of the following form in the Majorana basis:
Hence, Kalman's criterion is satisfied if and only if
The case of gauge-invariant systems
The results presented above can be simplified in the case of gauge-invariant systems, where every Hamiltonian considered are second quantizations of operators and ω is itself gauge-invariant. In this section, we use the creation/annihilation basis because it is the most adapted to gauge-invariant systems. 
Hence, if we write the full covariance matrix of the system as
then Equation 3.16 can be decomposed into the following system:
If ρ(0) is gauge-invariant, then ρ(t) is gauge-invariant for all t. This implies that there exists a quasi-free gauge-invariant stationary state. Moreover, to check the uniqueness and convergence, it is sufficient to study the Kalman condition for T S,0 and Θ 0 only: 
Indeed, it is easy to prove that Assertion (3") is equivalent to Assertion (3) of Theorem 3 in the case of gauge-invariant systems. Note that if these assertions are verivied, then A 0 (t) converges to 0 as t → ∞ and
Theorem 4 also has an obvious simplification in the gauge-invariant case.
As a conclusion, the study of gauge-invariant models is simplified: it is sufficient to study Equation 3.17 to study the convergence and to find the covariance matrix of the stationary state.
Gauge-invariant models provides many interesting examples, as shown in the following section.
Applications and examples in the gauge-invariant case
In this section, we study a few examples of gauge-invariant systems that are exactly solvable. The first example demonstrate thermalisation (i.e. convergence to a Gibbs state for H S ). The second examples shows that thermalisation does not occurs in general, even when the bath is simple. In the third example, we study a model of fermionic chain, which can be seen as a spin chain as shown in Section 5.
Thermalisation
This example is similar to a model studied by Attal and Joye in [9] . It shows how a system may be forced to thermal equilibrium, but the setup is somewhat artificial: We take the system H S to be a general fermionic space (of finite dimension) and H B a copy of H S , with T B,0 = T S,0 . In each interactions, he systems interacts site by site, so Θ 0 = I. We suppose that the bath's subsistems are at thermal equilibrium, i.e. 
A simple bath
Let us assume that the bath is a Gibbs state at temperature β with the most simple possible Hamiltonian:
.17, we see that the gauge-invariant quasi-free state with small covariance matrix
is a stationary state. Note that it does not depends on T S or Θ, though it commutes with H S . This is somewhat counter-intuitive, since we would expect simple systems to thermalise for T S . This is an effect of the high degeneracy of H S (it commutes with many non-trivial operators, including N S ).
Here are two special cases:
A fermionic chain interacting at one end
Here is an example where the convergence and uniqueness criteria is satisfied: we take dim H B,0 = 1 and the system is a chain of fermions interacting with the bath in one end of the chain. and chose
where * represents the k first entries. Thus, Kalman's criterion is satisfied.
The star
Now, here is an example where the criteria of convergence is satisfied but not the criteria of uniqueness: whe take H S to be a "star", with every site connected to a central site which interacts with the bath: We can for example define T S,0 and Θ 0 the following way:
Then ker T S,0 is of dimension L − 1 so Θ 0 cannot be cyclic. However, its non zero eigenvalue is √ n with
, so the criteria of convergence from theorem 4 is satisfied: there is convergence to a (non-unique) stationary state for every initial state.
The fermionic chain with interaction at both ends
We consider two bath interacting at each ends of a chain of sites with nearest neighbors interactions: Figure 3 : A fermionic chain with two baths Thus, we take K = 2 and 
where p 1 , p m , p L and c are real numbers that are independent of L. They are defined as follows. Let s = 4(θ
Remarks:
1. The numbers p 1 , p m , p L are the average number of particles in their respective sites. As expected, they are barycenters of n 1 and n 2 , the average number of particles in each bath. If θ 1 = θ 2 , the average number of particles in any site exept the first and the last of the chain is p m = (n 1 + n 2 )/2. But if we take different values for θ 1 and θ 2 , we may observe a strange behavior: if
2. The number c is the current of particles. It is independent of L, which shows that the system does not verify any kind of Fourier's law. This is not a surprise, because harmonics systems with invariance by translation as our are known to contradicts Fourier's law.
Proof. Similarly to the fermionic chain interacting at one end, it is easy to show that Kalman's criterion is satisfied, so there is a unique stationary state. Hence it is sufficient to show that the small covariance matrix described in the proposition is a solution of
) be the covariance matrix described in the proposition. Write
Then a simple computation shows that the real part of the equation for M 0 is
and the imaginary part is
Thus, M 0 is solution if and only if a 1 = a 2 = a 3 = a 4 = 0. But p 1 , p m , p L and c are precisely the solution of these equations, so M 0 is the covariance matrix of the stationary state.
Remark: Note that the simple form of the solution is due to the invariance by translation of T S . If we disturb H a little (by example, we add ε |i i| with ε > 0 for some fixed i ∈ 1, ..., L), the solution is no more tri-diagonal.
The XY-model
The one-dimensional XY model give rise to an important example of non Gauge-invariant fermionic system. The closed system version of this model was solved in [55] , [16] . The continuous-time limit repeated interaction process applied on the XY-model is studied in Dharhi [39] , where the convergence to a unique stationary state was proved in the case where the baths where in a non-degenerate state. The explicit form of the stationary state n the anisotropic case was derived in [66] . It is also studied in [68] , in the context of quantum semigroups, without underlying repeated interaction process.
Description of the XY-model
The XY-model is a chain of L spin interacting with their nearest neighbors; it is represented by H = C is general and will simplify the notations).
We will study a version of this model where it in interaction at both ends with two spin system: we take the continuous-time limit of repeated interactions, with H S taken as above and
where θ 1 , θ 2 ∈ (0, ∞). This model can be mapped to a fermionic model with the help of the Jordan-Wigner transform.
The Jordan-Wigner transform
The setup of the Jordan-Wigner transform is the following: let |u , u ∈ {−1, 1} L be the "up z, down z" basis of H, characterized by σ z n |u = u n |u . We define fermionic operators on H the most natural possible way: This Hamiltonian can then by diagonalized explicitely with the method of Subsection 2.6, but it is not needed here.
Note that if we include longer-range interactions in H S , like σ x n σ y n+2 , the Hamiltonian obtained under the Jordan-Wigner transform is no longer quadratic and the following study breaks down.
Repeated interaction on the XY-model
Let us consider a spin chain in repeated interaction with two spin chains by its ends; since it is only in contact with the ends of these chains, we can assume they have only one spin each, thus the space of the bath will be H B = H B1 ⊗ H B1 where H B1 = C 
The theorems of Section 3 are still true in this case. We can then study the convergence and uniqueness properties for this quantum semigroup. The following proposition have already been proved in slighltly less general forms in [39] and in [68] . In the isotropic case κ = 0, an explicit formula for the stationary state can be obtained.
Proof. We are in the real case (see Subsection 3.9). Hence it is sufficient to study the range of (C T C * T ) k C Θ and (C T C *
T )
k C T C Θ on the one hand and of (C * In the case κ = 0 (the XX chain) the matrix B T and B Θ are zero and the system is actually the GaugeInvariant fermionic chain studied in Subsection 4.3. This has been remarked by Karevski and Platini in [53] . The consequence is that, as for the fermionic chain, the magnetization currents in the XX chain does not depend on the length of the chain.
