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A POLYNOMIAL-TIME APPROXIMATION ALGORITHM FOR1
ALL-TERMINAL NETWORK RELIABILITY∗2
HENG GUO† AND MARK JERRUM‡3
Abstract. We give a fully polynomial-time randomized approximation scheme (FPRAS) for the4
all-terminal network reliability problem, which is to determine the probability that, in a undirected5
graph, assuming each edge fails independently, the remaining graph is still connected. Our main6
contribution is to confirm a conjecture by Gorodezky and Pak (Random Struct. Algorithms, 2014),7
that the expected running time of the “cluster-popping” algorithm in bi-directed graphs is bounded8
by a polynomial in the size of the input.9
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1. Introduction. Network reliability problems are extensively studied #P-hard12
problems [6] (see also [4, 27, 22, 3]). In fact, these problems are amongst the first of13
those shown to be #P-hard, and the two-terminal version is listed in Valiant’s original14
thirteen [29]. The general setup is that in a given (undirected or directed) graph,15
every edge (or arc) e has an independent probability pe to fail, and we are interested16
in various kinds of connectivity notions of the remaining graph. For example, the17
two-terminal connectedness [29] asks for the probability that for two vertices s and t,18
s is connected to t in the remaining graph, and the (undirected) all-terminal network19
reliability asks for the probability of all vertices being connected after edges fail.20
The latter can also be viewed as a specialization of the Tutte polynomial TG(x, y)21
with x = 1 and y > 1, yet another classic topic whose computational complexity is22
extensively studied [15, 30, 7, 8].23
Prior to our work, the approximation complexity of network reliability problems24
remained elusive despite their importance. There is no known efficient approximation25
algorithm (for any variant), but nor is there any evidence that such an algorithm26
does not exist. A notable exception is Karger’s fully polynomial-time randomized27
approximation scheme (FPRAS) for (undirected) all-terminal network unreliability28
[19] (see also [13, 20, 21] for more recent developments). Although approximating29
unreliability is potentially more useful in practice, it does not entail an approximation30
of its complement.31
In this paper, we give an FPRAS for the all-terminal network reliability problem,32
defined below and denoted Reliability.33
Name Reliability34
Instance A (undirected) graph G = (V,E), and failure probabilities p = (pe)e∈E .35
Output Zrel(G; p), which is the probability that if each edge e fails with probability36
pe, the remaining graph is connected.37
When pe is independent of e, Reliability is an evaluation of the Tutte polynomial.38
∗Submitted to the editors on July 20th, 2018.
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2 H. GUO AND M. JERRUM
The Tutte polynomial is a two-variable polynomial TG(x, y) associated with a graph G,39
which encodes much interesting information about G. As (x, y) ranges over R2 or C240
we obtain a family of graph parameters, the so-called Tutte plane. As already noted,41
the study of the computational complexity of these parameters has a long history.42
Reliability with a uniform failure probability 0 < p < 1 is equivalent to evaluating43
the Tutte polynomial TG(x, y) on the line x = 1 and y =
1
p > 1. Our algorithm is the44
first positive result on the complexity of the Tutte plane since Jerrum and Sinclair45
presented an FPRAS for the partition function of the ferromagnetic Ising model,46
which is equivalent to the Tutte polynomial on the positive branch of the hyperbola47
(x − 1)(y − 1) = 2 [18]. It also answers a well-known open problem from 1980s,48
when the #P-hardness of Reliability was established [16, 27] and the study of49
approximate counting initiated. This problem is explicitly proposed in, for example,50
[31, Conjecture 8.7.11] and [19]. We note that many conjectures by Welsh ([31,51
Chapter 8.7] and [32]) remain open, and we hope that our work is only a beginning52
to answering these questions.53
Another related and important reliability measure is reachability, introduced and54
studied by Ball and Provan [4]. A directed graph G = (V,A) with a distinguished55
root r is said to be root-connected if all vertices can reach r. Reachability, denoted56
Zreach(G, r; p) for failure probabilities p = (pe)e∈A, is the probability that, if each arc57
e fails with probability pe independently, the remaining graph is still root-connected.58
We define the computational problem formally.59
Name Reachability60
Instance A directed graph G = (V,A) with root r, and failure probabilities p =61
(pe)e∈A.62
Output Zreach(G, r; p).63
Exact polynomial-time algorithms are known when the graph is acyclic [4] or has a64
small number of cycles [12]. However, in general the problem is #P-hard [27].65
Ball [2] showed that Reliability is equivalent to Reachability in bi-directed66
graphs. A bi-directed1 graph is one where every arc has an anti-parallel twin with67
the same failure probability. It is shown [2] that Zrel(G; p) = Zreach(
−→
G, r; p′), where68 −→
G and p′ are obtained by replacing every undirected edge in G with a pair of anti-69
parallel arcs having the same failure probability in either direction, and r is chosen70
arbitrarily. See Lemma 5.2.71
Our FPRAS for Reliability utilizes this equivalence via approximating Reach-72
ability in bi-directed graphs. The core ingredient is the “cluster-popping” algorithm73
introduced by Gorodezky and Pak [9]. The goal is to sample root-connected subgraphs74
with probability proportional to their weights, and then the reduction from counting75
to sampling is via a sequence of contractions. A cluster is a subset of vertices not in-76
cluding the root and without any out-going arc. The sampling algorithm randomizes77
all arcs independently, and then repeatedly resamples arcs going out from minimal78
clusters until no cluster is left, at which point the remaining subgraph is guaranteed79
to be root-connected. This approach is similar to Wilson’s “cycle-popping” algorithm80
[33] for rooted spanning trees, and to the “sink-popping” algorithm [5] for sink-free81
orientations. Gorodezky and Pak [9] have noted that cluster-popping can take expo-82
nential time in general, but they conjectured that in bi-directed graphs, the algorithm83
runs within polynomial-time.84
1There are other definitions of “bi-directed graphs” in the literature. Our definition is sometimes
also called a symmetric directed graph.
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We confirm this conjecture. Let pmax be the maximum failure probability of edges85
(or arcs). Let m be the number of edges (or arcs) and n the number of vertices.86
Theorem 1.1. There is an FPRAS for Reliability (or equivalently, Reacha-87
bility in bi-directed graphs). The expected running time is O
(
ε−2(1− pmax)−3m2n3
)
88
for an (1± ε)-approximation. There is also an exact sampler to draw (edge-weighted)89
connected subgraphs with expected running time at most (1− pmax)−1m2n.90
We analyze the “cluster-popping” algorithm [9] under the partial rejection sam-91
pling framework [11], which is a general approach to sampling from a product distri-92
bution conditioned on avoiding a number of “bad” events. Partial rejection sampling93
is inspired by the Moser-Tardos algorithm for the Lova´sz Local Lemma [25]. It starts94
with randomizing all variables independently, and then gradually eliminating “bad”95
events. At every step, we need to find an appropriate set of variables to resample. We96
call an instance extremal [23, 28], if any two bad events are either disjoint or inde-97
pendent. For extremal instances, the resampling set can be simply chosen to be the98
set of all variables involved in occurring bad events [11], and the algorithm becomes99
exactly the same as the Moser-Tardos resampling algorithm [25]. In particular, all100
three “popping” algorithms [33, 5, 9] are special cases of partial rejection sampling for101
extremal instances. In case of “cluster-popping”, the bad events are exactly minimal102
clusters.103
The advantage of the partial rejection sampling treatment is that we have an ex-104
plicit formula for the expected number of resampling events for any extremal instance105
[23, 11], which equals to the ratio between the probability of having exactly one bad106
event and the probability of avoiding all bad events. In order to bound this ratio,107
we use a combinatorial encoding idea and design a mapping from subgraphs with a108
unique minimal cluster to root-connected subgraphs. To make this mapping injective,109
we record an extra vertex and an arc so that we can recover the pre-image. This extra110
cost is upper-bounded by a polynomial in the size of the graph.111
Cluster-popping only draws root-connected subgraphs in the bi-directed setting.112
In order to sample connected subgraphs in the undirected setting, we provide an113
alternative proof of the equivalence between Reliability and Reachability in bi-114
directed graphs, which essentially is a coupling argument. This coupling has a new115
consequence that, once we have a sample of a root-connected subgraph, it is easy to116
generate a connected subgraph according to the correct distribution.117
In Section 2 we introduce the “cluster-popping” algorithm and the partial re-118
jection framework. In Section 3 we analyze its running time in bi-directed graphs.119
For completeness, in Section 4 we include the approximate counting algorithm due120
to Gorodezky and Pak [9]. In Section 5 we give a coupling proof of the equivalence121
between Reliability and Reachability in bi-directed graphs. In Section 6 we use122
our sampling algorithm to show how to approximately count the number of connected123
subgraphs of a fixed size. In Section 7 we conclude by mentioning a few open problems.124
2. Cluster-popping. Let G = (V,A) be a directed2 graph with root r. The125
graph G is called root-connected if there is a directed path in G from every non-root126
vertex to r. Let 0 < pe < 1 be the failure probability of arc e, and define the weight of127
a subgraph S to be wt(S) :=
∏
e∈S(1−pe)
∏
e 6∈S pe. Then reachability, Zreach(G, r; p),128
2It is easy to see that in a undirected graph, reachability is the same as all-terminal reliability.
This manuscript is for review purposes only.
4 H. GUO AND M. JERRUM
is defined as follows,129
Zreach(G, r; p) :=
∑
S⊆A
(V, S) is root-connected
wt(S).130
131
Here, p = (pe : e ∈ A) denotes the vector of failure probabilities.132
Let piG(·) (or pi(·) for short) be the distribution resulting from choosing each133
arc e independently with probability 1− pe, and conditioning on the resulting graph134
being root-connected. In other words, the support of pi(·) is the collection of all root-135
connected subgraphs, and the probability of each subgraph S is proportional to its136
weight wt(S). Then Zreach(G, r; p) is the normalizing factor of the distribution pi(·).137
Gorodezky and Pak [9] have shown that approximating Zreach(G, r; p) can be reduced138
to sampling from pi(·) when the graph is bi-directed.139
The “cluster-popping” algorithm of Gorodezky and Pak [9], to sample root-140
connected subgraphs from pi(·), can be viewed as a special case of partial rejection141
sampling [11] for extremal instances. With every arc e of G we associate a random142
variable that records whether that arc has failed. Bad events are characterized by the143
following notion of clusters.144
Definition 2.1. In a directed graph (V,A) with root r, a subset C ⊆ V of vertices145
is called a cluster if r 6∈ C and there is no arc u→ v ∈ A such that u ∈ C and v 6∈ C.146
We say C is a minimal cluster if C is a cluster and for any proper subset C ′ ⊂ C,147
C ′ is not a cluster.148
If (V,A) contains no cluster, then it is root-connected. For each vertex v, let149
Aout(v) be the set of outgoing arcs from v. We also abuse the notation to write150
Aout(S) =
⋃
v∈S Aout(v) for a subset S ⊂ V of vertices. Notice that Aout(S) contains151
edges between vertices inside S. To “pop” a cluster C, we re-randomize all arcs in152
Aout(C). However, re-randomizing clusters does not yield the desired distribution.153
We will instead re-randomize minimal clusters.154
Claim 2.2. Any minimal cluster is strongly connected.155
Proof. Let C be a minimal cluster, and v ∈ C be an arbitrary vertex in C. We156
claim that v can reach all vertices of C. If not, let C ′ be the set of reachable vertices157
of v and C ′ ( C. Since C ′ does not have any outgoing arcs, C ′ is a cluster. This158
contradicts to the minimality of C.159
Claim 2.3. If C1 and C2 are two distinct minimal clusters, then C1 ∩ C2 = ∅.160
Proof. By Claim 2.2, C1 and C2 are both strongly connected components. If161
C1 ∩ C2 6= ∅, then they must be identical.162
For every subset C ⊆ V of vertices, we define a bad event BC , which occurs if C163
is a minimal cluster. Observe that BC relies only on the status of arcs in Aout(C).164
Thus, if C1 ∩ C2 = ∅, then BC1 and BC2 are independent, even if some of their165
vertices are adjacent. By Claim 2.3, we know that two bad events BC1 and BC2 are166
either independent or disjoint. Thus the aforementioned extremal condition is met.167
Moreover, it was shown [11, Theorem 8] that if the instance is extremal, then at168
every step, we only need to resample variables involved in occurring bad events. This169
leads to the cluster-popping algorithm of Gorodezky and Pak [9], which is formally170
described in Algorithm 2.1.171
The correctness of Algorithm 2.1 is first shown by Gorodezky and Pak [9]. It can172
also be easily verified using [11, Theorem 8].173
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Algorithm 2.1 Cluster Popping
Let S be a subset of arcs by choosing each arc e with probability 1−pe independently.
while There is a cluster in (V, S). do
Let C1, . . . , Ck be all minimal clusters in (V, S), and C =
⋃k
i=1 Ci.
Re-randomize all arcs in Aout(C) to get a new S.
end while
return S
Theorem 2.4 ([9, Theorem 2.2]). The output of Algorithm 2.1 is drawn from174
piG.175
An advantage of thinking in the partial rejection sampling framework is that we176
have a closed form formula for the expected running time of these algorithms on177
extremal instances. Let Ωk be the collection of subgraphs with k minimal clusters,178
and179
Zk :=
∑
S∈Ωk
wt(S).180
181
Then Z0 = Zreach(G, r; p), since any subgraph in Ω0 has no cluster and is thus root-182
connected.183
Theorem 2.5 ([11]). Let T be the number of resampled events of the partial184
rejection sampling algorithm for extremal instances. Then185
ET =
Z1
Z0
.186
187
In particular, for Algorithm 2.1, T is the number of popped clusters.188
Theorem 2.5 can be shown via manipulating generating functions. The less-than-189
or-equal-to direction of Theorem 2.5 was shown by Kolipaka and Szegedy [23], which190
is the direction we will need later. The other direction is useful to show running-time191
lower bounds, but that is not our focus in this paper.192
3. Running time of Algorithm 2.1 in bi-directed graphs. Gorodezky and193
Pak [9] have given examples of directed graphs in which Algorithm 2.1 requires ex-194
ponential time. In the following we focus on bi-directed graphs. A graph G is called195
bi-directed if u→ v is present in G, then v → u is present in G as well, and the failure196
probabilities are the same for these two arcs. We use Bi-directed Reachability197
to denote Reachability in bi-directed graphs. For an arc e = u→ v, let e := v → u198
denote its reverse arc. Then in a bi-directed graph, pe = pe.199
Lemma 3.1. Let G = (V,A) be a root-connected bi-directed graph with root r. We200
have that Z1 ≤ maxe∈A
{
pe
1−pe
}
mnZ0, where n = |V |, and m = |A|.201
Proof. We construct an injective mapping ϕ : Ω1 → Ω0 × V × A. For each202
subgraph S ∈ Ω1, ϕ(S) is defined by “repairing” S so that no minimal cluster is203
present. We choose in advance an arbitrary ordering of vertices and arcs. Let C be204
the unique minimal cluster in S and v be the first vertex in C. Let R denote the set205
of all vertices which can reach the root r in the subgraph S. Since S ∈ Ω1, R 6= V .206
Let U = V \ R. Since G is root-connected, there is an arc in A from U to R. Let207
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u→ u′ be the first such arc, where u ∈ U and u′ ∈ R. We let208
ϕ(S) := (Sfix, v, u→ u′),209210
where Sfix ∈ Ω0 is defined next. Figure 1 is an illustration of these objects.211
(V, S)
r
RU
u
u′
Fig. 1: An illustration of R, U , and u→ u′.
Consider the subgraph H = (U, S[U ]), where212
S[U ] := {x→ y | x ∈ U, y ∈ U, x→ y ∈ S}.213214
We consider the directed acyclic graph (DAG) of strongly connected components of215
H, and call it Ĥ. (We use the decoration ̂ to denote arcs, vertices, etc. in Ĥ.) To be216
more precise, we replace each strongly connected component by a single vertex. For217
a vertex w ∈ U , let [w] denote the strongly connected component containing w. For218
example, [v] is the same as the minimal cluster C by Claim 2.2. We may also view219
[w] as a vertex in Ĥ and we do not distinguish the two views. The arcs in Ĥ are220
naturally induced by S[U ]. Namely, for [x] 6= [y], an arc [x] → [y] is present in Ĥ if221
there exists x′ ∈ [x], y′ ∈ [y] such that x′ → y′ ∈ S.222
We claim that Ĥ is root-connected with root [v]. This is because [v] must be the223
unique sink in Ĥ and Ĥ is acyclic. If there is another sink [w] where v 6∈ [w], then224
[w] is a minimal cluster in H. This contradicts S ∈ Ω1.225
Since Ĥ is root-connected, there is at least one path from [u] to [v]. Let Ŵ226
denote the set of vertices of Ĥ that can be reached from [u] in Ĥ (including [u]), and227
W := {x | [x] ∈ Ŵ}. Then W is a cluster and [u] is the unique source in Ĥ[Ŵ ]. As228
Ĥ is root-connected, [v] ∈ Ŵ . Define229
Sflip :=
{
x→ y ∣∣ [x] 6= [y], x, y ∈W, and x→ y ∈ S},230231
which is the set of edges to be flipped. Notice that S[W ] is different from Sflip, namely232
all arcs that are inside strongly connected components are ignored in Sflip. Now we233
are ready to define Sfix. We reverse all arcs in Sflip and add the arc u→ u′ to fix the234
minimal cluster. Formally, let235
Sfix := S ∪ {u→ u′} ∪ {y → x | x→ y ∈ Sflip} \ Sflip.236237
Figure 2 is an example of these objects we defined.238
Let Ĥfix be the graph obtained from Ĥ by reversing all arcs induced by Sflip.239
Observe that [u] becomes the unique sink in Ĥfix[Ŵ ] (and [v] becomes the unique240
source).241
We verify that Sfix ∈ Ω0. For any x ∈ R, x can still reach r in (V, Sfix) since the242
path from x to r in (V, S) is not changed. Since u → u′ ∈ Sfix, u can reach u′ ∈ R243
This manuscript is for review purposes only.
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r
u′
u
v
R
U
Fig. 2: An example of Sflip (red arcs) in the subgraph (V, S). Dashed
arcs are to be added to Sfix. The underlying graph has more arcs than
are drawn here.
and hence r. For any y ∈ W , y can reach u as [u] is the unique sink in Ĥfix[Ŵ ]. For244
any z ∈ U \W , z can reach v ∈W since the path from z to v in (V, S) is not changed.245
Next we verify that ϕ is injective. To do so, we show that we can recover S given246
Sfix, u → u′, and v. First remove u → u′ from Sfix. The set of vertices which can247
reach r in (V, Sfix \ {u → u′}) is exactly R in (V, S). Namely we can recover U and248
R. As a consequence, we can recover all arcs in S that are incident with R, as these249
arcs are not changed.250
What is left to do is to recover arcs in S[U ]. To do so, we need to find out which251
arcs have been flipped. We claim that Ĥfix is acyclic. Suppose there is a cycle in252
Ĥfix. Since Ĥ is acyclic, the cycle must involve flipped arcs and thus vertices in Ŵ .253
Let [x] ∈ Ŵ be the lowest one under the topological ordering of Ĥ[Ŵ ]. Since Ŵ is254
a cluster, the outgoing arc [x] → [y] along the cycle in Ĥfix must have been flipped,255
implying that [y] ∈ Ŵ and [y] → [x] is in Ĥ[Ŵ ]. This contradicts to the minimality256
of [x].257
Since Ĥfix is acyclic, the strongly connected components of Hfix := (U, Sfix[U ])258
are identical to those of H = (U, S[U ]). Hence contracting all strongly connected259
components of Hfix results in exactly Ĥfix. All we need to recover now is the set Ŵ .260
Let Ŵ ′ be the set of vertices reachable from [v] in Ĥfix. It is easy to see that Ŵ ⊆ Ŵ ′.261
We claim that actually Ŵ = Ŵ ′. For any [x] ∈ Ŵ ′, there is a path from [v] to [x]262
in Ĥfix. Suppose [x] 6∈ Ŵ . Since [v] ∈ Ŵ , we may assume that [y] is the first vertex263
along the path such that [y]→ [z] where [z] 6∈ Ŵ . Thus [y]→ [z] has not been flipped264
and is present in Ĥ. However, this contradicts the fact that Ŵ is a cluster in Ĥ.265
To summarize, given Sfix, u→ u′, and v, we may uniquely recover S. Hence the266
mapping ϕ is injective. Moreover, flipping arcs does not change the weight as pe = pe,267
and only adding the arc u→ u′ would. We have that wt(Sfix) = 1−pu→u′pu→u′ wt(S). The268
lemma follows.269
We remark that an alternative way of repairing S in the proof above is to re-270
verse all arcs in S[W ] without defining Sflip. The key point is that doing so leaves271
the strongly connected components intact. However this makes the argument less272
intuitive.273
Let pmax = maxe∈A pe. Combining Theorem 2.5 and Lemma 3.1, we have the274
following theorem. Notice that for each popping, we resample only a subset of arcs.275
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Theorem 3.2. Let T be the expected number of popped clusters in Algorithm 2.1.276
For a root-connected bi-directed graph G = (V,A), ET ≤ pmax1−pmaxmn, where n = |V |,277
and m = |A|. The expected running time is at most pmax1−pmaxm2n.278
4. Approximate counting. We include the approximate counting algorithm279
of Gorodezky and Pak [9] for completeness. Let G = (V,A) be an instance of Bi-280
directed Reachability with root r and parameters p. We construct a sequence281
of graphs G0, .., Gn−1 where n = |V | and G0 = G. Given Gi−1, choose two arbitrary282
adjacent vertices ui and vi, remove all arcs between ui and vi (in either direction),283
and identify ui and vi to get Gi = (Vi, Ai). Namely we contract all arcs between ui284
and vi, but parallel arcs in the resulting graph are preserved. If one of ui and vi is r,285
the new vertex is labelled r. Thus Gn−1 = ({r}, ∅). Since Ai is always a subset of A,286
we denote by pi the parameters p restricted to Ai.287
For i = 1, . . . , n− 1, define a random variable Ri as follows:288
Ri :=
{
1 (Vi−1, Si−1) is root-connected in Gi−1;
0 otherwise,
289
290
where Si−1 ⊂ Ai−1 is a random root-connected subgraph drawn from the distribution291
piGi(·), together with all arcs e between ui and vi added independently with probability292
1− pe. It is easy to see that293
ERi =
Zreach(Gi−1, r; pi−1)
Zreach(Gi, r; pi)
,294
295
and296
Zreach(G, r; p) =
n−1∏
i=1
ERi.297
298
Let pmax = maxe∈A pe and s = d5(1− pmax)−2(n− 1)ε−2e where s is the desired299
precision. We estimate ERi by the empirical mean of s independent samples of Zi,300
denoted by R˜i, and let Z˜ =
∏n−1
i=1 R˜i and Z = Zreach(G, r; p). Gorodezky and Pak301
[9] showed the following.302
Proposition 4.1 ([9, Section 9]). Pr
(∣∣∣Z − Z˜∣∣∣ > εZ) ≤ 1/4.303
In order to sample Zi, we use Algorithm 2.1 to draw independent samples of root-304
connected subgraphs. Theorem 3.2 implies that each sample takes at most pmax1−pmaxm
2n305
time in expectation. We need O
(
n
ε2(1−pmax)2
)
samples for each Zi. Putting everything306
together, we obtain the following theorem.307
Theorem 4.2. There is an FPRAS for Bi-directed Reachability. The ex-308
pected running time is O
(
ε−2(1− pmax)−3m2n3
)
for an (1± ε)-approximation.309
A natural question is what if 1 − pmax is close to 0. Intuitively, this means that310
some arc is very likely to fail. If 1− pe = O(n−3) for every arc e, then the probability311
of getting a rooted spanning tree from pi(·) is at least (1−O(n−3))m ≥ 1− O(n−1).312
Thus, in this case, we can approximate pi(·) by an efficient rooted spanning tree313
sampler, for example, the cycle-popping algorithm [33].314
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5. Coupling between reliability and bi-directed reachability. In this sec-315
tion, we give an alternative proof of Ball’s equivalence between Reliability and Bi-316
directed Reachability [2, Corollary 1]. Our proof constructs a coupling, between317
the (edge-weighted) distribution of connected subgraphs in the undirected setting,318
and the (edge-weighted) distribution of root-connected subgraphs in the bi-directed319
setting. This coupling, together with Algorithm 2.1, yields an efficient exact sampler320
for connected subgraphs.321
We use {u, v} to denote an undirected edge, and (u, v) or (v, u) to denote a322
directed one (namely an arc). Let G = (V,E) be an undirected graph, and p =323
(pe)e∈E be a vector of failure probabilities. Let
−→
G = (V,A) be the bi-directed graph324
obtained by replacing every edge in G with a pair of anti-parallel arcs. Namely, A =325
{(u, v), (v, u) | {u, v} ∈ E}. Moreover, let p(u,v) = p(v,u) = p{u,v} and denote these326
failure probabilities by p′. For S ⊆ E (or S ⊆ A), let wt(S) := ∏e∈S(1−pe)∏e∈E\S pe327
(or wt(S) :=
∏
e∈S(1− pe)
∏
e∈A\S pe).328
Consider the following coupling between the product distribution over edges of G329
and the one over arcs of
−→
G . We reveal edges in a breadth-first search (BFS) fashion330
in both graphs, from the same “root” vertex r. If an edge {u, v} is present in the331
subgraph of G, we couple it with the arc (u, v) or (v, u), whose direction is pointing332
towards r in the subgraph of
−→
G . The arc in the other direction is drawn independently333
from everything else. The key observation is that to decide the set of vertices that334
can reach r, at any point, only one direction of a bi-directed edge is useful and the335
other is irrelevant. One can verify that in the end, the subgraph of G is connected336
if and only if the subgraph of
−→
G is root-connected. We will formalize this intuition337
next.338
Fix an arbitrary ordering of V , which will be used for the exploration, and let339
the first vertex be a distinguished root r. Let P(S) denote the power set of S for a340
set S. Define a mapping Φ : P(E) → P(A) as follows. For S ⊆ E, we explore all341
vertices that can reach r in (V, S) in a deterministic order, and add arcs to Φ(S) in the342
direction towards r. To be more specific, we maintain the set of explored and the set343
of active vertices, denoted by Ve and Va, respectively. At the beginning, Ve = ∅ and344
Va = {r}. Given Ve and Va, let v be the first vertex (according to the predetermined345
ordering) in Va. For all u ∈ V \ Ve, if {u, v} ∈ S, add (u, v) to Φ(S) and add u to Va346
(u may be in Va already). Then move v from Va to Ve. This process ends when all347
vertices that can reach r in (V, S) are explored. Let σS be the arriving order of Ve.348
We will call σS the traversal order. We remark that if {u, v} ∈ S then exactly one of349
the arcs (u, v) and (v, u) is in Φ(S), and otherwise neither arc is in Φ(S).350
Strictly speaking, the exploration above is not a BFS (Va may contain a newly351
added vertex that is lower in the predetermined ordering than all other older vertices).352
To perform a BFS we need to in addition maintain a layer ordering, which seems353
unnecessary. The key properties of the exploration are: 1) all edges incident to the354
current vertex are processed together, as a group; 2) Ve is always connected (or root-355
connected for Ψ below).356
Similarly, define Ψ : P(A)→ P(E) as follows. For S′ ⊆ A, we again maintain Ve357
and Va, and initialize Ve = ∅ and Va = {r}. Given Ve and Va, let v be the first vertex358
in Va. For all u ∈ V \ Ve, if (u, v) ∈ S′, add {u, v} to Ψ(S′) and add u to Va. Then359
move v from Va to Ve. This process ends when all vertices that can reach r in (V, S
′)360
are explored. Analogously, let σS′ be the arriving order of Ve. We remark that if361
(u, v) 6∈ S′, and v is visited before u, then {u, v} 6∈ Ψ(S′), even in case of (v, u) ∈ S′.362
Let Ω := {S ⊆ E | (V, S) is connected}, and correspondingly −→Ω := {S ⊆ A |363
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(V, S) is root-connected}. We have the following lemma.364
Lemma 5.1. Let Φ, Ψ, Ω, and
−→
Ω be defined as above. Then the following holds:365
1. if S ∈ Ω, then Φ(S) ∈ −→Ω ;366
2. if S′ ∈ −→Ω , then Ψ(S′) ∈ Ω;367
3. if S ∈ Ω, then Ψ(Φ(S)) = S;368
4. Ψ(
−→
Ω ) = Ω;369
5. for any S ∈ Ω,370
wt(S) =
∑
S′∈Ψ−1(S)
wt(S′).371
372
Proof. 1. It is easy to verify that, at any point of the construction of Φ,373
all vertices in Ve can reach r, in both (V, S) and (V,Φ(S)). If S ∈ Ω, then374
Ve = V at the end of Φ. Hence (V,Φ(S)) is root-connected, and Φ(S) ∈ −→Ω .375
2. This item is completely analogous to item (1).376
3. If {u, v} ∈ S and u is processed first during the exploration, then (v, u) ∈377
Φ(S). The traversal orderings σS and σΦ(S) are the same. Hence, during the378
construction of Ψ(Φ(S)), u is still processed first, and {v, u} ∈ Ψ(Φ(S)). On379
the other hand, if {u, v} 6∈ S, then neither (u, v) nor (v, u) is in Φ(S) and380
thus {u, v} 6∈ Ψ(Φ(S)).381
4. This item is a straightforward consequence of items (1), (2), and (3).382
5. By item (3), we have that Φ(S) ∈ Ψ−1(S). Let383
Φc(S) :=
{
(u, v) | (u, v) 6∈ Φ(S) and v < u in the traversal order σΦ(S)
}
.384385
Note that Φ(S) ∪ Φc(S) covers all unordered pairs of vertices as S ∈ Ω.386
Moreover,387 ∏
e∈Φ(S)
(1− pe)
∏
e∈Φc(S)
pe = wt(S).(5.1)388
389
Call S′ consistent with Φ(S) if Φ(S) ⊆ S′ and S′ ∩ Φc(S) = ∅.390
We claim that S′ ∈ Ψ−1(S) if and only if S′ is consistent with Φ(S). Suppose391
S′ is not consistent with Φ(S). Consider the exploration of Φ(S) and S′ in the392
construction of Ψ simultaneously. Since S′ is not consistent with Φ(S), either393
Φ(S)\S′ 6= ∅ or S′∩Φc(S) 6= ∅. Let v be the first vertex during the exploration394
so that there is an arc (u, v) ∈ Φ(S)\S′, or (u, v) ∈ S′∩Φc(S) for some u 6∈ Ve.395
Since S ∈ Ω, all vertices will be processed, and such a v must exist. (In the396
latter case, since (u, v) ∈ Φc(S), v is active first.) If (u, v) ∈ Φ(S) \ S′, then397
{u, v} 6∈ Ψ(S′) but {u, v} ∈ Ψ(Φ(S)). If (u, v) ∈ S′∩Φc(S), {u, v} 6∈ Ψ(Φ(S))398
but {u, v} ∈ Ψ(S′). In either case, Ψ(S′) 6= Ψ(Φ(S)) = S (by item (3)).399
On the other hand, if Φ(S) ⊆ S′ and S′∩Φc(S) = ∅, then we can trace through400
the construction of Ψ(Φ(S)) and Ψ(S′) to verify that Ψ(S′) = Ψ(Φ(S)) = S.401
The claim together with (5.1) implies that402 ∑
S′∈Ψ−1(S)
wt(S′) =
∑
S′ is consistent with Φ(S)
wt(S′)403
=
∏
e∈Φ(S)
(1− pe)
∏
e∈Φc(S)
pe = wt(S).404
405
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Lemma 5.2. Zrel(G; p) = Zreach(
−→
G, r; p′).406
Proof. First notice that407
Zrel(G; p) =
∑
S∈Ω
wt(S)408
409
and410
Zreach(
−→
G, r; p′) =
∑
S∈−→Ω
wt(S).411
412
By item (4) of Lemma 5.1, Ψ(
−→
Ω ) = Ω, implying that
(
Ψ−1(S)
)
S∈Ω is a partition of413 −→
Ω . Combining this with item (5) of Lemma 5.1,414 ∑
S∈Ω
wt(S) =
∑
S∈Ω
∑
S′∈Ψ−1(S)
wt(S′)415
=
∑
S′∈−→Ω
wt(S′).416
417
The lemma follows.418
Lemma 5.2 is first shown by Ball [2, Corollary 2] via modifying edges one by one.419
Instead, our proof is essentially a coupling argument and has a new consequence that420
Algorithm 2.1 can be used to sample edge-weighted connected subgraphs. Recall our421
notation piG(·), and generalise it to undirected graphs. Thus, for an undirected (or422
directed) graph G, piG(·) is the distribution resulting from drawing each edge (or arc)423
e independently with probability 1− pe, and conditioning on the graph drawn being424
connected (or root-connected).425
Lemma 5.3. If a random root-connected subgraph S′ is drawn from pi−→
G
(·), then426
Ψ(S′) has distribution piG(·).427
Proof. Since S′ ∈ −→Ω , by item (2) of Lemma 5.1, Ψ(S′) ∈ Ω. Moreover, for any428
s ∈ Ω,429
Pr[Ψ(S′) = s] =
∑
s′∈Ψ−1(s)
Pr[S′ = s′]430
=
∑
s′∈Ψ−1(s)
wt(s′)
Zreach(
−→
G, r; p′)
431
=
wt(s)
Zrel(G; p)
= piG(s),432
433
where we used item (5) of Lemma 5.1 and Lemma 5.2 in the last line.434
There is also a coupling going the reversed direction of Lemma 5.3, by drawing a435
random connected subgraph S from piG(·), mapping it to Φ(S), and excluding all arcs436
in Φc(S). All other arcs are drawn independently. The resulting S
′ has distribution437
pi−→
G
(·). Its correctness is not hard to prove, given Lemma 5.1, but it is not the direction438
of use to us and we omit its proof.439
Theorem 4.2 and Lemma 5.2 imply the counting part of Theorem 1.1. Theo-440
rem 3.2 and Lemma 5.3 imply the sampling part of Theorem 1.1.441
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6. Counting connected subgraphs of a specified cardinality. In this sec-442
tion, we show that the sampling algorithm in Theorem 1.1 also leads to an FPRAS443
for the number of connected subgraphs of any fixed size.444
For a connected (undirected) graph G = (V,E), as usual let n = |V | and m = |E|.445
For n−1 ≤ t ≤ m, let Ht ⊂ E be the set of connected (and spanning) subgraphs of size446
t, and Nt = |Ht|. Notice that Nm = 1, and Nn−1 is the number of spanning trees,447
which can be computed in polynomial time exactly due to Kirchhoff’s matrix-tree448
theorem.449
The complements of connected subgraphs are independent sets of the co-graphic450
matroid associated with G, and co-graphic matroids are representable [26]. Hence, by451
a breakthrough result of Huh and Katz [14] (see also [24] for a detailed derivation),452
(Nt)t is a log-concave sequence.453
Proposition 6.1. For any n ≤ t ≤ m− 1,454
Nt−1Nt+1 ≤ N2t .455456
We remark that log-concavity of such a sequence has now been established for all457
matroids [1], but here we only need the case of representable matroids.458
Once we have the log-concavity and the sampling algorithm in Theorem 1.1, we459
can apply a technique of Jerrum and Sinclair [17, Section 5] to efficiently approximate460
Nt for any n− 1 ≤ t ≤ m.461
Theorem 6.2. For any n− 1 ≤ t ≤ m, there is an FPRAS for Nt.462
Here we sketch the outline of the algorithm. We will only consider a uniform463
failure probability p over all edges in the following. Also, we make no attempt to464
optimise the exponent in the polynomial running time. The basic idea is to tune p465
in the sampler of Theorem 1.1 so that connected subgraphs of the desired size show466
up frequently enough. First notice that Proposition 6.1 implies that the ratios Nt−1Nt467
is monotonically increasing. It is straightforward to see that468
Nn−1
Nn
≥ 1
m
, and
Nm−1
Nm
≤ m.469
470
Let rt =
Nt−1
Nt
. Hence,471
1
m
≤ rn ≤ rn+1 ≤ · · · ≤ rm ≤ m.(6.1)472
473
We will use r = 1−pp to denote the edge weight when the failure probability of474
an edge is p. With a little abuse of notation, let pir(·) be the distribution over con-475
nected subgraphs when each edge is removed with probability p = 11+r independently.476
(So pir(·) is a product distribution on the edges, conditioned on the result being con-477
nected.) It is easy to see that for a connected subgraph R ⊂ E, pir(R) ∝ r|R|. We478
note that pirt(Ht−1) = pirt(Ht), and for any i < t,479
pirt(Ht)
pirt(Hi)
= rt−it ·
Nt
Ni
= rt−it ·
t∏
j=i+1
Nj
Nj−1
= rt−it ·
t∏
j=i+1
r−1j ≥ rt−it ri−tt = 1,480
481
where we used (6.1). Similarly, for any i > t, pirt(Ht) ≥ pirt(Hi). Note that482 ∑m
i=n−1 pirt(Hi) = 1. We conclude that483
pirt(Ht−1) = pirt(Ht) ≥
1
m
.(6.2)484
485
This manuscript is for review purposes only.
APPROXIMATING NETWORK RELIABILITY 13
Thus, if we run the sampling algorithm of Theorem 1.1 with pt =
1
1+rt
, there is a486
significant probability to see subgraphs in Ht.487
To utilise the argument above, we need to know rt. This can be done inductively,488
since489
pirt(Ht−2) =
rt−1
rt
· pirt(Ht−1) ≥
1
m3
,490
491
where we used (6.1) and (6.2). Rewrite Nt as492
Nt = Nm ·
t+1∏
i=m
Ni−1
Ni
=
t+1∏
i=m
ri,493
494
and our estimator of Nt will be the product of estimators for ri where i ∈ [t+ 1,m].495
A complete description is given in Algorithm 6.1. We should set T to be a sufficiently496
large number (but still polynomial in n) so that the variances of the estimators are497
small enough. Notice that Nm−1 is easy to compute since it is just the number of498
edges in G that are not bridges.499
Algorithm 6.1 Approximately count connected subgraphs of a fixed size t ∈ [n,m−2]
Let r˜ ← Nm−1Nm and N˜ = Nm−1.
for i = m− 2,m− 1, . . . , t do
if r˜ 6∈ [1/2m, 2m] then
return 0 // Note the bounds in (6.1)
end if
Draw T samples from pir˜(·) using Algorithm 2.1, yielding a set Y .
if |Y ∩Hi| = 0 or |Y ∩Hi+1| = 0 then
return 0
end if
Let r˜ ← r˜ · |Y ∩Hi||Y ∩Hi+1| and N˜ ← N˜/r˜.
end for
return N˜
The analysis of Algorithm 6.1 is identical to the proof of [17, Theorem 5.3] and500
thus omitted. Theorem 6.2 is a direct consequence of Algorithm 6.1.501
7. Concluding remarks. In this paper we give an FPRAS for Reliability (or,502
equivalently, Bi-directed Reachability), by confirming a conjecture of Gorodezky503
and Pak [9]. We also give an exact sampler for edge-weighted connected subgraphs504
with polynomial running time in expectation. The core ingredient of our algorithms505
is the cluster-popping algorithm to sample root-connected subgraphs, namely Algo-506
rithm 2.1. We manage to analyze it using the partial rejection sampling framework.507
Reliability is equivalent to counting weighted connected subgraphs, which is508
the evaluation of the Tutte polynomial TG(x, y) for points x = 1 and y > 1. An509
interesting question is about the dual of this half-line, namely for points x > 1 and510
y = 1, whose evaluation is to count weighted acyclic subgraphs. It is well known511
that for a planar graph G, TG(x, 1) = TG∗(1, x) where G
∗ is the planar dual of G512
[26]. Hence, Theorem 1.1 implies that in planar graphs, TG(x, 1) can be efficiently513
approximated for x > 1. Can we remove the restriction of planar graphs?514
Another interesting direction is to generalize Algorithm 2.1 beyond bi-directed515
graphs. What about Eulerian graphs? Is approximating Reachability NP-hard in516
general?517
This manuscript is for review purposes only.
14 H. GUO AND M. JERRUM
Acknowledgements. We thank Mark Huber for bringing reference [9] to our518
attention, Mark Walters for the coupling idea leading to Lemma 5.2, David Harris for519
proposing the question answered in Section 6, and Igor Pak for comments on an earlier520
version. We also thank the organizers of the “LMS – EPSRC Durham Symposium on521
Markov Processes, Mixing Times and Cutoff”, where part of the work is carried out.522
A preliminary version has appeard in ICALP 2018 [10].523
REFERENCES524
[1] K. Adiprasito, J. Huh, and E. Katz, Hodge theory for combinatorial geometries, Ann. of525
Math. (2), 188 (2018), pp. 381–452.526
[2] M. O. Ball, Complexity of network reliability computations, Networks, 10 (1980), pp. 153–165.527
[3] M. O. Ball, Computational complexity of network reliability analysis: An overview, IEEE528
Trans. Rel., 35 (1986), pp. 230–239.529
[4] M. O. Ball and J. S. Provan, Calculating bounds on reachability and connectedness in530
stochastic networks, Networks, 13 (1983), pp. 253–278.531
[5] H. Cohn, R. Pemantle, and J. G. Propp, Generating a random sink-free orientation in532
quadratic time, Electron. J. Combin., 9 (2002), pp. 10:1–10:13.533
[6] C. J. Colbourn, The Combinatorics of Network Reliability, Oxford University Press, 1987.534
[7] L. A. Goldberg and M. Jerrum, Inapproximability of the Tutte polynomial, Inf. Comput.,535
206 (2008), pp. 908–929.536
[8] L. A. Goldberg and M. Jerrum, The complexity of computing the sign of the Tutte polyno-537
mial, SIAM J. Comput., 43 (2014), pp. 1921–1952.538
[9] I. Gorodezky and I. Pak, Generalized loop-erased random walks and approximate reachability,539
Random Struct. Algorithms, 44 (2014), pp. 201–223.540
[10] H. Guo and M. Jerrum, A polynomial-time approximation algorithm for all-terminal network541
reliability, in ICALP, vol. 107 of LIPIcs, 2018, pp. 68:1–68:12.542
[11] H. Guo, M. Jerrum, and J. Liu, Uniform sampling through the Lovasz local lemma, in STOC,543
2017, pp. 342–355.544
[12] J. N. Hagstrom, Computing rooted communication reliability in an almost acyclic digraph,545
Networks, 21 (1991), pp. 581–593.546
[13] D. G. Harris and A. Srinivasan, Improved bounds and algorithms for graph cuts and network547
reliability, in SODA, SIAM, 2014, pp. 259–278.548
[14] J. Huh and E. Katz, Log-concavity of characteristic polynomials and the Bergman fan of549
matroids, Math. Ann., 354 (2012), pp. 1103–1116.550
[15] F. Jaeger, D. L. Vertigan, and D. J. A. Welsh, On the computational complexity of the551
Jones and Tutte polynomials, Math. Proc. Cambridge Philos. Soc., 108 (1990), pp. 35–53.552
[16] M. Jerrum, On the complexity of evaluating multivariate polynomials. Ph.D. dissertation,553
Tech. Report CST-11-81, Dept. Comput. Sci., Univ. Edinburgh, 1981.554
[17] M. Jerrum and A. Sinclair, Approximating the permanent, SIAM J. Comput., 18 (1989),555
pp. 1149–1178.556
[18] M. Jerrum and A. Sinclair, Polynomial-time approximation algorithms for the Ising model,557
SIAM J. Comput., 22 (1993), pp. 1087–1116.558
[19] D. R. Karger, A randomized fully polynomial time approximation scheme for the all-terminal559
network reliability problem, SIAM J. Comput., 29 (1999), pp. 492–514.560
[20] D. R. Karger, A fast and simple unbiased estimator for network (un)reliability, in FOCS,561
2016, pp. 635–644.562
[21] D. R. Karger, Faster (and still pretty simple) unbiased estimators for network (un)reliability,563
in FOCS, 2017, pp. 755–766.564
[22] R. M. Karp and M. Luby, Monte-Carlo algorithms for the planar multiterminal network565
reliability problem, J. Complexity, 1 (1985), pp. 45–64.566
[23] K. B. R. Kolipaka and M. Szegedy, Moser and Tardos meet Lova´sz, in STOC, 2011, pp. 235–567
244.568
[24] M. Lenz, The f-vector of a representable-matroid complex is log-concave, Adv. in Appl. Math.,569
51 (2013), pp. 543–545.570
[25] R. A. Moser and G. Tardos, A constructive proof of the general Lova´sz Local Lemma, J.571
ACM, 57 (2010).572
[26] J. G. Oxley, Matroid theory, Oxford University Press, 1992.573
[27] J. S. Provan and M. O. Ball, The complexity of counting cuts and of computing the proba-574
bility that a graph is connected, SIAM J. Comput., 12 (1983), pp. 777–788.575
This manuscript is for review purposes only.
APPROXIMATING NETWORK RELIABILITY 15
[28] J. B. Shearer, On a problem of Spencer, Combinatorica, 5 (1985), pp. 241–245.576
[29] L. G. Valiant, The complexity of enumeration and reliability problems, SIAM J. Comput., 8577
(1979), pp. 410–421.578
[30] D. Vertigan and D. J. A. Welsh, The compunational complexity of the Tutte plane: the579
bipartite case, Combin. Probab. Comput., 1 (1992), pp. 181–187.580
[31] D. J. A. Welsh, Complexity: knots, colourings and counting, vol. 186 of London Mathematical581
Society Lecture Note Series, Cambridge University Press, 1993.582
[32] D. J. A. Welsh, The Tutte polynomial, Random Struct. Algorithms, 15 (1999), pp. 210–228.583
[33] D. B. Wilson, Generating random spanning trees more quickly than the cover time, in STOC,584
1996, pp. 296–303.585
This manuscript is for review purposes only.
