Introduction {#S1}
============

Biometric systems are used to determine or verify an individual's identity by measuring his/her physiological and behavioral characteristics that belong uniquely to an individual, i.e. biometric traits. As biometric traits are unique and inherent to each individual, they are difficult to manipulate, share, or forget. As a result, issues such as multiple enrollments by the same person under different identities, or by different persons under the same identities, which traditional methods based on knowledge and tokens are incapable of detecting, can be largely avoided ([@B15]). Biometric traits greatly improve the reliability of the system in the recognition and authentication of individuals. As such, biometric technology has been extensively used in a large number of applications ([@B29]), including border control, law enforcement, financial security, consumer electronics access control, etc.

The properties of biometric systems mainly depend on the specific traits they use. Fingerprint, iris or retina, and facial features are the three most common biometric traits ([@B17]). Systems based on them have already been embedded in our daily lives, such as mobile phones, laptops, and smart pads. However, these traits need to be exposed during recognition, providing the chance to be captured and then synthetically generated. Furthermore, due to poor liveness detection, the improvement in photographic and 3D model reproductions makes the spoofing attacks stronger to circumvent their protections ([@B24]). The issues pose serious challenges against system safety and thus, it is necessary to explore the power of other biometric traits.

Recently, there has been a growing interest in the use of electrical biosignals as biometric traits, such as the electrocardiogram (ECG) and electroencephalogram (EEG), the manifestation of electrical activities related to the heart and brain, respectively. Compared to the three common traits mentioned above, the hidden nature of electrical biosignals makes them harder to capture, synthesize, and imitate, and the inherent liveness nature ensures their robustness in distinguishing the artifacts from the real biological targets. There are a number of studies investigating the use of ECG and EEG signals as biometric traits ([@B4]; [@B24]; [@B10]). Other than ECG and EEG, the surface electromyogram (sEMG) signal is another typical electrical biosignal, representing the electrical activities of the muscles. However, compared to extensive studies on EEG and ECG, little attention was paid on the application of sEMG in biometrics.

Surface electromyogram signals are normally used as a source signal in hand and wrist gesture recognition ([@B7]). With four to six electrodes attached on the upper limb, the classification accuracy of 10 gestures could reach \>95% under the pattern recognition framework ([@B13]). However, the high performance is largely limited to the condition that both training and testing data come from the same individual. It is reported that though with the same settings, the control performance would drop significantly when a classifier was trained by the data from one individual and used to predict the gestures from a different individual, implying the existence of individual differences of sEMG features ([@B22]; [@B18]). This individual difference brings difficulties in establishing calibration-free sEMG-based gesture recognition. Interestingly, such differences also suggest the possibility of sEMG signals as a potential biometric trait.

In addition to the hidden nature and liveness detection, the high performance of sEMG signals in gesture recognition gives a unique advantage of sEMG biometrics compared to EEG and ECG: the user can customize their codes with different combinations of wrist and hand gestures, like a password. As such, the system can provide two levels of protection, physiology-based and knowledge-based, which is appealing for high-level security targeted applications. In this paper, we systematically investigated the performance of sEMG signal in the person recognition via gesture recognition. This study focused on static gesture and explored the strength of physiology-based and knowledge-based protection, respectively. In the following part, after the elaboration of related work and our contribution, we introduced the data collection of 16 static normal gestures. Then the performance of each gesture in both modes of identity management, verification, and identification, was evaluated. The results of this study demonstrated the feasibility of sEMG signal as a biometric trait and its potential in enhancing the reliability of a biometric system.

Related Work and Our Contribution {#S1.SS1}
---------------------------------

As little attention was received, there was limited literature on sEMG biometrics. In [@B3], [@B27], and [@B5], sEMG was used as the complementary information and combined with other physiological or behavioral data to strengthen the performance of user authentication. In [@B30] and [@B31], the difference was observed in sEMG amplitudes from the same gesture made by different participants. However, no quantifiable results were concluded. In [@B25], [@B32], [@B26], and [@B33], the sEMG signals were used to classify the participants with various types of the classifiers, including artificial neural network (ANN), support vector machine (SVM), convolutional neural network (CNN), and Gaussian mixture model (GMM). However, only a small group of participants (5--11) was investigated, and the study protocol, which focused on participant classification and measured in classification accuracy, were not standard for verification or identification, making the results difficult to be compared with other biometric traits. In summary, it is difficult to infer the power of sEMG biometrics from the results of these studies for weakness in methods.

In this study, we systematically investigated the potential of sEMG as a single biometric trait. For simplicity, only the scenario of the single static gesture was analyzed, and the model training and testing data were from the same day to be consistent with the majority of ECG and EEG studies ([@B6]; [@B11]; [@B24]; [@B28]). The contribution of this study includes: (1) the performance of sEMG biometrics in both verification and identification was both evaluated and quantified in standard metrics, providing a reference for the future studies; (2) to the best of our knowledge, this was the first study separately evaluating two different powers from sEMG, physiology-based and knowledge-based, for biometrics, which is unique to sEMG-based biometrics.

Materials and Methods {#S2}
=====================

Subjects {#S2.SS1}
--------

Twenty-four able-bodied participants (13 males and 11 females, aged from 19 to 30 years old) were recruited in this study. The forearm length (from the wrist to the elbow) was 25.4 ± 1.46 cm. The circumference of the place where the electrodes were attached was 24.5 ± 2.53 cm. Before the experiment, all the subjects read and signed informed consent. The experiment protocol was in accordance with the Declaration of Helsinki and approved by the Office of Research Ethics of the University of Waterloo (ORE\#: 22391).

Data Collection {#S2.SS2}
---------------

During the experiment, the subject seated comfortably in a height-adjustable chair, naturally extending their arms toward the ground. Sixteen monopolar sEMG electrodes (AM-N00S/E, Ambu, Denmark) were placed in pairs with equal distance around the right forearm, forming two rings as displayed in [Figure 1](#F1){ref-type="fig"}. To decrease the effect of the electrode position variability among the subjects, one of the electrodes in each ring was positioned in the centerline of the elbow crease. The center-to-center distance was 2 cm between the two rings, and the distance from the elbow crease to the center of the upper ring was one-third of the forearm length. Instructions were displayed on the front computer screen to help the participant perform the defined gestures. The sEMG signals were amplified and digitized by a commercial system (EMG USB2+, OT Bioelettronica, Italy). The band-pass filter of the machine was set between 10 and 500 Hz, and the sampling frequency was 1024 Hz. Eight bipolar channels were derived from the data differential of each paired electrodes and obtained by a custom-made software based on Matlab (MathWorks, Inc., United States) platform.

![Positions of the 16 monopolar electrodes on the forearm (dorsal view). In each ring, eight electrodes are evenly placed, and one electrode is placed in the centerline of the elbow crease. The distance between the centers of the two rings was 2 cm, and the proximal ring was placed one-third of the forearm length between the elbow crease and the upper ring.](fbioe-08-00058-g001){#F1}

The following 16 hand and wrist gestures were included in the current study ([Figure 2](#F2){ref-type="fig"}): lateral prehension (LP), thumb adduction (TA), thumb and little finger opposition (TLFO), thumb and index finger opposition (TIFO), thumb and little finger extension (TLFE), thumb and index finger extension (TIFE), index and middle finger extension (IMFE), little finger extension (LFE), index finger extension (IFE), thumb extension (TE), wrist flexion (WF), wrist extension (WE), forearm supination (FS), forearm pronation (FP), hand open (HO), and hand close (HC). During the experiment, each gesture was repeated seven times, and the muscle contraction of each repetition was kept for 5 s. To avoid the transient portion of sEMG signals, the subjects were asked to perform each contraction a little bit earlier than the beginning of the recording. There was a 5-s rest period between two consecutive contractions to avoid muscle fatigue. The sequence of the gestures was randomized.

![Sixteen gesture classes investigated in the study: **(A)** lateral prehension (LP), **(B)** thumb adduction (TA), **(C)** thumb and little finger opposition (TLFO), **(D)** thumb and index finger opposition (TIFO), **(E)** thumb and little finger extension (TLFE), **(F)** thumb and index finger extension (TIFE), **(G)** index and middle finger extension (IMFE), **(H)** little finger extension (LFE), **(I)** index finger extension (IFE), **(J)** thumb extension (TE), **(K)** wrist flexion (WF), **(L)** wrist extension (WE), **(M)** forearm supination (FS), **(N)** forearm pronation (FP), **(O)** hand open (HO), and **(P)** hand close (HC).](fbioe-08-00058-g002){#F2}

Evaluation of User Verification {#S2.SS3}
-------------------------------

There are two modes of identity management functionalities in biometrics: Verification and identification ([@B15]). In the Verification mode, the user needs to present his/her biometric data, as well as the identity, to the system. The system compares the input with the template of the claimed identity in the database to verify the authenticity of the claim. In the identification mode, the user only needs to present his/her biometric data. The system compares the input with all the templates in the database and returns one or a couple of identities of which the template has the highest similarity with the input, or a decision stating the user presenting the input is not enrolled. As such, the verification mode is a binary classification, while the identification mode is a multiclass classification. In this study, we investigated both verification and identification modes of the proposed gesture recognition-based biometric system.

To evaluate the verification performance, the raw signal was first windowed, and a robust feature set in myoelectric control, improved Discrete Fourier Transform (iDFT) ([@B16]), was extracted from each window. It is given by
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where the whole frequency band is equally divided into six segments, and *f*~*i,j*~ denotes the *j*th frequency within the segment *i*. *N*~*i*~ is the total number of points in segment *i*. *X*(*f*) represents the discrete Fourier transform at the frequency *f*, and *F*\[⋅\] represents logarithmic transformation. The transformation from all the segments and all the channels are concatenated as the feature vector.

The window length was 200 ms. The overlap between two consecutive windows was 150 ms (every 50 ms produces one decision). For a given feature vector sample *p* (the input), its matching score (similarity measurement) with a specific motion class *i* from subject *j* (the template) was defined as the Mahalanobis distance between the sample and the class centroid

Score

i

,

j

⁢

(

p

)

=

1

2

⁢

(

p

\-

μ

i

,

j

)

T

⁢

∑

i

,

j

\-

1

(

p

\-

μ

i

,

j

)

where μ*~*i*~*,*~*j*~* is the centroid of the motion class *i* from subject *j*, and Σ*~*i*~*,*~*j*~* is the covariance matrix. Both parameters are calculated from the system training data, and the sample *p* is from the system testing data.

A decision was made after the comparison between the matching score and the predefined threshold. To increase the verification accuracy, the decision stream was postprocessed by the majority vote. The majority vote decision for a given sample was made from the greatest number of the occurrences in *m* points of the decision stream, which includes *m*−1 previous points. The stream size, *m*, was tested on four levels, 1, 5, 9, and 13. It should be noted that the demand for the delay in biometric was not as critical as that in myoelectric control (\<300 ms). As such, a large number of samples for postprocessing was acceptable in the real-world application scenario. Sevenfold cross-validation (CV) was performed. In each iteration of the CV, six-sevenths of the data were used for system training, and the remaining one-seventh was for testing.

The performance of the verification system was evaluated by the detection error tradeoff curve (DEC), where false rejection rate (FRR) was plotted against false acceptance rate (FAR) at various thresholds (for accepting or rejecting the claim). FRR represented the error that the input signal was from the claimed identity, but the claim was rejected. FAR represented the error that the input signal was not from the claimed identity, but the claim was accepted. To provide quantitative assessment of the verification performance: two metrics were derived from DET: equal error rate (EER) and area under curve (AUC). EER refers to the point on the DET curve where FRR equals FAR. AUC refers to the area under the DET curve. The lower the EER and AUC values, the better the performance.

For the sake of simplicity, the code length was limited to one, and each code (gesture) was evaluated independently. Suppose the true user used a specific gesture as the authentication code, for his/her identity, three possible scenarios in the practical applications were simulated to evaluate the verification capability of the proposed system: (1) the authentication code (gesture) was only known to the true user, and other users attempted to claim the identity (the code was not compromised), (2) the code was compromised and other users used the gesture to claim the identity of the true user; (3) and the true user forgot the code, and only the true user attempted to claim the identity by using other gestures. These three scenarios were denoted as *normal test*, *leaked test*, and *self-test*, respectively. In all three scenarios, the genuine data were the code gesture class of the user. On the other hand, in *normal test*, the imposter data were all the gesture classes of all the other users except the true user. In *leaked test*, the imposter data were the known code gesture class of all other users except the true user. In *self-test*, the imposter data were all the gesture classes except the code gesture of the user.

Evaluation of User Identification {#S2.SS4}
---------------------------------

In identification, the signal processing was similar to that in verification. The iDFT feature was extracted after signal windowing. The window length was 200 ms with an overlap of 150 ms. For a given testing sample, the Mahalanobis distance was calculated between the sample and each gesture class of each subject. For a specific distance value, its averaged distance was calculated by averaging the values across *m* points, including its *m*−1 preceding points. The size *m* was tested on four levels, 1, 5, 9, and 13, same in verification.

For performance quantification of the identification mode, rank-*k* identification rate was a common quantity, representing the probability of an identification transaction where the true user's identity was among the *k* identities returned by the system. It calculates the rate of the correct identity occurring in the top *k* score. In this study, the smaller the averaged distance is, the higher the score is. The value of rank-*k* is an increasing function of *k*. Their relation could be summarized by the cumulative match characteristic (CMC) curve, which plotted rank-*k* against *k*. As the commonly used metrics, the values of Rank-1 and Rank-5 were reported in this study. In addition, sevenfold CV was adopted for each gesture class evaluation. In each iteration, the training and testing data were both from the specific gesture class of all the subjects.

Statistical Analysis {#S2.SS5}
--------------------

The purpose of this study was to evaluate the authentication power of each gesture in both verification and identification. As the four measurements, EER, AUC, Rank-1, and Rank-5, all had skewed distributions, the median values, the first and third quartile were reported. The mean value with the optimal parameter was also reported for the comparison with other biometric approaches. The nonparametric Kruskal--Wallis test was adopted to investigate the effect of the postprocessing method (four levels of the sample size) on each measurement. If significance was detected, Tukey's comparison was performed to assess the difference among the levels. The significance was set as 0.05 in this study.

Results {#S3}
=======

Verification Performance {#S3.SS1}
------------------------

In all the verification scenarios, the EER values decreased with the increase of the number of samples for postprocessing ([Figure 3](#F3){ref-type="fig"}). The rate of decrease with respect to the increasing samples was gradually reduced, as well as the performance difference among the gesture classes. In the *normal test* scenario, the median values of EER without postprocessing (number of samples for postprocessing was equal to 1) were \<1.9%. With 13 samples used in postprocessing, the EER range was decreased \<0.2%. In the *leaked test* scenario, without postprocessing, the median values of EER ranged from 1.4 to 6.6%. With 13 samples in postprocessing, the EER of LP was 4.6%, and the other EERs were between 1.9 and 0.1%. In *self-test* scenario, without postprocessing, the median values of EER ranged from 9.9 to 3.0%, except for WF (0.6%), WE (0.9%), and FS (1.3%). With 13 samples in postprocessing, the highest EER values were 6.8% (TA), and the EER of eight gestures, TIFE, TLFE, TFE, WF, WE, FS, FP, and HC were \<1.0%. For reference, to the best of our knowledge, the performance of ECG and EEG, which was calculated based on the same data settings as this study (training and testing data from the same day), was mainly in the range from 0.1 to 5% ([@B24]) and 1 to 20% ([@B4]; [@B8]; [@B10]), respectively, depending on the algorithms and electrode settings (number and positions) adopted.

![EER of DET for the 16 gestures, LP, TA, TLFO, TIFO, TIFE, TLFE, IMFE, LFE, IFE, TFE, WF, WE, FS, FP, HO, and HC, in three scenarios: **(A)** normal test, **(B)** leaked test, and **(C)** self-test. The dot in each plot represents the median value of EER, and the shaded area represents the range between the first quantile to the third quantile. The scales are different in each plot.](fbioe-08-00058-g003){#F3}

As for AUC, similar to EER, in all three scenarios, its median values decreased with the increase in the number of postprocessing samples ([Figure 4](#F4){ref-type="fig"}). With 13 postprocessing samples, in *normal test* scenario, the median values of AUC were around 0.0%, while in *leaked test* and *self-test* scenario, the AUC values were \<0.2% (except LP: 1.0%), and the \<1.2% (except TA: 2.9%), respectively. The average EER and AUC values of each gesture are listed in [Table 1](#T1){ref-type="table"}. The range of EER for the three scenarios was from 0.6 to 2.2, 2.1 to 7.3, and 1.5 to 9.6%, respectively. Meanwhile, the range of AUC for the three scenarios was from 0.2 to 1.1, 0.7 to 3.8 and 0.6 to 6.1%, respectively. The DET curve of each gesture averaged across all the subjects is presented in [Figure 5](#F5){ref-type="fig"}. The performance in *normal test* was better than the other two, and the performance in *self-test* was the worst.

![AUC of DET for the 16 gestures, LP, TA, TLFO, TIFO, TIFE, TLFE, IMFE, LFE, IFE, TFE, WF, WE, FS, FP, HO, and HC, in three scenarios: **(A)** normal test, **(B)** leaked test, and **(C)** self-test. The dot in each plot represents the median value of AUC, and the shaded area represents the range between the first quantile to the third quantile. The scales are different in each plot.](fbioe-08-00058-g004){#F4}

###### 

Verification measurement with 13 samples in postprocessing.

  Gesture   Normal test   Leaked test   Self-test                       
  --------- ------------- ------------- ----------- --------- --------- ---------
  LP        **2.2**       **1.1**       **7.3**     3.7       6.0       3.6
  TA        1.7           **1.1**       4.0         1.8       **9.6**   **6.1**
  TLFO      1.1           0.6           2.4         1.0       5.1       2.6
  TIFO      1.0           0.4           2.9         1.2       7.1       4.0
  TIFE      0.7           0.3           2.3         1.0       3.6       1.8
  TLFE      0.9           0.4           2.6         1.0       4.0       2.0
  IMFE      1.1           0.4           2.7         0.9       7.0       4.0
  LFE       1.0           0.5           3.6         1.6       3.6       1.8
  IFE       2.1           **1.1**       6.9         **3.8**   8.6       5.5
  TFE       1.5           0.9           5.3         2.8       3.9       2.1
  WF        0.6           0.2           3.7         1.4       1.5       0.6
  WE        0.8           0.3           2.7         1.0       1.9       1.0
  FS        0.7           0.2           2.4         0.8       3.0       1.3
  FP        1.4           0.9           2.8         1.6       3.5       2.0
  HO        0.7           0.3           2.1         0.7       5.1       2.5
  HC        0.7           0.2           2.2         0.7       2.7       1.2
  Average   1.1           0.6           3.5         1.6       4.8       2.6

All the values are in percentage. The highest value of each test (the worst) are in bold.

![DET curves for each gesture in three scenarios: **(A)** normal test, **(B)** leaking test, and **(C)** self-test. The data are averaged across the subjects.](fbioe-08-00058-g005){#F5}

The statistical analysis revealed that the number of samples for postprocessing had a significant effect on the verification performance (EER and AUC) for all the 16 gesture classes (*p* \< 0.05). *Post hoc* comparisons with a Bonferroni correction indicated that the values of both EER and AUC, with one sample in postprocessing, was significantly higher than those with 9 and 13 samples in postprocessing; while there was no significant difference between the cases of 9 and 13 samples. For the case of five samples, the difference was not significant compared to the other three cases in both EER and AUC.

Identification Performance {#S3.SS2}
--------------------------

The values of Rank-1 accuracy increased with the increase of the number of samples for postprocessing, but the rate of such increase gradually reduced ([Figure 6](#F6){ref-type="fig"}). Without postprocessing, the median values of Rank-1 ranged from 83.8 to 98.2%. With 13 samples used in postprocessing, the values were close to 100.0% except for LP (93.4%) and IFE (96.2%). In terms of Rank-5 accuracy, the median values of all the gesture classes were close to 100.0% before postprocessing, and the values were kept after postprocessing. For the two gestures with the worst identification performance, LP and IFE, the third quantile values were reduced with the increase of the number of samples for postprocessing. The average Rank-1 and Rank-5 accuracies of each gesture are listed in [Table 2](#T2){ref-type="table"}. The range of Rank-1 was from 77.3 to 95.5%, and the range of Rank-5 was from 93.4 to 100%. For reference, the Rank-1 performance of ECG and EEG was mainly around 100--80% ([@B24]) and 99--80% ([@B4]; [@B8]; [@B10]), respectively. Compared to the other methods, the effect of low identification performance of the two gestures, LP and IFE, could be remedied with the increase of rank number, where the false positive rate increase was retrained for the advantage of multiple codes available in the proposed biometric method. The CMC curve for each gesture is displayed in [Figure 7](#F7){ref-type="fig"}.

![Identification performance measured in **(A)** Rank-1 and **(B)** Rank-5 for the 16 gestures, LP, TA, TLFO, TIFO, TIFE, TLFE, IMFE, LFE, IFE, TFE, WF, WE, FS, FP, HO, and HC, in three scenarios. The dot in each plot represents the median value of AUC, and the shaded area represents the range between the first quantile to the third quantile. The scales are different in each plot.](fbioe-08-00058-g006){#F6}

###### 

Identification measurement with 13 samples in postprocessing.

  Gesture   Rank-1     Rank-5
  --------- ---------- ----------
  LP        79.6       94.4
  TA        87.6       97.6
  TLFO      93.7       98.7
  TIFO      91.3       98.8
  TIFE      94.5       98.9
  TLFE      95.5       98.6
  IMFE      91.1       98.1
  LFE       87.6       98.4
  IFE       **77.3**   **90.7**
  TFE       87.4       96.8
  WF        91.8       99.1
  WE        92.1       97.7
  FS        95.5       99.4
  FP        93.9       97.8
  HO        95.4       98.7
  HC        90.6       99.0
  Average   90.3       97.7

All the values are in percentage. The highest value of each test (the worst) are in bold.

![CMC curves for each gesture. The data are averaged across the subjects.](fbioe-08-00058-g007){#F7}

Statistical analysis confirmed the effectiveness of the postprocessing on Rank-1 accuracy (*p* \< 0.05). For Rank-5 accuracy, the effect of postprocessing was significant on all the gestures except IFE, WE, and FP. The *post hoc* comparison with a Bonferroni correction indicated that there was a significant difference between the values without postprocessing and the values with 13 samples in postprocessing. In addition, the difference between the cases of 9 samples and 13 samples was not significant.

Discussion {#S4}
==========

Performance Comparison With EEG and ECG {#S4.SS1}
---------------------------------------

This paper systematically investigated the performance of sEMG as a biometric trait in both identity management functions: user identification and user verification. Specifically, in user verification, three scenarios were investigated based on the leakage of the information. Majority vote was adopted and significantly improved the performance of all the cases. Currently, EEG and ECG are two types of electrical biosignals that have been extensively investigated as biometric traits. As alternative electrical biosignals, sEMG-based biometrics has the same two important properties as ECG and EEG: hidden nature and liveness detection, making it more robust to spoofing attacks than traditional biometric traits such as fingerprint and iris. Different from ECG and EEG, sEMG-based biometrics has a unique advantage due to its high accuracy in gesture recognition: enabling users to set different gestures as their own password. Theoretically, EEG-based biometrics could use different mental states to achieve a similar function. However, its number of classes is limited by low classification accuracy. Normally, only two classes could be classified with the accuracy \>70% based on EEG ([@B34]), making it impossible to encode password for real-world applications. The unique property of sEMG provides an additional layer of protection, embedding the knowledge-based method into the biometric system. Such an advantage can be clearly seen in the comparison between *normal test* and *leaked test* of verification. In *normal test*, there are two layers of protection: gesture code and individual difference of sEMG signals, while there is only one layer of protection, individual difference of sEMG signals, in *leaked test*. With the protection from gesture code, the averaged EER and AUC were increased by 2.4 and 1.0%, respectively. For the gesture with the lowest performance, LP, the weakest part of the system, its EER and AUC were increased by 4.9 and 2.6%, respectively. Its performance in *normal test* (EER: 2.2%; AUC: 1.1%) was comparable to the best performance in *leaked test* (EER: 2.1%; AUC: 0.7%). Note that in this current study, we only presented the case of the shortest code length: one gesture. With more gestures, i.e. longer code length, the security level of the system will be improved further.

In *leaked test* of verification and identification, the performance of the proposed system solely depends on the individual difference of sEMG features, which is conceptually similar to EEG- and ECG-based biometric system. In the case of *leaked test* for verification, the averaged EER of sEMG-based biometrics is 3.5%. As mentioned, for the same experimental protocol of this study, which used the training and testing data from the same day, the reported EER of ECG- and EEG-based biometrics was mainly around 0.1--5% ([@B24]) and 1--20% ([@B4]; [@B8]; [@B10]), respectively. In terms of identification, the averaged Rank-1 value of sEMG-based biometrics is 90.3%. The reported value of ECG and EEG was mainly in the range from 100 to 80% ([@B24]), and 99 to 80% ([@B4]; [@B8]; [@B10]), respectively. It is difficult to provide a precise value here for the difference in a number of factors, such as the electrode placement, the denoising algorithms, features, and classifiers adopted. As such, in the leaked test, the performance of sEMG is comparable to, if not better than, that of EEG and ECG.

Other than the recognition performance, the property of sEMG trait also brings advantages to other aspects. Regarding the data storage, due to the gesture code, the pressure on data security of sEMG-based biometrics is much less than that of EEG- and ECG-based biometrics. For EEG and ECG, there is no option to change the biometric traits when the enrolled identity data are compromised, while the gesture code can be changed if sEMG-based biometrics is used. As such, sEMG-based biometrics requires less on data security, reducing the difficulty and cost of implementation in practical applications. Regarding the response time, though 13 samples were used in majority vote to improve the recognition performance of sEMG trait, for one gesture, the time to generate one decision was only 0.8 s, while ECG needed approximately 1 s (one complete beat), and 5 s recording was recommended for EEG ([@B6]). The high recognition rate and short response time made sEMG-based biometrics a potential option for the scenarios demanding high-level security and fast reactions, such as banking and financial services, entry, etc.

Limitation and Future Work {#S4.SS2}
--------------------------

The long-term performance is essential for deploying the biometric system in real life. However, as the inherent non-stationary property, the biometric performance of electrical biosignal traits may be reduced over time. Only a few works of EEG and ECG traits focused on the effect of signal variability using training and testing data from different days. Performance degradation was observed for both ECG- and EEG-based biometrics when the interval between training and testing data was over days ([@B20]; [@B19]). Regarding sEMG, it is expected to have a performance drop in long-term use, unless the system is adaptive. The long-term robustness is an open question for electrical biosignal traits, as well as some behavior traits, such as gait ([@B21]; [@B23]). Currently, the solution mainly focused on adaptive algorithms to update the model or template ([@B1]; [@B24]). Specifically for sEMG, it has been shown that the signal variability would be decreased with the process of user adaptation ([@B13]), which addressed the long-term issue in another direction. It is expected that the performance drop will significantly be reduced in experienced users compared to naive users. The fusion of user adaptation and algorithm adaption will benefit the long-term performance of sEMG-based biometrics.

There are other factors affecting the quality and stability of sEMG signals, such as skin conductance, electrode positions, limb positions, etc. These disturbances will degrade both the performance of verification and identification. In myoelectric control, many methods have been proposed to improve the robustness against these factors ([@B14]; [@B9]), which might be helpful to improve the performance of biometrics. In addition, compared to myoelectric control, identification and verification are short periods, which are feasible to be conducted in a controlled settings to remove or mitigate the effect of these factors.

The advantage of sEMG over ECG and EEG was a repository of gesture codes sEMG provided. These gesture codes enhanced the biometric security of sEMG trait. On the one hand, as mentioned above, the user could customize their own combination of gesture codes to add knowledge-based protection for verification. On the other hand, signal individual difference could be improved by increasing the length of gesture codes. Different gestures may distinguish different groups of users. Suppose in one group, the users have similar signals from one gesture, but different from another. The scenario is opposite for the users of another group. As such, the users from these two groups could be better distinguished with the combination of the two gestures. In addition, the increase of gesture codes may result in a decreased number of qualified users, which is the intersection of the candidate identities of each gesture. To avoid this, the number of candidate identities needs to be increased. With the optimization of the length of gesture code, the performance of sEMG-based biometrics would be improved.

Eight bipolar electrodes were adopted in this study. With the increase of the number of electrodes, more precise information would be collected and the individual difference would be enhanced. In addition, this study used handcrafted features. Deep neural network has been favored for its automatic feature learning ability ([@B12]). As its success on myoelectric control ([@B2]; [@B35]), the information of individual difference could be extracted and learned by deep neural networks and the performance of sEMG-based biometrics might be improved.

Conclusion {#S5}
==========

This study investigated in detail the performance of sEMG as a biometric trait for both verification and identification. Compared to two traditional electrical biosignal traits, EEG and ECG, sEMG biometrics can provide two layers of identity recognition, one depending on individual signal difference, and another depending on custom-set gesture code. The results indicated that the custom-set gesture code could greatly improve verification performance. If only relying on the inherent signal difference among individuals, the verification and identification performance of sEMG was comparable to that of EEG and ECG reported in the literature. The results of this study would deepen the understanding of sEMG biometrics, and benefit for the design of future biometric systems.
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