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Abstract
In this paper we consider the identiﬁcation of linear systems, a priori known to be stable, from input-output data corrupted
by bounded noise. By taking explicitly into account a priori information on system stability, a formal deﬁnition of the feasible
parameter set for stable linear system is provided. On the basis of a detailed analysis of the geometrical structure of the
feasible set, convex relaxation techniques are presented to solve nonconvex optimization problems arising in the computation
of parameter uncertainty intervals. Properties of the computed relaxed bounds are discussed. A simulated example is presented
to show the eﬀectiveness of the proposed technique.
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1 Introduction
Any system identiﬁcation procedure involves three basic
ingredients: a set of input-output measurements, a set of
candidate models and an identiﬁcation method, which
can roughly be described as a rule to select a model
among the candidate ones, on the basis of the measured
data and a proper model quality assessment criterion.
The choice of the set of candidate models, sometimes
called model structure, is the most critical step since
it strongly relies on the available a priori information:
practical experience, physical insights and engineering
intuitions play here a crucial role. Restricting our at-
tention to the case of linear time invariant (LTI) sys-
tems, bounded input bounded output (BIBO) stability is
perhaps the most common assumption when open-loop
identiﬁcation procedures are of interest. In fact, open-
loop experiments cannot be performed in practice when
this hypothesis is not satisﬁed. Although the system to
be identiﬁed is often known to be stable, most of the
proposed techniques do not exploit such a priori infor-
mation in the deﬁnition of the assumed model structure
since formal inclusion of stability constraints makes the
estimation problem diﬃcult to be solved. As a result, the
identiﬁcation procedure may give rise to inaccurate and
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possibly unstable models, especially in the presence of
shortage of data, modeling error andmeasurement noise.
Identiﬁcation of input-output stable linear dynamic sys-
tems described by diﬀerence equations is considered in
(So¨derstro¨m and Stoica, 1981) where, through a simple
counterexample, it is shown that the least squares (LS)
methodmay lead to unstable models when certain condi-
tions in terms of signal-to-noise ratio are satisﬁed. Only
few contributions are available in the literature that ad-
dress the problem of how taking into account a priori
information on system stability. A suﬃcient condition to
ensure stability of models obtained by LS identiﬁcation
is provided in (Regalia and Stoica, 1995) where the input
signal is constrained to be an autoregressive process of a
given degree. Tugnait and Tontiruttananon in (Tugnait
and Tontiruttananon, 1998) provide a frequency domain
solution to LS identiﬁcation of a stable system in the
presence of undermodeling. Their approach can be ap-
plied when the input signal is a zero-mean stationary
process with suﬃciently high persistency of excitation
order. A stable output error identiﬁcation scheme is pre-
sented in (Janakiraman and Bhattacharyya, 1999) for
the case of all-pole systems and periodic excitation sig-
nals, while a procedure to include a priori information
on BIBO stability in the context of the kernel-based non-
parametric identiﬁcation is discussed in (Pillonetto and
DeNicolao, 2010). As far as subspace identiﬁcation is
concerned, diﬀerent approaches have been proposed to
enforce stability (Chui and Maciejowski, 1996; Gestel et
al., 2001; Lacy and Bernstein, 2003).
In this work, we consider the identiﬁcation of single input
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single output (SISO) discrete-time linear systems that
are a priori known to be stable. The aim of the paper
is to show how to enforce stability in the identiﬁcation
of the system parameters. In particular, we focus our
work on the computation of parameter bounds, taking
explicitly into account a priori information on system
stability, in the set-membership error-in-variable (EIV)
framework, that is identiﬁcation of dynamical systems
when both input and output signals are corrupted by
bounded noise. The reader can ﬁnd further details on the
set-membership approach in a number of survey papers
(see, e.g., (Milanese and Vicino, 1991; Walter and Piet-
Lahanier, 1990)) and in the book (Milanese et al., 1996).
The paper is organized as follows. A brief review of back-
ground results on the relaxation of semialgebraic opti-
mization problems through the theory of moments is
presented in Section 2. Section 3 is devoted to the prob-
lem formulation. A detailed analysis of the geometrical
structure of the set of all stable linear systems is pre-
sented in Section 4. On the basis of such an analysis, suit-
able convex relaxation techniques to solve the noncon-
vex optimization problems formulated in Section 3 are
presented in Section 5. In Section 6, accuracy and con-
vergency properties of the relaxed bounds computed in
Section 5 are discussed. A simulated example is reported
in Section 7. All proofs of properties and propositions
presented in the paper can be found in the Appendix.
2 Notation and background results on con-
strained polynomial optimization
In this section we brieﬂy review some preliminary results
on the relaxation of semialgebraic optimization problems
through the theory of moments. The interested reader is
referred to (Lasserre, 2001) for further technical details.
2.1 Polynomial representation and theory of moments
Let us denote with Pnm[x] the space of real-valued
polynomials of degree at most m in the variable
x = [x1, x2, . . . , xn]
T and let h be the canonical basis of
Pnm[x], i.e. h =
[
1 x1 x2 · · · xn x21 x1x2 · · · x1xn · · · x22
x2x3 · · · x2n · · · x31 · · ·xmn
]T
. Let us deﬁne the set
Am = {α ∈ Nn0 :
∑n
i=1 αi ≤ m}, where αi is the i-th
component of the vector α and Nn0 denotes the set of n-
dimensional nonnegative integer vectors. Then, the basis
h of the space Pnm[x] can be written as h = {xα}α∈Am ,
where xα = xα11 x
α2
2 · · ·xαnn .
Let f and gs be in Pnm[x]. We denote the sequence
f = {fα}α∈Am and gs = {gsα}α∈Am as the coeﬃcients
of the polynomials f and gs, respectively, on the basis
h, i.e. f(x) =
∑
α∈Am fαx
α and gs(x) =
∑
α∈Am gsαx
α.
Let p = {pα}α∈Am be the sequence of moments, up
to order m, of a probability measure μ on Rn, i.e.
pα =
∫
xαμ (dx). Let us denote with Mm(p) the trun-
cated moment matrix of order m associated with the
distribution μ, i.e. Mm(p) =
∫
hhTμ(dx) and Mm(gkp)
the localizing matrix associated with the sequence of
moments p and with the polynomial gk(x).
2.2 LMI-relaxation for polynomial problems
Let us consider the constrained optimization problem
f = min
x∈S
f(x) (1)
where f ∈ Pnm[x] and S ⊆ Rn is a compact semialgebraic
set deﬁned as S = {x ∈ Rn : gs(x) ≥ 0, s = 1, . . . ,Ξ},
where gs is a real-valued polynomial in the variable x ∈
R
n of degree ds = deg(gs), i.e. gs ∈ Pnds [x].
Let δ ∈ N be such that 2δ ≥ max{m,max
s
ds} and h2δ =
{xα}α∈A2δ be the canonical basis of the space Pn2δ[x].
Indeed, f and g belong to Pn2δ[x]. For any δ such that
2δ ≥ max{m,max
s
ds}, let us consider the semideﬁnite
programming (SDP) problem
fδ = min
p
∑
α∈A2δ
fαpα
s.t. Mδ(p)  0, Mδ−d˜s(gsp)  0, s = 1, . . . ,Ξ
(2)
where d˜s = ds2 , p = {pα}α∈A2δ is the sequence of
moments up to order 2δ of some probability measure μ
with support on S, while Mδ(p) and Mδ−d˜s(gsp) are the
moment matrix and the localizing matrix, respectively,
associated with themoments p. Problem (2) is referred to
as an LMI-relaxed problem of order δ of the polynomial
problem (1). According to (Lasserre, 2001), the following
results hold.
Theorem 1 If the functional f(x) in (1) is linear and
the feasible region S is deﬁned by convex quadratic con-
straints, then fδ = f for all relaxation order δ ≥ 1.
Theorem 2 For all δ such that 2δ ≥ max{m,max
s
ds},
the following condition holds: fδ ≤ fδ+1 ≤ f.
Theorem 3 If there exists a real-valued polynomial
l(x) : Rn → R such that {x ∈ Rn : l(x) ≥ 0} is
a compact set, and l(x) can be written as l(x) =
l0(x) +
Ξ∑
s=1
gs(x)ls(x) ∀x ∈ Rn, for some sums of
squares polynomials ls(x), with s = 0, . . . ,Ξ, then
limδ→∞ fδ = f.
Although the convergence property in Theorem 3 is
guaranteed as the relaxation order goes to inﬁnity, ex-
act global optimum f can be obtained in practice with
a reasonably low relaxation order (see (Henrion and
Lasserre, 2004) for a collection of test problems solved
with relaxation order less or equal to 4).
2
3 Problem formulation
Consider a SISO linear-time-invariant stable system
mapping the noise-free input ut into the noise-free out-
put wt according to the diﬀerence equation
A(q−1)wt = B(q−1)ut, (3)
where A(·) and B(·) are polynomials in the backward
shift operator q−1 (q−1wt = wt−1) of the form A(q−1) =
1 + a1q−1 + . . . + anaq−na and B(q−1) = b0 + b1q−1 +
. . .+ bnbq−nb. Let rt and yt be the noise-corrupted mea-
surements of the input and output signals respectively:
rt = ut + ξt, yt = wt + ηt, (4)
where ξt and ηt are measurement uncertainties which
are assumed to range within given bounds Δξt and Δηt
respectively, that is:
| ξt |≤ Δξt, | ηt |≤ Δηt. (5)
Let θ ∈ Rγ , with γ = na + nb + 1, be the collec-
tion of the unknown parameters to be estimated, i.e.
θT = [a1 . . . ana b0 b1 . . . bnb]. Given N samples of
the signals rt and yt, the setDθ of all parameters θ consis-
tent with measurements, error bounds and the assumed
model structure is described by (3) - (5), that is
Dθ =
{
θ ∈ Rγ : A(q−1) (yt − ηt) = B(q−1) (rt − ξt) ,
| ξt |≤ Δξt, | ηt |≤ Δηt; t = 1, . . . , N
}
.
The exact feasible parameter set Dθ is a nonconvex set
described by nonlinear inequalities. As a consequence,
parameters bounds could not be easily computed on the
basis of Dθ. In order to overcome this problem, convex
outer approximation D′θ of Dθ, i.e. D′θ ⊇ Dθ, has been
proposed in literature, see e.g. (Cerone, 1993a; Cerone,
1993b; Cerone et al., 2011; Cerone et al., 2010), to eﬃ-
ciently compute guaranteed bounds on each parameter
θj by solving the optimization problems
θj = min
θ∈D′
θ
θj , θj = max
θ∈D′
θ
θj . (6)
In this work we will consider the description of the setD′θ
presented in (Cerone, 1993a), where D′θ is described as
a union of at most 2γ convex regions, i.e. D′θ =
2γ⋃
i=1
D′θi,
where each setD′θi is a polytope deﬁned by 2N+γ linear
constraints in the variables θ, i.e.
D′θi = {θ ∈ Rγ : g′it(θ) ≥ 0, t = 1, . . . , 2N + γ} , (7)
where g′it(θ) ≥ 0 is the generic linear constraint deﬁningD′θi (see (Cerone, 1993a) for details). Therefore, param-
eters bounds θj and θj can be computed as
θj = min
i=1,...,2γ
θji, θj = max
i=1,...,2γ
θji, (8)
where
θji = min
θ∈D′
θi
θj , θji = max
θ∈D′
θi
θj . (9)
In order to guarantee well-posedness of problems (6),
we assume that D′θ is a bounded set, i.e. there exists
a constant R > 0 arbitrarily large such that ‖θ‖∞ ≤
R, ∀θ ∈ D′θ. In view of this assumption, all θ ∈ D′θ
satisfy the inequality ‖θ‖22 ≤ γR2. Thus, an equivalent
description of D′θi can be given adding to the description
of (7) the redundant constraint ‖θ‖22 ≤ γR2, that is
D′θi =
{
θ ∈ Rγ : g′it(θ) ≥ 0, t = 1, . . . , 2N + γ;
g′ik(θ) = γR
2 − ‖θ‖22 ≥ 0, k = 2N + γ + 1
}
.
(10)
The alternative description of the set D′θi given by (10)
will play a crucial role in proving a key property of the
proposed identiﬁcation method (see Property 3 later).
Since the linear system is a-priori known to be stable,
we constrain the parameters θ to belong to the set ASTθ ,
where ASTθ is the set of all parameters θ such that the
system modeled by (3) is BIBO stable, that is:
ASTθ = {θ ∈ Rγ : A(z, θ) = 0 ∀z ∈ C, |z| ≥ 1}, (11)
with A(z, θ) = zna + a1zna−1 + . . . + ana.
In order to explicitly take into account information on
system stability, the set D∗θ of all parameters belonging
to D′θ and guaranteeing BIBO stability of the identiﬁed
system will be considered, which is deﬁned as:
D∗θ = D′θ ∩ ASTθ . (12)
Then, parameters bounds θ∗j and θ
∗
j for stable system are
θ∗j = min
θ∈D∗
θ
θj , θ
∗
j = max
θ∈D∗
θ
θj , (13)
and the parameter uncertainty intervals for stable linear
systems are deﬁned as PUI∗j =
[
θ∗j , θ
∗
j
]
, while the pa-
rameter uncertainty intervals computed without taking
into account stability constraints are PUIj =
[
θj ; θj
]
.
Remark 1 In this section we have formulated the prob-
lem of enforcing stability constraints in set-membership
identiﬁcation with reference to the general case where
both input and output signals are corrupted by bounded
noise (EIV setup). Due to the inherent complex struc-
ture of the exact feasible set Dθ for the EIV case, the
convex outer approximationD′θ ofDθ is considered, lead-
ing to the set D∗θ which is an outer approximation of
the set Dθ ∩ASTθ of all parameters belonging to Dθ and
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guaranteeing BIBO stability of the identiﬁed system. It
is worth noting that the conservativeness of the outer
approximation D∗θ depends only on the choice of consid-
ering the general EIV setup, while the constraints aris-
ing from the a-priori information on the system stability
are exactly taken into account in the deﬁnition of the
set ASTθ . For example, D∗θ is an exact description of the
set of all parameters belonging to Dθ and guaranteeing
BIBO stability of the identiﬁed system when the equa-
tion error framework is considered, which corresponds to
the case ξt = 0 and ηt =
1
A(q−1)
η′t, with η
′
t bounded. 
In the next section a detailed analysis of the geometrical
structure of the setASTθ is presented. On the basis of such
an analysis, guaranteed parameter uncertainty intervals
are computed in Section 5.
4 Analysis of the mathematical structure of the
set ASTθ
A necessary and suﬃcient condition for BIBO stability
of the discrete time linear system described by (3) is that
the coeﬃcients a1, . . . , ana of polynomial A(q−1) satisfy
the Jury’s test (Jury, 1964).
Jury’s test (Jury, 1964)
The roots of the polynomial A(q−1) belong to the open
unit circle if and only if:
A(1) > 0, (−1)naA(−1) > 0, |ana| < 1, (14)
|cna−1| < |c0| , |dna−2| < |d0| , . . . , |q2| < |q0| , (15)
where c0, d0, . . ., q0, . . ., cna−1, dna−2, . . ., q2, q0 are
elements of the Jury’s array reported in Table 1, i.e.
cna−jc =
∣∣∣∣∣
ana ana−jc
1 ajc
∣∣∣∣∣, dna−jd =
∣∣∣∣∣
cna−1 cna−jd
c0 cjd
∣∣∣∣∣, with
a0 = 1 and |·| denoting the determinant of a matrix. 
Therefore, on the basis of Jury’s criterion, the set ASTθ
deﬁned in (11) can be described as the set of all the
parameters θ which satisfy inequalities (14)–(15).
Topological features of the set ASTθ are highlighted by
the following property.
Table 1
Jury’s array.
ana ana−1 ana−2 . . . a2 a1 1
1 a1 a2 . . . ana−2 ana−1 ana
cna−1 cna−2 cna−3 . . . c1 c0
c0 c1 c2 . . . cna−2 cna−1
dna−2 dna−3 dna−4 . . . d0
...
...
...
...
q2 q1 q0
Property 1 If na ≥ 2, ASTθ is the union of 2na−2 semi-
algebraic sets, that is
ASTθ =
2na−2⋃
k=1
ASTθk (16)
where ASTθk is a semialgebraic set in Rγ deﬁned by 4
linear inequalities and 3 (na− 2) polynomial inequalities
of degree at most 2na−2. 
In the following, we consider the compact description
ASTθk =
{
θ ∈ Rγ : gSTks (θ) ≥ 0, s = 1, . . . , 4 + 3(na− 2)
}
,
where the symbols gSTks (θ) ≥ 0, s = 1, . . . , 4+ 3(na− 2)
are used to describe the 4 + 3(na− 2) constraints deﬁn-
ing ASTθk according to Property 1.
Remark 2 Inequalities (15) can be written as
c2na−1 < c
2
0, d
2
na−2 < d
2
0, . . . , q
2
2 < q
2
0 . (17)
Therefore, the set ASTθ can be also written as a single
semialgebraic set deﬁned by the polynomial inequalities
(14) and (17) in the system parameters a1, . . . , ana. In
such a description of ASTθ , the maximum degree of the
polynomial constraints deﬁning ASTθ is 2na−1, given by
the degree of the polynomials q20 and q
2
2 . 
5 Computation of PUI∗s by means of LMI re-
laxation techniques
In this section a procedure which numerically solves
identiﬁcation problems (13) is discussed.
Thanks to Property 1, the set D∗θ in (12) is the union of
2γ+na−2 = 22na+nb−1 semialgebraic sets D∗θik, that is:
D∗θ =
2γ⋃
i=1
2na−2⋃
k=1
D∗θik, (18)
where
D∗θik = D′θi ∩ ASTθk . (19)
Therefore, bounds θ∗j and θ
∗
j in (13) can be obtained by
solving the optimization problems
θ∗j = min
i = 1, . . . , 2γ
k = 1, . . . , 2na−2
θ∗jik, θ
∗
j = max
i = 1, . . . , 2γ
k = 1, . . . , 2na−2
θ
∗
jik
(20)
where
θ∗jik = min
θ∈D∗
θik
θj , θ
∗
jik = max
θ∈D∗
θik
θj . (21)
Remark 3 Since the constraints described in (14)-(15)
are strict inequalities, the feasible region D∗θik is not
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guaranteed to be a closed set. As a consequence, solu-
tions to optimization problems (21) are not guaranteed
to exist. A possible way to overcome such a technical
problem is to modify constraints (14)-(15) as A(1) ≥
, (−1)naA(−1) ≥ , |ana| ≤ 1 − , |cna−1| ≤ |c0| −
, |dna−2| ≤ |d0| − , . . . , |q2| ≤ |q0| − , where  > 0
can be chosen arbitrarily small. 
Polynomial optimization problems (21) are relaxed by
applying the theory of moment method presented in Sec-
tion 2.2 for a relaxation order δ ≥ δ =  2na−22 . This
leads to the SDP problems:
θ∗δjik = min
p∈D∗δ
θik
∑
α∈A2δ
f jαpα, θ
∗δ
jik = max
p∈D∗δ
θik
∑
α∈A2δ
f jαpα.
(22)
More precisely, the feasible regionD∗δθik for problems (22)
is an LMI set deﬁned as
D∗δθik =
{
p : Mδ(p)  0, Mδ(g′itp)  0, Mδ(gSTks p)  0,
t = 1, . . . , 2N + γ + 1, s = 1, . . . , 4 + 3(na− 2)}
(23)
where Mδ(p) is the truncated moment matrix of order
δ associated to the moment sequence p = {pα}α∈A2δ ,
while Mδ(g′itp) and Mδ(g
ST
ks p) are the localizing matrices
associated with the constraints g′it(θ) ≥ 0 and gSTks (θ) ≥
0 respectively. The terms f jα are the elements of the se-
quence fj = {f jα}α∈A2δ , which is the sequence of the co-
eﬃcients of the functional θj in the basis {θα}α∈A2δ .
For a given relaxation order δ ≥ δ, let us deﬁne the δ-
relaxed bounds θ∗δj and θ
∗δ
j for the parameter θj as
θ∗δj = min
i = 1, . . . , 2γ
k = 1, . . . , 2na−2
θ∗δjik, θ
∗δ
j = max
i = 1, . . . , 2γ
k = 1, . . . , 2na−2
θ
∗δ
jik
(24)
Then, for each j = 1, . . . , γ, the δ-relaxed parameter un-
certainty intervals are deﬁned as PUI∗δj = [θ
∗δ
j , θ
∗δ
j ].
The following proposition provides a suﬃcient condition
to check if the optimal solution θ∗jik to the minimization
problem in (21) is achieved by the LMI-relaxed mini-
mization problem (22) for a ﬁnite value of δ.
Proposition 1 (Global optimality test)
Let p˜ = {p˜α}α∈A2δ be a global minimizer of (22) for
δ ≥ δ. If θ˜ = [p˜10···0, p˜01···0, · · · p˜00···1]T ∈ Rγ belongs to
the FPS D∗θ , then
θ∗jik = θ
∗δ
jik. (25)
Proposition 1 provides a simple procedure to test a pos-
teriori the global optimality of the computed solution
by checking if θ˜ satisﬁes the inequalities deﬁning D∗θ in
(12). Indeed, the same considerations in Proposition 1
hold in order to check if the optimal solution θ∗jik to the
maximization problem in (21) is achieved by the relaxed-
maximization problem in (22) for a ﬁnite value of δ.
Remark 4 The number of optimization problems to be
solved when stability constraints are enforced increases
by a factor of 2na−2 since the set ASTθ is split into 2na−2
semialgebraic sets. Besides, if the description of ASTθ
proposed by Remark 2 is used instead of the descrip-
tion ofASTθ in Property 1, enforcing stability constraints
does not increase the number of problems to be solved.
However, in such a case, the set ASTθ is described by
2 ·2na−2-degree polynomial inequalities, diﬀerently from
the 2na−2-degree polynomial constraints deﬁning ASTθk .
As a consequence, the computational complexity of the
corresponding SDP-problem that relaxes the identiﬁca-
tion problem is higher with respect to the computational
complexity of the SDP-relaxed problems (22) which are
obtained on the basis of the description of ASTθ given by
Property 1. 
6 Properties of relaxed parameter uncertainty
intervals PUI∗δj
The following properties highlight some interesting fea-
tures of the intervals PUI∗δj .
Property 2 Guaranteed relaxed uncertainty in-
tervals PUI∗δj
For all δ ≥ δ, the true unknown parameter θj is guar-
anteed to belong to the δ-relaxed parameter uncertainty
interval PUI∗δj , that is θj ∈ PUI∗δj .
Property 3 Monotone convergence to tight pa-
rameter uncertainty interval PUI∗j
For all δ ≥ δ, the δ-relaxed parameter uncertainty inter-
val PUI∗δj becomes tighter as δ increases, that is
θ∗δj ≤ θ∗δ+1j , θ
∗δ
j ≥ θ
∗δ+1
j . (26)
Furthermore, the δ-relaxed parameter uncertainty inter-
val PUI∗δj converges to the tight interval PUI
∗
j as the
relaxation order δ goes to inﬁnity, i.e.
lim
δ→∞
θ∗δj = θ
∗
j , lim
δ→∞
θ
∗δ
j = θ
∗
j . (27)
Property 4 Accuracy improvement of PUI∗δj
over PUIj
For all δ ≥ δ, the δ-relaxed stable parameter uncer-
tainty interval PUI∗δj is tighter than the interval PUIj ,
where no information on system stability is exploited,
that is: PUI∗δj ⊆ PUIj , for all j = 1, . . . , γ.
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7 A simulated example
In this section a simulated example is presented in
order to highlight the improvement obtained in the
computation of the parameter bounds when infor-
mation on stability is explicitly taken into account.
A fourth order system is considered, with θT =
[a1 a2 a3 a4 b1 b2 b3 b4] = [1.453 1.013 1.415 0.967
2.055 1.735 − 1.493 − 1.663]. The length of the data
sequence is N = 300. The system is excited by a random
input sequence ut uniformly distributed in [−1, +1].
Both input and output signals are corrupted by ran-
dom additive noises ξt and ηt, uniformly distributed
in [−Δξt, +Δξt] and [−Δηt, +Δηt], respectively. The
chosen error bounds Δξt and Δηt are such that the sig-
nal to noise ratios on the input and on the output are 31
dB and 30 dB, respectively. First, bounds θj and θj are
evaluated without enforcing stability constraints. Then,
stability constraints are considered when computing
bounds θ∗j and θ
∗
j , solving problems (22) with a relax-
ation order δ = 2. The freeware software GloptiPoly
3 (Henrion and Lasserre, 2003) is employed to convert
polynomial problems (13) to the corresponding SDP-
relaxed problems (22), which are numerically solved
by the solver SeDuMi. Table 2 shows the values of the
central estimate θcj =
θj+θj
2 and the uncertainty bounds
Δθj =
θj−θj
2 obtained without imposing stability con-
straints and computed values of the central estimate
θc∗j =
θ
∗
j +θ
∗
j
2 and the uncertainty bounds Δθ
∗
j =
θ
∗
j−θ∗j
2
obtained when stability constraints are enforced. Re-
sults reported in Table 2 show that taking into account
stability constraints leads to a signiﬁcant reduction of
parameters uncertainty for both the coeﬃcients of the
denominator A(q−1), and the coeﬃcients of numerator
B(q−1), although stability constraints involves polyno-
mial A(q−1) only. The improvement on the estimation
accuracy is relevant for the denominator parameters a1,
a2, a3 and a4 as shown by the value of Δθ∗j which, is at
least 30% less than Δθj , for j = 1, 2, 3, 4.
Numerical computation is carried out with Matlab 7.4
run on a 2.40-GHz Intel Pentium IV with 3 GB RAM.
The elapsed time to compute a single parameter bound
θj or θj is between 0.5 s and 0.6 s, while the time taken
by the solver SeDuMi to compute a single parameter
bound θ∗j or θ
∗
j is between 45 s and 52 s. The reason of
such an increasing in the computational time is due to
the fact that SDP problems are solved when stability
constraints are enforced, while LP optimization prob-
lems are solved to compute parameter bounds θj and θj
without imposing stability constraints.
It is presently diﬃcult to apply the discussed procedure
to the identiﬁcation of system of order higher than 4
because the memory required by the solver SeDuMi
grows rapidly with the number of decision variables (for
example, for a ﬁfth order system, the memory required
is roughly 16 GB). However, the development of new
algorithms to solve SDP problems is growing rapidly.
Table 2
Parameter central estimates (θcj) and uncertainty bounds
Δθj computed without stability constraints vs parameter
central estimates (θc∗j ) and parameter uncertainty bounds
Δθ∗ computed enforcing stability constraints.
Parameter True value θcj Δθj θ
c∗
j Δθ
∗
j
a1 1.453 1.547 0.528 1.409 0.258
a2 1.013 1.119 0.376 1.031 0.266
a3 1.415 1.470 0.408 1.370 0.270
a4 0.967 1.108 0.478 0.839 0.161
b1 2.055 2.165 1.019 2.201 0.968
b2 1.735 2.104 1.666 1.934 1.479
b3 -1.493 -1.657 1.378 -1.546 1.265
b4 -1.663 -1.797 1.229 -1.813 1.210
For example, the interior point algorithm proposed in
(Roh and Vandenberghe, 2006) seems to be a promising
method to eﬃciently solve SDP-problems (22). Never-
theless, possible directions for further research are re-
lated to the development of eﬃcient algorithms for SDP
problems with a large number of decision variables.
8 Conclusion
Set-membership identiﬁcation of linear systems a priori
known to be stable is considered in the paper. First,
it is shown that explicit enforcement of stability con-
straints in the evaluation of parameter bounds leads to
nonconvex optimization problems. Then, on the basis
of a detailed analysis of the geometrical structure of
the stability constraints arising from the Jury’s test,
a convex relaxation technique is proposed to compute
global optima of such problems. The computed re-
laxed bounds are shown to converge monotonically to
the exact ones as the relaxation order goes to inﬁnity.
Furthermore, a procedure is presented to check, a pos-
teriori, tightness of the bounds computed with a ﬁnite
value of relaxation order. Accuracy improvement over
the parameter bounds computed without stability con-
straints, irrespective of the value of the relaxation order,
is proven. Eﬀectiveness of the proposed technique is
shown by means of a simulated example. Conservative-
ness of the computed parameter bounds depends on the
choice of considering the EIV setup. On the other hand,
polynomial constraints arising from enforcing system
stability are eﬃciently handled through the discussed
LMI-relaxation technique.
The presented identiﬁcation approach can be applied
also outside the set-membership framework. For in-
stance, the computation of least square estimate con-
strained to the set of parameters satisfying the Jury’s
test requires the solution to a set of polynomial prob-
lems of the same kind of those considered in the paper.
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A Proofs of properties and propositions re-
ported in the paper
Proof of Property 1 The set ASTθ , deﬁned by inequal-
ities (14) – (15), can be written as
ASTθ = A1 ∩ C ∩ D ∩ . . . ∩Q︸ ︷︷ ︸
intersection of na−2 sets
(A.1)
where
A1 = {θ ∈ Rγ : A(1) > 0, (−1)naA(−1) > 0, |ana| < 1},
C = {θ ∈ Rγ : |cna−1| < |c0|} ,
D = {θ ∈ Rγ : |dna−2| < |d0|} ,...
Q = {θ ∈ Rγ : |q2| < |q0|} .
Besides, C = C1 ∪ C2, D = D1 ∪ D2 and so on, up to
Q = Q1 ∪Q2, where
C1 = {θ ∈ Rγ : c0 ≥ 0, −c0 ≤ cna−1 ≤ c0} ,
C2 = {θ ∈ Rγ : c0 < 0, c0 ≤ cna−1 ≤ −c0} ,
D1 = {θ ∈ Rγ : d0 ≥ 0, −d0 ≤ dna−2 ≤ d0} ,...
Q2 = {θ ∈ Rγ : q0 < 0, q0 ≤ q2 ≤ −q0} .
Thus, equation (A.1) can be rewritten as:
ASTθ = A1 ∩ (C1 ∪ C2) ∩ (D1 ∪ D2) . . . ∩ (Q1 ∪Q2) =
=
⋃
c = 1, 2
d = 1, 2
.
.
.
q = 1, 2
(A1 ∩ Cc ∩ Dd ∩ . . . ∩Qq) =
= (A1 ∩ C1 . . . ∩Q1)︸ ︷︷ ︸
AST
θ1
∪ (A1 ∩ C1 . . . ∩Q2)︸ ︷︷ ︸
AST
θ2
. . . ∪ (A1 ∩ C2 ∩ . . . ∩Q2)︸ ︷︷ ︸
AST
θ2na−2
=
⋃
k=1,...,2na−2
ASTθk .
Since all the entries of the Jury’s array are polynomial
functions of variables a1, . . . , ana, each set Cc,Dd,. . .,Qq
(for c = 1, 2; d = 1, 2; . . .; q = 1, 2) is deﬁned by 3
polynomial inequality constraints in the unknown pa-
rameters a1, . . . , ana. Therefore, the sets Cc,Dd, . . . ,Qq
are semialgebraic regions in the parameters space Rγ .
Further, A1 is deﬁned by 4 linear inequality constraints.
Since each setASTθk , for k = 1, . . . , 2na−2, is given by the
intersection of the polytope A1 and the na − 2 semial-
gebraic sets Cc,Dd, . . . ,Qq, for all possible combinations
of the indexes (c = 1, 2; d = 1, 2; . . .; q = 1, 2), it follows
that ASTθk is a semialgebraic set in Rγ , deﬁned by the 4
linear inequalities describing A1 and the 3(na−2) poly-
nomial constraints describing Cc,Dd, . . . ,Qq. Then, the
maximum degree of the polynomial constraints deﬁning
ASTθk is 2na−2, given by the degree of the polynomials q0
and q2, which are the last entries of the Jury’s table and
which appear in the deﬁnition of Q1 and Q2.
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Proof of Proposition 1 Since θ˜ ∈ D∗θ by hypothesis,
then
θ∗jik ≤
∑
α∈A2δ
f jαθ˜
α. (A.2)
Besides, since p˜ is a global minimizer for (22), then
θ∗δjik =
∑
α∈A2δ
f jαp˜
α ≤ θ∗jik, for all δ ≥ δ (A.3)
The right side of condition (A.3) holds since θ∗δjik ≤ θ∗jik
for all δ ≥ δ from Property 4. Then, from (A.2) and
(A.3), condition (25) follows.
Proof of Property 2 From direct application of The-
orem 2 to semialgebraic problems (21) and the corre-
sponding SDP-relaxed problems (22), the following con-
ditions can be trivially proven: θ∗δj ≤ θ∗j and θ
∗δ
j ≥ θ
∗
j ,
that is PUI∗j ⊆ PUI∗δj . Therefore, since θj ∈ PUI∗j ,
then θj ∈ PUI∗δj as stated in Property 2.
Proof of Property 3 From direct application of Theo-
rem 2 to problems (21), it follows:
θ∗δjik ≤ θ∗δ+1jik , θ
∗δ
jik ≥ θ
∗δ+1
jik (A.4)
Then, from equations (A.4) and the deﬁnition of θ∗j
and θ∗j in (24), equations (26) follow. We are left to
prove equations (27). To this aim, consider the real-
valued polynomial l(θ) : Rγ → R deﬁned as l(θ) =
l0(θ) +
2N+γ+1∑
t=1
lt(θ)g′it(θ) +
4+3(na−2)∑
s=1
ls(θ)gSTks (θ), with
l0(θ) = 0; lt(θ) = 0 for t = 1, . . . , 2N + γ; lt(θ) = 1
for t = 2N + γ + 1; ls(θ) = 0 for s = 1, . . . , 4 +
3(na − 2). Therefore, l(θ) = γR2 − ‖θ‖22. Then, be-
cause l0, lt and ls are sum-of-squares polynomials for
all t = 1, . . . , 2N + γ + 1; s = 1, . . . , 4 + 3(na − 2)
and the set
{
θ ∈ Rγ : l(θ) = γR2 − ‖θ‖22 ≥ 0
}
is com-
pact, from direct application of Theorem 3 to problems
(21), the following conditions hold for all i = 1, . . . , 2γ ;
k = 1, . . . , 2na−2:
lim
δ→∞
θ∗δjik = θ
∗
jik, lim
δ→∞
θ
∗δ
jik = θ
∗
jik (A.5)
Then, from equations (A.5) and the deﬁnition of θ∗j and
θ
∗
j in (24), equations (27) follow.
Proof of Property 4 For δ ≥ δ, let us deﬁne the sets
D
′δ
θi =
{
p : Mδ(p)  0,Mδ(g′itp)  0,
t = 1, . . . , 2N + na + 1
}
,
(A.6)
ASTδθk =
{
p : Mδ(p)  0,Mδ(gSTks p)  0,
s = 1, . . . , 4 + 3(na− 2)}. (A.7)
Indeed, the set D∗δθik in (23) can be rewritten as
D∗δθik = D
′δ
θi ∩ ASTδθk (A.8)
From (A.8) and the deﬁnition of θ∗δjik in (22), the follow-
ing condition holds for all j = 1, . . . , γ; i = 1, . . . , 2γ ;
k = 1, . . . , 2na−2:
θ∗δjik = min
p∈D∗δ
θik
∑
α∈A2δ
f jαpα ≥ min
y∈D′δ
θi
∑
α∈A2δ
f jαpα; ∀δ ≥ δ.
(A.9)
Furthermore, since D′θi in (10) is deﬁned by linear and
convex quadratic constraints and the functional for
problems (6) is linear, from Theorem 1 we have, for all
j = 1, . . . , γ; i = 1, . . . , 2γ :
min
p∈D′δ
θi
∑
α∈A2δ
f jαpα = min
θ∈D′
θi
θj = θji; ∀δ ≥ δ. (A.10)
From (A.9) and (A.10), θ∗δjik ≥ θji for all δ ≥ δ and for
all j = 1, . . . , γ; i = 1, . . . , 2γ ; k = 1, . . . , 2na−2. Then,
from the deﬁnitions of θ∗δj in (24) and θj in (8), it follows
θ∗δj ≥ θj for all j = 1, . . . , γ, δ ≥ δ. (A.11)
From similar considerations, it follows:
θ
∗δ
j ≤ θj for all j = 1, . . . , γ; δ ≥ δ. (A.12)
Then, from (A.11), (A.12) and the deﬁnition of PUI∗δj
and PUIj , PUI∗δj ⊆ PUIj as stated in Property 4.
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