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RADIAL GROWTH OF FUNCTIONS FROM THE
KORENBLUM SPACE
A. BORICHEV, YU. LYUBARSKII, E. MALINNIKOVA, AND P. THOMAS
Dedicated to Victor Petrovich Havin on the occasion of his 75th birthday
Abstract. We study radial behavior of analytic and harmonic func-
tions, which admit a certain majorant in the unit disk. We prove that
extremal growth or decay may occur only along small sets of radii and
give precise estimates of these exceptional sets.
1. Introduction
We study radial behavior of analytic and harmonic functions in the unit
disc. In order to describe the problem let us start with the classical results
of Lusin and Privalov, see e.g. [12] Ch. IV.
Theorem A. (Lusin, Privalov) Let f(z) be a function analytic in the unit
disc D and E be a subset of the unit circle T of positive linear measure. If
f tends to zero non-tangentially at each point of E, then f = 0.
The situation changes if one considers radial limits.
Theorem B. (Lusin, Privalov) There exists an analytic function f in D
such that limr→1 f(reiφ) = 0 for almost every φ ∈ [0, 2π).
These results can be reformulated for harmonic functions. The first theo-
rem says that there are no u ∈ Harm(D) that tends to +∞ non-tangentially
on a set of positive measure in T, while the second gives a function in
Harm(D) that tends radially to +∞ almost everywhere on T (we remark
that the function f in Theorem B can be chosen zero-free). We refer also to
[1, 9] for other relevant examples. The growth of harmonic functions tending
radially to +∞ almost everywhere can be arbitrarily slow: the statement
below is a special case of a theorem in [9].
Theorem C.(Kahane, Katznelson) Let v(r) be a positive increasing func-
tion on [0, 1) and limr→1− v(r) = ∞. Then there exists u ∈ Harm(D) such
that
(1.1) u(z) ≤ v(|z|)
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and limr→1− u(reiφ) =∞ for a.e. φ ∈ [0, 2π).
In this article we address the following questions.
Let the function v be as above and u ∈ Harm(D) satisfy (1.1).
• How fast (with respect to v) can u grow to +∞ along massive sets of
radii?
• How fast (with respect to v) can u decay to −∞ along massive sets of
radii?
We restrict ourselves to a particular majorant function
v(r) = log
1
1− r .
This choice is motivated by its relevance to the classical Korenblum space
A−∞ (see [10]). It also serves as a model case for more general majorants.
The typical answer to the first question is that at almost all radii the
function u grows (if it grows at all) slower that v, the exceptional set has
zero Lebesgue measure. We give precise estimates on the size of exceptional
sets in terms of the Hausdorff measures with respect to the scale of functions
hα(t) = t| log t|α, α > 0.
Regarding the second question we first remark that the function u that
satisfies (1.1) may decay to −∞ along radii much faster than −v(r), so the
harmonic function −u may fail to satisfy (1.1). However, given M(s), s > 0
such that M(s)/s→ +∞, as s→ +∞, the set {z ∈ D : u(z) < −M(v(|z|)}
is small (sharp estimates for typical M are obtained in [3]). We show that
along most radii −u grows slower than v, the estimates of the exceptional
set being the same as in the answer to the first question. For the maximal
possible decay of harmonic functions throughout the whole disc see [11], [2]
and references therein.
Our statements can be reformulated for zero-free functions from the Ko-
renblum class. Now the second statement describes how fast an analytic
function can approach zero along some radii. Actually this statement holds
true for any (non necessarily zero-free) function from A−∞. At the same
time adding zeros may result in extremal radial growth along almost all
radii.
The paper is organized as follows. The next section includes definitions
and formulations of the main results in terms of analytic functions. In
Section 3 we deal with harmonic (subharmonic) functions. Using standard
estimates of the Poisson integral we show that fast radial growth (decay)
implies non-tangential growth (decay) and thus may occur only on a set of
zero measure. The main results are proved in Section 4: departing from
non-tangential growth (decay) and harmonic measure inequalities we obtain
more precise estimates of the size of the exceptional sets. These estimates are
sharp, as shown by examples collected in Section 5. We also give an example
which shows that the situation becomes very different if one considers growth
just along sequences of points: there exists a function such that every radius
contains a sequence of points of extremal growth. In Section 6 we consider
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positive harmonic functions satisfying (1.1) and show that for such functions
the answer to the first question is different. Finally, Section 7 contains a
theorem about Hausdorff measure of Cantor-type sets.
2. Formulation of the main results
An analytic function f in D is said to be of class A−∞ if there exist
constants C and k such that
|f(z)| ≤ C
(1− |z|)k .
For a function f ∈ A−∞ we define
(2.1) D+(f) =
{
θ ∈ [0, 2π) : lim inf
r→1
log |f(reiθ)|
| log(1− r)| > 0
}
,
(2.2) D−(f) =
{
θ ∈ [0, 2π) : lim sup
r→1
log |f(reiθ)|
| log(1− r)| < 0
}
.
We recall the definition of the Hausdorff measure. Given an increasing
function λ, λ : [0, 1) → [0,+∞), λ(0) = 0, we denote by Hλ(C) the corre-
sponding Hausdorff measure of a set C ⊂ T (or C ⊂ R), which is defined
as
Hλ(C) = lim
ǫ→0
inf
{∑
s
λ(|Js|) : C ⊂ ∪sJs, |Js| < ǫ
}
,
here Js are arcs of T (respectively intervals of R).
The main results of the paper give estimates on the size of the sets D±(f).
Theorem 1. Let λ(t) = o(t| log t|ω), t→ 0, for every ω > 0. Then
(i) Hλ(D+(f)) = 0 for each zero-free f ∈ A−∞;
(ii) Hλ(D−(f)) = 0 for each f ∈ A−∞.
These results are sharp as follows from the next statement.
Proposition 1. For any α > 0 there exists a zero-free function f ∈ A−∞
such that f−1 ∈ A−∞ and Hλ(D+(f)) =∞ for λ(t) = t| log t|α.
Note that for zero-free functions we have D+(f) = D−(f−1); thus, Propo-
sition 1 shows that our condition on λ is precise in both assertions of The-
orem 1.
There are no analogues of the first estimate in Theorem 1 for general
functions from A−∞. This can be seen by analyzing functions having ”reg-
ular” growth in D like those given in Theorem 2 in [13]. The argument in
[13] relies on the atomization techniques, and in this paper we use a simple
explicit function constructed by Horowitz.
Given a number µ > 1 and an integer β > 1, consider the function
(2.3) fµ,β(z) =
∞∏
k=1
(
1 + µzβ
k
)
.
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It follows from [8] (see also [10]) that fµ,β ∈ A−∞.
Proposition 2. Let the numbers µ and β satisfy the conditions
(2.4) 1− 1
µ1−1/
√
β
≥ 1
e
, µ > e.
Then D+(fµ,β) has full measure in T.
We also consider the extremal growth on subsets of radii. Given a function
f ∈ A−∞, denote
G+(f) =
{
θ ∈ [0, 2π) : lim sup
r→1
log |f(reiθ)|
| log(1− r)| > 0
}
Clearly G+(f) ⊃ D+(f).
Proposition 3. There exists a zero-free f ∈ A−∞, such that G+(f) = T.
The estimate in the first statement in Theorem 1 can be improved if
we assume that |f | is bounded from below by a positive constant. This
improvement corresponds to the difference between estimates of the Poisson
integral with respect to a premeasure (as in Theorem 1) and a Borel measure
as in Theorem 2 below; we refer the reader to [10] for the definition and basic
properties of premeasures.
Theorem 2. Let λ(t) = t| log t|. Suppose that f ∈ A−∞ and |f | is bounded
from below by a positive constant. Then the set G+(f) is a countable union
of sets with finite Hλ measure.
There exists f ∈ A−∞, such that |f | is bounded form below by a positive
constant and Hλ(D+(f)) =∞.
In order to construct examples in Proposition 1 and Theorem 2 we use
Cantor-type sets having the following structure:
C = ∩sCs, Cs ⊃ Cs+1, C0 = [0, 1],
each set Cs is a union of Ns segments {I(s)j }j of the same length ls. For each
such segment the intersection Cs+1 ∩ I(s)j is a union of ks disjoint segments
of length ls+1. We assume, of course, that
ls ց 0, s→∞; ksls+1 < ls, and Ns = k0k1 . . . ks−1.
Theorem 3. Let λ : [0, 1) → [0,+∞) be a continuous increasing function
with λ(0) = 0, such that for some a > 0 and s > s0
(2.5)
λ(l)
l
≥ aλ(ls+1)
ls+1
for any l ∈ [ls+1, ls).
Then
(2.6) lim inf
s→∞ Nsλ(ls) ≥ Hλ(C) ≥
a
2
lim inf
s→∞ Nsλ(ls).
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Other results of such type are given in [5, 4]; unfortunately, we are not
able to apply those results in our situation. We prove Theorem 3 in the last
section and believe that it may be of its own interest.
3. From radial to non-tangential growth
To deal with zero-free functions from A−∞ we consider the corresponding
class of harmonic functions. A function u ∈ Harm(D) is said to be of class
K if there exists a constant C such that
u(z) ≤ C log e
1− |z| , z ∈ D.
If f ∈ A−∞ is a zero-free function, then u(z) = log |f(z)| belongs to K.
Given a function u ∈ K we denote
E+(u) =
{
θ ∈ [0, 2π) : lim inf
r→1
u(reiθ)
| log(1− r)| > 0
}
,
E−(u) =
{
θ ∈ [0, 2π) : lim sup
r→1
u(reiθ)
| log(1− r)| < 0
}
.
In this section we first show that fast radial growth along radii implies
fast non-tangential growth. We use the standard notation
P (reiθ) =
1
2π
1− r2
1− 2r cos θ + r2 .
for the Poisson kernel.
Let r ∈ (0, 1), τ ∈ (0, 1), and 0 < δ < τ(1− r). Then
(3.1) P (reiθ) > (1− τ)P (rei(θ+δ))
This inequality can be proved by elementary calculations, it can be also
viewed as a special case of the Harnack inequality.
Lemma 1. Let u ∈ K, C = sup{u(z) (log e/(1 − |z|))−1 ; z ∈ D}. Suppose
that for some σ > 0, θ ∈ [0, 2π], and r ∈ (0, 1)
u(reiθ) > σ log
e
1− r .
Then
(3.2) u(rei(θ+δ)) >
σ
2
log
e
1− r
for |δ| < τ1(1− r), where τ1 = τ1(C, σ) > 0.
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Proof. Let R = (1+r)/2. We apply (3.1), replacing P (r, ·) by P (r/R, ·) and
assuming that |δ| < τ (1− rR) with τ < 1. We obtain
u(reiθ) =
∫ 2π
0
u(Reiφ)P
( r
R
ei(θ−φ)
)
dφ = (1− τ)u(rei(θ+δ))+∫ 2π
0
u(Reiφ)
(
P
( r
R
ei(θ−φ)
)
− (1− τ)P
( r
R
ei(θ+δ−φ)
))
dφ <
(1− τ)u(rei(θ+δ)) + Cτ log e
1−R.
Hence
σ log
e
1− r < (1− τ)u(re
i(θ+δ)) + Cτ log
e
1− r + Cτ log 2.
Taking τ small enough we now obtain relation (3.2) with τ1 = τ/2. 
The proof of Lemma 1 works also for the radial decay; however, for this
case we need a more general setting involving subharmonic functions.
Lemma 2. Let v be a subharmonic function on D and
v(z) ≤ C log e
1− |z| , z ∈ D.
Suppose that for some σ > 0, θ ∈ [0, 2π], and r0 ∈ (0, 1)
v(reiθ) < −σ log e
1− r , r > r0
Then
v(rei(θ+δ)) < −σ
2
log
e
1− r , r > r1
for |δ| < τ2(1− r), where τ2 = τ2(C, σ) > 0, r1 = r1(r0) < 1.
Proof. Without loss of generality assume that θ = 0. Consider the function
w(ρeiϕ) = v(1 − ρeiϕ)
which is subharmonic in the domain
G = {ζ = ρeiϕ : 0 < ρ < 1, 0 < ϕ < π/4}.
We have
(3.3) w(s) < −σ log e
s
, s < ρ0, and w(se
iϕ) < C log
e
s
, seiϕ ∈ G,
and we need to prove that
(3.4) w(ρeiδ) < −σ
2
log
e
ρ
, ρ < ρ1 for all δ ∈ (0, δ1), δ1 = δ1(σ,C).
Consider an auxiliary function u(ζ) which is harmonic in the domain
R = {ζ = ρeiϕ : 1/4 < |ρ| < 1, 0 < ϕ < π/4} and has the boundary values
u(ρ) = 0, ρ ∈ (1/4, 1), u(ζ)|∂R\(1/4,1) = 1.
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Fix now ρ < ρ0/2. It follows from (3.3) that
w(ζ) + σ log
e
ρ
≤ (C + σ)u
(
ζ
2ρ
)
log
e
ρ
+ σ log 2, ζ ∈ ∂(2ρR).
Therefore
w(ζ) < −σ log e
ρ
+ (C + σ)u
(
ζ
2ρ
)
log
e
ρ
+ σ log 2, ζ ∈ 2ρR.
In order to obtain (3.4) it remains to take ζ = ρeiϕ and note that u(eiϕ/2)→
0 as ϕ→ 0. 
It follows from Lemmas 1, 2, and the Lusin-Privalov theorem, that
|E+(u)| = 0 for any u ∈ K and also |D−(f)| = 0 for any f ∈ A−∞.
4. Proof of Theorem 1
In this section we prove Theorem 1. The first statement of the theorem
is equivalent to the following
Theorem 1 i. Let λ(t) = o(t| log t|ω), t → 0, for every ω > 0. Then
Hλ(E
+(u)) = 0 for every u ∈ K.
Proof. Fix u ∈ K. Let
En =
{
eiθ : u(reiθ) ≥ 1
n
log
e
1− r , r ≥ 1−
1
n
}
.
Since E+(u) = ∪nEn, it suffices to prove that Hλ(En) = 0 for each n. We
use the standard cone construction. For eiθ ∈ T and a < 1 consider the
Stolz angle Γaθ = conv(e
iθ, aD), i.e., the convex hull of eiθ and the disc of
radius a. By Lemma 1, one can find a > 0 such that u(z) ≥ 12n log e1−|z| for
all eiθ ∈ En and z ∈ Γθa, |z| > 1− 1n .
Let
Ω = ∪θ∈EnΓθa.
The function u is bounded from below on Ω; let, say, u ≥ c0. Let t < 1 be
sufficiently close to 1 and
Ωt = Ω ∩ tD.
For an appropriate b = b(a) we have
∂Ωt ∩ tT = tEb(1−t)n = {teiθ : |θ − θ0| < b(1 − t) for some eiθ0 ∈ En}.
Estimating the subharmonic function u in the domain Ωt, t > 1 − 1n , in
terms of harmonic measure, we obtain
(4.1) u(0) ≥ c1 + ω(0, tEb(1−t)n ,Ωt)
1
2n
log
e
1− t .
Domains Ωt have Lipschitz boundaries with Lipschitz constants bounded
uniformly in t. By the Lavrentiev theorem, (see e.g. [6], Chapter VII,
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Theorem 4.3), there exist c and γ such that, for each subarc I ⊂ ∂Ωt and
A ⊂ I, we have
ω(0, A,Ωt)
ω(0, I,Ωt)
≥ c
(
l(A)
l(I)
)γ
,
here l is the arc-length on ∂Ωt. In particular, by (4.1),
l(tEb(1−t)n )
γ ≤ c−1l(∂Ωt)γω(0, tEb(1−t)n ,Ωt) ≤ C
(
log
e
1− t
)−1
,
where C = C(n) does not depend on t. Hence for all ǫ > 0 small enough we
have
l(Eǫn) ≤ C
(
log
be
ǫ
)−1/γ
.
Therefore one can cover En by Nǫ intervals of length ǫ, with
Nǫ ≤ 2ǫ−1C
(
log
be
ǫ
)−1/γ
.
Then
Hλ(En) ≤ lim inf
ǫ→0
Nǫλ(ǫ) ≤ lim inf
ǫ→0
2ǫ−1C
(
log
be
ǫ
)−1/γ
λ(ǫ).
The condition on λ implies Hλ(En) = 0 and we are done.

To prove the second part of Theorem 1 we repeat the argument for the
subharmonic function v(z) = log |f(z)|, using Lemma 2 instead of Lemma 1,
and replace the inequality (4.1) by the following estimate, valid for subhar-
monic functions:
v(0) ≤
∫
∂Ωt
v(z)dω(0, z,Ωt) ≤ c1 − ω(0, tEb(1−t)n ,Ωt)
1
2n
log
e
1− t .
5. Sharpness of results
First we construct functions from K with ”large” sets of growth.
Lemma 3. For each integer A ≥ 2 the series
u(z) = ℜ
∞∑
k=0
Akz2
Ak
converges in D and |u(z)| ≤ C log e1−|z| .
Proof. Fix z ∈ D sufficiently close to the boundary, and choose N such that
(5.1) 2−A
N ≥ 1− |z| > 2−AN+1 .
Then
− log |z| = − log(1− (1− |z|)) ≥ 1− |z| > 2−AN+1 ,
and for n ≥ N + 1 we have
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An+1|z|2An+1
An|z|2An = A|z|
2A
n+1−2An ≤ Ae−2−A
N+1
“
2A
n+1−2An
”
< δ(A) < 1,
with
(5.2) lim
A→∞
δ(A) = 0.
Therefore
|u(z)| ≤
N∑
n=0
An|z|2A
n
+
∞∑
n=N+1
An|z|2A
n
≤
AN+1 +AN+1
1
1− δ(A) ≤
2
1− δ(A)
A
log 2
log
1
1− |z| .

Proof of Proposition 1. Let A be large enough and
f(z) = exp
( ∞∑
k=1
Akz2
Ak
)
.
Then u = log |f | is the function from the previous Lemma, hence both f
and f−1 are from A−∞. If, for some φ, we have cos(2Akφ) ≥ 1/√2 for each
k, then ℜ
((
reiφ
)2Ak) ≥ r2Ak/√2 > 0. Taking N as in (5.1), with z = reiφ,
we get
u(reiφ) ≥ 1
2
ANr2
AN ≥ 1
8
AN ≥ 1
8A log 2
log
1
1− r ,
thus φ ∈ E+(u). Denote
Cj = ∩jk=0{φ : cos(2A
k
φ) ≥ 1/
√
2}, C = ∩Cj.
Then Cj is the union of Nj intervals of length lj = c2
−Aj , where c is an
absolute constant. We call them intervals from j-th generation. Each of
them contains kj+1 = c2
Aj+1−Aj intervals from the next generation. So it is
easy to see that Nj = c
j2A
j
. Theorem 3 with λ(t) = t| log t|α now yields
Hλ(E+(u)) ≥ Hλ(C) ≥ c1
2Aα
lim inf
j
cjAαj .
We chose A such that Aα > c−1 and obtain Hλ(E+(u)) = +∞. 
Next we construct an auxiliary harmonic function.
Lemma 4. There exist a function h ∈ Harm(D) and a positive B such that
|h(z)| ≤ B|z|, z ∈ D, and
max
1/6<r<1/3
h(reiθ) ≥ 1, θ ∈ [0, 2π).
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Proof. Set K = { t+16 e3πti, 0 ≤ t ≤ 1}. Let f be a function equal to 0 in
a small neighborhood of 0 and to 2 in a small neighborhood of K. By the
Runge theorem, we can approximate f by a polynomial g in such a way that
|g − f | < 13 on K ∪ {0}. Then we can just set h = ℜ(g − g(0)). 
Proposition 3 follows immediately from the following
Lemma 5. If an integer A is large enough, then the series
u(z) =
∞∑
k=0
Akh
(
z2
Ak )
converges in D to a function from K, and for some d > 0,
lim sup
r→1
u(reiθ)
| log(1− r)| ≥ d, θ ∈ [0, 2π).
Proof. Fix z ∈ D sufficiently close to the boundary, and choose N such that
2−A
N ≥ 1− |z| > 2−AN+1 .
By (5.2),
|u(z)| ≤ B
N∑
n=0
An|z|2A
n
+B
∞∑
n=N+1
An|z|2A
n
≤
AN+1B +AN+1B
1
1− δ(A) ≤
2
1− δ(A)
AB
log 2
log
1
1− |z| .
The same estimate gives
|u(z)−AN+1h(z2A
N+1
)| ≤ A
N+1B
A− 1 +A
N+1B
∑
k≥1
δ(A)k ≤ A
N+1
2
for large A.
Finally, given θ ∈ [0, 2π), we construct a sequence of points {wN =
|wN |eiθ} at which u has extremal growth.
Let rN (θ) ∈ (16 , 13 ) be such that
h
(
rN (θ)e
iθ·2AN+1 ) ≥ 1,
and let wN = rN (θ)
2−A
N+1
eiθ. Then
2−A
N ≥ 1− |wN | > 2−AN+1 ,
and
u(wN ) ≥ AN+1h(w2A
N+1
N )−
AN+1
2
= AN+1h(rN (θ)e
iθ·2AN+1 )− A
N+1
2
≥ A
N+1
2
≥ c log 1
1− |wN | .

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Proof of Proposition 2. Let now µ > 1 and an integer β > 1 satisfy (2.4)
and fµ,β be the corresponding Horowitz function, see (2.3). The zeros of
fµ,β are of the form
(5.3) zk,j = ρke
iπβ−ke2iπjβ
−k
, k = 1, 2, . . . , j = 0, 1, . . . , βk − 1,
where ρk = µ
−β−k .
We will construct a sequence {ǫk} such that ǫk ց 0,
(5.4)
∞∑
k=1
βkǫk <∞,
and, for some a > 0,
(5.5) |fµ,β(z)| ≥ Const
(1− |z|)a , for z 6∈ ∪k,jDk,j,
here Dk,j = {z ∈ D; |z − zk,j| < ǫk}. Since ρk = µ−β−k , the discs Dk,j
are contained in the open unit disc; by (5.4), the sum of the lengths of the
projections of ∪jDk,j on T is finite. Now Proposition 2 follows readily.
Consider the circle |z| = r < 1 and choose an integer m such that
(5.6) rβ
m ≥ µ−
√
β > rβ
m+1
,
and hence,
µrβ
m−1 ≥ µ1−1/
√
β > 1 and µrβ
m+1
< µ1−
√
β < 1.
Relation (5.6) also yields
(5.7)
∣∣∣∣m− 1log β log 11− r
∣∣∣∣ < C,
where the constant C does not depend on r. One may assume m > 1. We
have
(5.8) f(z) =
m−1∏
k=1
(
1 + µzβ
k
)
︸ ︷︷ ︸
Pm(z)
(
1 + µzβ
m
) ∞∏
k=m+1
(
1 + µzβ
k
)
︸ ︷︷ ︸
Rm(z)
.
The first factor is uniformly large on the circle |z| = r:
log |Pm(z)| ≥
m−1∑
k=1
log
(
µrβ
k − 1
)
=
m−1∑
k=1
(
log µ+ βk log r
)
+
m−1∑
k=1
log
(
1− 1
µrβk
)
.
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We get
m−1∑
k=1
(
log µ+ βk log r
)
≥ (m− 1) log µ+ βm log r
≥ (m− 1) log µ−
√
β log µ
and
m−1∑
k=1
log
(
1− 1
µrβk
)
≥
m−1∑
k=1
log
(
1− 1
µrβ
m−1
)
≥ (m− 1) log
(
1− 1
µ1−1/
√
β
)
.
Relation (2.4) now yields
log |Pm(z)| ≥ (m− 1)(log µ− 1)−
√
β log µ,
and, by (5.7),
|Pm(z)| ≥ Const
(1− |z|)a , |z| = r, a =
log µ− 1
log β
.
We apply the inequality log(1− x) ≥ −αx, x ≤ 1−α−1 in order to prove
that the third factor in (5.8) is separated from zero when |z| = r:
log |Rm(z)| ≥
∞∑
k=m+1
log
(
1− µ|z|βk
)
≥ −α
∞∑
k=m+1
µ|z|βk ≥ c(µ, β),
if we take α =
(
1− µ1−
√
β
)−1
, say.
The second factor in (5.8) vanishes at the points {zm,j}, j = 0, 1, . . . ,
βm−1. Fix now q < 1 and let ǫm = qmβ−m. Condition (5.4) is then fulfilled.
It is also straightforward that
|1 + µzβm | ≥ cqm
when |z − zm,j| = ǫm for some j. Then the minimum principle implies the
same inequality whenever dist(z, {zm,j}j) > ǫm.
It follows now from (5.7) that, for any a′ < a, one can chose q sufficiently
close to 1 such that
|fµ,β(z)| ≥ Const
(1− |z|)a′ , for z 6∈ ∪k,jDk,j.
This completes the proof of Proposition 2 
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6. Positive harmonic functions
In this section we prove Theorem 2. First we prove that given a positive
function u ∈ K, the set
F+(u) =
{
θ ∈ [0, 2π) : lim sup
r→1
u(reiθ)
| log(1− r)| > 0
}
is a countable union of sets with finite Hλ measure, with the measuring
function λ(t) = t| log t|. This implies the first statement of Theorem 2.
Let
Fn =
{
θ ∈ [0, 2π) : lim sup
r→1
u(reiθ)
| log(1− r)| ≥
2
n
}
.
It suffices to prove that Hλ(Fn) <∞ for all n.
The function u is positive and harmonic so it is the Poisson integral of a
finite measure µ on T. Since u ∈ K we have
(6.1) µ(I) ≤ C|I| log e|I|
for any arc I on the unit circle (see [10]).
In what follows we denote
µ(α, β) = µ({eiϕ;α ≤ ϕ < β}).
Lemma 6. For each n and each θ ∈ Fn there exists a decreasing sequence
{∆j}, ∆j → 0 as j →∞ which satisfies
(6.2) µ(θ −∆j, θ +∆j) ≥ k
(
10∆j log
1
10∆j
)
,
with some k > 0, depending on C and n only.
Suppose this lemma is already proved. For each ǫ > 0 we can cover Fn
by intervals I with centers on Fn and of length less than ǫ which satisfy
µ(I) ≥ k|5I|∣∣log |5I|∣∣, where 5I is the interval concentric with I of length 5
times that of I. By the Vitali lemma (see, for example, [7, page 2]) we can
find a subfamily Ij of disjoint intervals such that Fn ⊂ ∪j5Ij . We obtain∑
j
|5Ij || log |5Ij | ≤ 1
k
∑
j
µ(Ij) ≤ 1
k
µ(T),
which yields Hλ(Fn) ≤ 1kµ(T) < +∞.
Proof of Lemma 6. For θ ∈ Fn there exists a sequence {rj}∞1 such that
rj ր 1 and
(6.3)
1
n
log
1
1− rj ≤ u(rje
iθ) =
∫ π
−π
P (rje
iφ)dµ(θ − φ).
Let a,A be two constants, such that 0 < a < A, their values will be deter-
mined below and δj = a(1− rj), ∆j = A(1− rj). By choosing a sufficiently
small and using (6.1) we can achieve
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(6.4)
∫ δj
−δj
P (rje
iφ)dµ(θ − φ) ≤ 1
10n
log
1
1− rj , j > j0.
Furthermore, let
Q(reiφ) = −∂φP (reiφ) = 1
2π
2r(1− r2) sinφ
(1 − 2r cosφ+ r2)2 .
be the angular derivative of the Poisson kernel. We then have
(6.5)∫
δj<|φ|≤π
P (rje
iφ)dµ(θ − φ) ≤ µ(T) +
∫ π
δj
µ(θ − φ, θ + φ)Q(rjeiφ)dφ =
µ(T) +
∫ ∆j
δj
µ(θ − φ, θ + φ)Q(rjeiφ)dφ+
∫ π
∆j
µ(θ − φ, θ + φ)Q(rjeiφ)dφ.
In addition,∫ π
∆j
µ(θ − φ, θ + φ)Q(rjeiφ)dφ ≤ C log e
2∆j
∫ π
∆j
2φQ(rje
iφ)dφ ≤
2C log
1
1− rj
(
A(1− rj)P
(
rje
iA(1−rj)
)
+
∫ π
A(1−rj)
P (rje
iφ)dφ
)
.
Taking A sufficiently large we obtain
(6.6)
∫ π
∆j
µ(θ − φ, θ + φ)Q(rjeiφ)dφ ≤ 1
10n
log
1
1− rj , j > j0.
It follows now from (6.3), (6.4), (6.5), and (6.6) that
(6.7)
∫ ∆j
δj
µ(θ − φ, θ + φ)Q(rjeiφ)dφ > 1
5n
log
1
1− rj , j > j0.
Integration by parts gives∫ ∆j
δj
φQ(rje
iφ)dφ ≤
∫ π
0
φQ(rje
iφ)dφ ≤
∫ π
0
P (rje
iφ)dφ =
1
2
.
This together with (6.7) implies∫ ∆j
δj
µ(θ − φ, θ + φ)Q(rjeiφ)dφ > 1
5n
log
1
1− rj
∫ ∆j
δj
φQ(rje
iφ)dφ, j > j0.
Therefore, for each j > j0 there exists φj ∈ (δj ,∆j) such that
µ(θ − φj , θ + φj) > φj
5n
log
1
1− rj .
The desired estimate (6.2) follows. 
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To complete the proof of Theorem 2 we need to construct a positive
harmonic function u ∈ K with Hλ(E+(u)) = ∞, where λ(t) = t| log t|.
Taking then its harmonic conjugate u˜ we obtain the desired function as
f = exp(u+ iu˜). Clearly D+(f) = E+(u), f ∈ A−∞, and |f | ≥ 1.
First we construct a function v ∈ K such that Hλ(E+(v)) > 0. We use a
Cantor-type construction.
Let C1 be the union of two opposite quarters of the circle. We construct
by induction sets Ck ⊂ Ck−1 such that Ck consists of 22k−k closed arcs
of length 21−2
k
π each. To obtain Ck we divide each of the arcs of Ck−1
into 22
k−1
equal subarcs and choose each second of them for Ck. Denote
C = ∩Ck and consider the measures dµk = 2kχ(Ck)dt, where χ(Ck) is the
characteristic function of Ck.
Lemma 7. The sequence {µk} converges weakly to a measure µ0 and v =
P ∗ µ0 ∈ K. In addition C ⊂ E+(v) and Hλ(C) > 0.
Proof. We note that µk(T) = 2π for each k. Besides, for each arc I, with
endpoints of the form exp(2πmi2−2s ), where m is integer, the limit µk(I)
as k → ∞ exists, just because all values µk(I) are the same when k > s.
Now each continuous function on the circle can be uniformly approximated
by linear combinations of characteristic functions of such dyadic arcs. Thus
for each continuous function f there exists
lim
k→∞
∫
T
fdµk
and µk converge weakly to some positive measure µ0.
In order to prove that v = P ∗ µ0 ∈ K it suffices to check that
µ0(J) ≤ const|J | log 1|J |
for each arc J ⊂ T, and then to use again the results from [10].
Choose s such that 2−2s2π < |J | ≤ 2−2s−12π. Now take an arc J0 ⊃ J
with endpoints of the form exp(2πmi2−2s) with integer m and such that
|J0| < 3|J |. We obtain
µk(J) ≤ µk(J0) = µs(J0) ≤ 2s|J0| < 6|J || log |J ||.
which is the desired inequality.
We now check that C ⊂ E+(v). We have
v(reiα) =
∫ π
−π
P (reiφ)dµ0(α− φ) ≥
∫ π
0
µ0(α− φ, α+ φ)Q(reiφ)dφ.
Let α ∈ ∩Ck = C and 2k−1 ≤ | log(1− r)| < 2k. Then
µ0(α− φ, α+ φ) ≥ c2kφ for φ < 1− r and
v(reiα) ≥
∫ 1−r
0
µ0(α− φ, α+ φ)Q(reiφ)dφ ≥ c2k
∫ 1−r
0
φQ(reiφ)dφ ≥ c12k,
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when r > r0. Thus C = ∩Ck ⊂ E+(v). Remind that Ck is the union of 22k−k
arcs of length 2π2−2k and C is a set of the type described in Theorem 3.
For λ(t) = t| log t| the theorem gives Hλ(C) ≥ c > 0. 
Finally we construct a sequence of measures µ(n) and sets C(n) such that
v(n) = P ∗ µ(n) is in K, E+(v(n)) ⊃ C(n), Hλ(C(n))→∞ as n→∞.
The construction of C(n) is the following. Let C
(n)
1 be the union of 2
n arcs
of length 2π2−n−1 (we divide the circle into 2n+1 equal arcs and take each
second), µ
(n)
1 = 2
−n+1χ(C(n)1 ). Let C
(n)
k be the union of 2
2k−1(n+1)−k arcs
of length 2π2−2
k−1(n+1), then we divide each arc into equal arcs of length
2π2−2
k(n+1) and take each second of them to form Ck+1. We define also
µ
(n)
k = 2
−n+kχ(C(n)k ). As earlier the sequence of measures µ
(n)
k converges to
a singular measure µ(n) such that
µ(n)(J) ≤ const · 2−n · |J | log 1|J |
for every n ≥ 1 and for every arc J ⊂ T. Then v(n) = P ∗ µ(n) ∈ K, u =∑
n≥1 v
(n) ∈ K, and E+(v(n)) ⊃ C(n). Theorem 3 shows thatHλ(C(n)) ≥ cn,
and, hence, Hλ(E+(u)) =∞.
7. Hausdorff measure of Cantor sets
In this section we prove Theorem 3. The left hand side inequality in (2.6)
is straightforward.
We say that Cs is the set of s’th generation, and the intervals I
(s)
i of
length ls that constitute Cs are the intervals of s’th generation. Denote the
set of all these intervals by Is.
Let {Jj} be a finite covering of C by intervals of length less than ls. We
split the set {Jj} into finitely many groups As,As+1, . . . ,Am, where
Ap = {Jj : lp+1 ≤ |Jj | < lp}.
Some of these groups may be empty. Let
Ms+1 = {I ∈ Is+1; I ∩ (∪J∈AsJ) 6= ∅}, and Ms+1 = #Ms+1.
We have
Ms+1 ≤
∑
J∈As
( |J |
ls+1
+ 1
)
≤ 2
∑
J∈As
|J |
ls+1
.
Let Rs+1 = Is+1 \ Ms+1 and Rs+1 = #Rs+1 = Ns+1 −Ms+1. We have
Rs+1 intervals from Is+1 which do not intersect intervals from As.
We continue the procedure. Take all intervals from Is+2 that are con-
tained in ∪I∈Rs+1I, the number of such intervals is ks+1Rs+1. Let Ms+2 of
them intersect ∪J∈As+1J and Rs+2 = ks+1Rs+1 −Ms+2 be the number of
remaining intervals.
After several steps we have Rq intervals from Iq that intersect no interval
from As∪As+1...∪Aq−1. Then we have kqRq intervals in Iq+1 that intersect
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no interval from As∪As+1∪ . . .∪Aq−1, andMq+1 of them intersect intervals
from Aq, where
(7.1) Mq+1 ≤ 2
∑
J∈Aq
|J |
lq+1
.
Next we define Rq+1 = kqRq −Mq+1. By induction
Rq+1 = Nq+1 −
q+1∑
r=s+1
Mr
Nr
Nq+1.
If Rm+1 > 0, then we can find a point in C that is not covered by the
intervals from As ∪ . . . ∪Am. Thus Rm+1 = 0, and we get
(7.2)
m+1∑
r=s+1
Mr
Nr
= 1.
Set bs = infq≥sNqλ(lq). Now we use (2.5), (7.1), (7.2) to estimate the
sum of λ(|Jj |):∑
j
λ(|Jj |) =
m∑
p=s
∑
J∈Ap
λ(|J |) ≥ a
m∑
p=s
∑
J∈Ap
λ(lp+1)
|J |
lp+1
≥
abs
m∑
p=s
1
Np+1
∑
J∈Ap
|J |
lp+1
≥ abs
2
m∑
p=s
Mp+1
Np+1
=
a
2
bs,
for any finite cover of C with |Jj | < ls. This shows that
Hλ(C) ≥ a
2
lim inf
s→∞ Nsλ(ls).
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