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ON QUASILINEAR PARABOLIC EVOLUTION EQUATIONS
IN WEIGHTED Lp-SPACES
MATTHIAS KO¨HNE, JAN PRU¨SS, AND MATHIAS WILKE
Abstract. In this paper we develop a geometric theory for quasilinear parabolic
problems in weighted Lp-spaces. We prove existence and uniqueness of solutions
as well as the continuous dependence on the initial data. Moreover, we make use
of a regularization effect for quasilinear parabolic equations to study the ω-limit
sets and the long-time behaviour of the solutions. These techniques are applied
to a free boundary value problem. The results in this paper are mainly based on
maximal regularity tools in (weighted) Lp-spaces.
1. Introduction
In this paper we consider abstract quasilinear parabolic problems of the form
u˙+A(u)u = F (u), t > 0, u(0) = u0, (1.1)
where (A,F ) : Vµ → B(X1, X0) × X0 and u0 ∈ Vµ. The spaces X1, X0 are Banach
spaces such that X1 →֒ X0 with dense embedding and Vµ is an open subset of the
real interpolation space
Xγ,µ := (X0, X1)µ−1/p,p, µ ∈ (1/p, 1].
By B(X1, X0) we denote the set of all bounded linear operators from X1 to X0. For
p ∈ (1,∞), let Lp,µ(J ;X) denote the vector-valued weighted Lp-space
Lp,µ(J ;X) := {u : J → X0 : t
1−µu ∈ Lp(J ;X)}, (1.2)
where X is a Banach space, µ ∈ (1/p, 1] and J = [0, T ], T > 0. In this paper we are
interested in solutions u(t) of (1.1) having maximal Lp,µ-regularity, i.e.
u ∈ H1p,µ(J ;X0) ∩ Lp,µ(J ;X1),
with H1p,µ(J ;X0) being defined as
H1p,µ(J ;X0) := {u ∈ Lp,µ(J ;X0) ∩W
1
1 (J ;X0) : u˙ ∈ Lp,µ(J ;X0)},
and H1p,µ(J ;X0) is supplied with the norm
||u||H1p,µ := ||u||Lp,µ + ||u˙||Lp,µ ,
which turns it into a Banach space. In our approach it is crucial to know that
the operator A0 := A(u0) has the property of maximal Lp,µ-regularity, for short
A0 ∈ MRp,µ(X1, X0). To be precise, this means that for each f ∈ Lp,µ(R+;X0)
there exists a unique solution
u ∈ H1p,µ(R+;X0) ∩ Lp,µ(R+;X1)
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of the problem
u˙+A0u = f, t > 0, u(0) = 0.
Thanks to [21, Theorem 2.4] the characterization
A0 ∈MRp,µ(X1, X0)⇔ A0 ∈MRp(X1, X0)
for a closed linear operator A0 in X0 holds true, provided µ ∈ (1/p, 1], p ∈ (1,∞).
Here we use the notation A0 ∈ MRp(X1, X0) for the ’classical’ case µ = 1. This
characterization is very useful, since there are many results available which ensure
A0 ∈MRp(X1, X0), see e.g. [11]. Concerning nontrivial initial data, it was shown in
[21, Theorem 3.2] that if A0 ∈ MRp(X1, X0), then the initial value problem
u˙+A0u = f, t > 0, u(0) = u0.
has a unique solution u with maximal Lp,µ-regularity if and only if f ∈ Lp,µ(R+;X0)
and u0 ∈ Xγ,µ, which is the natural phase space in this functional analytic setting.
The choice of the weighted Lp-spaces has a big advantage. To see this, observe that
for each fixed δ ∈ (0, T ) the embedding
H1p,µ(0, T ;X0) ∩ Lp,µ(0, T ;X1) →֒ H
1
p (δ, T ;X0) ∩ Lp(δ, T ;X1)
is true. This shows that if we start with an initial value in the larger space Xγ,µ, µ ∈
(1/p, 1), compared to the classical case µ = 1, the solution regularizes instantaneously,
since δ > 0 may be arbitrarily small. Note that this regularization effect can not be
obtained in the usual setting of maximal Lp-regularity, i.e. if µ = 1. We use this
property to study the long-time behaviour of the solutions of (1.1), in particular their
ω-limit sets. To our knowledge, so far, there do not exist results on well-posedness of
(1.1) and its consequences in weighted Lp-spaces of the form (1.2).
This paper is organized as follows. In Section 2 we show that the initial value
problem (1.1) has maximal Lp,µ-regularity, if A(u0) ∈ MRp(X1, X0) and if (A,F )
are Lipschitz continuous. Furthermore we show that the solutions to (1.1) depend
continuously on the initial data. These results extend those of Cle´ment & Li [9] and
Pru¨ss [20] who considered unweighted Lp-spaces, i.e. the case µ = 1.
In Section 3 we prove that bounded orbits in Xγ := Xγ,1 are already relatively com-
pact in Xγ , provided Xγ is compactly embedded in Xγ,µ, µ ∈ (1/p, 1). In particular
this yields global existence of solutions which are bounded in Xγ . By means of the
variation of parameters formula, this is easy to prove for semilinear equations, where
A(u) ≡ A0, but in the quasilinear case it is by no means obvious. For this purpose we
make use of the regularization effect as well as of the continuous dependence of the
solutions on the initial data. At the end of Section 3 we apply this result to a class
of second order quasilinear parabolic initial boundary value problems.
Section 4 is devoted to the long-time behaviour of solutions of (1.1). By relative
compactness of the orbits, the ω-limit set ω(u0) ⊂ Xγ of the solution u(t) to (1.1) is
nonempty, compact, connected and a global attractor for the solution u(t). Assuming
the existence of a strict Ljapunov functional, we have furthermore ω(u0) ⊂ E , where
E denotes the set of equilibria of (1.1), i.e. the set of all solutions of (1.1) which
are constant in t. If we postulate that there exists u∗ ∈ ω(u0) which is normally
hyperbolic (see Theorem 4.1 for the notion of normal hyperbolicity) , it follows that
u(t) converges at an exponential rate to u∗ in Xγ , provided (A,F ) are continuously
differentiable. In this way we extend the local convergence result [22, Theorem 6.1]
to a global one, i.e. there is no need to choose the initial value sufficiently close to u∗
in Xγ .
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Finally, in Section 5, we show that the techniques of Section 3 & 4 can also be ap-
plied to problems with moving boundary. To be precise, we study global existence
and long-time behaviour of solutions to the two-phase Mullins-Sekerka problem. For
the sake of readability and completeness we also provide some facts from differential
geometry, which are essential for our considerations.
There is a vast literature concerning existence and uniqueness of solutions to quasi-
linear parabolic problems of the form (1.1) in different functional analytic settings,
see [1, 2, 3, 4, 5, 6, 9, 10, 13, 16, 19, 23, 24, 25]; this is just a selection. Basically there
are two approaches to establish well-posedness of (1.1). One makes use of the theory
of parabolic evolution operators, see e.g. [1, 4]. Another approach uses maximal reg-
ularity tools which have for instance been applied in [5, 6, 9, 10, 20, 23]. The method
of maximal regularity has the advantage that it provides a natural analytic setting
for the semiflow, which is induced by (1.1). A theory based on function spaces with
weights has been used in [6] in order to treat functions with a singularity at t = 0.
This approach has been further developed in the papers [23] and [10], which are based
on maximal regularity in continuous interpolation spaces. In particular, the authors
in [10] consider
BUCµ([0, T ];X) := {u ∈ C((0, T ];X) : t
1−µu ∈ BUC((0, T ];X),
lim
t→0+
t1−µ|u(t)|X = 0}, µ ∈ (0, 1].
as a basic space, instead of (1.2). Concerning the long-time behaviour of solutions,
we refer e.g. to [7, 17, 18, 19, 22, 24]. It is one aim of this paper to extend the local
convergence result [22, Theorem 6.1] to a global one. At this point we want to mention
the paper [8] where the authors prove a Lojasiewicz inequality for the Willmore flow,
a problem for moving hypersurfaces. They apply this inequality to exclude compact
blowups for the Willmore flow.
Notations. Let p ∈ (1,∞), T ∈ (0,∞) and µ ∈ (1/p, 1]. If X0 and X1 are Banach
spaces with dense embedding X1 →֒ X0, we define
E1,µ(0, T ) := H
1
p,µ(0, T ;X0) ∩ Lp,µ(0, T ;X1),
E0,µ(0, T ) := Lp,µ(0, T ;X0),
and
Xγ,µ := (X0, X1)µ−1/p,p,
where (X0, X1)µ−1/p,p is the real interpolation space of order µ−1/p and exponent p.
Furthermore we denote by || · ||∞,Xγ,µ the norm in BC([0, T ];Xγ,µ). In the ’classical’
case µ = 1 we simply use the notation E0, E1 and Xγ instead of E1,1, E0,1 and Xγ,1.
We write X1 −֒֒→X0 if X1 is compactly embedded in X0. If M1 and M2 are metric
spaces and F :M1 →M2, then F ∈ C1−(M1;M2) means that F is locally Lipschitz.
2. Local Well-Posedness
The aim of this section is to solve the quasilinear evolution equation
u˙+A(u)u = F (u), t > 0, u(0) = u1, (2.1)
under the assumption that there exist two Banach spaces X0, X1, with dense embed-
ding X1 →֒ X0 such that the nonlinear mappings (A,F ) satisfy
(A,F ) ∈ C1−(Vµ;B(X1, X0)×X0), (2.2)
4 MATTHIAS KO¨HNE, JAN PRU¨SS, AND MATHIAS WILKE
where Vµ ⊂ (X0, X1)µ−1/p,p =: Xγ,µ is open and nonempty for some µ ∈ (1/p, 1].
The main result of this section reads as follows.
Theorem 2.1. Let p ∈ (1,∞), u0 ∈ Vµ be given and suppose that (A,F ) satisfy (2.2)
for some µ ∈ (1/p, 1]. Assume in addition that A(u0) ∈ MRp(X1, X0). Then there
exist T = T (u0) > 0 and ε = ε(u0) > 0, such that B¯
Xγ,µ
ε (u0) ⊂ Vµ and such that
problem (2.1) has a unique solution
u(·, u1) ∈ H
1
p,µ(0, T ;X0) ∩ Lp,µ(0, T ;X1) ∩ C([0, T ];Vµ),
on [0, T ], for any initial value u1 ∈ B¯
Xγ,µ
ε (u0). Furthermore there exists a constant
c = c(u0) > 0 such that for all u1, u2 ∈ B¯
Xγ,µ
ε (u0) the estimate
||u(·, u1)− u(·, u2)||E1,µ(0,T ) ≤ c|u1 − u2|Xγ,µ
is valid.
Proof. Since u0 ∈ Vµ and by (2.2), there exists ε0 > 0 and a constant L > 0 such
that B¯
Xγ,µ
ε0 (u0) ⊂ Vµ and
|A(w1)v −A(w2)v|X0 ≤ L|w1 − w2|Xγ,µ |v|X1 , (2.3)
as well as
|F (w1)− F (w2)|X0 ≤ L|w1 − w2|Xγ,µ , (2.4)
hold for all w1, w2 ∈ B¯
Xγ,µ
ε0 (u0), v ∈ X1. By the results of the previous section we may
introduce a reference function u∗0 ∈ E1,µ(0, T ) as the solution of the linear problem
w˙ +A(u0)w = 0, w(0) = u0.
Define a ball Br ⊂ E1,µ(0, T ) by
Br,T,u1 := {v ∈ E1,µ(0, T ) : v|t=0 = u1 and ||v − u
∗
0||1 ≤ r}, 0 < r ≤ 1.
Let u1 ∈ B¯
Xγ,µ
ε (u0) with ε ∈ (0, ε0]. We will show that for all v ∈ Br,T,u1 it holds
that v(t) ∈ B¯
Xγ,µ
ε0 (u0) for all t ∈ [0, T ], provided that r, T, ε > 0 are sufficiently small.
For this purpose we define u∗1 ∈ E1,µ(0, T ) as the unique solution of
w˙ +A(u0)w = 0, w(0) = u1.
Given v ∈ Br,T,u1 we estimate as follows.
||v − u0||∞,Xγ,µ ≤ ||v − u
∗
1||∞,Xγ,µ + ||u
∗
1 − u
∗
0||∞,Xγ,µ + ||u
∗
0 − u0||∞,Xγ,µ . (2.5)
Since u0 is fixed, there exists T0 = T0(u0) > 0 such that supt∈[0,T0] |u
∗
0(t)− u0|Xγ,µ ≤
ε0/3. Observe that (v − u∗1)|t=0 = 0, hence
||v − u∗1||∞,Xγ,µ ≤ C1||v − u
∗
1||E1,µ(0,T )
and the constant C1 > 0 does not depend on T . Therefore
||v − u∗1||∞,Xγ,µ ≤ C1||v − u
∗
1||E1,µ(0,T ) ≤ C1(||v − u
∗
0||E1,µ(0,T ) + ||u
∗
0 − u
∗
1||E1,µ(0,T ))
≤ C1(r + ||u
∗
0 − u
∗
1||E1,µ(0,T )),
and (2.5) yields the estimate
||v − u0||∞,Xγ,µ
≤ C1(r + ||u
∗
0 − u
∗
1||E1,µ(0,T )) + ||u
∗
0 − u
∗
1||∞,Xγ,µ + ||u
∗
0 − u0||∞,Xγ,µ .
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Since by assumption the semigroup e−A(u0)t is exponentially stable it follows that
||u∗0 − u
∗
1||∞,Xγ,µ + C1||u
∗
0 − u
∗
1||E1,µ(0,T ) ≤ Cγ |u0 − u1|Xγ,µ , (2.6)
with a constant Cγ > 0 which does not depend on T . Choosing ε ≤ ε0/(3Cγ) and
r ≤ ε0/(3C1), we finally obtain
||v − u0||∞,Xγ,µ ≤ C1r + Cγε+ ||u
∗
0 − u0||∞,Xγ,µ ≤ ε0. (2.7)
Throughout the remainder of this proof we will assume that u1 ∈ B
Xγ,µ
ε (u0), ε ≤
ε0/(3Cγ), T ∈ [0, T0] and r ≤ ε0/(3C1). Under these assumptions, we may define
a mapping Tu1 : Br,T,u1 → E1,µ(0, T ) by means of Tu1v = u, where u is the unique
solution of the linear problem
u˙+A(u0)u = F (v) + (A(u0)−A(v))v, t > 0, u(0) = u1.
In order to apply the contraction mapping principle, we have to show Tu1Br,T,u1 ⊂
Br,T,u1 and that Tu1 defines a strict contraction on Br,T,u1 , i.e. there exists κ ∈ (0, 1)
such that
||Tu1v − Tu1 v¯||E1,µ(0,T ) ≤ κ||v − v¯||E1,µ(0,T ),
is valid for all v, v¯ ∈ Br,T,u1 . We will first take care about the self-mapping property.
Note that for v ∈ Br,T,u1 we have
(Tu1v)(t) − u
∗
0(t) = u
∗
1(t)− u
∗
0(t) +
(
e−A(u0)· ∗ (F (v) + (A(u0)−A(v))v)
)
(t).
To treat the convolution term, we observe
(
e−A(u0)· ∗ (F (v) + (A(u0)−A(v))v)
)
(0) =
0, hence A(u0) ∈MRp(X1, X0) implies
||e−A(u0)· ∗ (F (v) + (A(u0)−A(v))v)||E1,µ(0,T )
≤ C0||F (v) + (A(u0)−A(v))v)||E0,µ(0,T ),
and C0 > 0 does not depend on T . Let us first estimate (A(u0)−A(v))v in E0(0, T ).
By (2.3) and (2.7) we obtain
||(A(u0)−A(v))v||E0,µ(0,T ) ≤ L||v − u0||∞,Xγ,µ ||v||E1,µ(0,T )
≤ L||v − u0||∞,Xγ,µ(r + ||u
∗
0||E1,µ(0,T ))
≤ L(C1r + Cγε+ ||u
∗
0 − u0||∞,Xγ,µ)(r + ||u
∗
0||E1,µ(0,T )).
Furthermore, by (2.4) and (2.7)
||F (v)||E0,µ(0,T ) ≤ ||F (v)− F (u0)||E0,µ(0,T ) + ||F (u0)||E0,µ(0,T )
≤ σ(T )L||v − u0||∞,Xγ,µ + ||F (u0)||E0,µ(0,T )
≤ σ(T )L(C1r + Cγε+ ||u
∗
0 − u0||∞,Xγ,µ) + ||F (u0)||E0,µ(0,T )
= σ(T )
[
L(C1r + Cγε+ ||u
∗
0 − u0||∞,Xγ,µ) + |F (u0)|X0
]
,
with σ(T ) := 1
(1+(1−µ)p)1/p
T 1/p+1−µ. Since
||u∗0 − u0||∞,Xγ,µ , ||u
∗
0||E1,µ(0,T ) → 0 as T → 0+,
this yields
||Tu1v − u
∗
0||E1,µ(0,T ) ≤ ||u
∗
1 − u
∗
0||E1,µ(0,T ) + r/2,
provided r > 0, T > 0, ε > 0 are chosen properly. By (2.6) we obtain in addition
||Tu1v − u
∗
0||E1,µ(0,T ) ≤ (Cγ/C1)|u1 − u0|Xγ,µ + r/2 ≤ r/2 + r/2 = r,
with a probably smaller ε > 0. This proves the self-mapping property of Tu1 .
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Let u1, u2 ∈ B¯
Xγ,µ
ε (u0) be given and let v1 ∈ Br,T,u1 , v2 ∈ Br,T,u2 . Then, since
A(u0) ∈MRp(X1, X0), we have
||Tu1v1−Tu2v2||E1,µ(0,T ) ≤ ||e
−A(u0)·(u1−u2)||E1,µ(0,T )+C0||F (v1)−F (v2)||E0,µ(0,T )
+ C0||(A(v1)−A(u0))(v1 − v2)||E0,µ(0,T ) + C0||(A(v1)−A(v2))v2||E0,µ(0,T ). (2.8)
For the first term on the right hand side we can make use of (2.6) where u0 and
u∗0 have to be replaced by u2 and e
−A(u0)tu2, respectively. The second term can be
treated as follows. By (2.4), we obtain
||F (v1)− F (v2)||E0,µ(0,T ) ≤ σ(T )L||v1 − v2||∞,Xγ,µ .
Moreover, by (2.6) and the trace theorem we have
||v1 − v2||∞,Xγ,µ ≤ ||v1 − v2 − (e
−A(u0)·(u1 − u2))||∞,Xγ,µ
+ ||e−A(u0)·(u1 − u2)||∞,Xγ,µ
≤ C1||v1 − v2 − (e
−A(u0)·(u1 − u2))||E1,µ(0,T ) + Cγ |u1 − u2|Xγ,µ
≤ C1||v1 − v2||E1,µ(0,T ) + Cγ(1 + C1)|u1 − u2|Xγ,µ .
(2.9)
This yields
||F (v1)− F (v2)||E0,µ(0,T ) ≤ σ(T )L
(
C1||v1 − v2||E1,µ(0,T ) + Cγ(1 + C1)|u1 − u2|Xγ,µ
)
.
For the remaining terms in (2.8) we make use of (2.3) which results in
||(A(v1)−A(u0))(v1 − v2)||E0,µ(0,T ) + ||(A(v1)−A(v2))v2||E0,µ(0,T )
≤ L(||v1 − u0||∞,Xγ,µ ||v1 − v2||E1,µ(0,T ) + ||v1 − v2||∞,Xγ,µ ||v2||E1,µ(0,T ).
By (2.7), the term ||v1 − u0||∞,Xγ,µ can be made as small as we wish by decreasing
r > 0, T > 0 and ε > 0. Furthermore we have
||v2||E1,µ(0,T ) ≤ ||v2 − u
∗
0||E1,µ(0,T ) + ||u
∗
0||E1,µ(0,T ) ≤ r + ||u
∗
0||E1,µ(0,T ),
hence ||v2||E1,µ(0,T ) is small, provided r > 0 and T > 0 are small enough. Lastly, the
term ||v1−v2||∞,Xγ,µ can be estimated by (2.9). In summary, if we choose r > 0, T > 0
and ε > 0 sufficiently small, we obtain a constant c = c(u0) > 0 such that the estimate
||Tu1v1 − Tu2v2||E1,µ(0,T ) ≤
1
2
||v1 − v2||E1,µ(0,T ) + c|u1 − u2|Xγ,µ , (2.10)
is valid for all u1, u2 ∈ B¯
Xγ,µ
ε (u0) and v1 ∈ Br,T,u1 , v2 ∈ Br,T,u2 . In the very special
case u1 = u2, (2.10) yields the contraction mapping property of Tu1 on Br,T,u1 . Now
we are in a position to apply Banach’s fixed point theorem to obtain a unique fixed
point u˜ ∈ Br,T,u1 of Tu1 , i.e. Tu1 u˜ = u˜. Therefore u˜ ∈ Br,T,u1 is the unique local
solution to (2.1). Furthermore, if u(t, u1) and u(t, u2) denote the solutions of (2.1)
with initial values u1, u2 ∈ B¯
Xγ,µ
ε (u0), respectively, the last assertion of the theorem
follows from (2.10). The proof is complete.

The next result provides information about the continuation of local solutions.
Corollary 2.2. Let the assumptions of Theorem 2.1 be satisfied and assume that
A(v) ∈ MRp(X1, X0) for all v ∈ Vµ. Then the solution u(t) of (2.1) has a maximal
interval of existence J(u0) = [0, t
+(u0)).
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Proof. Given u0 ∈ Xγ,µ, Theorem 2.1 yields some T1 > 0 and a unique solution
u¯ ∈ E1,µ(0, T1) ∩ C([0, T ];Vµ) of (2.1). Next, we apply Theorem 2.1 to (2.1) with
initial value u¯(T1) ∈ Vµ to obtain some T2 > 0 and a unique solution u˜ ∈ E1,µ(0, T2)∩
C([0, T2];Vµ). Let
u(t) :=
{
u¯(t), t ∈ [0, T1],
u˜(t− T1), t ∈ [T1, T1 + T2].
Then u ∈ E1,µ(0, T1 + T2) ∩ C([0, T1 + T2];Vµ), provided that∫ T1+T2
T1
|u˜(t− T1)|
p
1 t
(1−µ)p dt+
∫ T1+T2
T1
| ˙˜u(t− T1)|
p
0 t
(1−µ)p dt <∞, (2.11)
since we already know u¯ ∈ E1,µ(0, T1). To establish (2.11) it suffices to verify u˜ ∈
E1(0, T2). Clearly, u˜ is a solution of the nonautonomous problem
˙˜u+ A˜(t)u˜ = F˜ (t), t ∈ [0, T2], u˜(0) = u¯(T1),
where we have set A˜(t) := A(u˜(t)) and F˜ (t) := F (u˜(t)). From (2.2) it follows that
F˜ ∈ Lp(0, T2;X0) and A˜ ∈ C([0, T2];B(X1, X0)). The embedding
u¯ ∈ E1,µ(0, T1) →֒ C((0, T1];Xγ),
yields u¯(T1) ∈ Xγ . Therefore we may apply [20, Corollary 3.4] to obtain u˜ ∈ E1(0, T2),
whence u ∈ E1,µ(0, T1+T2) is the unique solution of (2.1) on the interval [0, T1+T2].
Inductively this yields a maximal interval of existence J(u0) := [0, t
+(u0)) ⊂ J0,
which is of course half sided open, since otherwise we could continue the solution
beyond t+(u0) with initial value u(t
+(u0)).

Remark 2.3. Let J = [0, T0] a compact interval and denote byMRp(J ;X1, X0) the
class of all linear operators A0 : X1 → X0 such that for all f ∈ Lp(J ;X0) there exists
a unique solution u ∈ H1p (J ;X0) ∩ Lp(J ;X1) of
u˙+A0u = f, t ∈ (0, T0], u(0) = 0.
It is well-known that this properts does not depend on the length of the interval J ,
and that there exists a number κ > 0 such that the implication
A0 ∈ MRp(J ;X1, X0)⇒ A0 + κI ∈MRp(X1, X0)
holds, see e.g. Pru¨ss [20]. In this sense the assumption A(u0) ∈ MRp(X1, X0) in The-
orem 2.1 can be replaced by the somewhat weaker conditionA(u0) ∈ MRp(J ;X1, X0),
we simply have to add κu to both sides of (2.1).
3. Relative compactness of orbits
Let u0 ∈ Vµ be given. Suppose that (A,F ) satisfy (2.2) andA(v) ∈MRp(J ;X1, X0)
for all v ∈ Vµ and for some µ ∈ (1/p, 1), where J = [0, T ] or J = R+. In the sequel
we assume that the unique solution of (2.1) satisfies u ∈ BC([τ, t+(u0));Vµ ∩Xγ) for
some τ ∈ (0, t+(u0)) and
dist(u(t), ∂Vµ) ≥ η > 0 (3.1)
for all t ∈ J(u0). Suppose furthermore that
Xγ −֒֒→ Xγ,µ, µ ∈ (1/p, 1). (3.2)
It follows from the boundedness of u(t) in Xγ that the set {u(t)}t∈J(u0) ⊂ Vµ is
relatively compact in Xγ,µ, provided µ ∈ (1/p, 1). By (3.1) it holds that V :=
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{u(t)}t∈J(u0) is a real subset of Vµ. Applying Theorem 2.1 we find for each v ∈ V
numbers ε(v) > 0 and δ(v) > 0 such that B
Xγ,µ
ε(v) (v) ⊂ Vµ and all solutions of (2.1)
which start in B
Xγ,µ
ε(v) (v) have the common interval of existence [0, δ(v)]. Therefore
the set ⋃
v∈V
B
Xγ,µ
ε(v) (v)
is an open covering of V and by compactness of V there exist N ∈ N and vk ∈ V ,
k = 1, . . . , N , such that
U :=
N⋃
k=1
BXγ,µεk (vk) ⊃ V = {u(t)}t∈J(u0) ⊃ {u(t)}t∈J(u0),
where εk := ε(vk), k = 1, . . . , N . To each of these balls corresponds an interval of
existence [0, δk], δk > 0, k = 1, . . . , N . Consider the problem
v˙ +A(v)v = F (v), s > 0, v(0) = u(t), (3.3)
where t ∈ J(u0) is fixed and let δ := min{δk, k = 1, . . . , N}. Since u(t) ⊂ U , t ∈
J(u0), the solution of (3.3) exists at least on the interval [0, δ]. By uniqueness it holds
that v(s) = u(t+ s) if t+ s ∈ J(u0), t ∈ J(u0), s ∈ [0, δ], hence sup J(u0) = +∞, i.e.
the solution exists globally.
By continuous dependence on the initial data, the solution operator G1 : U →
E1,µ(0, δ), which assigns to each initial value u1 ∈ U a unique solution v(·, u1) ∈
E1,µ(0, δ), is continuous. Furthermore
(δ/2)1−µ||v||E1(δ/2,δ) ≤ ||v||E1,µ(δ/2,δ) ≤ ||v||E1,µ(0,δ), µ ∈ (1/p, 1),
wherefore the mapping G2 : E1,µ(0, δ)→ E1(δ/2, δ) with v 7→ v is continuous. Finally
|v(δ)|Xγ ≤ ||v||BUC((δ/2,δ);Xγ ) ≤ C(δ)||v||E1(δ/2,δ),
hence the mapping G3 : E1(δ/2, δ) → Xγ with v 7→ v(δ) is continuous. This yields
the continuity of the composition G = G3 ◦G2 ◦G1 : U → Xγ , whence G({u(t)}t≥0) =
{u(t+ δ)}t≥0 is relatively compact in Xγ , since the continuous image of a relatively
compact set is relatively compact. Since the solution has relatively compact range in
Xγ , it is an easy consequence that the ω-limit set
ω(u0) := {v ∈ Vµ ∩Xγ : ∃ tn ր∞ s.t. u(tn;u0)→ v in Xγ}
is nonempty, connected and compact. We summarize the preceding considerations in
the following
Theorem 3.1. Let p ∈ (1,∞) and let J = [0, T ] or J = R+. Suppose that A(v) ∈
MRp(J ;X1, X0) for all v ∈ Vµ and let (2.2) as well as (3.2) hold for some µ ∈
(1/p, 1). Assume furthermore that the solution u(t) of (2.1) satisfies
u ∈ BC([τ, t+(u0));Vµ ∩Xγ)
for some τ ∈ (0, t+(u0)) and
dist(u(t), ∂Vµ) ≥ η > 0
for all t ∈ J(u0). Then the solution exists globally and for each δ > 0, the orbit
{u(t)}t≥δ is relatively compact in Xγ . If in addition u0 ∈ Vµ ∩Xγ, then {u(t)}t≥0 is
relatively compact in Xγ.
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3.1. A second order quasilinear problem. In this subsection we show how to
apply Theorem 3.1 to a certain class of second order quasilinear parabolic equations.
To be precise, we consider the problem
∂tu− a(u,∇u) : ∇
2u = f(u,∇u), t > 0, x ∈ Ω,
u = 0, t > 0, x ∈ ∂Ω,
u(0) = u0, x ∈ Ω
(3.4)
where Ω ⊂ Rn is a bounded domain with boundary ∂Ω ∈ C2, f ∈ C1(R × Rn;R),
a ∈ C1(R×Rn;Rn×n) and a(u, v) is symmetric and positive definite for each (u, v) ∈
R× Rn. If A,B ∈ Rn×n, then A : B stands for
A : B =
n∑
i,j=1
aijbij = tr(AB
T),
which defines the standard inner product in the space of matrices Rn×n. Let us first
rewrite (3.4) in the form (2.1). To this end we set X0 = Lp(Ω),
X1 = {u ∈W
2
p (Ω) : u|∂Ω = 0},
where u|∂Ω has to be understood in the sense of traces. In this situation, we have for
µ ∈ (1/p, 1]
Xγ,µ = (X0, X1)µ−1/p,p =
{
{u ∈ W
2µ−2/p
p (Ω) : u|∂Ω = 0}, if µp > 3/2,
W
2µ−2/p
p (Ω), if 1 < µp < 3/2,
see e.g. [15]. Let us assume that p > n+ 2, wherefore the embedding W
2−2/p
p (Ω) →֒
C1(Ω¯) is at our disposal. In this case there exists µ0 ∈ (1/p, 1) such that
W 2−2/pp (Ω) −֒֒→W
2µ−2/p
p (Ω) →֒ C
1(Ω¯), if µ ∈ (µ0, 1).
Indeed, the number µ0 ∈ (1/p, 1) is given by
µ0 =
1
2
+
n+ 2
2p
=
1
p
+
n+ p
2p
,
provided p > n+ 2. For µ ∈ (µ0, 1], we define A : Xγ,µ → B(X0, X1) and F : Xγ,µ →
X0 by means of
A(v)u(x) := a(v(x),∇v(x)) : ∇2u(x), x ∈ Ω, v ∈ Xγ,µ, u ∈ X1,
and
F (v)(x) := f(v(x),∇v(x)), x ∈ Ω, v ∈ Xγ,µ.
From the regularity assumptions on a and f it follows that
(A,F ) ∈ C1−(Xγ,µ;B(X1, X0)×X0), µ ∈ (µ0, 1].
Furthermore, by [11, 12], we obtain A(v) ∈ MRp(J ;X1, X0) for all v ∈ Xγ,µ, µ ∈
(µ0, 1], where J = [0, T0] is an arbitrary compact interval. By Theorem 2.1 there
exists a unique solution u of (3.4) with maximal interval of existence J(u0), provided
u0 ∈ Xγ,µ. Assuming in addition u ∈ BC(J(u0);Xγ) we may apply Theorem 3.1 to
the result
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Theorem 3.2. Let n ∈ N, p > n + 2, Ω ⊂ Rn a bounded domain with boundary
∂Ω ∈ C2 and let u0 ∈ W
2−2/p
p (Ω) such that u0|∂Ω = 0. Assume in addition f ∈
C1(R×Rn;R) and a ∈ C1(R×Rn;Rn×n) with the property that a(u, v) is symmetric
and positive definite for each (u, v) ∈ R× Rn. If the solution u(t) of (3.4) satisfies
u ∈ BC
(
J(u0);W
2−2/p
p (Ω)
)
,
then u(t) exists globally, i.e. J(u0) = R+ and the set {u(t)}t≥0 is relatively compact
in W
2−2/p
p (Ω). Moreover, the ω-limit set
ω(u0) :=
{
v ∈ W 2−2/pp (Ω) : ∃ tn ր∞ s.t. u(tn;u0)→ v in W
2−2/p
p (Ω)
}
is nonempty, connected and compact.
Remark 3.3. For simplicity we supplied (3.4)1 with a Dirichlet boundary condition.
However, this boundary condition may be replaced by any other even nonlinear one
(up to differential order one), as long as the Lopatinskii-Shapiro condition holds,
which leads to maximal Lp-regularity (see e.g. [11, 12, 17]).
4. Long-Time Behavior
In this section we investigate the long-time behavior of solutions to the quasilinear
problem
u˙+A(u)u = F (u), t > 0, u(0) = u0, (4.1)
where (A,F ) ∈ C1(Vµ;B(X1, X0) × X0) and Vµ ⊂ Xγ,µ = (X0, X1)µ−1/p,p, µ ∈
(1/p, 1) is open. We call u∗ an equilibrium of (4.1) if u∗ ∈ Vµ ∩ X1 and A(u∗)u∗ =
F (u∗). The following result has been proven in [22, Theorem 6.1] in the classical
setting, i.e. µ = 1.
Theorem 4.1. Let 1 < p < ∞ and let V1 ⊂ Xγ be open. Suppose u∗ ∈ V1 ∩
X1 is an equilibrium of (4.1), and suppose that (A,F ) ∈ C1(V1;B(X1, X0) × X0).
Suppose further that A(u∗) has the property of maximal Lp-regularity. Let A0 be the
linearization of (4.1) at u∗. Suppose that u∗ is normally hyperbolic, i.e. assume that
(i) near u∗ the set of equilibria E ⊂ V1∩X1 is a C1-manifold in X1 of dimension
m ∈ N0,
(ii) the tangent space for E at u∗ is given by N(A0),
(iii) 0 is a semi-simple eigenvalue of A0, i.e. N(A0)⊕R(A0) = X0,
(iv) σ(A0) ∩ iR ⊂ {0}, σ(A0) ∩ C− 6= ∅, σ(A0) ∩ C+ 6= ∅.
Then for each sufficiently small ρ > 0 there exists δ ∈ (0, ρ] such that the unique
solution u(t) of (4.1) with initial value u0 ∈ B
Xγ
δ (u∗) either satisfies
(a) distXγ (u(t0), E) > ρ for some finite time t0 > 0, or
(b) u(t) exists on R+ and converges at an exponential rate to some u∞ ∈ E in
Xγ as t→∞.
If u∗ is normally stable, i.e. if in addition σ(A0) ∩ C+ = ∅, then (a) does not occur.
Remark 4.2. If m = 0 then conditions (i)-(iv) of Theorem 4.1 imply N(A0) = {0},
hence R(A0) = X0 and σ(A0) ∩ iR = ∅, i.e. u∗ is hyperbolic. The inverse function
theorem then yields that u∗ is isolated in V1 ∩X1, and so in this case Theorem 4.1 is
contained in [20, Theorem 7.1].
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It is our aim to extend this local result on qualitative behavior to a global one,
under the slightly stronger assumption (A,F ) ∈ C1(Vµ;B(X1, X0) × X0) for some
µ ∈ (1/p, 1) and provided that (3.2) holds. Let Vµ,γ := Vµ ∩ Xγ . Assume that
u ∈ BC(R+;Vµ,γ) is a global solution to (4.1), satisfying
dist(u(t), ∂Vµ) ≥ η > 0
for all t ≥ 0. The mapping (t, u1) 7→ S(t)u1, defined by S(t)u1 = u(t, u1), t ≥ 0, u1 ∈
Vµ,γ defines a semiflow in Vµ,γ . Let Φ ∈ C(Vµ,γ ;R) be a strict Ljapunov function for
{S(t)}t≥0, that is
(Φ1) The function t 7→ Φ(S(t)u0) is nonincreasing, and
(Φ2) If Φ(S(t)u∗) = Φ(u∗) for all t ≥ 0 then u∗ ∈ Vµ ∩ X1 is an equilibrium of
(4.1).
Theorem 3.1 yields that the orbit {u(t)}t≥0 is relatively compact in Xγ . Hence the
ω-limit set
ω(u0) = {v ∈ Vµ,γ : ∃ tn ր +∞ s.t. S(tn)u0 → v in Xγ , as n→∞} (4.2)
is nonempty, compact, and connected. Moreover, dist(S(t)u0, ω(u0)) → 0 in Xγ as
t → ∞ and ω(u0) ⊂ E ⊂ Vµ ∩X1, by (Φ1) and (Φ2), wherefore the set of equilibria
is nonempty. Let u∗ ∈ ω(u0). Then there exists a sequence tn ր +∞ such that
S(tn)u0 → u∗ in Xγ as tn → ∞. Assuming that u∗ is normally hyperbolic and tn
is large enough, Theorem 4.1 yields the convergence of S(t)u0 to some equilibrium
u∞ ∈ Vµ,γ as t→∞. Uniqueness of the limit finally implies u∞ = u∗. We obtain the
following result.
Theorem 4.3. Let p ∈ (1,∞), µ ∈ (1/p, 1), Vµ ⊂ Xγ,µ be open, Vµ,γ = Vµ ∩Xγ and
assume that (A,F ) ∈ C1(Vµ;B(X1, X0) ×X0) and (3.2) hold for some µ ∈ (1/p, 1).
Suppose furthermore that u ∈ BC(R+;Vµ,γ) is a global solution to (4.1), satisfying
dist(u(t), ∂Vµ) ≥ η > 0
for all t ≥ 0 and let Φ ∈ C(Vµ,γ ;R) be a strict Ljapunov function for (4.1). Then
the ω-limit set, defined by (4.2), is nonempty, compact and connected. If in addition
there exists u∗ ∈ ω(u0) which is normally hyperbolic, then limt→∞ u(t) = u∗ in Xγ ,
u∗ ∈ Vµ ∩X1 and A(u∗)u∗ = F (u∗).
5. The Mullins-Sekerka problem
Let Ω ⊂ Rn, n ≥ 2 be a bounded domain with a smooth boundary ∂Ω. Let Γ0 ⊂ Ω
be a compact connected hypersurface in Ω which divides Ω into two disjoint sets Ω01
(liquid phase) and Ω02 (solid phase) such that ∂Ω
0
1 = Γ0 and ∂Ω
0
2 = Γ0 ∪ ∂Ω. We
regard Γ0 as the initial state of a time dependent family of hypersurfaces {Γ(t)}t≥0 and
denote by Γ(t) its position at time t > 0. Let V (t, ·) and κ(t, ·) be the normal velocity
and the mean curvature of Γ(t), and let Ω1(t) and Ω2(t) be the two disjoint regions
in Ω which are separated by Γ(t), such that ∂Ω1(t) = Γ(t) and ∂Ω2(t) = Γ(t) ∪ ∂Ω.
Let further νΓ(t, ·) be the outer unit normal field on Γ(t) w.r.t. Ω1(t) and let ν(·) be
the outer unit normal field on ∂Ω. The two-phase Mullins-Sekerka problem consists
in finding a family {Γ(t)}t≥0 of hypersurfaces satisfying
V = [[∂νΓuκ]], t > 0, Γ(0) = Γ0, (5.1)
12 MATTHIAS KO¨HNE, JAN PRU¨SS, AND MATHIAS WILKE
where uκ = uκ(t, ·) is, for each fixed t ≥ 0, the unique solution of the elliptic boundary
value problem
∆u = 0, x ∈ Ω\Γ(t),
u = κ, x ∈ Γ(t),
∂νu = 0, x ∈ ∂Ω.
(5.2)
Here [[∂νΓuκ]] := ∂νΓu
2
κ − ∂νΓu
1
κ stands for the jump of the normal derivative of uκ
across the interface Γ(t). In order to reformulate the Mullins-Sekerka problem as a
quasilinear evolution equation in an abstract Lp-setting, we need some preliminaries
from differential geometry. Let Σ ⊂ Ω be a real analytic (Cω-) hypersurface such that
Σ divides Ω into two disjoint, open, connected sets Ω1 and Ω2, the interior and the
exterior of Σ. It is well-known that Σ admits a tubular neighborhood, which means
that there is a number a > 0 such that the map
Λ : Σ× (−a, a)→ Rn, Λ(p, r) := p+ rνΣ(p),
is a Cω-diffeomorphism from Σ× (−a, a) onto its image Ua := R(Λ). The inverse
Λ−1 : R(Λ) 7→ Σ× (−a, a)
of this map is conveniently decomposed as
Λ−1(x) = (Π(x), dΣ(x)), x ∈ R(Λ).
Here Π(x) means the orthogonal projection of x to Σ and dΣ(x) the signed distance
from x to Σ; so |dΣ(x)| = dist(x,Σ) and dΣ(x) < 0 if and only if x ∈ Ω1. In particular
we have R(Λ) = {x ∈ Rn : dist(x,Σ) < a}. Note that one the one side an upper
bound for a is determined by the curvatures of Σ, i.e. we must have
0 < a < min{1/κj(p) : j = 1, . . . , n− 1, p ∈ Σ},
where κj(p) mean the principal curvatures of Σ at p ∈ Σ. On the other side, a is
also connected to the topology of Σ, which can be expressed as follows. Since Σ is a
compact manifold of dimension n− 1 it satisfies the ball condition, which means that
there is a radius rΣ > 0 such that for each point p ∈ Σ there are xj ∈ Ωj , j = 1, 2,
such that BrΣ(xj) ⊂ Ωj , j = 1, 2, and B¯rΣ(xj) ∩ Σ = {p}. Choosing rΣ maximal, we
then must also have a < rΣ.
In case Γ0 ⊂ R(Λ), we may use the map Λ to parameterize the unknown free
boundary Γ(t) over Σ by means of a height function ρ(t, p) with |ρ|∞ < a via
Γ(t) : p 7→ p+ ρ(t, p)νΣ(p), p ∈ Σ, t ≥ 0,
for small t ≥ 0, at least. We extend this diffeomorphism to all of Ω¯ by means of
Θh(t, x) = x+ χ(dΣ(x)/a)ρ(t,Π(x))νΣ(Π(x)).
Here χ denotes a suitable cut-off function; more precisely, χ ∈ C∞(R), 0 ≤ χ ≤ 1,
χ(s) = 1 for |s| < 1/3, and χ(r) = 0 for |s| > 2/3. This way Ω \ Γ(t) is transformed
to the fixed domain Ω \ Σ. This is known as the Hanzawa transform. Following [14]
we obtain for the transformed problem (5.1) the initial value problem
ρ˙+B(ρ)S(ρ)K(ρ) = 0, t > 0, ρ(0) = ρ0, (5.3)
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on Σ. Here S(ρ)g is the solution of the transformed elliptic boundary value problem
A(ρ)v = 0, x ∈ Ω\Σ,
v = g, x ∈ Σ,
∂νv = 0, x ∈ ∂Ω,
(5.4)
where A(ρ) means the transformed Laplacian and K(ρ) resp. B(ρ) denote the trans-
formed mean curvature operator resp. the transformed jump of the normal derivative.
We want to study (5.3) in an Lp-setting. Let p > (n+ 3)/2 and define
X0 =W
1−1/p
p (Σ), X1 =W
4−1/p
p (Σ).
We consider (5.3) as an evolution equation in the space Lp,µ(J ;X0), where J = [0, T ],
T > 0 and µ ∈ (1/p, 1]. To be precise, we are looking for solutions in the maximal
regularity class
H1p,µ(J ;X0) ∩ Lp,µ(J ;X1).
The corresponding (weighted) trace space is given by the real interpolation method
and reads
Xγ,µ = (X0, X1)µ−1/p,p =W
3µ+1−4/p
p (Σ).
Since p > (n+ 3)/2, the Sobolev embedding
Xγ −֒֒→ Xγ,µ →֒ C
2(Σ)
holds for µ ∈ (µ0, 1) with a sufficiently large µ0 ∈ (1/p, 1). Here the number µ0 ∈
(1/p, 1) is given by
µ0 =
1
3
+
n+ 3
3p
=
1
p
+
n+ p
3p
,
provided p > (n+ 3)/2. Note that we can choose the real analytic hypersurface Σ in
such a way that |ρ0|Xγ,µ ≤ δ with a sufficiently small δ > 0. Therefore we define the
set Vµ from Theorem 2.1 to be the open ball B
Xγ,µ
δ (0) ⊂ Xγ,µ, µ ∈ (µ0, 1]. It is well
known that K(ρ) can be decomposed as
K(ρ) = P (ρ)ρ+Q(ρ),
where P ∈ C1(Vµ;B(X1;Y )), Y := W
2−1/p
p (Σ), is a differential operator of second
order and Q ∈ C1(Vµ;Y ) contains only first order terms. Moreover, the (trans-
formed) two-phase Dirichlet-to-Neumann operator B(ρ)S(ρ) has the property BS ∈
C1(Vµ;B(Y,X0)). This yields
A := BSP ∈ C1(Vµ;B(X1, X0)),
and F := BSQ ∈ C1(Vµ;X0). Now we take care about the maximal regularity
property of A(ρ0), ρ0 ∈ Vµ. In other words we want to show that for J = [0, T ],
T > 0, and any f ∈ Lp(J ;X0) the problem
σ˙ +A(ρ0)σ = f, t > 0, σ(0) = 0,
admits a unique solution σ ∈ H1p (J ;X0) ∩ Lp(J ;X1). For this purpose we show first
that A(0) has this property. Since P (0) = −∆Σ, we have A(0)ρ = [[∂νΣS(∆Σρ)]],
where Sg is the solution operator of
∆v = 0, x ∈ Ω\Σ,
v = g, x ∈ Σ,
∂νv = 0, x ∈ ∂Ω.
(5.5)
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Hence the maximal regularity property of A(0) follows from [22, Section 4]. Since
A(ρ0) = A(0)+A(ρ0)−A(0), maximal Lp-regularity of A(ρ0) follows by a perturbation
argument, provided |ρ0|Xγ,µ is small enough. By Theorem 2.1 there exist T = T (ρ0) >
0 and ε = ε(ρ0) > 0, such that B¯
Xγ,µ
ε (ρ0) ⊂ Vµ and such that the problem
ρ˙+B(ρ)S(ρ)K(ρ) = 0, t > 0, ρ(0) = ρ1
has a unique solution
ρ(·, ρ1) ∈ H
1
p,µ(0, T ;X0) ∩ Lp,µ(0, T ;X1) ∩ C([0, T ];Vµ),
on [0, T ], for any initial value ρ1 ∈ B¯
Xγ,µ
ε (ρ0). Furthermore there exists a constant
c = c(ρ0) > 0 such that for all ρ1, ρ2 ∈ B¯
Xγ,µ
ε (ρ0) the estimate
||ρ(·, ρ1)− ρ(·, ρ1)||E1,µ(0,T ) ≤ c|ρ1 − ρ2|Xγ,µ
is valid. By regularization we even have ρ(t; ρ1) ∈ Vµ ∩ Xγ for all t ∈ (0, T ]. The
result on local well-posedness of (5.1) reads as follows.
Theorem 5.1. Let (n + 3)/2 < p < ∞ and µ ∈ (µ0, 1]. For each Γ0 ∈ W
3µ+1−4/p
p ,
the Mullins-Sekerka problem (5.1) has a unique solution Γ(t) ∈W
4−4/p
p on a possibly
small time interval (0, T ]. The solution depends continuously on the initial data.
By a proper choice of the real analytic hypersurface Σ, reparametrization and suc-
cessive application of Theorem 5.1 yields a maximal interval of existence J(Γ0) =
[0, t+(Γ0)) for the solution Γ(t) of (5.1). In order to investigate global existence in
time as well as long-time behaviour, we need some more facts from differential geom-
etry. First of all, we recall that the set of all C2-hypersurfaces which are contained
in Ω, form a C2-manifold, which we denote by MH2(Ω). A metric on MH2(Ω) can
be defined as follows. The Hausdorff metric dH , defined on the set K of all compact
subsets of Rn is given by
dH(K1,K2) = max
{
sup
x∈K1
d(x,K2), sup
x∈K2
d(K1, x)
}
, K1,K2 ∈ K.
For Σ1,Σ2 ∈MH2(Ω), we define
d(Σ1,Σ2) := dH(N
2Σ1,N
2Σ2),
as a metric on MH2(Ω), where N 2Σ stands for the second normal bundle of the
hypersurface Σ ∈ MH2(Ω), which is given by
N 2Σ = {p, νΣ(p),∇ΣνΣ(p) : p ∈ Σ} .
The charts for MH2(Ω) are the parameterizations over real analytic hypersurfaces
Σ ⊂ Ω. In this sense MH2(Ω) becomes a Banach manifold.
Next, we want to show that each Σ ∈ MH2(Ω) has a level function. Let Ua be
the tube for Σ and assume w.l.o.g. that a ≤ 1. We may then define a function
ϕΣ ∈ C2(Rn) by means of
ϕΣ(x) = g(dΣ(x)), x ∈ R
n,
where
g(s) = sχ(s/a) + (1− χ(s/a))sgn s, s ∈ R,
and χ ∈ C∞ is defined as above. Then it is easy to see that Σ = ϕ−1Σ (0), and
∇ϕΣ(x) = νΣ(x), for each x ∈ Σ.
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Consider the subsetMH2(Ω, r) ofMH2(Ω) which consists of all Γ ∈ MH2(Ω) such
that Γ ⊂ Ω satisfies the ball condition with radius r > 0. This implies in particular
dist(Γ, ∂Ω) ≥ r and all principal curvatures of Γ ∈ MH2(Ω, r) are bounded by r.
Further, the level functions ϕΓ = g ◦dΓ are well defined for Γ ∈ MH2(Ω, r), and form
a bounded subset of C2(Ω¯). The map Φ :MH2(Ω, r)→ C2(Ω¯) defined by Φ(Γ) = ϕΓ
is an isomorphism of the metric space MH2(Ω, r) onto Φ(MH2(Ω, r)) ⊂ C2(Ω¯).
Let s − (n − 1)/p > 2; for Γj ∈ MH2(Ω, r), j = 1, 2, we define Γj ∈ W sp (Ω, r) if
ϕΓj ∈ W
s
p (Ω) and distW sp (Γ1,Γ2) := |ϕΓ1 − ϕΓ2 |W sp (Ω). In this case the local charts
for Γ ∈ MH2(Ω, r) can be chosen of classW sp as well. Finally, a subset K ⊂W
s
p (Ω, r)
is said to be (relatively) compact, if Φ(K) ⊂W sp (Ω) is (relatively) compact.
With the help of the preceding considerations we may define an appropriate phase-
manifold PM for the two-phase Mullins-Sekerka problem by means of
PM := {Γ ∈ MH2(Ω) : Γ ∈ W 4−4/pp }.
It is an easy consequence of Theorem 5.1 that the solution Γ(t) of (5.1) defines a local
semiflow in PM on the maximal interval J(Γ0).
Let us next discuss the equilibria of (5.1). To this end we define a functional φ by
means of
φ(Γ(t)) =
∫
Γ(t)
dΓ = mesΓ(t). (5.6)
Then the time derivative of φ(Γ(t)) reads
d
dt
φ(Γ(t)) = −
∫
Γ(t)
V (t, x)κ(t, x)dΓ = −
∫
Γ(t)
[[∂νΓu(t, x)]]u(t, x)dΓ
= −
∫
Ω(t)
div(∇uu)dx = −
∫
Ω(t)
|∇u|2dx ≤ 0,
where me made use of the transport theorem and (5.1),(5.2). This shows that φ is a
Ljapunov functional for (5.1) and it is even a strict one, since φ˙(Γ(t)) = 0 if and only
if u = κ is constant, hence V = 0. Since Ω is bounded, it follows that Γ must be a
sphere SR(x0) ⊂ Ω with radius R > 0 and center x0 ∈ Ω. If conversely V = 0, then
κ is constant. In other words, the set of equilibria E of the Mullins-Sekerka problem
(5.1) is given by
E = {SR(x0) : R > 0, B¯R(x0) ⊂ Ω}.
Basically there are two facts which prevent the solution from existence on R+, namely
• Regularity: the norm of Γ(t) inW
4−4/p
p becomes unbounded as tր t+(Γ0);
• Geometry: the topology of the interface Γ(t) changes, or the interface
touches the boundary of Ω.
We say that the solution Γ(t) satisfies a uniform ball condition, if there is a radius r > 0
such that Γ(J(Γ0)) ⊂ MH2(Ω, r). Note that this condition bounds the curvature of
Γ(t), and prevents it to touch the outer boundary ∂Ω, or to undergo topological
changes. The main result of this section reads as follows.
Theorem 5.2. Let (n + 3)/2 < p < ∞ and let Γ(t) be a solution of the Mullins-
Sekerka problem (5.1) on the maximal time interval J(Γ0) = [0, t
+(Γ0)). Assume
furthermore that
(i) |Γ(t)|
W
4−4/p
p
≤M <∞ for all t ∈ J(Γ0), and
(ii) Γ(t) satisfies a uniform ball condition for all t ∈ J(Γ0).
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Then J(Γ0) = R+, i.e. the solution exists globally, and Γ(t) converges in PM to an
equilibrium Γ∞ ∈ E at an exponential rate. To be precise, there exists ω > 0 such that
eωtdist
W
4−4/p
p
(Γ(t),Γ∞)→ 0
as t→∞.
Proof. Assume that (i) and (ii) are valid. Then Γ(J(Γ0)) ⊂W
4−4/p
p (Ω, r) is bounded,
hence relatively compact in W
3µ+1−4/p
p (Ω, r) for µ ∈ (µ0, 1). Thus we may cover
this set by finitely many balls with centers Σk which are real analytic such that
dist
W
3µ+1−4/p
p
(Γ(t),Σj) ≤ δ for some j = j(t), t ∈ J(Γ0), µ ∈ (µ0, 1). Let Jk = {t ∈
J(Γ0) : j(t) = k}. Using for each k a Hanzawa-transformation, we may employ The-
orem 5.1 to obtain solutions Γ1 with initial configurations Γ(t) in the phase manifold
PM on a common time interval say [0, T ], and by uniqueness we have Γ1(t) = Γ(t+T ),
t + T ∈ J(Γ0). Since the solution depends continuously on the initial data, the set
Γ(J(Γ0)) is relatively compact in PM . In particular this yields J(Γ0) = R+ and
the orbit Γ(R+) is relatively compact in PM . As we already know, the mapping
φ defined by (5.6) is a strict Ljapunov functional, hence the limit set ω(Γ0) of a
solution is contained in the set E of equilibria. By compactness ω(Γ0) ⊂ PM is non-
empty, hence the solution comes close to E , i.e. there is a sequence tn →∞ such that
Γ(tn)→ Γ∞ ∈ E . For sufficiently large tn we parameterize Γ(tn) over Γ∞ by a height
function ρ(tn; ·). By [22, Section 4] all conditions of Theorem 4.3 are satisfied for the
corresponding transformed equation (5.3). Therefore an application of Theorem 4.3
completes the proof. 
Remark 5.3. The conditions (i) and (ii) of Theorem 5.2 are also necessary for global
existence and convergence of Γ(t) to some sphere Γ∞ ∈ E . This follows from a
compactness argument.
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