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Pumped thermal energy storage (PTES) and liquid air energy storage (LAES) are two
technologies that use mechanically-driven thermodynamic cycles to store electricity in the
form of high-grade thermal energy, employing abundant materials that are kept in large
insulated tanks. Both technologies are free from geographic constraints, providing a signi-
ficant advantage over competing methods such as pumped hydro or compressed air energy
storage. The focus of this thesis is on the analysis, modelling and development of these
technologies.
A number of PTES systems have been proposed based on different thermodynamic
cycles. A variant based on the Joule-Brayton cycle employing liquid storage media is stud-
ied here. An analytical study is presented that reveals how the performance of the cycle
varies along a range of operating conditions. Generally, the same strategies that minimise
compression/expansion losses also maximise heat exchanger losses, which results in op-
timal points at certain operating conditions. A numerical model is developed to find these
optima while accounting for real fluid properties. Employing a regenerative heat exchanger
is found useful to adapt the cycle to the operating temperature ranges of the storage liquids
and to increase the performance of the cycle.
A new combined cycle that integrates PTES and LAES is presented. The fundamental
advantage is that the cold thermal reservoirs that would be required by the separate cycles
are replaced by a single heat exchanger that acts between them, thereby saving significant
amounts of storage media per unit of energy stored. Several configurations are possible
and these are studied and optimised. The most advanced configuration reaches a round-trip
efficiency of 71% under nominal conditions, compared to 65% for stand-alone PTES and
61% for LAES. A further adaptation of the combined cycle is presented which only employs
water and liquid air as storage media, dramatically reducing the cost of energy capacity.
The performance of the heat exchangers is found to have a significant impact on the
overall performance of the various cycles. For this reason, an optimisation procedure is
developed to obtain heat exchanger designs that minimise entropy generation for a given
amount of material. These designs are used when estimating the costs of energy capacity
and power capacity of each cycle. Results indicate that the best cycle configurations would
be competitive with reported costs for pumped hydro and compressed air energy storage.
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Chapter 1
Introduction
1.1 Context: the need for large-scale energy storage
Energy storage technologies have a wide range of forms and cover an equally wide range of
applications. They are based on a number of different physical principles and contain energy
in vastly different quantities. From tiny to gigantic in size, a few common examples include
things as diverse as a mainspring for a mechanical watch, a cell-phone electrochemical
battery, a pile of wood for heating and cooking, a biofuel tank for a car engine, a flywheel
for frequency regulation, a large hot water tank for district heating, and a large water dam
of a hydroelectric facility. They may also operate over very different time-scales (seconds
to seasons), they may be portable, stationary or geographically constrained, and they may
present very different characteristics in terms of efficiency, cost, energy density, lifetime or
environmental footprint, among others [1, 2].
This work focuses on a branch of storage technologies that covers a very specific need:
large-scale1, grid-connected storage for energy management applications. The need for this
kind of storage arises from the fact that, in the electrical power network, supply needs to
meet demand at all times but production and demand may fluctuate over time [3]. In many
traditional power networks, demand fluctuates in relatively predictable diurnal and seasonal
patterns and production is adapted to it. The production curve consists of a combination of
base-load plants, which have constant power output, with load-following and peaking power
plants, which can adapt the power output and be turned on and off as demand requires [4].
Typically, base-load services are provided by nuclear and coal power plants, while load-
following and peaking services are provided by natural gas and hydroelectric power plants
[5]. However, because they only run part-time or at part load, load-following and peaking
1Either centralised or distributed, but in overall large quantities.
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Figure 1.1: Energy storage delivering (a) peak shaving and (b) load levelling services. Repro-
duced with permission from source: [1].
plants tend to be inefficient, over-sized and expensive [1].
As shown in Fig. 1.1, load-following and peaking services can also be provided by en-
ergy storage plants, which consume electricity during demand valleys and transfer it back
to the grid during peak demand. The most common technology employed for such applic-
ation is pumped hydroelectric storage (PHS), which is similar to a normal hydroelectric
plant but has two reservoirs (one at the top and one at the bottom) and pumping capabilities
between the two. In contrast to dispatchable fossil-fuel plants, energy storage plants have
the advantage of presenting no carbon emissions and low marginal costs (since the ‘fuel’
is bought from the grid during low demand periods). Furthermore, energy storage does not
only supply power when it is needed, but also provides value to otherwise unwanted ‘ex-
cess’ power coming from non-dispatchable sources. This feature is particularly important
for some renewable sources such as wind and solar energy, which are intermittent in nature.
Because of the capability to control their fluctuations, energy storage may play a critical
role in facilitating a deeper integration of such sources in modern power networks [6, 7].
During the last decades, growing amounts of renewable energy generation have been
deployed worldwide in an effort to reduce greenhouse emissions and improve long-term
security of the energy supply [5, 8]. It has been established that anthropogenic greenhouse
gas emissions are behind the current rapid changes in climate [9], and historic international
agreements are being made to try to limit global warming below 2◦C [10]. Energy con-
sumption from fossil fuels constitutes a major source of greenhouse gas emissions (fossil
fuel combustion and industrial processes account for about 65% of anthropogenic green-
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house gas emissions [9]), while renewable energies offer a safe, clean and sustainable al-
ternative. A number of other economic, environmental, social and political reasons, such as
the increasing price of fossil fuels, high levels of pollution, and concerns for energy security
are driving new policies in Europe and world-wide that promote and entail the use of re-
newable energies [10, 11]. Between 2010 and 2016, renewable power plants accounted for
more than 50% of all new installed power capacity, and this value is expected to increase to
more than two thirds by 2040 [12].
Although the fluctuating nature of wind and solar energy (which are the two fastest grow-
ing renewable sources) poses a significant challenge to balancing production and demand in
the power network, it is now well-established that large-scale storage —together with other
control strategies, such as grid interconnection and demand response— can significantly
contribute to mitigating the effects of renewable energy fluctuations [1, 2, 13]. Strbac et al.
estimate that, in an scenario of high penetration of renewable energies (in line with the UK
government’s commitment to reducing greenhouse gas emissions by 80% by 2050), having
25GW of installed energy storage capacity (with 6 hours of storage or more) could amount
to whole system savings of around £10bn per year [14]. These would come from various
sources, including savings in generation capacity (due to higher security of supply), savings
in interconnection, transmission and distribution networks (offsetting the need for further
investment and reinforcement) and savings in operating costs (due to higher absorption of
renewable generation and displacement of low load factor backup generation). Such values
of storage capacity are significantly larger than those present nowadays, since the current
accumulated capacity of the storage facilities in the UK adds up to less than 3.5GW, the
vast majority of it in the form of PHS [3, 15].
As mentioned above, this work deals with large-scale energy storage technologies. More
specifically, the focus is on two relatively new thermo-mechanical energy storage technolo-
gies known as pumped thermal energy storage (PTES) and liquid air energy storage (LAES),
and, in particular, the versions of these technologies that store thermal energy in the form of
sensible heat, employing liquid storage materials and heat exchangers. The following sec-
tions review the current technologies for large-scale energy storage, the principles behind
PTES and LAES, the most suitable liquids for thermal energy storage and the most relevant
types of heat exchangers. The chapter concludes with a discussion on the aims and scope of
this thesis.
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1.2 Major large-scale energy storage technologies
Pumped hydroelectric storage (PHS) is by far the most mature and widely adopted large-
scale storage technology: with about 130 GW of installed power capacity worldwide (2010
estimate), PHS constitutes around 99% of the total large-scale energy storage capacity [16].
As shown in the diagram in Fig. 1.2, PHS resembles a production-only hydroelectric power
plant but, apart from the upper reservoir, also contains a lower reservoir which stores the
discharged water. During charge, the hydraulic turbines are operated in reverse mode, con-
suming electricity and pumping the water back to the upper reservoir. Typically, PHS has
a high round-trip efficiency between 65% and 85%, fast response (reaching nominal dis-
charge power in less than 1min) and very large power and energy capacities [17] (the biggest
facilities can reach up to 5GW, and several facilities support discharge times longer than
one day). The main disadvantages of PHS, however, are the limited number of adequate
geographical sites and the large footprint of the water reservoirs [1].
Figure 1.2: Layout of a PHS plant. Reproduced with permission from source: [17].
Another large-scale storage technology which is less mature than PHS but has received
considerable attention during the last few decades is compressed air energy storage (CAES).
A relatively high number of CAES varieties have been proposed and are being developed
[2, 18]. The simplified layout of one of its most common forms, ‘adiabatic CAES’ is shown
in Fig. 1.3. Different CAES forms treat the heat derived from the compression process
in different ways. The first two CAES projects, built in 1978 and 1991 in Germany and
the USA, having power capacities of 290MW and 110MW, respectively [19], reject the
‘heat of compression’ to the environment and use combustion from natural gas to heat up
the air before expansion during discharge. However, since the combustion process carries
CO2 emissions and increases the operating costs, research is focusing on adiabatic CAES
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Figure 1.3: Simplified layout of an adiabatic CAES plant. Heat derived from the compression
process is stored during charge, and returned to the air stream before expansion during discharge.
In practice, two or more compression stages (each followed by thermal energy storage) may be
employed before the air enters the reservoir.
[20] (where thermal energy is stored rather than rejected) and isothermal CAES [21] (where
the air does not see a significant temperature increase during compression). Furthermore,
different CAES schemes may use caverns or artificial tanks where the air is stored at constant
volume, or underwater bags [22, 23] where the air is stored at constant pressure, among other
options. While the round-trip efficiency of CAES varies considerably between different
implementations, it is normally high, with values around 70− 80%. Although the siting
restrictions of CAES are not as strict as for PHS (because of the existence of many natural
caverns and bodies of water with adequate characteristics), most CAES schemes suffer from
geographical constraints at least to some extent, while those that employ artificial reservoirs
are expensive due to the high cost per unit volume of high pressure vessels.
Other electrical storage technologies with potential applications for large-scale storage
include electrochemical batteries based on several different chemistries and hydrogen en-
ergy storage [1, 2, 6, 7]. Electrochemical batteries are being used for energy manage-
ment applications in some cases, but they are typically characterised by a low cost per
unit power and a high cost per unit energy2, which makes them more suitable for power
management applications with shorter discharge times. This is also the case for flywheels,
super-capacitors, and other technologies with fast discharge rates. On the other hand, metal-
air batteries and hydrogen energy storage display lower costs per unit energy and are better
suited for energy management and long-term storage, but they are still in the development
2According to the reviews in [1, 2, 17], the cost per unit energy of electrochemical batteries does not
normally fall below 100− 200$/kWh, while PHS and CAES may reach values as low as ∼ 10$/kWh and
below.
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stage and have low round trip efficiencies, around or below 50%.
Finally, pumped thermal energy storage (PTES) and liquid air energy storage (LAES)
are two relatively new technologies with potential for large-scale energy management ap-
plications. They use mechanically-driven thermodynamic cycles to store electricity in the
form of high-grade (hot and cold) thermal exergy, and fall (together with CAES) in the
category of thermo-mechanical energy storage. Although they display lower efficiencies
than PHS and CAES, they present higher energy densities and are free from geographical
constraints [2, 24], providing a significant advantage in terms of expansion potential.
1.3 Pumped thermal energy storage
1.3.1 Basic principle
Pumped thermal energy storage stores electricity in the form of thermal exergy. The basic
principle of the technology is depicted in Fig. 1.4. During charge, an electrically-driven heat
pump is employed to transfer thermal energy from a cold reservoir to a hot reservoir. Energy
is therefore stored in the form of a thermal potential. The thermal reservoirs are insulated as
to minimise losses during the storage period, but leakage losses are normally unimportant
for large insulated systems—since losses are proportional to the surface area, but energy
content is proportional to the volume. During discharge, a heat engine is operated between
the same reservoirs in order to recover the energy stored.
Figure 1.4: Basic principle of pumped thermal energy storage (PTES).
One of the main motivations behind such a scheme is that thermal storage materials
provide high storage densities, are cheap and abundant and thus well suited for large-scale
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applications. The thermal energy may be stored in the form of sensible heat (with sev-
eral candidate storage materials), or latent heat (typically using phase-change materials –
PCMs). In some cases, the environment may also be employed as a heat source or sink,
substituting either the hot or the cold reservoir.
One of the features of PTES which is perhaps most counter-intuitive is that, despite
the conversion from electricity to heat and back to electricity, the theoretical limit on the
round-trip-efficiency is 100%, independently of the temperature of the thermal reservoirs.
It can be easily shown that this is consequence of the round-trip efficiency, χ , being equal to
the efficiency of the engine times the coefficient-of-performance (COP) of the heat pump,
which are inversely proportional to each other in the ideal, reversible case:
χideal = COPheatpump×ηheatengine =
(
Thot
Thot−Tcold
)
×
(
Thot−Tcold
Thot
)
= 1
In practice, however, the efficiency is affected by several loss mechanisms, the most import-
ant ones occurring during the compression, expansion and heat transfer processes that drive
the heat pump and heat engine cycles. Therefore, ongoing research is focused on reducing
such losses through optimisation of components and optimisation of the cycle operating
conditions.
The technology has received growing attention during the last decade, with a number
of research groups proposing different cycles under the same basic principle. These are
reviewed below, after a brief discussion on the several criteria that are often used to assess
the merit of the different cycles.
1.3.2 Rating criteria
The following criteria, among others, are often used to rate PTES systems and other thermo-
mechanical energy storage storage technologies:
Round-trip efficiency The round-trip efficiency, χ , measures the fraction of work (W )
consumed during charge that is returned during discharge,
χ ≡ Wdis
Wch
(1.1)
For an energy storage plant, it is an important index because it defines the minimum cost of
the electricity that the plant can supply (during discharge) based on the cost of the electricity
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that the plant consumes (during charge):
Cel,dis =
Cel,ch
χ
where Cel is the cost per unit of electrical energy. In a power network where a signific-
ant part of the energy produced is stored and delivered at a different time, storage plants
with high efficiency are preferred in order to avoid having significant overall losses (and a
correspondingly larger amount of electricity production for a given electricity demand).
Energy density Energy density is normally defined as
ρE ≡ Wdis∑Vstorage (1.2)
where the summation is for the volume of the storage tanks (or reservoirs). A high energy
density is desirable to reduce the footprint of the plant. Furthermore, the energy density (or
rather its inverse) may be sometimes used to provide a preliminary indication of the capital
cost per unit of stored energy, since the quantity of storage material, insulation, containment,
and space requirements decrease with increasing ρE. Apart from choosing storage materials
with high density and high specific heat capacity, ρE can generally be improved by storing
the thermal energy at very high temperatures (hot reservoir) and/or very low temperatures
(cold reservoir).
Power density The power density is normally defined as
ρP ≡ W˙disV˙max
(1.3)
where W˙ denotes the power output and V˙max is the maximum volumetric flow rate of the
working fluid along the cycle. A high power density is desired because it is associated with
more compact (and generally cheaper) conversion devices.
Work ratio Most thermodynamic cycles consist of at least one compressor and one ex-
pander acting simultaneously. For a heat engine, the work ratio WR is defined as the com-
bined expander work output over the combined compressor work input,
WR ≡ ∑We∑Wc
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and vice-versa for a heat pump. For many cycles, only one compressor and one expander
are present, and the summation signs become redundant. The net work (during discharge)
is related to the work ratio by:
Wnet =∑We−∑Wc = (WR−1)∑Wc
Therefore, a low work ratio should be avoided because it means that much larger machines
are required to produce a given net work. Furthermore, a low WR means that large amounts
of work are being ‘processed’ for a given amount of net work, which increases the impact
of compression/expansion losses on the efficiency of the cycle. In the case of a PTES cycle,
it is possible to prove that the work ratio sets a maximum round-trip efficiency given by
[25, 26]:
χmax =
WRη2is−1
WR−η2is
where ηis is the isentropic efficiency of the compressors and expanders. Note that χmax = 0
when WR = 1/ηis , and χmax = η2is when WR → ∞, which highlights the importance of
having both a high work ratio and high-efficiency compressors and expanders.
Heat to work ratio A less often encountered but also important index is the heat to work
ratio, QR, which measures the amount of heat that is processed for a given amount of net
work:
QR =
∑ |Q|
Wnet
where ∑ |Q| includes the contributions from all heat transfer processes in the cycle3. Gener-
ally, high heat to work ratios are not desired because they imply larger heat exchangers for
a given performance and a given net work. High values of QR are also normally linked to
low values of ρE, because more thermal energy needs to be stored per unit net work, which
implies larger amounts of storage material needed.
Specific capital cost Apart from the thermodynamic criteria, there are also economic cri-
teria which play an important role in determining the potential success of a given storage
system. Two economic indices that are very often encountered in the literature are the cost
per unit power capacity (typically $/kW) and the cost per unit energy capacity ($/kWh).
3Depending on the purpose, ∑ |Q| may be defined to include only those heat transfer processes linked with
the hot and/or cold reservoirs, excluding any heat exchanged with the environment or within any regenerator
in the cycle.
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Figure 1.5: Ideal T-s diagrams (not to scale) of the three major cycles used for PTES systems:
Joule-Brayton (yellow), Rankine (blue) and transcritical (red). Reproduced with permission
from source: [28].
1.3.3 Review of major studies and proposed implementations
PTES systems can be broadly divided in three groups depending on the type of cycle that
they are based on, although several variations have been proposed within each category: (i)
Joule-Brayton (supercritical) cycles, (ii) Rankine (subcritical) cycles and (iii) transcritical
(part supercritical, part subcritical) cycles. Representative T-s diagrams of the three cat-
egories are shown in Fig. 1.5. This section provides a review of the major systems in each
category. For a more in-depth survey, the reader is referred to the recent review by Benato
[27].
Joule-Brayton In the Joule-Brayton implementations of PTES, the working fluid always
remains in the gas phase, and thermal energy is stored in the form of sensible heat. An
example plant layout and T-s diagram are shown in Fig. 1.6. In this simple configuration,
a compressor and an expander are used to drive a high temperature-ratio heat pump during
charge, and a heat engine during discharge. The thermal energy is stored in the hot and cold
stores, and two external heat exchangers (denoted A and B) are used to reject heat – which
is derived from irreversible processes – during discharge.
Joule-Brayton PTES systems using argon as the working fluid have been proposed by
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(a) Plant layout.
Ambient temperature 1'
13
4'4
3'
2'2
Heat rejection
through HEX B
Heat rejection
through HEX A
(b) T-s diagram.
Figure 1.6: Plant layout and T-s diagram of a Joule-Brayton PTES system employing solid
storage media. In (a), arrows indicate the direction of the working fluid during charge. The
gas flows in the reverse direction during discharge, which in practice requires another set of
turbomachines (unless reciprocating devices are employed, in which case the same compressor
and expander may be run backwards). In (b), cycle direction is 1-2-3-4-1 during charge and
(1’-4’-3’-2’-1’) during discharge.
Desrues et al. [29] (using turbomachinery) and Howes [30] (using reciprocating devices4).
Simple cycle analysis of these systems (e.g., [25]) shows that they are particularly suscept-
ible to compression and expansion losses because of the low work ratios inherent to the
Joule-Brayton cycle. The mentioned systems use solid storage media such as packed beds
or matrices of refractory materials. Argon (or another monatomic gas) is preferred to air
in these schemes because its higher ratio of heat capacities means that a given temperature
ratio can be achieved with a smaller pressure ratio; this is advantageous because the storage
tanks need to be pressurised to the same pressure as the working fluid [25].
Storing the sensible heat in packed beds of solid particles is advantageous because the
filling materials are cheap, can be operated over wide temperature ranges and present a
large surface area available for heat transfer. On the other hand, thermal fronts propagate
along the tanks as the system charges and discharges. The thermal fronts, which are a
naturally unsteady process, make the operation of the system relatively complex, reduce the
maximum utilisation of the tanks and increase self-discharge losses during storage periods.
Analyses of these effects and numerical optimisation of packed beds for PTES applications,
including the analysis of segmented reservoirs, have been presented by White and McTigue
4One of the potential advantages of using reciprocating devices is that the same machines may be used as
both compressors and expanders by adjusting valve timings, thereby saving on the total number of components
and allowing faster reversal between charge and discharge.
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et al. [31–35]. A trade-off between exergetic efficiency and utilisation of the packed-beds
(which is proportional to energy density) is found in those works, as well as in the analytical
study by Ni and Caram [36].
An economic analysis of Joule-Brayton PTES has been presented by Smallbone et al.
[37]. The analysis uses data from the development of a demonstration plant (not yet com-
missioned) which is based on the system described in [30]. The plant employs packed beds
as storage media and reciprocating devices as compression and expansion machinery. The
study finds that PTES can achieve costs per unit power and costs per unit energy which are
comparable to PHS and CAES.
Joule-Brayton PTES cycles may also use liquid storage media and gas-to-liquid heat ex-
changers instead of solid (direct heat exchange) reservoirs, as proposed by Farres-Antunez
[38–43] and Laughlin [44]. Doing so allows the gas circuit to be pressurised (thereby in-
creasing power density) whilst keeping the reservoirs at ambient pressure (thereby reducing
cost per kWh storage relative to pressurised packed-beds). Each storage tank is also kept at
a single temperature, thus avoiding thermal equilibration (mixing) losses during long stor-
age periods. A regenerative heat exchanger may also be incorporated into the cycle in order
to adapt cycle temperatures to suit different liquid storage media (which have more limited
temperature ranges than most solid materials). Regeneration also has benefits in terms of
efficiency and energy and power density, as it increases the work-ratio. Further details of re-
generative PTES, including an assessment of thermodynamic, economic and safety aspects,
are given in a recent paper by Laughlin [44].
Depending on the cycle operating conditions and on the assumptions of component per-
formances, the previous Joule-Brayton PTES systems have round-trip efficiencies ranging
between 55% and 70%.
Rankine A PTES system based on the steam Rankine cycle was proposed by Steinmann
[24, 45]. The cycle, shown in Fig. 1.7, has a much higher work ratio (> 20) than the Joule-
Brayton schemes (typically around 2−4), meaning that the round-trip efficiency is less
affected by compression/expansion losses. Furthermore, the system uses the environment as
heat source during charge and heat sink during discharge, meaning that a cold thermal store
is not needed. On the other hand, because of the extremely low vapour pressure of water
at temperatures below ambient temperature, it is not practicable to use the environment
as a direct heat source for the evaporator during charge, and a secondary ammonia heat
pump – acting between the environment and the ‘reverse-Rankine’ heat pump – is required.
Because of the phase change between water and steam at the high pressure side of the cycle,
thermal energy is stored both in the form of sensible heat and in the form of latent heat. The
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Figure 1.7: Rankine-based PTES system, employing a secondary ammonia heat pump during
charge to absorb heat from the environment. The high temperature storage system consists of
three different stores, one storing latent heat and two storing sensible heat. Reproduced with
permission from source: [45].
main disadvantage of current latent heat storage units (consisting of phase-change materials
– PCMs – with embedded heat exchangers) is that they prevent an independent sizing of
power and energy capacity. However, alternative PCM pumping strategies which have the
potential to overcome this drawback are being investigated [46, 47]. The cycle is estimated
to have an efficiency around 70%.
A number of other PTES systems have also been proposed which are based on organic
Rankine cycles (ORCs) [48–52]. Such systems can normally be built in small units for
distributed generation and have low material requirements (because they have maximum
temperatures around 150◦C or below), but obtain significantly lower performances unless
they are coupled with an external source of heat or cold.
Transcritical At least two types of transcritical PTES systems have been proposed so far,
one using carbon dioxide (CO2) and one using ammonia (NH3) as working fluid. The tran-
scritical cycles resemble the Rankine cycle in that they have an evaporation/condensation
phase at the low pressure side, but, because they reach supercritical conditions, they do not
display a phase-change at the high pressure side. This allows the thermal energy to be stored
fully as sensible heat in the hot reservoir.
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Figure 1.8: T-s diagram of a transcritical CO2 PTES cycle. Reproduced with permission from
source: [53].
A T-s diagram of the CO2 implementation, proposed by Morandin and Mercangöz et
al. [53–56], is shown in Fig. 1.8. The cycle operates over low temperature ratios, which
have the disadvantage of a low energy density and a higher impact of heat-exchange losses,
but allow the use of inexpensive storage media such as hot water. The environment can
in principle be used as source/sink for the evaporation/condensation phases, but it has also
been suggested to use a salt-water/ice slurry as cold store. This has the effect of lowering
the bottom temperature and improving the work ratio, which lies somewhere between the
values of the Joule-Brayton and the Rankine cycles.
One general disadvantage of the transcritical cycles is that the working fluid experiences
strong specific heat capacity variations when being heated up/cooled down along the su-
percritical isobar. This makes the heat transfer process in the heat exchanger less efficient,
although it can be partially counter-acted by having different levels of mass flow rate of the
storage fluid, as shown in Fig. 1.8. The CO2 PTES cycle is expected to have an efficiency
around 60% [54]. Comparisons between efficiencies claimed for different PTES systems
in the literature must be taken with caution, however, as different authors base their calcu-
lations on different assumptions. Other studies done on the CO2 PTES cycle include: (i) a
thermo-economic analysis by the same authors [56], (ii) an analysis that proposes employ-
ing an isothermal compression/expansion stage and a regenerative process instead of the
adiabatic compression/expansion stage, by Kim et al. [26] , (iii) an experimental study by
Tauveron et al. [57] and (iv) several other parametric and control studies [58–61].
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The NH3 implementation, proposed by Abarr et al. [28, 62], operates at higher temper-
atures and is designed to be able to function either independently or as a bottoming cycle
coupled to a gas peaker plant. The authors suggest employing blocks of concrete (with
an embedded heat exchanger) as thermal reservoir, and present experimental results of the
thermal stores that are used to validate the numerical method that they employ to study the
performance of the plant, which achieves stand-alone storage efficiencies between 51% and
66% under varying levels of power rate and utilisation of the stores.
1.4 Liquid air energy storage
1.4.1 Classification
Liquid air energy storage (LAES) is a technology highly related to PTES, in the sense that
it stores energy in the form of thermal exergy and that it is geographically unconstrained.
The main difference between the two is that, while in PTES the working fluid flows in a
closed circuit, in LAES the working fluid (air) is used both as a working fluid and as storage
medium. Despite this difference, some authors (such as Steinmann [24] and McTigue [34])
consider that LAES can be understood as a special form of PTES operating at cryogenic
temperatures. Other authors (such as Kantharaj et al. [63] and Budt et al. [18]), on the other
hand, point out that LAES is also very related to CAES, since the first stage of both systems
consists of the compression (to high pressures) of atmospheric air. In this sense, LAES may
also be understood as a variant of CAES where, after compression, the air is not stored right
away but cooled down and liquefied instead.
The following brief review on LAES is an adaptation of the review presented in [43],
which was written in collaboration with Xue and White.
1.4.2 Basic principle and review
Liquid air energy storage, as the name suggests, involves liquefying air so that it can be
stored at near-ambient pressure in insulated tanks. One possible implementation, shown in
Figure 1.9, resembles the Linde cycle with the addition of ‘cold recycling’, as described
below. During charge, air is first compressed (using off-peak electricity) in several inter-
cooled stages, meanwhile transferring heat to thermal energy stores (in this case, employ-
ing a thermal oil). The compressed air is further cooled via a cold store which has been
pre-charged during the discharge phase of the previous cycle. This is the ‘cold recycling’
process, which is essential for achieving acceptable round-trip efficiencies [64]. In the ex-
ample shown it is implemented via tanks of liquid methanol and propane, similarly to the
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scheme by Guizzi et al. [65], but other storage media are also possible. The final process
during charge is expansion of the cold compressed air back to ambient pressure through a
throttle or a cryo-expander. The resulting two-phase mixture is separated with the ‘flash
gas’ being recirculated (dashed line in the figure) whilst the liquid air is transferred to cryo-
genic tanks. During discharge the liquid air is pumped back up to high pressure, heated by
the cold store (thereby recharging it) and then further heated in the hot store. Finally it is
expanded through turbines (with intermediate reheat) to generate electricity.
The concept of LAES was first proposed by Smith in 1977 [66] but later developed by
both academic and industrial groups, the latter including Mitsubishi [67], Hitachi [68] and
Highview [64]. Early this century, an integrated LAES and gas turbine (GT) system was
proposed to reduce the GT compression work by compressing liquid rather than ambient
air. The liquid air in this case was obtained via the Linde process (exploiting off-peak
electricity), and the power output of the GT was more than doubled relative to that of a
conventional cycle [67, 68].
A key milestone for LAES was the completion and testing of a 350 kW / 2.5 MWh
demonstration plant by Highview, based on the Claude liquefaction cycle (charge) and the
Rankine cycle (discharge), as described by Morgan et al. [64]. During discharge, some of
the exergetic content of the liquid air is stored by cooling a quartz-based packed bed for
later use during the next charge. The measured round-trip efficiency was only 8% but it is
expected that larger-scale plants and process improvements will enable efficiencies above
50% to be attained [64, 69]. A more recent milestone was the launch in June 2018 of the
first grid-scale plant (a 5 MW / 15 MWh system located near Manchester, also developed
by Highview Power [70]), which will help to better assess the performance of large LAES
systems.
Ongoing research activity in LAES includes analyses of systems exploiting liquid stores
[65, 71], pinch point analysis, parametric studies, economic studies [72, 73] and integra-
tion with both nuclear and renewable generation [74, 75]. Additionally, a number of hybrid
cycles involving LAES have been proposed. A hybrid CAES / LAES cycle which com-
bines the low cost of LAES with the relatively high efficiency of CAES was introduced by
Kantharaj et al. [63, 76], aiming at maximising profits in energy markets where storage is
required at different time-scales. Furthermore, two different hybrid PTES / LAES cycles
(one described in a patent by Isentropic Ltd [77], and the other one presented in [43] by
Farres-Antunez et al.) have been proposed, aiming at improving energy density by making
the PTES system provide most of the cooling load required by the LAES plant, therefore
removing the need for cold storage tanks.
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(a) Plant layout during charge.
(b) Plant layout during discharge.
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(c) T-s diagram (shown during charge).
Figure 1.9: Plant layouts and T-s diagram of an illustrative LAES cycle, based on an adaptation
of the Linde cycle using cold recycling between discharge and charge, similarly to the scheme
presented by Guizzi et al. [65].
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1.5 Liquid materials for thermal energy storage
As mentioned above, the focus of this thesis is on PTES and LAES cycles that store thermal
exergy in the form of sensible heat. Sensible heat storage can be achieved with either solid
or liquid media. Solid stores will normally be in the form of packed beds with direct heat
transfer between the working fluid and the solid particles. For systems operating at high
pressures, however, the packed-bed containment vessel becomes very expensive. Alternat-
ives include the use of a heat exchanger embedded within a solid block [28] or a packed
bed with indirect heat transfer, employing a secondary heat exchange fluid [78]. For the
first of these, the heat exchanger size is linked to the energy (rather than power) capacity,
such that it is likely to be prohibitively expensive for systems with long discharge duration.
The second approach may well prove cost effective, but would introduce additional heat ex-
change and pressure losses. Liquid thermal storage can be realised with a simple two-tank
scheme (or even a single tank with a movable piston-like partition), providing efficient and
simple operation compared with the management of thermal fronts within packed beds. Li-
quid tanks are the current standard in most concentrated solar power (CSP) plants [79] and
this approach has been adopted here. The best option for thermal storage does, however,
require a full cost analysis, which has yet to be undertaken for the systems currently being
considered.
Table 1.1 presents a list of candidate liquids for thermal storage applications in the form
of sensible heat, collected from a range of sources. Thermophysical properties are presented
alongside with estimates of specific cost. The values of specific exergy have been computed
using:
∆e = h2−h1−T0(s2− s1)≃ cp [T2−T1−T0 ln(T2/T1)]
where the subscripts 1 and 2 refer to discharged and charged conditions respectively and the
right hand approximation is based on averaged isobaric heat capacities (used only whenever
h and s tables for a given fluid were not available). T0 is taken as 15◦C, whilst T1 and T2 are
set to the values of Tmin and Tmax specified in the table. Note that the following constraints
were applied: (i) for cold storage materials, Tmax ≤ T0, and (ii) for hot storage materials,
Tmin ≥ T0 and Tmax ≤ 600◦C (this upper limit corresponds to an approximate mechanical
limit applicable to the most common alloys employed to build tanks, heat exchangers and
pipes, as discussed in [44]). Cost data was gathered from various sources:
• The costs of oxygen and nitrogen were obtained from a British manufacturer. Their
values are found to be consistent with the cost of the electricity required for air lique-
faction: 0.20kWh/kg (minimum liquefaction work) and 0.20USD/kWh (estimated
electricity price) at 50% efficiency leads to 0.08USD/kg.
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• The market price of propane was obtained from the online platform Trading Econom-
ics for July 2018 [88]. However, it is important to note that the price of propane (like
most fossil fuels) is extremely volatile. According to the same source, it has reached a
maximum of 0.75USD/kg and a minimum of 0.15USD/kg within the last 10 years.
• The cost of water is as reported by a domestic water British provider [89].
• The cost of ‘solar salt’ has been derived from the CSP inventory costs presented by
Herrmann et al. [90]. The value is consistent with the cost reported by Vignarooban
et al. [85] and the cost of the constituent components of the salt (which is 60 wt.%
NaNO3 and 40 wt.% KNO3). Hitec XL, which is the commercial name of a ternary
mixture made of 7wt.% NaNO3, 45wt.% KNO3 and 48wt.% Ca(NO3)2 has been
assumed to be manufacturable at a similar price, considering the market price of the
constituent components.
• The cost of sodium and Na-K eutectic (which is 22 wt.% sodium and 78 wt.% po-
tassium) are from Vignarooban et al. [85]. However, while the reported cost of sodium
metal seems to agree with the lower end of the market price, the reported similar cost
for potassium metal could not be verified, since quotes from Chinese manufacturers
indicate a price about 10 times higher.
• The costs of all other storage materials (isopentane, n-pentane, ethanol, methanol,
ethylene glycol, sunflower oil and mineral-oil-based heat transfer fluid) were obtained
by requesting quotes (for bulk quantities) from international manufacturers, mostly
from China but also from South Africa (ethanol and methanol), Thailand (ethanol),
Turkey (methanol) and Ukraine (sunflower oil). Although in most cases several quotes
were obtained for each material, an exhaustive market analysis was not performed,
and therefore the cost values shown in the table should be taken with caution.
While examining Table 1.1, one may note the relatively high thermal exergy density of some
common liquid materials. Even water, which presents the lowest value in the table, is able
to store about 12kWh/m3 (exergy, not heat) when operating between ambient temperat-
ure and 100◦C. This is a remarkably high value compared to the energy density of any
pumped hydro facility (for instance, a height difference of 500m between the two reser-
voirs corresponds to about 1.4kWh/m3) and provides a very strong argument in favour of
thermo-mechanical energy storage.
The table represents a useful source of data that will be used along the following chapters
to select the most cost-effective liquid materials for different thermodynamic cycles. Note,
however, that higher risks and uncertainties will be linked with those materials that have
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not been used for similar applications yet. For instance, there is abundant experience using
water, ethylene glycol, mineral oil and molten salts as heat transfer fluids and/or for thermal
energy storage applications. On the other hand, there seems to be little experience using
vegetable oils for sensible heat storage, although the low cost and good thermal properties
of refined sunflower oil (and other vegetable oils) are very promising if their resistance to
thermal cycling and long-term degradation can be proven to be satisfactory. Experience
using liquid metals also seems to be more limited, and one must consider the potential
impact of corrosion on the heat exchangers, pipes and tanks. For the cold storage, the
list includes liquid oxygen and liquid nitrogen, which are very well known, together with
hydrocarbons and alcohols that present no major risks as long as they are kept below boiling
temperature and standard precautions are taken regarding their flammability.
1.6 Heat exchangers
1.6.1 Major heat exchanger types
The field of heat exchanger design is vast and complex. Heat exchangers (HEXs) have
been developed for several different industries and a wide range of applications. Different
HEXs can employ different kinds of fluids, under very different operating conditions and
be designed to achieve different thermo-hydraulic performances. The book by Shah and
Sekulic´, Fundamentals of Heat Exchanger Design [91], provides an in-depth presentation
of the major types of heat exchangers. The following brief descriptions (organised from
less to more compact designs) were synthesised and adapted from Shah and Sekulic´’s work,
except when indicated otherwise.
Double-Pipe This is probably the simplest type of heat exchanger. As shown in Fig. 1.10a,
it consists of two concentric pipes, within which the two fluids flow in either parallel
or counterflow directions. It is particularly suited to applications where one or both
fluids are at very high pressures and temperatures. It is also suited to applications
where there is high fouling or where the flows are slurries as it may be disassembled
for cleaning. The biggest limitation of this type of HEX is its low compactness,
making it inadequate for large-scale (and high-performance) applications.
Shell-and-Tube This is the most common heat exchanger in the process and petrochemical
industries, because of its capacity to handle a wide range of operating conditions
and the high maturity of the technology. Similarly to the double-pipe exchanger, it
can withstand very high pressures (generally limited to 300bar at the shell side and
22 Introduction
(a) Double-pipe heat exchanger.
(b) Shell-and-tube heat exchanger. (c) Generic heat exchanger
core based on parallel plates.
Figure 1.10: Layouts of three common heat exchanger types. The tubes in (a) and (b) can be
plain or incorporate fins. Similarly, the parallel plates in (c) could be flat or contain channels (or
fins) with a vast number of possible geometries. Additionally, the heat exchanger in (c) could
belong to different families (plate-and-frame, plate-fin, printed-circuit, or other micro-channel
HEXs) depending on the construction features.
1400bar at the tube side) and very high temperatures, depending on the materials
employed. It consists of a bundle of tubes contained within an external shell, as
shown in Fig. 1.10b, with the highest-pressure fluid normally flowing inside the tubes.
It has a higher surface-to-volume ratio than the double-pipe exchanger but it still is
large and heavy compared to other designs. It may operate in parallel-flow, counter-
flow, cross-flow and cross-counter-flow configurations. However, a configuration that
approaches a pure counter-flow design may be hard to achieve because of the cross-
flow regions that occur close to the entrance and exit of the shell-side stream. While
smaller hydraulic diameters provide higher heat transfer coefficients and permit more
compact exchangers, tubes with larger hydraulic diameters are more robust, and the
most common tube sizes have an external diameter of at least 15mm (corresponding
to a surface-to-volume ratio of less than 250m2/m3 for plain tubes).
Plate-and-frame These consist of a stack of rectangular plates (as in Fig. 1.10c) held
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together by an external frame. Each plate is stamped with a wavy surface which
creates narrow, interrupted and tortuous flow passages, promoting turbulence and sig-
nificantly increasing the heat transfer rate. This allows a plate-and-frame HEX to be
compact, and weigh as little as one-sixth of an equivalent shell-and-tube design. If the
plates are sealed with gaskets then the unit can be easily dismounted, facilitating in-
spection and cleaning. Although the maximum operating temperatures and pressures
of gasketed exchangers are relatively low and do not generally exceed 250◦C and
30bar, more challenging operating conditions can be met by substituting the gaskets
for welded or brazed plates.
Plate-fin These are similar to the plate-and-frame HEXs but containing vertical fins between
the plates instead of corrugated patterns on the plate surfaces. The fins provide robust-
ness and, more importantly, form a collection of very small passages which can bring
the surface-to-volume ratio up to about 1500m2/m3, depending on the design.
Printed-circuit and micro-channel Originally developed by Heatric Ltd. in the 1980s, the
printed-circuit exchanger consists of a stack of diffusion-bonded flat plates on which
narrow channels are created by chemical etching. The diffusion-bonding process
provides an interface-free joint between the plates, base material strength and high
pressure containment capability [92]. It can also withstand high temperatures and
be made with materials with good corrosion resistance. The channel depth normally
ranges from 0.1mm to 2mm, although hydraulic diameters as small as 40µm have
been reported [93], allowing high-effectiveness units to be built at a small fraction
of the weight and size of an equivalent shell-and-tube unit. While the channel shape
of printed-circuit HEXs tends to be semi-circular, the processes of photo-etching and
diffusion bonding have also been used to manufacture long rectangular channels for
micro-parallel-plate exchangers [94]. A number of other manufacturing techniques,
such as LIGA (German acronym for lithography, moulding and electroplating), stere-
olithography, and micro-machining can also be employed to construct highly-compact
exchangers with channel sizes of 0.1mm and below [95]. Additionally, additive man-
ufacturing technology is also being proposed to build heat exchangers of complex
geometries and very small channel sizes [96].
1.6.2 Flow arrangement
Depending on the geometrical configuration of the heat exchanger channels and on the inlet
and outlet positions of each stream, one may encounter three basic kinds of flow arrange-
ments: parallel flow (i.e. both flows in the same direction), counter flow (flows in opposite
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(a) (b)
Figure 1.11: Two possible port configurations for parallel plate exchangers. (a) Two adja-
cent plates of a typical plate-stack for printed circuit heat exchangers, with counter-flow core
but cross-flow arrangement at the inlet and outlet regions. (b) One single plate employing the
‘platelet’ design, in which the cross-flow region at the inlet and outlet ports is minimised.
directions) and cross flow (flows orthogonal to each other). More complex flow arrange-
ments are also possible, but they essentially consist of a combination of the more basic
arrangements and present intermediate characteristics. The flow arrangement is important
because it has an effect on the performance of the heat exchanger.
As shown in standard heat transfer textbooks (see e.g. Incropera et al. [97]), the counter-
flow arrangement is thermodynamically superior because it allows to achieve the highest
effectiveness for a given mass flow rate and heat transfer area. On the other hand, a heat
exchanger which operates purely in the counter-flow regime is difficult to construct, because
a cross-flow region normally occurs when the heat exchanger ports distribute the flow from
the source pipe into the channels of the heat exchanger core. For example, Figure 1.11a
shows two adjacent plates of a typical printed-circuit HEX. While one stream may have
ports aligned with the flow, the ports that collect and distribute the other fluid must be placed
orthogonally to the main direction of the flow, creating a cross-flow region. Nevertheless,
smart port configurations, such as those employed in the platelet design of Fig. 1.11b have
been developed which greatly minimise the extent of the cross-flow region and approximate
a pure counter-flow arrangement [98].
Apart from the flow configuration, one must consider whether the heat exchanger has
balanced or imbalanced flows. It is said that the flows are balanced when the two streams
have the same heat capacity rate, i.e. (m˙cp)1 = (m˙cp)2, while the flows are imbalanced if
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(b) Imbalanced HEX, (m˙cp)1 = 2(m˙cp)2
Figure 1.12: Temperature distributions in a balanced HEX (a) and an imbalanced HEX (b). The
heat exchanger effectiveness is 95% in both cases. The distribution in (b) minimises irreversible
heat transfer and maximises exergy transfer.
the heat capacity rate of one stream is higher than the other. Balanced flows are necessary
to minimise temperature differences (see Fig. 1.12) and maximise exergy transfer [99]. On
the other hand, in applications where the goal is only to heat up or cool down one of the
two fluids, and exergy considerations are not important, imbalanced configurations allow to
reach a certain thermal duty with a much lower heat transfer area [97].
In the thermodynamic cycles studied here there are three different types of heat ex-
changers: gas-gas exchangers acting as regenerators, gas-liquid exchangers that transfer
thermal exergy between the working fluid and the storage medium, and ‘external’ heat ex-
changers that reject heat from the working fluid to the environment. For the first two types
of exchanger, minimising irreversibility is extremely important and a high-performance and
balanced counter-flow design must be employed. On the other hand, the exchangers for heat
rejection only have the purpose to bring the working fluid in thermal equilibrium with the
environment, and in that case the most cost-effective solution is to employ an imbalanced
configuration with a much higher mass flow rate for the external cooling fluid than for the
working fluid, such that a small heat transfer area results in high effectiveness (independ-
ently on the flow arrangement).
1.7 Aims and scope of this work
This thesis has two different aims that go hand in hand. The first and foremost is to gain an
understanding on the fundamental trends controlling the performance of PTES and LAES,
and to analyse, model, develop and optimise new cycle configurations in an attempt to find
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those that have a higher efficiency or are more cost-effective, thereby instructing future
research in the field. The second is to gain an understanding of the fundamental thermody-
namic aspects of heat exchanger design, and to develop an optimisation procedure to obtain
preliminary designs that maximise exergy transfer and minimise the amount of material
needed. This is important because, as will become apparent later on, the performance of
heat exchangers can have a large impact on the overall performance of PTES and LAES
cycles, and high-performance heat exchangers tend to be large and expensive.
The focus of this thesis is thermodynamics, but, since economics plays such a significant
role in the success of storage technologies, some time is spent estimating the costs of energy
capacity and power capacity of the different cycles using simplified tools.
Apart from the introduction (the current chapter, number 1), the thesis has four ‘work
chapters’ and the conclusions. In chapter 2 a Joule-Brayton PTES cycle using liquid stor-
age media and regeneration is analysed in detail, following a research path that had been
proposed in the author’s first year report, Modelling of Thermal Energy Storage for Bulk
Electricity Storage [38]. In chapter 3, several configurations of a new combined cycle that
integrates Joule-Brayton PTES with Linde-based LAES are studied and optimised, with the
aim of improving performance and energy density. The chapter is an extended version of
the research presented in [43]. Following this, chapter 4 deals with the thermodynamic op-
timisation of heat exchangers, while in chapter 5 the estimated costs of the most promising
cycle configurations are derived. Finally, chapter 6 briefly summarises the main conclusions
from this work and suggests a few guidelines for future research.
Chapter 2
Developments of pumped thermal energy
storage
2.1 Introduction
As discussed in chapter 1, a number of PTES systems have been proposed so far, based on
different thermodynamic cycles. Unlike most of its competitors, the Joule-Brayton imple-
mentation has the advantage of relying only on sensible heat storage and employing working
fluids that present low variation in specific heat capacity. This allows the thermal energy to
be transferred efficiently and the energy and power capacity of the storage system to be
independent (which is not normally true for latent heat storage).
While most of the research in Joule-Brayton PTES has focused on schemes using packed
beds as thermal reservoirs, this chapter studies an implementation that employs liquid stor-
age media. The layout of the baseline configuration of the cycle is presented in Figure 2.1a,
and the corresponding T-s diagram (assuming real compression/expansion machines but
ideal heat transfer processes) is shown in Fig. 2.1b. More advanced configurations includ-
ing regeneration will be presented in section 2.4. Substituting packed beds for liquid storage
media has the disadvantage that liquid materials normally tend to have a more limited op-
erating temperature range (and be more expensive) than solid materials. Additionally, heat
exchangers are required in order to transfer the thermal energy between the working fluid
and the storage media. However, the scheme also presents significant advantages. First,
the pressure of the tanks is not bound to the pressure of the working fluid. This allows to
use relatively cheap unpressurised tanks1, while the working fluid (which always remains
in the gas phase) can be pressurised, meaning more compact compression and expansion
1Pressurised tanks are costly because the amount of metal required increases linearly with pressure [32].
This is an important economic consideration for PTES systems employing packed bed reservoirs.
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(a) Plant layout (charge).
Ambient temperature 1'
13
4'4
3'
2'2
Heat rejection
through HEX B
Heat rejection
through HEX A
(b) T-s diagram.
Figure 2.1: Plant layout and T-s diagram of a Joule-Brayton-based PTES cycle employing liquid
storage media. In (a), arrows indicate the direction of the working fluid during charge. In (b),
cycle direction is 1-2-3-4-1 during charge and (1’-4’-3’-2’-1’) during discharge.
machines and also lower pressure losses throughout the cycle. Second, the storage media
remain at a single temperature in each tank (as opposed to the thermal front that is created
in packed beds), which decreases self-discharge losses and simplifies operation.
Note that the T-s diagram in Fig. 2.1b shows a situation where T1 = T0 and T3 = T0, but
situations with T1 > T0 and T3 < T0 are also possible. The two external heat exchangers (re-
ferred to as ‘A’ and ‘B’) are used to reject heat to the environment (mostly during discharge),
but, depending on the configuration, only one of them may be used.
This chapter presents analytical and numerical studies of the proposed cycle. Ultimately,
cycle performance is determined by the complex interaction between loss parameters, oper-
ating conditions and variable thermophysical properties. Therefore, numerical methods are
required to obtain accurate predictions, but simplified analytical methods are still useful to
identify the underlying trends. In section 2.2, the impact that the different components have
on the cycle’s efficiency is investigated analytically. It will be shown that operating condi-
tions have a significant effect on the different losses and on the energy and power densities,
which are examined in section 2.3. Section 2.4 explores the compatibility between the cycle
operating conditions and the temperature ranges at which several liquid storage media can
be operated, and proposes a number of configurations that satisfy material requirements.
Finally, section 2.5 describes a numerical model which was developed to study the perform-
ance of the different cycle configurations, and section 2.6 presents the results of the model.
The algebraic results presented in section 2.2 were checked against the numerical method
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described in section 2.5 and yield the same results when employing the same assumptions.
2.2 Impact of component performance on round-trip effi-
ciency
2.2.1 Compressors and expanders
As seen in chapter 1, the Joule-Brayton implementation of the PTES concept has a partic-
ularly poor work ratio, which makes the efficiency of the cycle very susceptible to losses
in the compression and expansion machines. It is therefore important to understand how to
minimise these losses. In this section, the impact of compression and expansion losses will
be studied by assuming that the other components (the heat transfer components) are ideal.
Because of this assumption, the analysis is relevant to any Joule-Brayton PTES, independ-
ently on whether it operates with solid or liquid storage media.
The analysis presented here (i.e. section 2.2.1) follows those by Desrues et al. [29] and
White et al. [25] but has been extended to find how efficiency varies with the discharge
temperature ratio, find its optimal value, and see how the (maximised) efficiency behaves
under certain constraints, such as fixed top temperature but varying charge temperature ratio,
or fixed charge temperature ratio but varying bottom temperature.
In order to ensure a valid comparison when studying the effect of different pressure
ratios on the overall performance, compressors and expanders are characterised using a
polytropic (rather than isentropic) efficiency [100]. This is defined in the usual fashion as
an infinitesimal stage efficiency. Thus, for a compressor ‘c’ and an expander ‘e’ :
ηc ≡ δwc, revδwc =
vdp
dh
ηe ≡ δweδwe, rev =
dh
vdp
(2.1)
Relationships between inlet and outlet conditions are then obtained by integrating the pre-
vious equations at constant polytropic efficiency. In the following, the working fluid (a
diatomic or monatomic gas such as air or argon) is treated as a perfect gas, i.e. an ideal gas
with constant specific heat capacity, in which case dh = cpdT . Furthermore, the compres-
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sion/expansion process is assumed to be adiabatic. This leads to [101]:
τc = β
φc
c
τe = β
φe
e
(2.2)
with
φc ≡ γ−1ηcγ
φe ≡ ηe(γ−1)γ
(2.3)
where β is the pressure ratio of the compression/expansion, τ is the corresponding temper-
ature ratio, and γ ≡ cp/cv is the ratio of specific heats. An upper-limit of the round-trip
efficiency can be obtained by assuming that there are no storage losses (i.e. the tanks are
perfectly insulated), and that all the thermal energy stored during charge can be depleted
during discharge (converting part of it into useful work, and rejecting another part to the en-
vironment). The round-trip efficiency can then be expressed as the ratio between net specific
works during discharge and charge [25]:
χ =
wnet,dis
wnet,ch
=
(T2′−T1′)− (T3′−T4′)
(T2−T1)− (T3−T4) (2.4)
where the temperature points are taken with reference to Figure 2.1b and the primes (′)
indicate conditions during discharge. Note that, typically, T1 ≥ T3 (for performance reasons
that will become obvious later), and either T1 ≃ T0 or T3 ≃ T0 (or both), in order to be able
to reject heat more efficiently (close to ambient temperature). During charge, τ is defined
as the compressor temperature ratio τ ≡ τc = T2/T1, while the expander temperature ratio
is τe = T3/T4. During discharge, τ ′ ≡ τ ′e = T2′/T1′ and τ ′c = T3′/T4′ . Neglecting pressure
losses, the pressure ratios of expander and the compressor have to be the same in each case:
βe = βc and β ′e = β ′c. Thus, according to (2.2):
τe = τ
φe/φc
c = τη
2
τ ′c = τ ′
φc/φe
c = τ ′1/η
2
(2.5)
where, for simplicity, it has been assumed that compressors and expanders have the same
polytropic efficiency, ηe = ηc ≡ η . Substituting into Eq. (2.4),
χ =
T1′ (τ ′−1)−T3′
(
1− τ ′−1/η2
)
T1 (τ−1)−T3
(
1− τ−η2) (2.6)
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(a) Heat rejection through HEX A.
1
4'4
1'
2'2
3'3
Ambient temperature
Heat rejection
through HEX B
(b) Heat rejection through HEX B.
Figure 2.2: (a): T-s diagram for τ ′ = τ ′max, with all heat rejection through the external heat
exchanger A. (b): T-s diagram for τ ′ = τ ′min, with all heat rejection through the external heat
exchanger B. The optimal value of τ ′ lies somewhere in between.
Furthermore, if the heat exchanger processes are ideal, then T2′ = T2 and T4′ = T4, which
means that T1′/T1 = τ/τ ′ and T3′/T1 = θτ ′
1/η2τ−η2 , where θ ≡ T3/T1. Substituting and
rearranging,
χ = 1−
τ/τ ′−1−θ
(
1− τ ′1/η2/τη2
)
(τ−1)−θ (1−1/τη2) (2.7)
Equation (2.7) is a more general version of two similar equations found in the works
of Desrues et al. [29] and White et al. [25] (where a certain relationship between τ and
τ ′ has already been specified). The equation shows that χ depends on η and on three
operating parameters, the charge temperature ratio (τ), the ratio between T3 and T1 (θ ), and
the discharge temperature ratio (τ ′). While τ and θ define the shape of the cycle during
charge, τ ′ defines where heat is to be rejected during discharge. Heat may be rejected either
through the external heat exchanger A, through the external heat exchanger B, or through
both. If all the heat is to be rejected through A (see Fig. 2.2a), then T1′ = T1 and
τ ′ = τ ′max = τ (2.8)
which, after substitution in Eq. (2.7), leads to the result presented in [29]. On the other
hand, if all the heat is to be rejected through B (Fig. 2.2b), then T3′ = T3 or, equivalently,
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Figure 2.3: Plot of the round-trip efficiency, χ , as a function of the discharge temperature ratio,
τ ′, for fixed values of η and τ and three values of θ .
τ ′c = τe. From Eq. (2.5), this implies
τ ′ = τ ′min = τ
η4 (2.9)
which, after substitution in Eq. (2.7), leads to the result presented in [25]. It can be shown
that all practicable stand-alone systems require τ ′min ≤ τ ′ ≤ τ ′max. The optimal value of τ ′,
however, lies somewhere in between τ ′min and τ
′
max, and can be found by differentiating Eq.
(2.7), i.e.
∂χ
∂τ ′
= 0 ⇒ τ ′opt =
(
η2
θ
) η2
1+η2
τη
2
(2.10)
Figure 2.3 shows how χ varies with τ ′ within τ ′min ≤ τ ′≤ τ ′max and indicates the optimal
points. The impact of being far from τ ′opt is significant. Also, χ rapidly increases as θ
decreases (i.e. as T1 increases). This can be understood by noticing that, for the ideal cycle,
the work ratio is proportional to τ and inversely proportional to θ :
WR, rev =
(
wc
we
)
ch,rev
=
(
T2−T1
T3−T4
)
rev
=
T1
T4
=
τ
θ
(2.11)
From Fig. 2.3, one may also note that τ ′opt moves from nearby τ ′min to nearby τ ′max as θ
decreases. This has to do with the fact that there is an exergy loss associated with reject-
ing heat at temperatures above T0, and it is more efficient to reject heat through the heat
exchanger A (rather than B) when T1 > T3 (assuming T3 ≥ T0).
From Eq. 2.7, it is found that the efficiency improves when τ increases and when θ de-
creases. However, both things have the effect of increasing T2, which is the top temperature
of the cycle. In practice, T2 will be limited by material constraints. For instance, pressurised
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steel components (such as heat exchangers) are generally limited to temperatures around
600◦C [44], although much higher temperatures may be achieved with ceramic devices.
A limit also applies to compressors, which have not yet been developed to operate at the
same temperature regimes that turbines normally operate. Nevertheless, it is estimated that,
employing Nickel-based alloys, compressors could be developed to operate with outlet tem-
peratures up to 800◦C and above without the need for blade-cooling [102]. Because of these
limits, it is interesting to rewrite χ as a function of T2 and T3 instead of θ :
χ = 1−
T2 (1/τ ′−1/τ)−T3
(
1− τ ′1/η2/τη2
)
T2 (1−1/τ)−T3
(
1−1/τη2) (2.12)
Using this equation, χ has been plotted in Fig. 2.4a as a function of τ for different values
of T2, while setting T3 = T0 and using the optimal values of τ ′ given by Eq. (2.10) (but
imposing τ ′ ≤ τ ′max ). Interestingly, when T2 and T3 are fixed, χ decreases with τ . Again,
this may be explained from Eq. (2.11), which can be rewritten to read: WR, rev = T2/
(
T3τ2
)
.
However, this decrease is limited. When τ is small, T1 is high (close to T2) and all the heat
must be rejected through the heat exchanger A. However, as τ approaches its maximum
value (i.e. when T1 → T0), heat can be rejected both through HEX A and HEX B, which
lowers the average rejection temperature and reduces the associated exergetic loss, creating
a plateau where χ is almost independent of τ .
Another scenario worth considering is that in which T1 and T2 (and therefore τ) are fixed
but T3 is allowed to fall to temperatures below T0. In this case, the work ratio increases as T3
decreases, but τ ′ has to be kept equal to τ ′min because no heat rejection may occur through
HEX A. A plot of χ as a function of T3 is shown in Fig. 2.4c, from which the benefits of
reducing T3 (particularly for low T2) are evident, and a T-s diagram of a cycle operating
with T3 < T0 is displayed in Fig. 2.4d for reference. Interestingly, this strategy allows high
values of τ to be maintained, which, as will be shown later, has a positive effect on the
energy density.
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(a) Efficiency as a function of τ .
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Figure 2.4: (a) and (b): cycle with T1 > T0 and τ ′ = τ ′opt. (c) and (d): cycle with T3 < T0 and
τ ′ = τ ′min.
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2.2.2 Heat exchangers
Heat exchangers are traditionally described with an effectiveness that characterises thermal
performance and a pressure loss factor that characterises hydraulic performance. In this sec-
tion, the impact of these parameters on the cycle efficiency are studied separately, assuming
ideal compression and expansion machines. An in-depth analysis on the different sources
of loss in heat exchangers, and on the minimisation of entropy generation for a given cost,
is presented in chapter 4.
2.2.2.1 Thermal performance
The heat exchanger effectiveness is commonly defined as [97, 103]:
ε ≡ Q˙
Q˙max
=
(m˙cp)H
(
TH,in−TH,out
)
(m˙cp)min
(
TH,in−TC,in
) = (m˙cp)C (TC,out−TC,in)
(m˙cp)min
(
TH,in−TC,in
) (2.13)
where the right-hand-side equalities are only valid if cp is constant for both fluids. In or-
der to minimise irreversible heat transfer, heat exchangers in PTES systems must be of
the counter-flow type and are operated with balanced heat capacity ratios, i.e. (m˙cp)min =
(m˙cp)H = (m˙cp)C, which means that (unless cp variation is significant) the stream-to-stream
temperature difference is the same everywhere along the device. Thus, ∆T = TH,out−TC,in =
TH,in−TC,out , and
∆T = (1/ε−1)(TH,in−TH,out) (2.14)
In a PTES cycle, each heat exchanger operates twice. First during charge, when the
working fluid transmits thermal energy to the storage media. Second during discharge,
when the thermal energy is returned by the storage media to the working fluid. As illus-
trated in Figure 2.5a, this implies that, at each heat exchanger, a temperature difference
equal to 2∆T occurs between the inlet temperature of the working fluid during charge and
its outlet temperature during discharge. As shown in Figure 2.5b, this reduces the value of
T2′ and increases the value of T4′ , which limits the discharge temperature ratio and reduces
the opportunity to extract mechanical work during discharge. The new values of these tem-
peratures are,
T2′ = T2−2∆T = T2−2(1/ε−1)(T2−T3) (2.15)
and
T4′ = T4+2∆T = T4+2(1/ε−1)(T1−T4) (2.16)
Substituting Eqs. (2.15) and (2.16) into Eq. (2.4), and rearranging, the round-trip effi-
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(a) Temperature distribution in HEX.
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(b) T-s diagram.
Figure 2.5: Effect of non-ideal heat transfer on (a) Temperature distribution inside the HEX,
during charge and discharge, and (b) T-s diagram of the PTES cycle (assuming ideal compres-
sion and expansion machines).
ciency becomes,
χ =
[(1−ψ)/τ ′− (θ/τ+ψ)] (τ ′−1)
(1−θ/τ)(1−1/τ) (2.17)
ψ ≡ 2(1/ε−1)(1−θ/τ) (2.18)
where τ = T2/T1 = T3/T4 and τ ′= T2′/T1′ = T3′/T4′ (because the compression and expansion
processes are assumed to be ideal). The optimal discharge temperature ratio is found by
differentiation:
∂χ
∂τ ′
= 0 ⇒ τ ′opt = τ
(
1−ψ
θ +ψτ
)1/2
(2.19)
As in the previous section, maximum and minimum values of τ ′ can be defined according
to the conditions in which all heat is rejected through one of the external heat exchangers.
If all heat is rejected through HEX A,
τ ′ = τ ′max =
T2′
T1+2∆T
=
τ (1−ψ)
(1+ψ)
(2.20)
while, if all heat is rejected through HEX B,
τ ′ = τ ′min =
T3−2∆T
T4′
=
τ (θ −ψτ)
(θ +ψτ)
(2.21)
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(a) Efficiency as a function τ . (b) Efficiency as a function of T3.
Figure 2.6: (a) Efficiency as a function of the charge temperature ratio τ , with τ ′ = τ ′opt. (b)
Efficiency as a function of T3, with τ ′ = τ ′min. Both graphs present curves corresponding to
different values of the top temperature T2 and effectiveness ε .
The impact of irreversible heat transfer on the round-trip efficiency will depend on the
configuration of the cycle. If the configuration is similar to the one in Fig. 2.5b, where T3
remains close to T0 and heat may be rejected through both of the external heat exchangers,
the cycle can be operated at τ ′ = τ ′opt, and the effect of τ on χ is as shown in Fig. 2.6a.
Remarkably, the efficiency decreases when τ decreases, which is opposed to the effect of
compression/expansion losses that was seen in Fig. 2.4a. This happens because as τ de-
creases the net work decreases, but the heat transfer rate does not.
If, on the other hand, τ is fixed but T3 is allowed to fall below T0, τ ′ must be operated
at τ ′min because no heat rejection can occur through HEX A. As shown in Fig. 2.6b, χ
decreases as T3 decreases, which is, again, opposed to the effect of compression/expansion
losses. Furthermore, the loss is quite dramatic unless very high values of ε are specified.
This is found to be a consequence of the ratio τ ′min/τ rapidly decreasing as T3 decreases,
which significantly reduces the opportunity of work recovery during discharge.
It should be expected that this trade-off between compression/expansion losses and heat
exchanger losses leads to optimal points, as will be shown numerically in section 2.6.
2.2.2.2 Pressure losses
The pressure loss that the working fluid undergoes between inlet and outlet of a HEX is
normally expressed as a fraction of the inlet pressure,
fp ≡ ∆pp (2.22)
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Considering the charge cycle, the following relationships apply regarding the pressure levels
at the different points of the cycle: p2 = βc p1, p3 = p2 (1− fp), p4 = p3/βe and p1 =
p4 (1− fp). Therefore,
βe = (1− fp)2βc (2.23)
which means that the expander work is reduced relative to the compressor work, diminishing
the amount of work that is recovered. Using (2.2) with η = 1 (i.e. φc = φe ≡ φ ),
τe = (1− fp)2φ τ (2.24)
Similarly, for the case of the discharge cycle,
τ ′c = (1− fp)−2φ τ ′ (2.25)
Employing these expressions in Eq. (2.4) and imposing that T2′ = T2 and T4′ = T4 (i.e.
assuming that pressure losses are the only source of loss) leads to:
χ =
T2 (1−1/τ ′)−T3
(
(1− fp)−2φ τ ′−1
)
/
[
(1− fp)2φ τ
]
T2 (1− 1/τ)−T3
(
1−1/
[
(1− fp)2φ τ
]) (2.26)
where the optimal, maximum and minimum values of τ ′ are found as in the previous sec-
tions:
∂χ
∂τ ′
= 0 ⇒ τ ′opt =
(1− fp)2φ τ
θ 1/2
(2.27)
τ ′max = τ (2.28)
τ ′min = (1− fp)4φ τ (2.29)
The two graphs in Fig. 2.7 show the impact of fp on the round-trip efficiency. If T2 and T3
are fixed (Fig. 2.7a, with τ ′ = τ ′opt), χ decreases as τ decreases. This occurs, again, because
the net work rapidly decreases when τ→ 1. If, on the other hand, T2 and T1 are fixed but T3
is allowed to fall below ambient temperature (Fig. 2.7b, with τ ′ = τ ′min), χ presents a slight
increase when T3 decreases. This occurs because the net work increases as T3 decreases,
and the ratio τ ′min/τ is in this case independent of T3. In both cases, however, the impact of
fp on χ is small compared to the more dramatic impacts of η and ε , especially if fp can be
kept to values below 1%.
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(a) Efficiency as a function τ . (b) Efficiency as a function of T3.
Figure 2.7: (a) Efficiency as a function of the charge temperature ratio τ , with τ ′ = τ ′opt. (b)
Efficiency as a function of T3, with τ ′ = τ ′min. Both graphs present curves corresponding to
different values of the top temperature T2 and pressure loss fp.
2.3 Energy and power densities
As discussed in chapter 1, the energy density and the power density are two parameters
often used to compare different storage technologies. A high energy density is desirable
to reduce the footprint and the cost associated with the storage media, while a high power
density is associated with more compact (and generally cheaper) conversion devices.
The analysis in this section follows the one in [25], but generalises the expression of
energy density to cases where the hot and the cold storage materials are not the same, and
shows how to maximise the power density when the top pressure and the top temperature
are limited.
In the case of the (ideal) PTES cycle, the energy density is
ρE =
W˙net
V˙hm+V˙cm
=
(m˙cp)g (T2−T1)− (m˙cp)g (T3−T4)(
m˙
ρ
)
hm
+
(
m˙
ρ
)
cm
(2.30)
where the subscripts ‘hm’, ‘cm’ and ‘g’ refer to the hot storage material, the cold storage
material and the gas (working fluid), respectively. Noting that (m˙cp)g = (m˙cp)hm = (m˙cp)cm
and rearranging,
ρE =
(T2−T3)(1−1/τ)(
1
ρcp
)
hm
+
(
1
ρcp
)
cm
(2.31)
i.e., the energy density increases with the ρcp factors of the storage media and is pro-
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(a) Varying τ . (b) Varying T3.
Figure 2.8: Temperature function in Eq. (2.31), which is proportional to the energy density.
portional to the temperature function (T2−T3)(1−1/τ). This function has been plotted
in Figs. 2.8a and 2.8b, from where the benefits of having a high τ and a small T3 (for
a given maximum T2) are evident. The exact value of ρE depends on the combination
of materials selected for the hot store and the cold store. Nevertheless, a crude estimate
may be obtained, for instance, by assuming that ρcp ≃ 2MJ/
(
m3K
)
(which is a rough
approximation for several liquids, including oils and alcohols). If one also assumes that
(T2−T3)(1−1/τ) ≃ 300K, then Eq. (2.31) leads to ρE ≃ 80kWh/m3. Actual values,
however, will normally be lower than this, as the temperature ranges must be reduced to fit
within the limits of the liquid materials or additional materials have to be used in series (see
the following section, 2.4, for a discussion on this). Furthermore, Eq. (2.31) corresponds
to the ideal cycle, but in practice ρE is reduced by the efficiency of the cycle (because the
recoverable energy during discharge is the one that really matters).
The power density is, again for the ideal cycle,
ρP =
W˙net
V˙max
= ρ1cp,g (T2−T3)(1−1/τ) (2.32)
where ρ1 indicates the density at point 1, the point with lowest density in the cycle. The
previous equation was shown by White et al. in [25] expressed in terms of the pressure at
point 1. Nevertheless, since the system is likely to be limited by material requirements at
point 2 (where the maximum temperature and pressure occur), it is interesting to rewrite the
expression in terms of p2 and T2. Using the ideal gas law and Eq. (2.3),
ρP =
γ
γ−1 p2 (1−T3/T2)(1−1/τ)/τ
1
γ−1 (2.33)
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(a) Varying τ . (b) Varying T3.
Figure 2.9: Power density according to Eq. (2.33), assuming p2 = 100bar.
It is now possible to find the optimal τ for which ρP is maximised, which happens to have a
remarkably simple expression and depend only on the ratio of heat capacities of the gas,
∂ρP
∂τ
= 0 ⇒ τopt = γ (2.34)
Thus, the maximum power density is
ρP,max =
p2 (1−T3/T2)
γ
1
γ−1
(2.35)
where γ
1
γ−1 ≃ 2.15 for monatomic gases and γ 1γ−1 ≃ 2.32 for diatomic gases. Equation
(2.33) was plotted in Fig. 2.9a as a function of τ , assuming a maximum allowable pressure
p2 = 100bar. The plot shows only a small difference between the two kinds of gas at the
optimal point, but a significant advantage in employing monatomic gases when operating
at larger values of τ . This is because, as τ increases, p1 and ρ1 decrease much faster for a
diatomic gas than they do for a monatomic gas. Apart from varying τ , it is also possible
to increase ρP by decreasing T3, as shown in Fig. 2.9b. Nevertheless, independently of the
specific operating conditions, assuming a value of around 2.5MW/
(
m3/s
)
means that the
power density can easily be 10 times larger than values for unpressurised systems employing
packed beds, which have an estimated ρP = 240kW/
(
m3/s
)
[25]. Even if lower maximum
values of p2 are assumed, this is expected to be a critical factor in reducing the cost per unit
power of the turbomachines [44].
Accurate predictions of energy and power densities require knowledge of the liquid
media employed and the operating conditions of the system, as will be shown.
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(a) Two storage liquids in series. (b) Regenerated system.
Figure 2.10: Adaptations of the PTES plant layout to match the temperature ranges of liquid
storage media.
2.4 Compatibility with liquid storage media
As mentioned in chapter 1, liquid materials tend to have more limited operating temperature
ranges than solid storage materials. From Table 1.1, only the eutectic sodium-potassium
mixture is able to span the full temperature range required for the hot store (which typically
covers from ambient to > 500◦C), but its relatively high cost and low heat capacity imply
a high cost per unit of exergy stored. Furthermore, there seems to be little experience on
using this material for thermal energy storage applications and no corrosion data available
in the literature [85].
The easiest solution to this problem is to use two or more materials in series, as depicted
in Fig. 2.10a. For example, a molten salt may be used in combination with thermal oil or
ethylene glycol. In the case of using ‘solar salt’, thermal oil would be preferred because
the boiling point of ethylene glycol (around 200◦C) is below the freezing point of solar
salt (around 220◦C). Alternatively, ethylene glycol could be stored in a pressurised tank
(at around 3bar) at higher temperature or a molten salt formulation with a lower freezing
point could be employed. Nevertheless, pressurised tanks imply a higher cost, and molten
salt formulations with lower freezing points also tend to have lower maximum temperatures
before decomposition initiates. For the cold store, a number of alcohols and hydrocarbons
may be employed. A T-s diagram of a PTES charge cycle employing solar salt and thermal
oil in series for the hot store, and isopentane (which matches well the required temperature
range) for the cold store, is shown in Fig. 2.11a. This implementation will be referred to as
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(a) Cycle with two hot store in series, ‘no-
regen.’.
(b) Cycle with above-ambient regeneration,
‘high-regen.’.
(c) Cycle with sub-ambient regeneration, ‘low-
regen.’.
(d) Cycle with sub-ambient regeneration and
two expansion processes ‘low-regen.(2)’.
Figure 2.11: T-s diagrams of several adaptations of the PTES cycle designed to match the
temperature ranges of suitable liquid storage media. The diagrams are shown during charge.
the ‘no-regen.’ implementation, for reasons that will immediately become obvious.
A second solution consists of employing a regenerated cycle, as shown in the layout of
Fig. 2.10b. The regenerator creates a temperature gap between the hot stores and the cold
store, which permits a more flexible selection of the temperature ranges and improves the
work ratio. Regeneration may take place either above or below ambient temperature (but
regeneration both above and below ambient is not recommended because it prevents heat
rejection at temperatures close to ambient). A cycle with above-ambient regeneration will
be referred to as ‘high-regen.’, while a cycle with below-ambient regeneration will be re-
ferred to as ‘low-regen.’. However, note that ‘high’ or ‘low’ indicates whether regeneration
happens at a high or low temperature and not ‘how much’ regeneration takes place.
A T-s diagram of a ‘high-regen.’ cycle is shown in Fig. 2.11b. Assuming that T2 is
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fixed at around 850K (an approximate limit for the most common molten salt formulations
and stainless steels) and that T3 is fixed at ambient temperature, regeneration has the effect
of reducing τ , which, as discussed before, reduces the impact of compression/expansion
irreversibility. Noticeably, such a system may be adapted to employ only solar salt at the
hot store, avoiding the use of thermal oil (which is relatively expensive). At the cold side,
T4 is higher than in the non-regenerated case, which allows methanol (which is relatively
cheap and widely used by the chemical industry) to be employed instead of isopentane.
Figure 2.11c shows the T-s diagram of a ‘low-regen.’ cycle. In this case, T1 is fixed at
ambient temperature, and regeneration has the effect of lowering T3, which also increases
the work ratio. It is, however, relatively hard to find fluids that stay in the liquid form
along the required temperature range as T3 decreases. Figure 2.12 shows how the bottom
temperature, T4, varies with T3. If T3 falls between 200 ∼ 240K, then propane (which
has a low melting point at around 85K) can be used as cold storage fluid in unpressurised
tanks. At significantly lower temperatures, liquid oxygen becomes an attractive candidate.
However, O2 has a relatively narrow liquid temperature range, between 55K (melting point)
and 90K (boiling point), which is too short to match the range between T3 and T4 at any
point. This may be solved by pressurising the oxygen tanks up to 10bar or, alternatively,
by dividing the expansion into two sub-expansions with intermediate heating, as shown in
Fig. 2.11d. Since the cold store must cover approximately the same temperature range as
the charge expander2, the subdivision of the expansion process allows the temperature range
to be reduced enough to be able to employ O2 as storage fluid in unpressurised form —N2
could also be considered, but it has an even narrower range. Such a scheme (which will be
referred to as a ‘low-regen.(2)’ cycle) allows very low temperatures to be reached and the
work ratio to be further increased, but also makes the cycle particularly sensitive to losses
in the regenerator.
Another aspect that must be considered when comparing the different potential config-
urations is the choice of working fluid, which must always remain in the gas phase. Typical
candidates are air (or nitrogen) and monatomic gases such as argon, helium or neon. Hydro-
gen, which has outstanding heat transfer properties (as will be shown in chapter 4), could
also be considered, but presents the challenges of leakage and high flammability. The ‘non-
regen.’ and ‘high-regen.’ systems can potentially employ any of the mentioned gases, but
air or argon would be preferred over helium or neon because of cost considerations, and air
would be preferred over argon because of its superior heat transfer properties and the higher
market availability of suitable turbomachinery3. In the case of the ‘low-regen.’ and ‘low-
2The same applies between the hot store and the charge compressor.
3Note that this is opposed to PTES systems using packed-bed reservoirs, where argon (or another mon-
atomic gas) is preferable to air because the smaller pressure ratios imply a lower top pressure and therefore a
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Figure 2.12: Relationship between the temperatures T3 and T4, between which the cold storage
liquid must operate. Plot corresponds to τ = 2.9 and η = 0.9.
regen.(2)’ implementations, however, the very low bottom temperatures require the usage
of either helium or neon as working fluid. Helium tends to be cheaper than neon and has
superior heat transfer properties, but its very high cp makes it unsuitable for turbomachines
(see chapter 5 for more details on this). Alternatively, neon may be employed, or helium
may be compressed/expanded using positive displacement devices.
Finally, note that the four proposed configurations have a larger number of components
than the simpler system that was studied analytically in the previous sections. Since, except
for the ‘low-regen.(2)’ configuration, the number of compressors/expanders is still the same,
the impact of compression/expansion losses will remain unchanged. However, the larger
number of heat exchangers means that pressure losses will increase, while losses due to
irreversible heat transfer will decrease. This is because placing two identical counter-flow
heat exchangers in series (instead of one) between given inlets is equivalent to placing a
single longer heat exchanger, which has a higher heat transfer area and thus higher pressure
losses but operates under smaller temperature differences. Nevertheless, the general trends
(i.e. what operating conditions increase or decrease the impact of a certain type of loss)
remain unchanged.
2.5 Numerical modelling
In order to predict how the interactions between the several components affect the cycle
performance and to be able to account for real fluid properties, it is necessary to employ
numerical tools. A numerical model of the PTES cycle (in its various configurations) was
developed. As detailed below, the model relies on ‘design point’ calculations using fixed
lower cost of the hot reservoir.
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values of component performance parameters, such as compression and expansion efficien-
cies, fractional pressure losses and heat exchanger effectivenesses.
2.5.1 Implementation
The cycle model was implemented in Matlab R2017. The CoolProp library [80] was em-
ployed to evaluate the thermodynamic properties of the working fluids and of the storage
materials, with the exceptions of molten salt and thermal oil. The thermodynamic properties
of Solar Salt were obtained from a study by Bauer et al. [86], while the properties of thermal
oil were interpolated from the values reported by a commercial manufacturer4 [84].
The code follows the steps below:
• Pre-specified variables, such as the performance of the different components, the mass
flow rate of the working fluid, the maximum charge pressure, the charge pressure
ratio and the discharged temperatures of the hot and cold storage liquids, are taken as
inputs.
• The code makes an initial guess of the state of the working fluid at one point in the
cycle, e.g. the compressor inlet (the pressure at that point is given but the temperature
may not be accurately known).
• Conditions at the subsequent points are computed component by component. For
instance, the compressor outlet state is computed according to the inlet state, the pres-
sure ratio and the polytropic efficiency. The hot HEX takes this state as inlet condition
and computes outlet conditions according to the inlet temperature and mass flow rate
of the storage liquid, the heat exchanger effectiveness and the pressure drop. The
outlet conditions of the storage liquid are ‘stored’ in the charge tank, while the outlet
conditions of the working fluid are taken as inlet for the following component.
• Processes in subsequent components are computed similarly, and the work, heat and
entropy flows in each component are recorded and used to check the first law and
second law balances in the end.
• When the working fluid returns to the initial point of the cycle, conditions are com-
pared with those of the initial guess and, if necessary, the process is repeated until
convergence (which typically is reached in a few repetitions, depending on whether
the cycle contains a regenerator or not).
4The data corresponds to a thermal oil made of refined mineral oils which can operate at temperatures up
to 320◦C in closed-circuit heat transfer systems, and has thermodynamic properties that fit well within the
range of values reported for similar oil-based heat transfer fluids [104].
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Figure 2.13: Cycle efficiency as a function of the discharge pressure ratio for the ‘low-regen.’
configuration.
• Steady state operation is assumed throughout and the charge cycle is operated for
a pre-specified time, while the discharge cycle is continued until one of the storage
tanks is completely discharged —in most configurations, all tanks are depleted sim-
ultaneously if the mass flows are balanced correctly.
• The discharge cycle is always operated at the optimal discharge pressure ratio, using
the same pressure at the low pressure line as during charge. Since the round-trip
efficiency is an unimodal function of the discharge pressure ratio (i.e. it has a single
maximum), the optimal point is found via an efficient golden-section search method.
Figure 2.13 shows this dependency for the ‘low-regen.’ configuration. The discharge
pressure ratio controls the inlet temperature of the gas at the cold heat exchanger: if
it is too low, leftover exergy stays in the tanks, but if it is too high, the mass flow rate
of the cold tanks must be increased to ensure that their final temperature is not higher
than their initial temperature, which reduces the discharge time and leaves the hot
tanks under-discharged. These conflicting phenomena result in the sharp efficiency
maximum shown in the plot.
• Once the optimal conditions have been found, the outcomes from the charge and dis-
charge cycles are used to compute relevant parameters, such as round-trip efficiency,
energy and power densities and loss distributions.
In interpreting round-trip efficiencies it is important to note that some sources of loss are
not taken into account. The main omissions are (i) storage (i.e., heat leakage) losses from
the reservoirs; (ii) mechanical and electrical conversion losses; (iii) pumping losses for the
liquid storage media.
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2.5.2 Compressors and expanders
As previously explained in section 2.2.1, compressors and expanders are modelled by a
polytropic efficiency. The total change in enthalpy is found via numerical integration of Eq.
(2.1) at constant efficiency. In order to compute the integral, an array of pressure points is
created between the pre-specified inlet and outlet pressures. Since the conditions at the inlet
point are known, the conditions at each subsequent point are found from (for a compressor):
hi+1 = hi+
vi (pi+1− pi)
ηc
(2.36)
vi+1 = v(hi+1, pi+1) (2.37)
and similarly for an expander. Note that Eq. (2.36) is computed using vi on the integration
step that advances from i to i+ 1, because vi+1 is not known a priory. However, once vi+1
has been computed, hi+1 is re-evaluated using v= 0.5(vi+1+ vi) instead. Since the pressure
range is typically of the order of 10:1, computational efficiency is improved (i.e. smaller
number of steps required) by using an array of pressure points which is logarithmically
spaced rather than linearly spaced.
For baseline calculations, a value of ηe = ηc = 0.9 is employed, but the effect of higher
and lower values is also considered. A 90% efficiency is realistic for state-of-the-art tur-
bomachinery. Note also that future generations of reciprocating devices might be able to
offer higher efficiencies than turbomachinery for gas compression/expansion, but this is as
yet unproven. (See for example [30, 101].)
2.5.3 Heat exchangers
Employing the definition of heat exchanger effectiveness (Eq. (2.13)), the enthalpy change
of the working fluid on a heating/cooling process is computed as
m˙∆h = Q˙ = ε Q˙max (2.38)
where Q˙max represents the maximum possible heat transfer rate, i.e. that of an infinitely
large heat exchanger. In order to find ∆h, one must find Q˙max first. While, for constant
cp scenarios, the value of Q˙max is simply equal to (m˙cp)min
(
TH,in−TC,in
)
, the value for
non-constant cp scenarios is non-trivial and depends on the location of the pinch point. As
depicted in Fig. 2.14, the pinch point may happen:
(a) At the cold inlet.
(b) At the hot inlet.
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(a) (m˙cp)C > (m˙cp)H (b) (m˙cp)C < (m˙cp)H (c) (m˙cp)C = (m˙cp)H
Figure 2.14: Possible temperature distributions in a HEX with ε = 1.
(c) Somewhere in the middle of the HEX.
In the case of Fig. 2.14c, the two flows have equal averaged heat capacity rates (i.e.,
the flows are ‘balanced’) and the effectiveness of the HEX is 100%. If the specific heat
capacities of both fluids were constant, the temperature difference everywhere on the ex-
changer would be zero and the process would be reversible. But because cp is a function of
T , finite temperature differences appear outside the pinch point and heat transfer becomes
irreversible.
If the pinch point happens in the middle (as in Fig. 2.14c), then ∆T has a local minimum
at that point. Since ∆T = TH−TC, this implies,
d(∆T )
dQ˙
= 0 ⇒ dTH
dQ˙
=
dTC
dQ˙
(2.39)
Using the steady-flow energy equation and neglecting changes in kinetic and potential en-
ergy within each stream:
dQ˙ = m˙dh = m˙
((
∂h
∂T
)
p
dT +
(
∂h
∂ p
)
T
dp
)
≃ m˙cp dT (2.40)
where the last approximation is exact for perfect and semi-perfect gases, and a good approx-
imation for any fluid as long as the pressure loss is small. Equations (2.39) and (2.40) imply
that the local heat capacity rates of both streams must be equal at the pinch point:
(m˙cp)C = (m˙cp)H at T = Tpinch (2.41)
which means that Tpinch may be found by numerically solving Eq. (2.41) for each pair of
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Figure 2.15: Temperature distribution in a HEX with ε = 1, (m˙cp)C = (m˙cp)H and a pinch point
occurring at the inlets.
cp (T ) functions.
PTES systems normally operate with balanced flows because this minimises exergy de-
struction. Nevertheless, as shown in Fig. 2.15, balanced flows do not ensure that the pinch
point will occur in the middle of the HEX, as it can still occur at one (or both) of the inlets,
depending on the shape of the cp functions. In order to determine where the pinch point oc-
curs in each case and find the value of Q˙max, one must compute the three following integrals:
Q˙(a) = m˙H
TH,in∫
TC,in
cpH dT (2.42)
corresponding to Tpinch = TC,in,
Q˙(b) = m˙C
TH,in∫
TC,in
cpC dT (2.43)
corresponding to Tpinch = TH,in, and
Q˙(c) = m˙C
Tpinch∫
TC,in
cpC dT + m˙H
TH,in∫
Tpinch
cpH dT (2.44)
where Tpinch is obtained from Equation (2.41). For a given set of inlet conditions and mass
flow rates, the maximum possible heat transfer rate must be the minimum of the three pre-
vious integrals, i.e.
Q˙max = min
(
Q˙(a), Q˙(c), Q˙(c)
)
(2.45)
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Note that, if Q˙max was larger, then the temperature curves of the hot and the cold streams
would cross each other. Furthermore, finding Q˙max from Eq. (2.45) corresponds to comput-
ing (m˙cp)min
(
TH,in−TC,in
)
in constant cp scenarios.
Once Q˙max has been found, Q˙ (the actual heat transfer rate) is found by applying the
selected level of effectiveness according to Eq. (2.38). Then, the changes in enthalpy and
outlet conditions for both fluids are determined. Baseline calculations assume 97% effect-
iveness, but ε is varied to assess its impact. Although this value might seem optimistic,
measured effectivenesses as high as 97−98% have been reported for compact counterflow
heat exchangers (specially in the context of cryogenic applications), and higher efficiencies
can be achieved if a careful design that minimises axial conductivity and flow maldistribu-
tion is employed [93, 94, 105].
Finally, a 1% pressure loss is assumed for the working fluid side of all heat exchangers
except those rejecting heat to the environment, for which pressure losses are neglected on
the grounds that they require smaller surface areas5.
2.5.4 First and second law analyses
Once the thermodynamic states of the working fluid at the inlets and outlets of each com-
ponent have been determined, the work and heat flows are computed and a first law balance
is made for both the charge and discharge cycles. A graphical representation of the different
energy flows is shown in Fig. 2.16, while the gas states and the first law balance for the
‘high-regen.’ cycle are shown in Appendix A.
A second law analysis is also applied to determine the distribution of exergetic losses.
The “lost work” due to irreversibility within the i-th component (i.e., heat exchanger, com-
pressor etc.) is given by
W˙ iL, irr = T0 S˙
i
irr (2.46)
where S˙iirr is the entropy generation by irreversibility (per unit time). Table 2.1 summarises
how this quantity is computed in each case. Note that, although the external heat exchangers
are treated as ideal, they also contribute to the overall entropy generation because they reject
heat at temperatures above T0.
5The external heat exchangers, whose function is to reject heat to the environment, will typically employ
a higher m˙cp for the external fluid (the coolant) than for the internal working fluid. According to the standard
NTU-effectiveness model (see e.g. [97]), a HEX with ε = 99% will require 95.0 transfer units if the flows are
balanced, but less than 7.8 transfer units if the m˙cp of the coolant is at least twice that of the working fluid.
The number of transfer units is proportional to the heat transfer area.
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Figure 2.16: Work and heat flows on a PTES system. Solid lines refer to charge. Dashed lines
refer to discharge.
The different losses relate to the round-trip efficiency through
χ = 1− ∑W
i
L, irr
Wch
(2.47)
where Wch is the net work input during charge. Efficiencies computed in this manner are
identical to the values found through a First Law approach, thereby providing a check on
the consistency of the cycle model.
Table 2.1: Entropy generation formulas.
Component S˙irr
Compressor/expander m˙(sout− sin)
Heat exchanger/regenerator m˙H (sout− sin)H+ m˙C (sout− sin)C
Heat exchanger (external) m˙(sout− sin− [hout−hin]/T0)
2.6 Comparative study of potential configurations
The numerical model described above was employed to study the four cycle configurations
shown in Figure 2.11. One important trend that was identified earlier in this chapter is that
the operating conditions that reduce the impact of compression/expansion losses tend to
increase the impact of heat exchanger losses, suggesting that optimal points are likely to
occur. This is confirmed with the numerical model.
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(a) Cycle with sub-ambient regeneration (Fig. 2.11c).
(b) Cycle with above-ambient regeneration (Fig. 2.11b).
Figure 2.17: Round-trip efficiency (left) and loss distribution (right) for two different cycle
configurations with T2 = 850K.
Figure 2.17a shows the round-trip efficiency and the loss distribution for the ‘low-regen.’
configuration as a function of the temperature T3 (while T1 = T0 and T2 = 850K). As T3
decreases, turbomachinery losses decrease (because the work ratio increases), but losses in
the regenerator increase. Furthermore, as losses in the regenerator increase, the optimal
discharge pressure ratio decreases, which increases the heat rejection losses. This results in
an optimal T3 value, which depends on the polytropic efficiency of the turbomachines and
the effectiveness of the HEXs. For η = 0.9 and ε = 0.97, the optimal value is not far below
200K, which is the minimum possible value if propane is to be used as cold storage medium
(see Fig. 2.12). In the case of the ‘low-regen.(2)’ configuration, the optimal T3 lies above
90K, which is the maximum possible value for oxygen as storage medium.
Figure 2.17b shows the round-trip efficiency and the loss distribution for the ‘high-
regen.’ cycle as a function of the temperature T1 (while T3 = T0 and T2 = 850K). Again,
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(a) Sensitivity to polytropic efficiency. (b) Sensitivity to heat exchanger effectiveness.
Figure 2.18: Sensitivity of the round-trip efficiency to η and ε for the different cycle configur-
ations.
the same conflict between turbomachine and heat exchanger losses occurs. In this case, the
optimal T1 is found close to 600K. However, reducing T1 from 600K to 550K has a minor
negative impact on the round-trip efficiency while it allows the energy density to be in-
creased by more than 15% (due to a higher utilisation of the molten salt). Thus, T1 = 550K
is selected for subsequent calculations employing this cycle configuration.
Once the operating conditions have been established according to the different storage
media, it is possible to compare the different cycles. Figure 2.18a shows the sensitivity
of the round-trip efficiency to polytropic efficiency (for fixed ε) for the different cycles,
while Fig. 2.18b shows the sensitivity to heat exchanger effectiveness (for fixed η). In
general, η has a larger impact than ε , and all cycle configurations are affected similarly by
both parameters. This is with the exception of the ‘low-regen.(2)’ configuration, where the
regenerative process extends to very low temperatures and implies a higher sensitivity to ε .
Finally, Table 2.2 presents a summary of relevant parameters for the different config-
urations at baseline conditions6. Round-trip efficiency, energy density and power density
are shown along with the required amount of storage materials and the estimated cost of
storage capacity. The cost of storage capacity is obtained by adding the cost of the storage
materials (see Table 1.1) and the cost of the storage tanks. For molten salts, the cost of the
tanks (which have to withstand high temperatures and corrosion) is estimated at 150$/m3
from existing CSP power plants [90]. For the other fluids a cost of 50$/m3 is estimated for
large carbon-steel tanks with a design temperature of 340◦C [106]. The cost of insulation is
accounted for by adding a factor of 20% to the cost of the tanks —this factor has also been
6Top temperatures and pressures of 850K and 100bar (during charge). η = 0.9, ε = 0.97 and fp = 0.01.
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Table 2.2: Summary of relevant parameters for the different cycle configurations.
Configuration
Parameters ‘No-regen.’ ‘High-regen.’ ‘Low-regen.’ ‘Low-regen.(2)’
Working fluid Nitrogen Nitrogen Neon Helium
Efficiency [%] 57.7 65.2 61.3 57.6
ρE [kWh/m3] 38.9 46.2 46.4 42.1
ρP,ch [MW/
(
m3/s
)
] 1.74 3.77 3.44 3.76
ρP,dis [MW/
(
m3/s
)
] 0.72 2.45 1.36 1.50
Solar salt [t/MWh] 10.0 15.7 8.3 8.0
Mineral oil [t/MWh] 6.8 - 5.7 5.5
Cold store [t/MWh]
7.7 10.4 6.5 15.0
(Isopentane) (Methanol) (Propane) (Oxygen)
Cost materials [$/kWh] 25.1 11.0 16.5 15.8
Cost tanks [$/kWh] 4.3 4.6 3.7 3.9
Total cost [$/kWh] 29.4 15.5 20.2 19.7
derived from the tables presented by Herrmann et al. [90]. Furthermore, note that two tanks
are required for each storage material.
According to Table 2.2, the ‘no-regen.’ and ‘low-regen.(2)’ configurations are found to
be the least efficient, at 58% efficiency. Following them comes the ‘low-regen.’ cycle, at
61% efficiency, and the ‘high-regen.’ cycle, at 65% efficiency. This last cycle also presents
the lowest cost of storage capacity, at around 16$/kWh, which is due to the relatively low
costs of solar salt and methanol. The other cycles, however, employ mineral oil, which has
a high specific cost. If the mineral oil could be replaced by a cheaper alternative such as
sunflower oil, the marginal costs of the ‘low-regen.’ and ‘low-regen.(2)’ cycles would fall
to about 13$/kWh.
The power densities were computed separately during charge and discharge. During
charge, all the regenerated cycles have power densities above 3.4MW/
(
m3/s
)
. During
discharge, the power densities drop significantly. The relatively high value for the ‘high-
regen.’ configuration is due to its high discharge pressure ratio, which is higher than its
charge pressure ratio (because, in optimal conditions, all heat is rejected through HEX A
during discharge).
Note that the ‘low-regen.’ and ‘low-regen.(2)’ cycles were computed using neon and
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helium as working fluids, respectively. In the case of the ‘low-regen.’ system, the choice
between neon or helium has negligible impact on the round-trip-efficiency (or any other
parameters). However, in the case of the ‘low-regen.(2)’ system, the temperatures are low
enough for the properties of neon to significantly depart from ideal behaviour, reducing the
efficiency by about 4 percent points, and therefore helium is preferred.
Because of its higher round-trip-efficiency and lower cost of energy capacity, the ‘high-
regen.’ cycle is recommended over the other configurations presented in this chapter, and
will be used for comparison in the following chapters in this work.
2.7 Concluding remarks
In this chapter, a Joule-Brayton PTES system which employs liquid storage media instead
of packed-bed reservoirs has been presented and studied. The following points may be
concluded:
• In contrast to systems employing packed-bed reservoirs, using liquid storage media
allows the system to simultaneously have unpressurised tanks and a pressurised work-
ing fluid. This has important practical and economic implications, since it reduces the
cost of the storage tanks and the cost of the turbomachines (which become more com-
pact). Furthermore, each tank remains at a single temperature (i.e. it has no thermal
fronts), which decreases self-discharge losses and simplifies operation.
• The round-trip-efficiency of the cycle is very susceptible to compression/expansion
losses. These can be minimised by increasing the work ratio of the cycle. Two dif-
ferent strategies have been identified that achieve this purpose: (i) reducing the tem-
perature ratio while keeping the maximum temperature fixed, and (ii) lowering the
minimum temperature of the cycle while keeping the temperature ratio fixed.
• The same strategies that minimise compression/expansion losses maximise heat ex-
changer losses. This results in optimal points at certain operating conditions.
• The cycle can be adapted to the limited temperature ranges of liquid storage media
by either employing two (or more) liquids in series or by employing a regenerator, or
both. Based on this, four possible cycle configurations that employ specific storage
materials have been proposed and numerically studied.
• From the four proposed configurations, a system that employs molten salt for the hot
store, methanol for the cold store and a regenerator acting between ambient temper-
ature and the hot store is found to be the most promising. The regenerator improves
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the work ratio of the cycle, which reaches 65% round-trip-efficiency based on the
performance assumptions made for the different components —90% polytropic effi-
ciency for compressors/expanders, 97% effectiveness and 1% pressure drop for the
heat exchangers. Because of the low cost of solar salt and methanol, the cycle has an
estimated cost of energy capacity of about 16$/kWh. Note, however, that there is sig-
nificant uncertainty in the cost values of the materials and storage tanks on which this
figure is based. The mentioned cycle displays an energy density of 46kWh/m3 and a
power density of ∼ 3MW/(m3/s) when the top pressure of the cycle is ∼ 100bar.

Chapter 3
Combined pumped thermal and liquid
air cycles
3.1 Introduction
Pumped thermal energy storage and liquid air energy storage are two strongly related tech-
nologies, since both of them store electricity in the form of thermal exergy. Differences
arise from the fact that PTES stores the exergy in thermal reservoirs which are filled with
external material, while in LAES most of the exergy is stored in the liquid air, which acts
both as working fluid and storage material. Furthermore, while PTES transfers exergy to
the cold reservoir during charge (and extracts it during discharge), LAES extracts exergy
from the cold reservoir during charge in order to perform the liquefaction process (and re-
turns it during discharge). These opposing flows of exergy between the two cycles present
a significant opportunity which is explored in here.
This chapter describes a novel, combined system in which PTES operates as a topping
cycle and LAES as a bottoming cycle. The fundamental advantage is that the cold thermal
reservoirs that would be required by the two separate cycles are replaced by a single heat
exchanger that acts between them, thereby saving significant amounts of storage media per
unit of energy stored. In order to reach cryogenic temperatures, the PTES cycle employs
helium or neon as the working fluid, while the LAES cycle uses supercritical air (at around
150 bar) which is cooled sufficiently to be fully liquefied upon expansion. Importantly, this
avoids recirculation of leftover vapour, which enables a better integration with the hot stores
(because the same quantity or air is processed during charge and discharge) and simplifies
the design and operation of the LAES subsystem.
A thermodynamic study of a baseline configuration of the combined cycle is presented
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and results are compared with those of the separate systems. These indicate that the new
cycle has a similar round-trip efficiency to that of the separate systems while providing
a significantly larger energy density. Furthermore, a number adaptations of the base-case
combined cycle are proposed and optimised. Most of the adaptations focus on increasing
thermodynamic efficiency (the best adaptation significantly exceeds the individual cycles in
both energy density and efficiency), while the last adaptation focuses on employing water
as the only external storage material (thereby greatly decreasing the cost of storage capacity
and enabling storage in much longer time-scales than usual).
In section 3.2, the fundamental aspects of the baseline combined cycle are presented and
analysed. The thermodynamic model and underlying assumptions are described, and the
nominal operating conditions are selected according to material constraints. A distribution
of exergy losses is shown, and the main results of the numerical model are presented in
comparison with separate PTES and LAES models based on the same assumptions. Then,
in section 3.3, three variations of the combined cycle which aim at further increasing its
efficiency are proposed and studied. Since two of these variations introduce new degrees
of freedom, a multi-variable optimisation routine is employed to maximise performance
within the cycle constraints. Finally, another adaptation which aims at enabling longer
storage time-scales is presented and discussed in section 3.4.
3.2 Baseline combined cycle
3.2.1 Motivation
One of the appeals of LAES is its ostensibly high available energy density: the maximum
work that can in principle be extracted from liquid air in returning it to ambient conditions
is roughly 170 kWh m−3 (this compares with 16–26 kWh m−3 for compressed air stored
at pressures of 120–180 bar). However, a significant fraction of this is required during dis-
charge for the cold recycling process, as described above. To highlight this point, Table 3.1
shows the specific exergy of air (e = b−b0 where b≡ h−T0s is the steady flow availability
function and subscript 0 denotes the dead state) at typical conditions for three points in a
LAES plant (see Fig. 1.9b for reference). It is striking that roughly half the initial exergetic
content of the liquid air is removed in charging the cold store, which, when combined with
the additional space requirements of the cold store itself, leads to a very much lower storage
density than might originally be expected. This provides the motivation for the proposed
combined cycle: rather than storing ‘cold exergy’ during discharge, the additional cooling
required prior to liquefaction is provided by the cold side of a PTES topping cycle. There
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is therefore no need for a cold store for either the LAES or for the PTES plant, and, cru-
cially, these two cycles operate in the same direction (i.e., they are both either charging or
discharging together).
Table 3.1: Flow exergy of air at different points of a LAES cycle (see Fig. 1.9b for reference).
T0 = 290K and p0 = 1bar.
Location, discharge State T [K] p [bar] Exergy [Wh/kg]
Cryogenic tank (1) Liquid air 78.8 1 195.2
Pump outlet (2) Supercritical, cryogenic 82 100 197.1
Cold store outlet (3) Supercritical, ambient 290 100 105.9
3.2.2 Concept and layout
The layout of the proposed combined cycle is shown in Fig. 3.1, together with representative
T-s diagrams of the two subsystems (the operating conditions of which are detailed in Tables
3.2 and 3.3). Helium is assumed as the working fluid for the PTES cycle in here because
it is one of the few substances that remains gaseous at air-liquefaction temperatures. Fur-
thermore, it is cheap and has good heat transfer vs. pressure loss characteristics relative to
alternatives. On the other hand, due to its low molecular weight, many compression stages
are required to achieve a sufficient pressure ratio or temperature rise when using traditional
turbomachinery. In this respect, neon may prove a better choice. However, no significant
differences in terms of efficiency, energy density or power density were observed between
cycle calculations employing helium and neon.
Both the LAES and PTES cycles are assumed to start at ambient temperature and pres-
sure at point 1.1 Both flows enter a compression process followed by cooling, where the
working fluids transfer heat to the storage media. Similarly to the PTES systems in chapter
2, the storage media are assumed to be liquid and heat transfer occurs in counter-flow heat
exchangers, but schemes using solid storage (e.g., packed beds) are also possible. As noted
in chapter 1, the best option for thermal storage requires a full cost analysis which has yet
to be undertaken for the systems currently being considered. For the purposes of this study,
and considering the required temperature ranges, a combination of molten salt and thermal
oil in series is assumed for the PTES side, while only thermal oil is employed at the LAES
1It will be seen that, in the baseline combined cycle, the PTES subsystem requires an overall pressure ratio
above 100:1. Therefore, pressurising the PTES subsystem would lead to impractically high top pressures.
However, some of the adaptations presented later in this chapter require a much lower overall pressure ratio,
in which case the PTES subsystem may be pressurised in order to improve its power density.
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(a) Combined cycle plant layout.
(b) T-s diagram of the PTES subsystem.
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(c) T-s diagram of the LAES subsystem.
Figure 3.1: Proposed plant layout and T-s diagrams of the PTES and LAES sub-cycles. Arrow
directions refer to charge. Primes (′) refer to conditions during discharge.
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Table 3.2: State of the helium gas at dif-
ferent points along the PTES subsystem
of the combined cycle.
T [K] p [bar] m˙ [kg/s] Point
293.1 1.0 10.0 1
872.4 11.6 10.0 2
293.1 11.5 10.0 3
872.2 133.9 10.0 4
293.1 132.6 10.0 5
51.0 1.0 10.0 6
83.5 1.0 10.0 6’
377.4 29.5 10.0 5’
854.8 29.2 10.0 4’
466.7 5.4 10.0 3’
854.8 5.4 10.0 2’
466.6 1.0 10.0 1’
Table 3.3: State of the air at different
points along the LAES subsystem of the
combined cycle.
T [K] p [bar] m˙ [kg/s] Point
293.1 1.0 29.3 1
497.7 5.4 29.3 2
293.1 5.3 29.3 3
498.5 28.5 29.3 4
293.1 28.2 29.3 5
501.2 151.5 29.3 6
293.1 150.0 29.3 7
75.1 148.5 29.3 8
73.1 1.0 29.3 9
73.1 1.0 29.3 9’
77.0 150.0 29.3 8’
293.1 148.5 29.3 7’
485.6 147.0 29.3 6’
314.4 27.8 29.3 5’
485.8 27.5 29.3 4’
316.9 5.2 29.3 3’
485.5 5.1 29.3 2’
317.3 1.0 29.3 1’
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side. However, it is notable that thermal oil is relatively expensive, and significant sav-
ings could potentially be obtained by using a cheaper alternative such as sunflower oil (see
Table 1.1). In this sense, the viability of using vegetable oils as sensible storage materials,
considering in particular the topic of thermal stability, should be the subject of future work.
After the working fluids have released the thermal energy into the storage liquids (and
because the counter-flow heat exchangers are not perfectly effective), additional ‘low-cost’
(e.g. imbalanced cross-flow) heat exchangers are used to bring the working fluids closer
to ambient temperature. Compression and cooling are repeated (once for helium, twice for
air), reaching the top pressures of 135 bar (helium) and 150 bar (air) for the case shown.
The helium then undergoes a single expansion back to ambient pressure before entering the
‘coupler’, which is the main counter-flow heat exchanger linking the two cycles and which
cools the supercritical air down to cryogenic temperatures (between around 60K and 78K,
depending on the configuration). Finally, the air flows through a cryo-expander (rather than
a throttle), resulting in a 100% yield of subcooled liquid air at point 9. The liquid air is then
stored at ambient pressure, while the helium returns to the starting point of the closed cycle.
During discharge, all processes are reversed.
The combined cycle has two important features that distinguish it from the separate
cycles. First, the cold thermal reservoirs of the two systems have been replaced by a single
heat exchanger, thus providing significant savings on storage media. Second, the supercrit-
ical air can be cooled to temperatures that are low enough for it to be fully liquefied upon
expansion. This has several advantages, including: (a) a mechanical expansion device is
more readily employed (because the damage associated with two-phase flow has been elim-
inated), thereby avoiding the significant irreversibility associated with throttling; (b) there
is no need for a flash gas recirculation system and (c) the same quantity of air is processed
during discharge and charge, thus providing better heat integration with the thermal stores.
It should be pointed out that the present study does not constitute the first proposal
for a combined PTES-LAES system. Notably, several possibilities for integrating the two
cycles are described in a patent by Isentropic Ltd [77]. These are, however, quite different
concepts to that considered here – for example, most are based on sub-critical LAES with
a variable-pressure liquid air tank containing “ballast air”; one cycle is supercritical but it
does not provide full liquefaction and is devised to work in conjunction with a combustion
gas turbine.
3.2.3 Coupling and operation
One difficulty encountered when coupling the LAES and PTES subsystems is that the cp
of helium (or neon) is essentially constant whilst that of supercritical air varies significantly
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Figure 3.2: Specific heat capacity of supercritical air at three pressure levels.
as it approaches its critical temperature (132.5K). As shown in Fig. 3.2, this effect is most
pronounced at pressures just above the critical pressure (37.9bar) but becomes less so as
the pressure increases. The different cp variations give rise to pinch points in the air-helium
heat exchanger (as shown in Fig. 3.3) which limits cycle performance. There is an optimal
mass flow ratio which lies close to that given by
m˙air
m˙He
∣∣∣∣
opt
≃ cpHe
cpair
(3.1)
which leads to m˙air,opt ≃ 2.9m˙He when the LAES subsystem is operated at 150bar.
The pressure ratios of the two sub-cycles are also interlinked because the PTES pressure
ratio determines the helium inlet temperature to the coupler whereas that of the LAES cycle
affects the shape of the air cp curve, which in turn influences the air temperature at exit
from the coupler. Thus, for a specified liquid air temperature, the charge pressure ratio of
the PTES cycle becomes a function of the pressure ratio of the LAES cycle, as will be seen
later in section 3.2.5.
The optimal discharge pressure ratio of the LAES cycle is found to be very similar to
that during charge and these are therefore taken as equal in the present study. For the PTES
cycle, however, the optimal pressure ratio is significantly lower during discharge. This is
mainly due to the above-mentioned pinch point issues which mean that prior to compression
during discharge (point 6’ on the PTES T-s diagram, Fig. 3.1b) the helium is considerably
hotter than at the corresponding point in the charge cycle (point 6). The temperature at this
point is important as it has a strong influence on the compression work. In the results that
follow, the PTES discharge cycle is always operated at its optimal pressure ratio (based on
round-trip efficiency), which is found by iteration.
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(a) Charge. (b) Discharge.
Figure 3.3: Temperature distributions inside the coupler during charge and discharge.
3.2.4 Modelling
Similarly to the PTES models in the previous chapter, straightforward ‘design point’ cycle
calculations have been undertaken using fixed values of component performance parameters
such as compression and expansion efficiency, fractional pressure loss and heat exchanger
effectiveness. The modelling of the different components and of the whole cycle is as de-
scribed in section 2.5. Note that, although the combined cycle produces liquid air during
charge, all the components remain in the single-phase region and so no additional modelling
complexity is introduced.
The nominal performances of the different components is also the same as in the previ-
ous chapter: ηc = ηe = 0.9, ε = 0.97 and fp = 0.01 . Note that a 90% efficiency is realistic
for state-of-the-art turbomachinery, but may be a slight overestimate for the cryo-expander
(see [107], in which a value of 88% is reported for cryogenic liquid expanders in the context
of LNG). However, the corresponding work term is very small (as is the pump work during
discharge) and so small changes in the efficiency of this component have negligible impact
on the overall performance.
3.2.5 Selection of operating conditions
In order to determine the best overall pressure ratios, a parametric study of the combined
cycle was performed, the results of which are presented in Fig. 3.4. The LAES pressure
ratio was varied from 100 bar to 300 bar, while that for PTES was automatically adapted to
obtain specified liquid air temperatures, TLA. In the plots shown, three curves are presented
according to three different TLA values: low (60 K – i.e., just above the triple point for air),
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medium (70 K) and high (78.5 K – i.e., just below the boiling point at ambient pressure).
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Figure 3.4: Parametric study of the combined cycle. Variation of relevant parameters with the
pressure ratio of the LAES subsystem, βLAES, and the temperature of the liquefied air, TLA.
As the overall pressure ratio of the LAES cycle, βLAES, increases, that of the PTES cycle,
βPTES, decreases (see Fig. 3.4a). The dependence is particularly strong for low values of
βLAES but then falls off due to the less severe variations in cp of supercritical air at higher
pressures, as explained in section 3.2.3. Low liquid air temperatures require a higher βPTES
so that the helium is sufficiently cold after expansion. Maximum temperatures for the two
sub-cycles are shown in Figure 3.4b, from which it is apparent that a combination of low
βLAES and low liquid air temperature leads to impractically high top temperatures in the
helium circuit.
Figure 3.4c shows that the round-trip efficiency of the combined cycle increases with
βLAES. This again stems from the temperature dependence of cp for supercritical air, which
is smaller at higher pressure and thus allows better performance of the coupling heat ex-
changer. The efficiency is, however, almost independent of TLA. This is due to two con-
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flicting factors which tend to cancel one another: at low TLA pinch point problems are more
severe, but the correspondingly higher βPTES improves the work ratio (and thus the perform-
ance) of the PTES system.
Finally in this section, Figure 3.4d shows variations of the overall energy density, ρE.
The energy density exhibits the opposite trend to that of efficiency in that it decreases with
βLAES at fixed TLA . This is because (as noted earlier) increasing βLAES requires a reduction
in the PTES pressure ratio, which in turn reduces the temperature and exergy density of the
PTES storage media. Since the PTES plant provides the largest fraction of the stored exergy
(typically ∼ 60%), the value of βPTES has a dominant effect on the overall energy density.
This also means that ρE increases with decreasing TLA, as shown by the different curves in
Fig. 3.4d.
On the basis of the previous discussion, a baseline design is proposed with a top LAES
pressure of 150 bar and liquid air temperature of 73 K. The maximum PTES temperature is
then about 870 K (while the maximum LAES temperature is about 500 K), thereby avoiding
the excessive cost of higher-temperature materials. Even so, the overall pressure ratio of
the PTES cycle is 135:1, requiring two compressors, each with around 12:1 pressure ratio.
This would imply many rotor-stator stages (or very high blade speeds) if accomplished by
turbomachinery due to the high value of cp for helium, and it may be preferable to undertake
some of the compression (and expansion) with positive displacement devices. Alternatively,
neon could be used in place of helium as the working fluid, or the LAES pressure ratio could
be raised. (In this respect, the authors of Ref. [62] specify a pressure limit of 250 bar based
on published values for supercritical steam plant.) Ultimately, the best choices require a full
thermo-economic optimisation, but this is beyond the scope of the present study.
3.2.6 Loss distribution
Having established the baseline operating conditions, a second law analysis is applied to the
combined cycle to determine the distribution of exergetic losses. The method for computing
the lost work in each component is the same as detailed in the previous chapter, in section
2.5.4. Additionally to the loss terms shown in Table 2.1, a loss term associated with the
entropy of mixing must be computed, since, as shown in Fig. 3.1a, several liquid streams
coming from different heat exchangers are stored in the same tanks. Mixing of gas flows
does not occur in the baseline combined cycle but it occurs in some of the adaptations shown
later in this chapter. For both liquids and gases, the entropy generation due to (isobaric)
mixing is computed via:
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Figure 3.5: Distribution of exergetic losses for the baseline configuration of the combined cycle
(PRLAES = 150, TLA = 73 K), shown as a fraction of the total net work input during charge.
The different bars correspond to the PTES subsystem, the LAES subsystem and the main heat
exchanger (the Coupler), during charge and discharge.
S˙irr = m˙outsout−∑
i
(m˙insin)i
Fig. 3.5 shows the distribution of exergetic losses in the baseline combined cycle. The
biggest losses occur in: (i) the compression and expansion machinery of the PTES sub-
cycle; (ii) the main heat exchanger linking the cycles and (iii) heat rejection above ambient
temperature (at around 200◦C) from the PTES system during discharge. This last loss
could be reduced by an additional bottoming cycle (e.g., based on an ORC) at the expense
of additional complexity and capital cost. Alternatively the rejected heat might be exploited
for other purposes.
Mixing losses in the liquid streams are reduced almost to zero by using the same pressure
ratio for each phase of compression/expansion. Likewise, losses that would occur due to
the tanks not being fully discharged are avoided by using the same mass flow ratios (i.e.,
between air, helium and storage liquids) for charge and discharge. Finally, as already noted,
the losses associated with the cryogenic expander and the corresponding liquid air pump are
small due to the small work transfers for these devices.
3.2.7 Comparison with stand-alone cycles
In this section, the performance of the combined cycle is compared to those of independent
PTES and LAES. The stand-alone systems used for comparison are those presented in Fig.
2.11b (‘high-regen.’ PTES) and Fig. 1.9 (LAES with cold recycling). The main differences
between them and the subsystems within the combined cycle are as follows:
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• In the case of PTES, the stand-alone cycle has one single compression phase and
above-ambient regeneration, while the subsystem of the combined cycle has two com-
pression phases and no regeneration, which leads to a much larger pressure ratio. The
stand-alone cycle uses molten salts and methanol for the hot store and cold store, re-
spectively, while the subsystem uses molten salts and thermal oil for the hot store but
requires no cold storage. Finally, the independent cycle employs nitrogen as working
fluid, while the subsystem requires helium (or neon) instead.
• In the case of LAES, the two systems are very similar in terms of operating conditions,
but the stand-alone cycle requires a cold store and recirculation of a fraction of non-
liquefied air. More specifically, the supercritical air is cooled by two heat exchangers
connected in series to two double-tank liquid reservoirs containing methanol and pro-
pane, similar to the system described by Guizzi et al [65]. For the system to be stable
over several cycles, each of the storage liquids must be returned to the same temper-
ature after each complete charge-discharge cycle. However, not all the air is liquefied
during charge and the flash gas is thus recirculated. Although this contributes to the
cooling of the incoming air, the specific heat capacity of the flash gas is much lower
than that of supercritical air and consequently the cooling required during charge is
greater than that supplied during discharge. This difficulty is resolved by adjusting the
ratio of mass flow rates between the air and cooling fluids during the discharge cycle.
This enables the cold thermal storage to be fully re-charged, at the expense of slightly
greater heat transfer irreversibility. Another challenge of the stand-alone cycle is that
the cryo-expander operates at very complex conditions due to the two-phase flow with
very low vapour quality. Because of this, a more conservative value is assumed for
the polytropic efficiency of this component (η = 0.70, in line with the study in [65])
when modelling the cycle, while the performance of all other compressors/expanders
is kept at the default value (η = 0.9).
The results of the comparative study are summarised in Table 3.4. The efficiency of the
combined cycle is around 60%, similar to stand-alone LAES2 but about 5 percent points
below stand-alone PTES. The main benefit of the combined cycle, however, lies in the sig-
nificant improvement in energy density, exceeding by 40% and 140% those of the individual
PTES and LAES systems, respectively, due to the removal of the cold storage systems.
2It should be noted that, due to the difficulties associated with operating expanders in the two-phase region,
practical (stand-alone) LAES might employ a throttle instead of a mechanical expander, and in this case the
efficiency would fall dramatically, by more than 20 percent points, due to the reduced liquid air yield during
charge. For comparison, were a throttle to be employed in the combined cycle it would incur a much smaller
efficiency penalty of just 3 percent points. This is because conditions downstream of the throttle remain in the
fully liquid state for the combined cycle case.
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Table 3.4: Comparison between the stand-alone cycles and the combined cycle. The single
PTES system refers to the ‘high-regen’ cycle in Fig. 2.11b. The single LAES system refers to
the Linde-based adaptation in Fig. 1.9. The combined cycle refers to the baseline configuration
in Fig. 3.1.
Parameter Single PTES Single LAES Combined Cycle
Efficiency [%] 65.2 61.0 60.4
Energy density [kWh/m3] 46.2 27.4 65.7
Work ratio (charge) [-] 3.8 36.1
4.3 (PTES)
43.1 (LAES)
Solar Salt [t/MWh] 15.7 - 6.2
Mineral Oil [t/MWh] - 10.6 8.1
Methanol [t/MWh] 10.4 4.7 -
Propane [t/MWh] - 8.2 -
Liquid air [t/MWh] - 7.4 2.7
Cost materials [$/kWh] 11.0 22.5 16.1
Cost tanks [$/kWh] 4.6 4.3 2.7
Total cost [$/kWh] 15.5 26.8 18.7
The table also shows the estimated cost of energy capacity of each cycle, computed in
the same way as in section 2.6.3 Despite its larger energy density, the combined cycle fails to
obtain a lower cost of energy capacity than stand-alone PTES. This is due to the high price of
mineral oil, which is employed for the combined cycle but not for the ‘high-regen.’ PTES
configuration. However, if the mineral oil could be substituted by a cheaper alternative,
such as sunflower oil, the cost of energy capacity of the combined cycle would drop from
19$/kWh to 8$/kWh, while stand-alone PTES would remain at around 16$/kWh. This
possibility, therefore, provides an important argument in favour of the combined cycle and
justifies further research in this direction.
3To summarise: the estimated cost of energy capacity includes the costs for the storage materials (as
presented in Table 1.1) and the costs of the tanks. A cost of 50$/m3 is used for all the tanks except for the
solar salt tanks, for which a value of 150$/m3 is used. A factor of 20% to the cost of each tank is added to
account for insulation. Two tanks are assumed to be required for each storage material, except for the liquid
air, which only requires one tank.
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3.2.8 Sensitivity to loss parameters
Results thus far have been obtained with fixed values of compression and expansion poly-
tropic efficiencies (η) and heat exchanger effectivenesses (ε). The effect of varying these
parameters is shown in Figure 3.6. It is apparent that the stand-alone LAES is the least sens-
itive to variations in η , this being due to its high work ratio, but is also the most sensitive
to variations in ε , because it impacts directly on its liquefaction yield during charge. On
the other hand, the most sensitive to variations in η is the stand-alone PTES, which has a
comparatively low work ratio. The stand-alone PTES and the combined cycle present sim-
ilar sensitivity to variations in ε . Conclusions regarding the relative merits of the different
systems are, however, unaffected by the values of η and ε .
(a) Stand-alone PTES (b) Stand-alone LAES (c) Combined Cycle
Figure 3.6: Sensitivity study.
3.3 Developments aimed at high performance
The basic combined cycle as described above may be modified in many different ways with
the aim of improving its performance. Three such modifications are considered here.
3.3.1 Asymmetrical LAES stages
When considering the design of a typical air liquefaction plant, one would normally aim at
minimising the compression work required per kilogram of liquefied air. One strategy to
achieve this (apart from making use of high performance components) is to make use of
multiple, intercooled stages, in order to approach a quasi-isothermal compression process.
Such a strategy might also be useful for a LAES plant which has access to a medium-
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Figure 3.7: T-s diagram of the LAES subsystem employing two asymmetrical compression
stages. The thermal energy released after the first stage is stored in Solar Salt and mineral oil
tanks, while the second one only uses mineral oil.
grade heat source4 and which therefore does not need to store the “heat of compression”.
However, in the case of a completely independent plant (as in the systems described above),
the thermal energy delivered during charge must be stored and returned to the air before
expansion during discharge. In this case, the approach that results in the highest energy and
power densities is to maximise the compression work. For a given pressure ratio, the work
input will be maximum if a single adiabatic compression phase is employed. However, for
the pressure ratios that the LAES subsystem (or any LAES plant) requires, this would result
in air temperatures too high to be practicable.
A reasonable compromise is to use two (rather than three) compression stages for the
LAES subsystem, with an asymmetric pressure ratio split as shown in Fig. 3.7. The pressure
ratios are selected such that the temperature after the first stage is 870 K —i.e., at the solar
salt limit, like in the PTES subsystem— and after the second stage is about 500 K. With
this modification, the energy density of the combined cycle is boosted to 74.2kWh/m3 and
the round-trip efficiency is improved to 62.5%. While the increase in energy density can
be easily understood from the above-discussion, the increase in round-trip efficiency stems
from the fact that, within the combined cycle, the LAES subsystem is more efficient than
the PTES subsystem (see section 3.3.3 for a detailed discussion on this). The asymmetrical
stages increase the power input and output coming from the LAES subsystem, while the
PTES subsystem remains unchanged. Therefore, the LAES subsystem gains ‘weight’ within
the combined cycle, which improves the overall efficiency.
4E.g. heat rejected by an industrial process or a power plant, or a renewable heat source such as geothermal
or solar power.
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3.3.2 Multi-stream heat exchanger
As previously shown in the loss distribution in Fig. 3.5, the main heat exchanger linking
the PTES and LAES cycles is one of the biggest sources of irreversibility, typically causing
around 20% of the total loss. This is essentially due to the pinch point issues discussed
before. One way to reduce the associated loss is to employ a multi-stream heat exchanger
that has two levels of helium mass flow so as to more closely match the values of m˙cp for
the hot and cold streams. The resulting plant structure is more complex than before, but the
main features of the modified system are as follows (see Fig. 3.8 for the layouts and T-s
diagrams).
During charge (Fig. 3.8a), secondary streams of helium are extracted from part way
through the second compression (point 1s) and part way through the coupling heat ex-
changer (point 4s). Heat is recuperated between these streams from points 2s to 3s and
points 4s to 5s, respectively. The coupling heat exchanger thus has two different helium
mass flow sections which allows better integration with the air stream, as shown in Fig. 3.9.
The net result is that, for a given helium inlet temperature (point 6), the air is now cooled to
a lower exit temperature, implying that less exergy is destroyed and more transferred to the
liquid air storage tank. This effect is sufficiently pronounced that with the same operating
conditions as those of the original combined cycle the air temperature would drop below the
triple point after expansion and thus freeze. The overall pressure ratio of the PTES cycle is
therefore reduced so that TLA remains above 60 K. Similar modifications are made for the
discharge cycle (Fig. 3.8b), but due to the lower pressure ratio during discharge there is only
one expansion stage for the secondary helium flow, contrasting with the two compression
stages during charge.
The modified cycle has more degrees of freedom than the original one in that, in addi-
tion to the discharge pressure ratio of the PTES subsystem, the following parameters must
also be specified: the fraction of mass flow in the secondary helium stream; the pressure
ratios for the secondary stream during both charge and discharge and the ratio between the
mass flow of air and the total mass flow of helium. These parameters were chosen by optim-
ising for round-trip efficiency using a constrained, non-linear, multi-variable optimisation
algorithm, which is based on the interior point method [108] and is readily available in Mat-
lab. When the optimised values are employed, the hot and cold streams of the coupling heat
exchanger match much better than in the original cycle (contrast Fig. 3.9 with Fig. 3.3) and,
in conjunction with the asymmetric compression stages described above, a round-trip of ef-
ficiency of 65.1% is achieved at an energy density of 78.1kWh/m3 and an energy capacity
cost of 15$/kWh.
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(a) Plant layout (charge).
(b) Plant layout (discharge).
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(c) T-s diagrams of the PTES subsystem. Left: charge. Right: discharge.
Figure 3.8: Adaptation of the combined cycle to allow different levels of helium mass flow rate
at two different sections of the coupler. The layout of the LAES subsystem is like that of Figure
3.1 but employing the asymmetrical compression and cooling stages described in section 3.3.1.
An “s” after a number denotes the secondary stream. Primes (′) refer to discharge.
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(a) Charge. (b) Discharge.
Figure 3.9: Temperature distributions inside the multi-stream coupler.
3.3.3 Supercritical air pre-cooling
By looking again at the loss distribution shown in Fig. 3.5, one can see that the largest
fraction of the losses comes from the PTES subsystem. The main reasons for this are:
(i) the LAES subsystem has a much higher work ratio than the PTES subsystem, (ii) the
irreversibility within the coupling heat exchanger requires additional heat to be rejected from
the PTES subsystem—note that the air essentially retraces the same state path during charge
and discharge, whereas the helium must be colder than the air during charge, but hotter than
it during discharge, which leads to a lower PTES discharge pressure ratio and to high heat
rejection losses—, and (iii) the PTES subsystem is the largest contributor to the total power
input and output of the plant. This last aspect is shown in Table 3.5a, which presents the
net work inputs and outputs for the unmodified combined cycle and its subsystems. The
tabulated figures also show how the efficiency of the LAES subsystem is much higher than
that of the PTES. However, the efficiency of the combined cycle is weighted more towards
that of the PTES subsystem due to the larger work exchanges of the latter.
These observations suggest that the overall cycle efficiency can be improved by raising
the efficiency of the PTES subsystem and reducing its share of the work input and output.
This is achieved here by use of a regenerative helium cycle, with just one (rather than two)
compression phases, as shown in Fig. 3.10a. Apart from increasing the work ratio and
reducing the overall pressure ratio of the PTES subsystem, the regenerator means that the
main helium-to-air heat exchanger operates over a narrower temperature range and so some
pre-cooling of the air (i.e., by cold recycling) is required to compensate for this. The net
result is that the efficiency increase is obtained at the expense of a slightly lower energy
density.
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Table 3.5: Net work inputs and outputs for each subsystem and for the overall combined cycle.
The figures shown in the table are for an arbitrary helium mass flow rate of 10kg/s and for
a charge (and discharge) time of 10 h at constant power, but calculations are undertaken on a
specific (per unit mass flow) basis.
(a) Baseline combined cycle.
Parameter PTES subsystem LAES subsystem Combined Cycle
Net work input, charge (MWh) 475 180 655
Net work out, discharge (MWh) 250 146 396
Efficiency (%) 52.6 80.9 60.4
(b) Combined cycle with helium regeneration and supercritical air pre-cooling, also employing the
asymmetrical compression and cooling stages described in section 3.3.1.
Parameter PTES subsystem LAES subsystem Combined Cycle
Net work input, charge (MWh) 246 194 440
Net work out, discharge (MWh) 150 162 312
Efficiency (%) 60.9 83.6 70.9
A number of common alcohols and hydrocarbons are suitable as storage media for the
pre-cooling phase. Methanol has been used to generate the results presented here because of
its low cost, but ethanol, which is also relatively inexpensive, could be used instead. As with
the main coupling heat exchange process, incompatible temperature dependence of cp for
air and methanol leads to pinch point issues, but these are readily rectified by incorporating
an intermediate temperature methanol tank, thereby allowing two independent methanol
mass flow rates (see Fig. 3.10c). Finally, an additional small improvement is obtained
by introducing a secondary compressor that acts only during discharge and that allows an
increase in the discharge pressure ratio and thus rejection of heat at lower temperatures, as
can be seen between points 3a’ and 3b’ of the T-s diagram in Fig. 3.10b. Details about the
temperature and pressure conditions along the cycle are shown in Tables 3.6 and 3.7.
The main work transfers of the modified cycle (which also includes the asymmetrical
stages of the LAES subsystem) are shown in Table 3.5b. Noticeably, a significant increase
in round-trip efficiency is achieved, reaching 70.9% while displaying an energy density of
63.3kWh/m3 (which is similar to the energy density of the baseline combined cycle despite
the presence of the additional methanol tanks5).
5The decrease in energy density due to the additional pre-cooling tanks is compensated by the increases
due to the asymmetrical stages of the LAES subsystem and the higher efficiency of the cycle.
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(a) Plant layout.
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(b) T-s diagrams of the PTES subsystem. (c) Temperature distribution inside the air-
methanol heat exchanger.
Figure 3.10: Proposed adaptation of the combined cycle, employing a regenerated PTES cycle
and pre-cooling of the supercritical air. (a) Plant layout shown during charge. All processes are
reversed during discharge, with the exception of an additional secondary compressor which is
introduced in the PTES subsystem during discharge (points 3a′ to 3b′). (b) T-s diagram of the
PTES subsystem. Primes (′) refer to conditions during discharge. (c) Temperature distribution
in the multi-stream heat exchanger which transfers heat between the supercritical air and the
cold storage medium (methanol), during the pre-cooling phase.
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Table 3.6: State points of the helium gas
flowing in the PTES subsystem of the
combined cycle (pre-cooling configura-
tion).
T [K] p [bar] m˙ [kg/s] Point
293.1 1.0 10.0 1
873.9 11.7 10.0 2
293.1 11.6 10.0 3
184.4 11.6 10.0 4
76.8 1.0 10.0 5
181.0 1.0 10.0 6
183.2 1.0 10.0 6’
88.5 1.0 10.0 5’
179.8 4.9 10.0 4’
289.7 4.9 10.0 3a’
342.6 7.1 10.0 3b’
856.4 7.0 10.0 2’
424.0 1.0 10.0 1’
Table 3.7: State points of the air flowing
in the LAES subsystem of the combined
cycle (pre-cooling configuration).
T [K] p [bar] m˙ [kg/s] Point
293.1 1.0 25.6 1
840.4 30.7 25.6 2
293.1 30.4 25.6 3
488.2 150.0 25.6 4
293.1 150.0 25.6 5
184.3 148.5 25.6 6
80.5 147.0 25.6 7
78.1 1.0 25.6 8
78.1 1.0 25.6 8’
82.5 150.0 25.6 7’
177.0 148.5 25.6 6’
280.7 147.0 25.6 5’
477.5 147.0 25.6 4’
315.5 30.1 25.6 3’
816.7 29.8 25.6 2’
352.0 1.0 25.6 1’
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This last adaptation of the combined cycle significantly exceeds the individual stand-
alone cycles in both efficiency and energy density and is, therefore, particularly appealing.
The estimated cost of storage capacity becomes 15$/kWh, which is very similar to that of
the stand-alone PTES system, or 8$/kWh if the mineral oil can be substituted by sunflower
oil. Furthermore, this adaptation is also less complex than the multi-stream coupler ad-
aptation, and makes the PTES subsystem more comparable to its stand-alone counterparts.
Particularly, the smaller pressure ratio of the PTES subsystem (which is of the order of 12:1,
rather than 135:1) allows pressurisation of the low pressure line and an increase in the power
density of this subsystem, similarly to the cycles studied in chapter 2.
3.4 Developments aimed at long-term energy storage
Perhaps the most notable characteristic of the baseline PTES-LAES combined cycle is that it
removes the need for a cold store, such that all the exergy is stored in the hot store and in the
liquid air tanks. Here the possibility of additionally removing the hot store is explored, such
that all the exergy is stored in the liquid air tanks. This would be very advantageous from an
economic point of view, since the liquid air tanks are much cheaper than the hot/cold stores
for obvious reasons (the storage medium is free and only a single tank is needed to store
all the liquid air, while two tanks are typically required for each hot/cold storage material6).
Such a scheme would dramatically reduce the cost associated with energy capacity and po-
tentially enable plants with significantly larger storage capacities (e.g. charging/discharging
times of several days or weeks rather than several hours).
Removal of the hot store may be achieved by employing near-isothermal (rather than
adiabatic) stages in the compression train during charge, and near-isothermal stages in the
expansion train during discharge. This approach has already been proposed and tested for
some CAES systems (known as I-CAES —isothermal CAES— systems) in which all the
exergy is stored in the compressed air [18]. Isothermal compression/expansion can be real-
ised by employing reciprocating or rotary machines, but has the disadvantage that the power
rating is limited by the heat transfer rate [110]; in order words, a trade-off appears between
power density and isothermal efficiency. Research is therefore being focused on increasing
the heat transfer rate, which may be achieved in several ways, such as (i) spraying fine li-
quid droplets which exchange heat with the gas during the compression/expansion process
6The two-tank system is the traditional system employed in most commercial CSP power plants, although
thermocline systems that employ a single tank and significantly reduce the amount of liquid storage media
required (by embedding a low-cost solid filler material inside the tank) have also been proven at large scale
[109]. However, thermocline systems imply further operational complexity and higher self-discharge losses
due to their internal thermal fronts.
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Figure 3.11: Layout of the ‘low-temperature’ adaptation of the combined cycle, operating with
water and liquid air as storage media, shown during charge. All processes are reversed during
discharge.
[21, 111] or (ii) using a liquid piston in combination with high-surface-density materials
which are introduced inside the piston chamber [112]. Following the latter approach (using
porous media inserts), experimental results by Yan et al. [113] show that isothermal com-
pression efficiencies of 95% (and isothermal expansion efficiencies of 90%) are possible at
a power density of ∼ 150kW/m3.
Since, unfortunately, the isothermal compression technology is still at a development
stage, a different scheme will be used here, in which several intercooled stages are employed
for the (charge) compression and (discharge) expansion trains. This approach, which is
similar to that of low-temperature CAES [114], does not succeed in removing the hot store
but still enables a large reduction in its cost.
The proposed plant layout (referred to as ‘low-temperature’ adaptation) is presented in
Figure 3.11. T-s diagrams of the two subsystems are presented in Figure 3.12. Employing
several intercooled stages lowers the top temperature of the cycle, which allows water to be
used as storage medium in unpressurised tanks. This is not quite the same as an isothermal
scheme without hot store, but it may still be expected to cut the cost of storage capacity
because the cost of water is negligible and because unpressurised tanks operating below
100◦C may be built with cheap (e.g. plastic-based) materials.
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(a) PTES subsystem. (b) LAES subsystem.
Figure 3.12: T-s diagrams of the ‘low-temperature’ adaptation of the combined cycle, shown
during charge.
Another possibility would be to substitute the water tanks by ground-level water reser-
voirs surrounded by a non-permeable insulating layer. This would somehow resemble
pumped-hydro, where two water reservoirs are needed, but where energy is stored as thermal
exergy rather than gravitational potential. However, the reservoirs could be natural terrain
depressions or simply excavated on flat ground, since no height difference is required. Fur-
thermore, the volume required per unit of energy stored is much lower. As noted in chapter
1, the energy density of a pumped hydro facility with a height difference of 500m is about
1.4kWh/m3, while the thermal availability of water at 100◦C is about 12kWh/m3. How-
ever, the energy density of the combined cycle is even larger than this because of the contri-
bution of the liquid air tanks, as will be shown below.
This adaptation of the combined cycle is similar to the ‘pre-cooling’ adaptation (section
3.3.3) in the sense that the PTES subsystem is regenerated and the HEX that couples the
two cycles operates over a narrower temperature range, such that some pre-cooling of the
supercritical air is required. This time, however, the pre-cooling is not provided by a cold
store but by the expansion of secondary air streams of the LAES subsystem itself, in a way
that resembles (to some extent) the first part of the Claude liquefaction cycle. In contrast to
the Claude cycle, however, the returning streams are not at ambient pressure but at a higher
intermediate pressure, such that the cp variation of the main and the secondary streams is
more similar and the impact of pinch-point issues is minimised.
The performance of the ‘low-temperature’ combined cycle depends on various factors,
mainly:
• The fraction of air that is recirculated in the secondary streams, which is optimised to
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(a) Round-trip efficiency. (b) Liquefaction efficiency.
Figure 3.13: Performance of the ‘low-temperature’ adaptation of the combined cycle.
ensure that m˙cp is the same at each side of the two air-air regenerators, similarly to
the helium-air HEX.
• The pressure of the secondary streams, which is selected to be equal to the pressure
of the incoming air prior to the last compression stage, where the returning streams
rejoin the main stream. In this study the pressure ratio of the last compression stage
is assumed to be the same as that of the other intercooled stages, but a future study
should explore if there is scope for optimisation.
• The number of secondary air streams. Two secondary streams (with the corresponding
air-air regenerators) are used here, cooling the main air stream down to∼ 200K before
it enters the He-air coupler, but a third secondary stream could potentially be used.
This would have the advantage of further cooling the main air stream and reducing
the weight of the PTES subsystem, which is the least efficient.
• The top pressure of the main air stream, which also determines the number of inter-
cooling stages. This is because the number of inter-cooling stages varies to ensure that
the top temperature at each stage never exceeds the boiling point of water. The effect
of the top pressure on the round-trip efficiency is shown in Fig. 3.13a. As expected,
the efficiency increases with the top pressure, as it did in the previous adaptations of
the combined cycle. Again, this is because the cp variation of the supercritical air is
less significant at high pressures, and because the LAES subsystem gains weight in
front of the PTES subsystem.
A summary of important parameters of the ‘low-temperature’ adaptation, when operating
at a top air pressure of 150bar, is shown in Table 3.8. Noticeably, the cycle is less efficient
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Table 3.8: Main characteristics of the ‘low-temperature’ adaptation.
Parameter Combined Cycle
Efficiency [%] 54.5
Energy density [kWh/m3] 29.1
Work ratio (charge) [-]
3.2 (PTES)
6.2 (LAES)
Water [t/MWh] 27.9
Liquid air [t/MWh] 5.7
Cost water [$/kWh] 0.1
Cost water tanks [$/kWh] 3.4
Cost air tanks [$/kWh] 0.4
Total cost [$/kWh] 3.9
than the previous adaptations, mainly because of the reduced work ratios of both subsys-
tems, which is consequence of the larger number of intercooled stages and the expansion
of the secondary streams in the LAES subsystem. On the other hand, the estimated cost of
energy capacity is only ∼ 4$/kWh, which is significantly lower than for all previous cycle
adaptations. This cost is assuming carbon steel tanks (as for the stores in the previous cycle
adaptations) for both the water and the liquid air tanks. However, the total cost is largely
dominated by the cost of the water tanks, which, as discussed earlier, can potentially be cut
down by employing low-cost non-metallic tanks or reservoirs.
While the cost of energy capacity is only ∼ 25% of the cost of the previous cycle ad-
aptations, the requirement of several inter-cooling stages is expected to increase the cost
associated with power capacity, such that the system is likely to become competitive in
those applications where long charge/discharge times are required or beneficial. This topic
is briefly discussed in chapter 5.
Finally, another interesting feature of the charge-phase of the ‘low-temperature’ com-
bined cycle is that it can be employed for liquid air production7 (in which case the ‘heat
of compression’ is not stored but simply rejected to the environment or used for other pur-
poses). The plant may therefore be designed to supply the two different services, liquid
air production and energy storage, thereby increasing its capacity factor and diversifying its
7Which can be used as an exergy carrier or, more often, to obtain nitrogen, oxygen, argon and other rare
gases via partial distillation.
3.4 Developments aimed at long-term energy storage 85
(a) Linde-Hampson cycle.
(b) Claude cycle.
Figure 3.14: Layouts of traditional liquefaction cycles.
streams of revenue.
The liquefaction efficiency is traditionally measured with the following figure of merit
(FOM) [115],
FOM≡ wliq ideal
wliqactual
where wliq ideal is equal to the specific exergy of liquid air (195Wh/kg), and wliqactual is the
net work input of the cycle per unit mass of liquefied air. The FOM of the combined cycle
is shown in Fig. 3.13b as a function of the top pressure of the main air stream. Note that the
FOM is intrinsically lower than the charge exergetic efficiency because the exergy taken by
the water streams is assumed to be rejected. For instance, at 150bar, the charge exergetic
efficiency of the combined cycle is 75%, while the FOM is only 60%. Interestingly, the
FOM of the combined cycle exceeds that of the traditional Claude and Linde-Hampson
liquefaction cycles for any top pressure above ∼ 75bar. The layouts of these cycles are
presented in Fig. 3.14, based on the descriptions by Windmeier and Barron [115]. While
the original versions of the two cycles employ a Joule-Thomson (i.e. throttle) valve, the
plots in Fig. 3.13b were computed using a two-phase mechanical expander. The FOM is
significantly lower if a throttle is used, particularly in the case of the Linde-Hampson cycle.
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Future work should include a comparison between the proposed combined cycle and the
cycles used in modern air liquefaction plants, which are likely to be more advanced than the
traditional Claude liquefaction system, which dates back to 1902 [115].
3.5 Concluding remarks
A novel thermo-mechanical energy storage system that integrates PTES and LAES into a
single combined cycle has been presented in this chapter. The system employs liquid ma-
terials as thermal energy storage media and helium or neon as a working fluid for the PTES
subsystem. Simple, design-level cycle calculations have been undertaken using realistically
achievable values of compression and expansion efficiency and heat exchanger effective-
nesses, from which the following may be concluded:
• The baseline combined cycle has a round-trip efficiency which is similar to stand-
alone LAES but lower than stand-alone PTES (∼ 60% and ∼ 65%, respectively, for
the nominal component performance parameters). This is only true, however, under
the assumption that cryogenic expanders are practicable when operating with two-
phase flow. If a throttle is employed instead, the efficiency of stand-alone LAES falls
significantly below that of the other two cycles.
• A Second Law analysis reveals that the main losses in the baseline combined cycle are
due to compression and expansion irreversibility and pinch-point-related losses in the
main heat exchanger that links the two cycles. The pinch point arises from the strong
variation of specific heat capacity of supercritical air at temperatures and pressures
which are close to its critical point. This effect is reduced when operating the LAES
subsystem at higher pressures, which has a positive impact on the efficiency of the
overall cycle and also implies that lower pressure ratios are required from the PTES
subsystem to produce liquid air at a given temperature.
• Although stand-alone PTES is found to be more efficient than stand-alone LAES,
this trend is reversed when examining the constituent parts of the combined cycle:
the PTES subsystem is significantly less efficient than the LAES subsystem. This
is mainly because the operating conditions that the PTES cycle must adopt in order
to be coupled with the LAES cycle are unfavourable and imply a low work ratio,
and because the irreversibility generated in the heat exchanger that couples the two
cycles is manifested only in the PTES subsystem. Ensuring full liquefaction of the
air stream during charge, on the other hand, greatly improves the performance of the
LAES subsystem.
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• Three adaptations of the baseline combined cycle aimed at improving its performance
have been proposed and studied. The first exploits asymmetric compression stages
and is the easiest to implement. It is also compatible with the other adaptations. The
second focuses on alleviating heat transfer irreversibility by employing a multi-stream
heat exchanger with two levels of helium mass flow rate, thereby achieving a moder-
ate increase in round-trip efficiency. The third adaptation, on the other hand, focuses
on improving the performance of the PTES subsystem and reducing its weight within
the combined cycle. This is done by employing a helium-helium regenerator on the
PTES side and an additional thermal storage system to pre-cool the supercritical air
before entering the helium-air heat exchanger. At the expense of a small reduction
in overall energy density, this adaptation achieves a significant increase in thermo-
dynamic efficiency, of about 10 percent points (from 60% for the baseline combined
cycle up to about 70%), exceeding stand-alone PTES by 5 percent points.
• The energy density of all of the above-mentioned versions of the combined cycle
(60 ∼ 80kWh/m3) is significantly greater than either of the constituent subsystems
(around 45kWh/m3 for stand-alone PTES and 30kWh/m3 for LAES). Despite the
larger energy density, the estimated cost of energy capacity is not lower than for stand-
alone PTES, since the combined cycle relies on mineral oil as a component of the hot
store. If mineral oil could be substituted for a cheaper alternative, such as sunflower
oil, the cost of storage capacity would be significantly lower.
• A further adaptation, referred to as ‘low-temperature’ adaptation, has been proposed
with the aim to dramatically reduce the cost of energy capacity. This adaptation in-
creases the number of inter-cooling compression stages and allows the hot stores to
operate solely with water. The cycle has a lower round-trip efficiency of around 55%,
but could potentially enable much longer charge/discharge times than those of typical
PTES/LAES systems. Since liquid air and water are the only storage materials and
they have both a null or a negligible cost, the cost of the storage capacity becomes
dominated by the cost of the storage tanks, and further savings could be achieved by
substituting the water storage tanks by cheaper (low-temperature, non-metal-based)
alternatives.
• Nominal operating conditions in all cycle adaptations assumed a pressure ratio of
150:1 for the LAES subsystem (which matches the expected pressures for commer-
cial stand-alone LAES plants [64]), while the pressure ratio of the PTES subsystem
was adapted in each case to ensure full air liquefaction. The latter is 135:1 for the
baseline combined cycle and around 12:1 for the ‘pre-cooling’ and ‘low-temperature’
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adaptations. Higher values of round-trip efficiency can be achieved by further increas-
ing the pressure ratio of the LAES side and decreasing that of the PTES side.
• Repeating the calculations with neon instead of helium as a working fluid for the
PTES subsystem leads to practically identical results as long as the same values of
polytropic efficiency and heat exchanger effectiveness are assumed. Therefore, the
choice between the two will fall down to economic considerations.
A summary of the predicted efficiencies, energy densities and estimated energy capacity
costs of the different cycles studied in this chapter is presented in Figures 3.15a and 3.15b.
The cost values are associated with the cost of the storage media and the tanks and are
only approximate. Nevertheless, it is possible to state that the ‘pre-cooling’ adaptation
stands as the most efficient cycle, while the ‘low-temperature’ adaptation achieves by far
the lowest storage capacity cost. Different applications will favour one virtue over the other.
It should be expected that the stand-alone PTES system, which has the least number of
components (together with a mid-high efficiency and a moderate energy capacity cost), will
have a relatively low cost of power capacity and might be preferred in some cases (see
chapter 5 for a brief discussion on economic considerations).
(a) Efficiency and energy density. (b) Efficiency and cost of storage capacity.
Figure 3.15: Efficiency, energy density and cost of storage capacity of the studied cycles. In
(b), filled markers indicate storage costs using the default storage media, while empty markers
indicate cases where mineral oil has been substituted by a cheaper, vegetable oil alternative.
Chapter 4
Thermodynamic optimisation of heat
exchangers
4.1 Introduction
Heat exchangers (HEXs) play a critical role in many thermodynamic cycles. In some applic-
ations, such as thermo-mechanical energy storage or cryogenic cycles [115], heat exchanger
performance can significantly impact system performance and very high heat exchanger ef-
fectivenesses may be required. However, the required heat transfer area grows exponentially
as the effectiveness increases, therefore increasing the amount of material needed and the
size and cost of the device. Understanding how to design HEXs that are both highly efficient
and compact is therefore an important consideration for such systems.
While a heat exchanger may be designed for specified effectiveness and pressure drop,
a more exergetically meaningful approach employs entropy generation as a measure of per-
formance. The idea of designing a heat exchanger for minimum irreversibility was first
introduced by McClintock [116] in 1951, and later popularised by Bejan in 1977 [99], who
has made significant contributions to the field of entropy generation minimisation (EGM)
of flow and heat transfer processes through some of his various publications (e.g. [117–
121]). Other early works of EGM applied to heat exchangers include those of Witte and
Shamsundar [122], London and Shah [123] and Sekulic´ [124], in the early and mid 1980s.
Since then, several authors have continued to work on this field, as demonstrated by
the high number of articles published so far (see e.g. the review in [125]). Some of the
major topics explored so far include (i) the development of different performance indices
to express entropy generation in a dimensionless form, (ii) the research of heat transfer
surfaces that minimise entropy generation by increasing heat transfer and/or reducing flow
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friction, (iii) assessment of the entropy generation linked to the manufacturing process of
the heat exchanger and (iv) thermo-economic analysis of heat exchangers. The reviews in
[125] and [126] provide summaries of a significant part of the work done in the field.
Perhaps the biggest advantage of EGM is that entropy generation represents a single
quantity that adds up the several sources of exergy loss in a consistent way. Thus, this
avoids the need to separately specify, for example, a thermal performance and a hydraulic
performance. In the case of heat exchangers, most authors have historically focused on
flow thermal resistance and flow friction as the two main sources of irreversibility, while
neglecting the contribution of axial (i.e. longitudinal) conduction. However, while this is
generally a valid approach for long devices, compact heat exchangers tend to result in short
channel lengths, in which case the effect of axial conduction on the thermal performance
may overcome the effect of flow thermal resistance [93, 105].
Furthermore, as shown later in this chapter, when longitudinal conduction is neglected
the EGM procedure delivers a physically unrealistic result, predicting a constant relation-
ship between the volume of material and the hydraulic diameter, seemingly indicating that
the HEX volume can be arbitrarily diminished by continuously decreasing the channel size
(while maintaining a certain level of exergetic efficiency). There is, in fact, a general find-
ing in the field of heat exchanger design that smaller channels lead to more compact devices
(see [91, 96]). However, while the trend is certainly true when starting at high hydraulic dia-
meters, the prediction neglects the fact that the channel’s length dramatically decreases with
decreasing diameter, which implies that axial conduction eventually becomes the dominant
source of entropy generation.
A small subset of the literature on EGM of heat exchangers accounts for axial conduc-
tion. In 1983 Chowdhury and Sarangi found an analytical expression of the optimal metal
conductivity for a concentric-tube exchanger of given diameter and length, minimising the
overall exergy losses by balancing those due to axial conduction with those due to wall
thermal resistance [127]. More recently, Will and de Waele provided expressions of entropy
production for the different sources of irreversibility as a function of the geometrical para-
meters of an exchanger made with circular channels, and found a closed-form expression
of the optimal diameter for pre-determined values of length and cross-sectional area when
operating in the laminar regime [128]. Lerou et al. extended Will and de Waele’s work
by employing the same expressions and performing a numerical optimisation of the height,
width and length of a two-channel HEX operating in a micro cooling cycle [129].
The analysis presented in this chapter focuses on minimising entropy generation in bal-
anced gas-gas counter-flow heat exchangers for a given weight of construction material,
which can be taken as a proxy for capital cost [44, 96, 130, 131]. After showing that small
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hydraulic diameters (and low Reynolds numbers) are a requirement for highly compact and
efficient devices, laminar flow correlations are employed to obtain an analytical expression
of the total entropy generation as a function of the basic geometrical parameters of the
HEX, and closed-form solutions for the optimal channel length and hydraulic diameter are
derived. For simplicity, the analysis is first presented for one single stream and then exten-
ded to the simultaneous optimisation of the two streams. Different gases and pressure levels
are explored, indicating that both factors have a large impact on the cost-effectiveness of the
device. Finally, a numerical optimisation method is employed to investigate situations with
heat capacity variation. The model shows that heat capacity variation sets a minimum level
of heat transfer irreversibility and affects the optimal geometrical configuration.
While all results presented in this chapter refer to the case of a gas-gas HEX, the analysis
is readily adapted to the case of a gas-liquid HEX, as shown in Appendix B.
4.2 Basic design considerations
The field of heat exchanger design is vast and complex. Heat exchangers have been de-
signed for a wide range of applications and a large number of geometries and manufacturing
techniques have been developed. For an in-depth presentation of the major types of heat ex-
changers, one may refer to the book by Shah and Sekulic´, Fundamentals of Heat Exchanger
Design [91]. Herein the analysis is restricted to designs that consist of straight channels with
constant cross-sectional area and no fins, but the methodology is readily adapted for other
geometries. In this simplified case, the geometry of one side of the heat exchanger (i.e. the
collection of channels corresponding to one fluid) has only three degrees of freedom [118].
For example: D, L and Af (the hydraulic diameter, the length and the flow’s cross-sectional
area, respectively). Or, equivalently, D, L and G≡ m˙/Af, the mass flux. Once Af and D are
known, the total number of channels is fixed and one only needs to decide how to organise
them (e.g. in the case of plate designs, how many channels per plate and how many plates),
but this has little influence on the performance of the HEX core.
As mentioned before, it is generally found that employing smaller values of D allows a
given thermal performance to be achieved with a more compact, less heavy (and typically
cheaper) heat exchanger. The following shows that there are two main reasons for this: (i)
smaller channels increase the amount of heat transfer area available per unit volume, and
(ii) smaller channels permit higher heat transfer coefficients.
According to the definition of hydraulic diameter:
D≡ 4Af
P
=
4Af L
A
=
4V
A
(4.1)
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Table 4.1: Formulas and coefficients for the fully developed internal flow model [97]. The
equations for laminar flow are exact, analytical results. The equations for turbulent flow are
experimental correlations valid for smooth surfaces. The values of the constants aL and bL
refer to constant heat flux conditions. Transition from laminar to turbulent flow occurs between
2,000> Re> 3,000.
cf St
Laminar
aL
Re
bL
RePr
Turbulent
1
(1.58lnRe−3.28)2
(cf/2)(1−1000/Re)
1+12.7(cf/2)
1/2
(
Pr2/3−1
)
Constant Circular pipe Squared pipe
aL 16 14.25
bL(= NuL) 4.36 3.61
where P is the channel perimeter, V the flow volume and A the surface (heat transfer area).
The heat transfer area is related to the convective heat transfer coefficient ht by
Q˙ = htA∆T (4.2)
where Q˙ is the total heat transfer rate and ∆T is the temperature difference between the fluid
and the channel’s wall. Thus,
V =
Q˙D
4ht∆T
(4.3)
which emphasises the importance of increasing ht to reduce the size of the HEX. In turn, ht
is related to the Stanton number:
St≡ Nu
RePr
=
ht
Gcp
(4.4)
Well established correlations of St (or Nu) as function of the Reynolds and the Prandtl
number, the channel geometry and the flow regime can be found in standard heat transfer
textbooks (see [97]) and are shown in Table 4.1. One may, therefore, select a range of
values of D and G, compute the corresponding Re and St numbers, and then compute the
heat transfer coefficient ht. The result is shown in Figure 4.1, which plots the value of ht as a
function of D for three different values of G for air in circular pipes. While some benefit can
be obtained by jumping from laminar to turbulent regime at moderate values of D, it is clear
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Figure 4.1: Convective heat transfer coefficient of air at ambient temperature for fully developed
flow in a circular channel. Solid lines indicate laminar regime, dashed lines indicate turbulent
regime.
that much higher heat transfer coefficients can be obtained by employing small channels
(i.e. operating at low Reynolds numbers).
In the case of laminar flow, ht simplifies to
ht = StGcp =
bLGcp
RePr
=
bLk
D
(4.5)
where k is the fluid thermal conductivity. Together with Eq. (4.3), this implies
V =
Q˙D2
4bLk∆T
(4.6)
i.e. the flow volume becomes proportional to D2 (and independent of G). It is shown
later that the amount of material needed to fabricate a heat exchanger is proportional to the
flow volume. Therefore Eq. (4.6) highlights the importance of employing small hydraulic
diameters to reduce the HEX footprint and cost, specially for large-scale applications (high
Q˙) requiring high thermal performance (small ∆T ). Interestingly, a very similar relationship
between V and D has also been found in the context of more complex geometries operating
in the turbulent regime [96].
In practice, the minimum possible value of D will be limited by the chosen manufactur-
ing technique, and this explains the increasing interest in techniques for fabricating micro-
channel heat exchangers, which can be built with several materials including silicon and a
range of metals and alloys [95]. The building material also has an influence on the min-
imum diameter. For silicon, hydraulic diameters around 50µm and wall thicknesses as thin
as 15µm [132] have been reported. For stainless steel and other base metal alloys, hydraulic
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diameters as small as 40µm [93] have been reported, but wall thicknesses do not normally
fall below 100µm.
Diminishing the hydraulic diameter also has the effect of increasing flow friction, but this
can be compensated by reducing L and increasing Af (i.e. decreasing G) while maintaining
the same overall heat transfer area. However, reducing L also has the effect of increasing
axial conduction. As will be shown later, this makes an optimal D appear which balances
the different losses and minimises the overall entropy generation.
4.3 Sources of entropy generation
Analytical expressions of entropy generation in heat exchangers due to flow thermal res-
istance, flow friction and axial conduction have been previously presented elsewhere (e.g.
see the works by Will and De Waele [128] and Lerou et al. [129]). Nevertheless, the ex-
pressions are re-derived here for completeness and rewritten as a function of the volume of
metal, which is useful for the subsequent analyses in the rest of the chapter.
4.3.1 Assumptions
The following assumptions are made when deriving the expressions of entropy generation:
• Counter-flow arrangement with balanced flows (i.e. m˙1cp1 = m˙2cp2).
• Nearly ideal heat exchanger (i.e. ∆T ≪ T , ∆p ≪ p) with insulated (i.e. adiabatic)
external walls.
• Straight, constant cross-sectional area channels with no fins.
• Ideal gas.
• Negligible kinetic or potential energy changes.
4.3.2 Flow thermal resistance and flow friction
Consider the simplified layout of a counter-flow HEX in Fig. 4.2a, and the diagram in Fig.
4.2c which shows the heat and mass flows on an infinitesimal section of one channel. The
steady-flow energy equation reads simply,
dQ˙ = m˙dh (4.7)
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(a) One-dimensional diagram. (b) Temperature distribution.
(c) Channel section. (d) Wall section.
Figure 4.2: Diagrams of a generic counter-flow heat exchanger.
while the steady-flow entropy equation reads,
dS˙irr1 = m˙ds− dQ˙T +∆T (4.8)
where S˙irr1 is the (irreversible) entropy generation per unit time in the stream 1 (and equi-
valent expressions follow for stream 2). The previous two equations, together with the
thermodynamic relation
T ds = dh− vdp (4.9)
lead to
dS˙irr1 = dQ˙
(
1
T
− 1
T +∆T
)
− m˙vdp
T
(4.10)
≃ dQ˙∆T
T 2
− m˙vdp
T
(4.11)
Employing the definition of St and Eq. (4.1), the specific heat transfer can be written
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dQ˙ = ht∆T dA =
4Stm˙cp∆T dx
D
(4.12)
while the pressure change due to flow friction is [97],
dp =−2cfvG
2dx
D
(4.13)
leading to
dS˙irr1 =
(
∆T
T
)2 4Stm˙cpdx
D
+
2cfm˙v2G2dx
T D
(4.14)
From Fig. 4.2b one can see that ∆T is constant and that, on the limit ∆T ≪ T , temper-
ature and length are related by
dx =
LdT
(T2−T1) (4.15)
Additionally, from Eqs. (4.7) and (4.12),
∆T =
D(T2−T1)
4LSt
(4.16)
Including the previous expressions into Eq. (4.14), employing the ideal gas law and integ-
rating from T1 to T2 (i.e. from 0 to L),
S˙irr1 =
(T2−T1)2
T1T2
m˙cpD
4LSt
+
2Rcfm˙vG2L
pD
(4.17)
where it is important to note that all variables which are temperature dependent (such as v,
cf or St) are taken as averaged values, evaluated at p = pin and T = 0.5(T1+T2).
4.3.3 Wall axial conduction
The diagram in Fig. 4.2d shows the heat flows on an infinitesimal section of the wall separ-
ating the channels. The vertical arrows represent heat flows from one channel to the other,
dQ˙, while the horizontal arrows represent axial conduction within the wall, Q˙λ . As shown
in Appendix D, the thermal resistance of the wall is typically orders of magnitude smaller
than the thermal resistance of the flow, and therefore its contribution to entropy generation
can be neglected. Here the analysis is restricted to the contribution of axial conduction. The
axial heat transfer is,
Q˙λ = Am km
dTm
dx
(4.18)
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where Am is the wall’s cross-sectional area and km is the conductivity of the heat exchanger
material. The associated entropy generation is:
dS˙irr,m =Am km
dTm
dx
 1
Tm− dTm2
− 1
Tm+
dTm
2
≃ Am km(dTdx
)2 dx
T 2
(4.19)
Finally, substituting Eq. (4.15) into (4.19) and integrating leads to
S˙irr,m =
(T2−T1)2
T1T2
[
Am km
L
]
(4.20)
4.3.4 Overall entropy generation
The entropy generation may be normalised by m˙cp in order to obtain the dimensionless
irreversibility function Ns, also known as the number of entropy units,
Ns ≡ S˙irrm˙cp (4.21)
The Ns parameter is commonly used in the field of entropy generation minimisation, and it
can be easily related to the exergetic loss as a fraction of the power of the cycle in which
the heat exchanger operates [99]. For example, in the ‘low-regen.’ PTES cycle described in
chapter 2, the charge cycle has
(
∆Tcomp−∆Tturbine
)≈ 400K. Thus,
W˙loss
W˙in
=
T0S˙irr
m˙cp
(
∆Tturbine−∆Tcomp
) ≈ 0.75Ns (4.22)
i.e., for Ns = 10−2 the exergetic loss is equivalent to about 0.75% of W˙in, the input power of
the cycle.
Adding the contributions from the two streams (Eq. (4.17)) and from the wall (Eq.
(4.20)), the irreversibility function of the HEX may be expressed as
Ns = Ns1+Ns2 (4.23)
where
Ns1 =
τ2
4L
(
D
St
)
1︸ ︷︷ ︸
thermal resistance
+2L
(
R
cp
cf vG2
pD
)
1︸ ︷︷ ︸
flowfriction
+
τ2km
L
(
A∗
cp G
)
1︸ ︷︷ ︸
axialconduction
(4.24)
and an equivalent expression follows for Ns2. Note that the entropy generation in each
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stream contains the entropy generation due to the material associated with that stream (i.e.,
Am = Am1+Am2). The following definitions have been used:
τ ≡ T2−T1√
T2T1
(4.25)
and
A∗1 ≡ Am1Af1 =
Vm1
Vf1
(4.26)
where A∗ is a dimensionless parameter which depends on the kind of heat exchanger and is,
in principle, independent of D, L and G (see Appendix C for more details). Since the aim is
to minimise entropy generation for a given amount of construction material, it is useful to
write Ns as a function of the volume of material. The volume of material in one stream is
Vm1 = Am1L =
(
A∗m˙
G
)
1
L (4.27)
Substituting Eq. (4.27) and D = Reµ/G into Eq. (4.24),
Ns1 =
τ2
4
(
µA∗m˙
Vm
Re
St
G−2
)
1︸ ︷︷ ︸
thermal resistance
+2
(
R
cp
vVm
pµA∗m˙
cf
Re
G4
)
1︸ ︷︷ ︸
flowfriction
+τ2km
(
A2∗m˙
cpVm
G−2
)
1︸ ︷︷ ︸
axialconduction
(4.28)
4.4 Optimisation of one stream
Since the geometries of the two streams of a heat exchanger are linked (e.g. a counter-flow
HEX will always have L1 = L2 ≡ L), one should in principle always attempt to perform a
simultaneous optimisation of both streams. Nevertheless, the independent optimisation of
one single stream is still a useful exercise, for two main reasons. First, it is a valid strategy
when it is clear that the stream which is being optimised is the one having the biggest
contribution into the exergy losses (e.g. in the case of a gas-liquid HEX, or a gas-gas HEX
with one stream at a significantly lower pressure than the other). Second, the algebra is
simplified considerably, which allows to present the physical principles in a more clear way.
This section shows how to minimise Ns1 for a given Vm1, while section 4.5 extends the
analysis to Ns (including both Ns1 and Ns2).
The expression of Ns1 in Eq. (4.28) is similar to that found by Bejan [118] but with two
differences: (i) it is expressed as a function of the volume of material instead of the flow
volume, and, most importantly (ii) it includes the term corresponding to axial conduction.
Bejan proceeds by finding the optimal G1 (which minimises Ns1) for a given Reynolds
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number and a given volume. If axial conduction is neglected,
∂Ns1
∂G
= 0 ⇒ G1,opt =
[
τ2
16
cp
R
Re2
cfSt
pµ2A2∗
v
(
m˙
Vm
)2]1/6
1
(4.29)
and
Ns1,min =
[
27τ4
32
R
cp
cfRe
St2
vµA∗
p
m˙
Vm
]1/3
1
(4.30)
from which one can learn that, for a given level of reversibility, less material is required
at low Reynolds numbers. Consequently, the present analysis proceeds with a study of the
laminar regime case, expanding Bejan’s analysis by including the axial conduction term
and including the dependence of St and cf on Re from Table 4.1 into Equation (4.28). The
number of entropy units becomes
Ns1 = K∆T 1
D21
Vm1︸ ︷︷ ︸
thermal resistance
+K∆p1
L2
Vm1D21︸ ︷︷ ︸
flowfriction
+ Kλ1
Vm1
L2︸ ︷︷ ︸
axialconduction
(4.31)
where the following parameters have been defined:
K∆T 1 ≡
(
τ2A∗m˙cp
4bLk
)
1
K∆p1 ≡
(
R
cp
2aLA∗µm˙v
p
)
1
(4.32)
Kλ1 ≡
(
τ2km
m˙cp
)
1
Equation (4.31) is important because it brings further insight into the major trends that
dominate the design of compact, highly efficient heat exchangers. For example, considering
only the term due to thermal resistance gives Vm1 ∝D21 for a given performance, which is the
same conclusion reached with the simple analysis that led to Equation (4.6). On the other
hand, considering thermal resistance and flow friction implies Ns1 → 0 when both L → 0
and D1 → 0. In other words, it would appear that, in the absence of axial conduction, a heat
exchanger may be designed to be arbitrarily reversible and arbitrarily compact by making it
infinitesimally flat and employing infinitesimally small channels. This is, as mentioned be-
fore, a physically unrealistic result. However, when longitudinal heat transfer is introduced,
Ns1 cannot be made arbitrarily small any more and optimal values of both L and D1 emerge.
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For a given Vm1 and a given L, the optimal D1 is
∂Ns1
∂D1
= 0 ⇒ D1,opt =
(
K∆pL2
K∆T
)1/4
1
(4.33)
while, for a given Vm1 and a given D1, the optimal L is
∂Ns1
∂L
= 0 ⇒ Lopt =
(
KλV 2mD
2
K∆p
)1/4
1
(4.34)
Solving the two above equations results in:
D1,opt =
(
KλK∆pV 2m
K2∆T
)1/6
1
(4.35)
Lopt =
(
K2λV
4
m
K∆T K∆p
)1/6
1
(4.36)
and a minimum possible value of Ns1:
Ns1,min = 3
(
K∆T KλK∆p
Vm
)1/3
1
= 3
(
aLτ4A2∗
2
km
bLk
R
cp
µv
p
m˙
Vm
)1/3
1
(4.37)
where, noticeably, the exergetic losses corresponding to the three separate terms contribute
equally to the overall loss (thus the factor 3 in front of the brackets).
At this point, the procedure to design an optimal stream becomes straightforward. First,
Equation (4.37) is used to establish the required value of Vm1 for the desired level of ex-
ergetic performance, unless Vm1 is known a priori from economic considerations. Then,
Equations (4.36) and (4.35) are used to determine D1 and L, and finally Eq. (4.27) is em-
ployed to obtain the value of G1. Once these parameters have been found, the geometry is
determined and the remaining unknown parameters simply follow.
The optimisation procedure has been applied to six different gases that could be poten-
tially employed in a regenerated Joule-Brayton cycle (hydrogen, helium, nitrogen, oxygen,
neon and argon), for different pressure levels and for a range of Vm values, under the con-
ditions shown in Table 4.2. Results are presented in Figures 4.3 and 4.4. The properties of
the gases were determined using the thermophysical property library CoolProp [80]. For the
results to be independent of the scale of the application, Vm is divided by W˙ , the electrical
power of the corresponding power cycle (see Eq. 4.22), thus providing an indication of cost
per unit power. The values of maximum allowable stress (important to determine A∗, as
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Table 4.2: Ranges of values employed to compute the exergetically optimised design of one
HEX stream.
Parameter Unit Value
Vm1/W˙ m3/MW 0.001~1
p bar 1~200
T1 K 200
T2 K 290
σmax bar 1000
km W/m/K 15
Lmin mm 200
(t/D)min - 0.05
shown in Appendix C) and thermal conductivity of the material correspond roughly to those
of stainless steel (but variations are observed between different alloys).
As shown in Table 4.2, a minimum length has been specified, which is important for
two different practical considerations. First, it is done to limit the thermal stress in the axial
direction, as thermal gradients are inversely proportional to the length. Second, it is done
because counter-flow designs require a non-pure-counter-flow region near the inlets and
outlets of the exchanger, where the ports that distribute the flow are located [98]. In order to
keep this region small relative to the counter-flow core, the number of ports (and the headers’
cost and complexity) increase with decreasing length. Thus, if a minimum length were not
specified, a counter-flow design could become impractical. As a detailed examination of
these issues is outside the scope of this work, a value of Lmin has been selected according
to some of the shortest counter-flow HEXs encountered in the literature (e.g. [133, 134]),
although lower values might be possible. In order to account for this limit, Lopt is computed
first from Eq. (4.36). If Lopt is found to be smaller than Lmin for a given Vm, Lmin is used
instead. Then D1,opt is computed from Eq. (4.33) and Ns1 from Eq. (4.31).
Table 4.2 also specifies a minimum thickness-to-diameter ratio (refer to Appendix C
and Figure C.1 to see why this is done and how t/D affects A∗). A minimum diameter was
not specified because predicted values fall within those reported as feasible. If a certain
application required bigger values of D1 than those predicted by Eq. (4.33), this can be
easily accounted by specifying D1,min and computing L from Eq. (4.34) instead of Eq.
(4.36).
The graphs in Fig. 4.3 show the variation of Ns1 and of the main geometrical parameters
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(a) Entropy generation function. (b) Hydraulic diameter.
(c) Cross-sectional area. (d) Length.
Figure 4.3: Ns1 and main geometrical parameters as a function of Vm1/W˙ , for different gases at
1bar and the conditions set in Table 4.2.
with Vm/W˙ , for a number of gases at 1bar for the exergetically optimum design. In all
cases one can identify two clearly separate regions, one where L = Lopt and one where
L = Lmin. All the plotted points correspond to laminar flow. As shown in Fig. 4.3a, lower
irreversibility is obtained from larger HEXs (i.e. that require more material). Furthermore,
the graph indicates significant differences between different gases. To better understand
this, Eq. (4.37) may be written as a function of Vm/W˙ , showing only those parameters that
depend on gas properties:
Ns1,min ∝
(
R
cp
Prv
c2p
W˙
Vm
)1/3
∝
((
R
cp
)2 Pr
cp
W˙
Vm
)1/3
(4.38)
where the right hand side expression is obtained after employing the ideal gas law. One can
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conclude that a gas tends to be more advantageous if it has a higher cp, or if it is a diatomic
gas (R/cp ≈ 0.29) instead of a monatomic gas (R/cp ≈ 0.4). Table 4.3 provides the value
of the factor RPrv/c3p, for the gases in Figure 4.3a, normalised with respect to the value for
hydrogen. The parameter indicates how many times more material is required for a given
level of reversibility, and evidences a significant advantage of hydrogen and helium over the
other gases.
Table 4.3: Parameter RPrv/c3p for different gases, normalised with respect to the value for
hydrogen, at p = 1bar and T = 300K.
Hydrogen Helium Nitrogen Oxygen Neon Argon
1.0 5.1 14.1 15.6 26.0 51.0
(a) Entropy generation function. (b) Hydraulic diameter.
(c) Cross-sectional area. (d) Length.
Figure 4.4: Ns1 and main geometrical parameters as a function of Vm1, employing Argon as
working fluid at different pressures and the conditions set in Table 4.2.
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Figure 4.4a shows Ns1 as a function of Vm/W˙ for Argon at different pressures. For a
given value of Vm/W˙ a significant reduction in Ns1 is obtained at higher pressures. This
improvement can be explained from Eq. (4.37), where the pressure-dependent parameters
are proportional to p−2/3 for an ideal gas. Other effects of pressurisation, as shown in
Figures 4.4b, 4.4c and 4.4d are a decrease in the hydraulic diameter, a decrease in the cross-
sectional area and an increase of the channel length. The last two effects are also regarded
as beneficial for the construction and placement of the heat exchanger within a power plant,
as they improve the aspect ratio of the device.
4.5 Simultaneous optimisation of the two streams
The simultaneous optimisation of the two streams is slightly more complex than the optim-
isation of a single stream, but follows the same principles and leads to very similar results.
In order to find a globally optimum design, the entropy generation function must include
the contributions from both streams:
Ns = K∆T 1
D21
Vm1
+Kλ1
Vm1
L2
+K∆p1
L2
Vm1D21
+ K∆T 2
D22
Vm2
+Kλ2
Vm2
L2
+K∆p2
L2
Vm2D22
(4.39)
where one can identify five degrees of freedom: Vm1, Vm2, D1, D2, and L (one degree was
already eliminated by noting that L1 = L2 ≡ L). Another degree of freedom can be elim-
inated by noting that the cross-sectional geometries are also linked. For instance, for a
parallel-plate HEX, the two streams must have the same number of plates and the same
plate width. Therefore, if the channels are straight, the combined width of all the channels
of each stream (including the thickness of the walls between channels) must be the same.
Referring to Fig. C.1 in Appendix C,
(D+2t)1 N1 = (D+2t)2 N2 (4.40)
where the number of channels in one stream is
N1 =
4Af1
πD21
(4.41)
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Together with Eq. (4.27), the previous two expressions imply
D2 =
(1+2t/D)2
(1+2t/D)1
A∗1
A∗2
Vm2
Vm1
D1 ≡ K∗Vm2Vm1 D1 (4.42)
where the ratio t/D is assumed to be independent of D. Finally, defining the ratio VR ≡
Vm2/Vm1 and noting that Vm =Vm1+Vm2,
Vm1 =
Vm
1+VR
(4.43)
and
Vm2 =
Vm
1+1/VR
(4.44)
Employing expressions (4.42), (4.43) and (4.44), the entropy generation function be-
comes
Ns = K∆T 1
(1+VR)D21
Vm
+Kλ1
Vm
(1+VR)L2
+K∆p1
(1+VR)L2
VmD21
+ K∆T 2K2∗
(
V 2R +VR
)
D21
Vm
+Kλ2
Vm
(1+1/VR)L2
+
K∆p2
K2∗
(1+1/VR)L2
VmV 2RD
2
1
(4.45)
which now has four degrees of freedom: Vm, VR, D1 and L. Since the aim is to minimise Ns
for a given Vm, the optimal values of D1, L and VR are searched for. As in the analysis for
one single stream, the optimal values of D1 and L can be found by setting ∂Ns/∂D1 = 0 and
∂Ns/∂L = 0. The results are:
D1opt =
[ (
K2∗V 3RK∆p1+K∆p2
)
L2
K2∗V 3R (K∆T 1+K∆T 2K2∗VR)
]1/4
(4.46)
Lopt =
[
K2∗V 3R (Kλ1+Kλ2VR)V
2
mD
2
1
(1+VR)
2 (K2∗V 3RK∆p1+K∆p2)
]1/4
(4.47)
and, after solving the two above equations:
D1opt =
[
(Kλ1+Kλ2VR)
(
K∆p1K2∗V 3R +K∆p2
)
V 2m
(1+VR)
2 K2∗V 3R (K∆T 1+K∆T 2K2∗VR)
2
]1/6
(4.48)
Lopt =
[
K2∗V 3R (Kλ1+Kλ2VR)
2V 4m
(1+VR)
4 (K2∗V 3RK∆p1+K∆p2)(K∆T 1+K∆T 2K2∗VR)
]1/6
(4.49)
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Although these expressions look fairly complicated, they strongly resemble the simpler
Eqs. (4.35) and (4.36) and represent a sort of “weighted average” that results from optim-
ising the combined two-stream system, allowing to obtain Ns as a function of Vm and VR
only. While it is not possible to obtain a closed-form analytical solution of VR,opt (the op-
timal value of VR for a given Vm), it can be found through straightforward single-variable
numerical optimisation (e.g. through a golden-search method) in a small number of steps.
Then, the design of the two streams becomes fully determined.
(a) (b)
(c) (d)
Figure 4.5: Selected results of the simultaneous optimisation procedure for two HEX streams.
Above: Ns as a function of Vm/W˙ for (a) several gases (b) Helium at several baseline pressures.
Below: (c) Ns distribution and (d) effectiveness and pressure drops for a helium regenerator with
5bar and 50bar streams.
This procedure has been applied to several gases and several pressure levels, and results
are presented in the graphs in Fig. 4.5. Fig. 4.5a shows the dependence of Ns with Vm/W˙ for
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different gases, and Fig. 4.5b does it for helium at different baseline pressures. The pressure
ratio between the two streams is 10:1 in all cases. No significant differences are observed
between the trends shown in these plots and those obtained when optimising one single
stream, although the absolute values do obviously vary. Figure 4.5c shows the distribution
of Ns in its different components, in the case of a helium regenerator with 5bar and 50bar
streams. Noticeably, Ns1 (the low pressure stream) is much larger than Ns2 (the high pressure
stream). Furthermore, when L = Lopt the three components of entropy generation (adding
the two streams) are exactly equal, while when L = Lmin the loss due to axial conduction
becomes much smaller than the other two.
It is also possible to show how the heat exchanger effectiveness and the pressure drop
vary with Vm/W˙ for the optimised configuration. This has been done in Fig. 4.5d. The
pressure drop was readily computed from Eq. (4.13), while the effectiveness was computed
as follows. According to the traditional ε (NTU) model for a balanced counter-flow heat
exchanger without axial conduction (see Kays and London [103]),
ε =
NTU
1+NTU
(4.50)
where
1
NTU
=
1
Ntu1
+
1
Ntu2
(4.51)
where Ntu represents the ‘number of transfer units’ for each stream. For the first stream,
Ntu1 ≡ (htA)1
(m˙cp)min
=
4LSt1
D1
(4.52)
and similarly for the second stream. It can be shown that the contribution of axial conduction
amounts to a reduction in effectiveness given by (again, from [103]):
δε
ε
≃ λ1+λ2 (4.53)
where, for the first stream,
λ1 ≡ kmAm1
(m˙cp)min L
(4.54)
and similarly for the second stream. It is straightforward to prove that, under the assumption
of a high-performance HEX (see section 4.3.1), the previous expressions can be combined
to read:
ε = 1−
(
1
Ntu1
+λ1
)
−
(
1
Ntu2
+λ2
)
(4.55)
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which is the form that was used to produce the plots in Fig. 4.5d. The effectiveness can also
be related to entropy generation via the following equation presented by Bejan [118]:
Ns = (1− ε)τ2+
(
R
cp
∆p
p
)
1
+
(
R
cp
∆p
p
)
2
(4.56)
Importantly, substitution of Eq. (4.55) into Eq. (4.56) leads to the same results as Eq. (4.24),
which is the starting point of the optimisation study.
Finally, Table E.1 and Table E.2 (in Appendix E) present a summary of the inputs and
outputs of the optimisation procedure for two regenerators, one employing helium and one
employing argon, at a value of Vm/W˙ which corresponds to ε = 99% (Ns = 2.09 ·10−3)
in both cases. Such high performances require metal volumes of 0.039 ·10−2m3/MWel
(helium) and 0.328 ·10−2m3/MWel (argon), which, taking a density of 8000kg/m3 as a
reference for stainless steel, correspond to 312kg/MWel and 2624kg/MWel, respectively.
Obviously, significantly less material would be required at lower effectivenesses.
These optimised configurations, however, present a practical limitation in terms of the
minimum wall thicknesses that seem to be currently manufacturable with stainless steel. For
instance, the proposed argon regenerator has D1 = 0.5mm and D2 = 0.15mm. While these
hydraulic diameters are perfectly viable, the corresponding wall thicknesses1 fall below the
limits of current technology, which is ∼ 0.1mm for micro-machining and ∼ 20−50µm for
additive manufacturing with metals [135]. Although additive manufacturing technology is
advancing very rapidly (for instance, Vyatskikh et al. describe a novel lithography-based
process to produce complex metal nano-structures with a resolution of ∼ 100nm [135]),
one must consider the mentioned limitation when designing configurations aimed at current
commercial manufacturing technology. This issue is addressed in chapter 5, which explains
how to adapt the optimisation procedure subject to a constraint of tmin = 0.1mm.
4.6 Fluids with varying heat capacity
The final section of this chapter is concerned with fluids that have non-negligible variation in
cp. It will be shown that this variation sets a minimum threshold to the entropy generation
and affects the optimal design of the heat exchanger. In order to study such situations,
a simple numerical method that computes the temperature profiles and the corresponding
exergy loss for a given geometry was implemented.
The method starts by selecting an initial geometry (i.e. a set of values for Vm, VR, L and
1Derived either from stress considerations or from the ratio (t/D)min, depending on the pressure level, as
explained in Appendix C.
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D1, from which all the other parameters follow) and making an initial guess of the outlet
temperature of the hot fluid, T2out, for the given inlet conditions. Then, the heat exchanger
is divided in n ‘temperature sections’ (see Fig. 4.6 for reference) such that the hot fluid
presents the same temperature variation in each section,
dT2i =
T2−T2out
n
(4.57)
Next, the heat transfer and the temperature difference in each section of the cold stream are
computed from
dQ˙i = m˙2cp2i dT2i = m˙1cp1i dT1i (4.58)
This approach allows a very quick determination of the T
(
Q˙
)
diagram of the heat ex-
changer (after integration of Eq. (4.58)) provided that T2out is known, and has been used
elsewhere to model the temperature distributions in heat exchangers with varying cp and in
multi-stream heat exchangers such as those encountered in liquid air energy storage systems
(see e.g. [69]). In here, however, further steps are required in order to also determine T (x)
and compute the different sources of entropy generation. Since the initial geometry of the
device is given, the Reynolds numbers are easily found and the heat transfer coefficients
along each stream are computed from the expressions in Table 4.1. Then, the heat transfer
area required at each section is found from
dA1i =
dQ˙i
Ui (T2i−T1i) (4.59)
where the local stream-to-stream heat transfer coefficient (ignoring wall thermal resistance)
is
1
Ui
=
1
ht1i
+
A1
ht2i A2
(4.60)
Once the array of dA1i values has been calculated, they are added to compute the total
heat transfer area, and this value is compared to the value of A1 initially provided by the
Figure 4.6: One-dimensional diagram of a heat exchanger, showing the i-th section.
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Figure 4.7: Comparison between the analytical procedure (solid lines) and the numerical op-
timisation method (symbols) for a helium regenerator.
given geometry. If the two values agree, it means that the initial guess of T2out was correct.
If the two values differ, the value of T2out is changed and the procedure is repeated until
convergence. Since T1 < T2out < T2, the converged solution is quickly reached through a
simple golden search method.
Once the converged value of T2out and the corresponding T
(
Q˙
)
and T (x) diagrams
are known (the dxi array is found via dxi = dA1i L/A1), the different sources of entropy
generation can also be computed. The entropy generation due to irreversible heat transfer
and flow friction are calculated by numerically integrating Eq. (4.14), while the component
due to axial conduction is computed by numerically integrating Eq. (4.19). By doing so, the
method assumes (as it was done during the previous sections of this work) that the effect of
axial conduction is small enough to not significantly alter the shape of the T (x) diagram.
The numerical procedure, therefore, may be coded as a function that computes Ns for
given values of Vm, VR, L and D1 and given initial conditions. An optimisation algorithm
can then be implemented to find the optimal values of VR, L and D1 that minimise Ns for a
given Vm. This was done employing a constrained, non-linear, multi-variable optimisation
algorithm, which is based on the interior point method [108] and is readily available in
Matlab.
Figure 4.7 shows a comparison between the Ns value predicted by the analytical proced-
ure and the one predicted by the numerical optimisation method for the helium regenerator
of the previous section. The graph shows a strong agreement between the two methods,
indicating that the cp variation of helium is negligible and that this makes the analytical
procedure a valid approach (agreement is found not only for Ns but for all the parameters
of the optimised geometry). Nonetheless, a small deviation can be seen towards the low Vm
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(a) Temperature distribution. (b) Variation of exergetic losses.
Figure 4.8: Results obtained with the numerical method for a HEX operating with helium and
supercritical air.
(high Ns) end of the graph. The deviation is an over-prediction of the losses by the analyt-
ical solution in that limit and is a consequence of the constant-gradient assumption made
in Equation (4.15). In reality, as irreversibility increases and the effectiveness of the device
decreases, the temperature gradient becomes less steep and this makes entropy generation
more moderate, as captured by the numerical method.
The entropy function behaves differently in situations where cp variation is non-negligible.
Consider a HEX operating with helium and supercritical air (as the one included in the
baseline PTES-LAES combined cycle from chapter 3). As shown in Fig. 4.8a, the HEX
presents a pinch point where the temperature difference is minimum. In the limit of an in-
finitely large HEX, the pinch point temperature difference would be zero, but irreversible
heat transfer would continue to occur elsewhere. As a consequence, Ns∆T cannot be de-
creased below a certain minimum value. As shown in Fig. 4.8b, Ns∆T and Ns∆p have similar
values in the low Vm (low effectiveness) region. However, at higher values of Vm the pinch
point makes Ns∆T reach a plateau, while Ns∆p and Nsλ continue to decrease as usual. Since
Ns is the sum of the three separate contributions, it has the same minimum value as Ns∆T
and after some point there is no significant gain in further increasing Vm.
It is interesting to note that the highest variation in the cp of supercritical air is en-
countered at conditions close to its critical temperature (132.5 K) and critical pressure (37.9
bar). As shown in Fig. 4.9a, the variation becomes less pronounced as the pressure is in-
creased, and the pinch-point-derived losses becomes therefore less severe. As shown in Fig.
4.9b, this is translated in a lower minimum value for the overall entropy production. The
optimal length and hydraulic diameter are shown in Figs. 4.9c and 4.9d. For purely illus-
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(a) cp variation of supercritical air. (b) Total entropy generation for the optimised
designs.
(c) Optimal lengths. (d) Optimal hydraulic diameters.
Figure 4.9: Results of the numerical method for different pressures of the supercritical air and
comparison with analytical results.
trative reasons, the results of the analytical method are included together with the numerical
results. The analytical results correspond to a HEX operating with a fictitious fluid which
has the same properties of supercritical air but constant cp. In this case, higher air pressures
do not have a noticeable impact because there is no pinch point and most of the entropy
generation comes from the helium stream, which is at 1 bar in all cases. However, the nu-
merical results show that the influence of pressure on cp variation affects not only entropy
generation but also the optimal geometry. Higher cp variation is translated into both higher
heat exchanger length and hydraulic diameters. Noticeably, this is consistent with what one
may expect from Eq. (4.31) (or Eq. (4.39)) in a scenario with the same flow friction and
axial conduction terms but a thermal resistance term with a weaker geometrical dependence,
as is the case here.
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4.7 Concluding remarks
In this chapter, an exergetic analysis of counter-flow heat exchangers has been presented,
and analytical and numerical solutions of optimised geometries have been shown. Despite
the limitations of any one-dimensional model, the study provides useful insight on the trends
dominating exergy losses and optimal geometrical designs. The following points are worth
being highlighted:
• The presented optimisation method treats the amount of heat exchanger material as
the only fixed geometrical variable and entropy generation as the objective function
to be minimised. Since the amount of heat exchanger material can be taken as a proxy
for cost2, the method identifies the geometric parameters that result in maximum effi-
ciency at a given cost.
• Small hydraulic diameters are useful to obtain compact designs because: (i) smaller
channels increase the amount of heat transfer area available per unit volume, and (ii)
smaller channels permit higher heat transfer coefficients. In the case of laminar flow
(as normally encountered at small values of D), the flow volume required for a given
heat transfer rate and temperature difference is proportional to D2 and independent of
G (the mass flux).
• Introduction of axial conduction as a source of entropy generation eliminates the ‘in-
finitesimal heat exchanger paradox’: the notion that the size of a heat exchanger may
be arbitrarily decreased by continuously decreasing the value of D without sacrifi-
cing performance. When axial conduction is accounted for (together with irreversible
heat transfer and flow friction), optimal values of D and L can be found. The optim-
ised geometries display a balanced distribution between the three sources of entropy
generation.
• Depending on the inlet conditions and on the amount of heat exchanger material, the
optimal length may be below the limit of practical heat exchanger designs. This can
be accounted for by setting a minimum value of L, in which case an optimal value of
D can still be found. In this case, the losses due to irreversible heat transfer and flow
friction are still equal, but the loss due to axial conduction becomes smaller than the
other two.
• The thermophysical properties of some fluids are beneficial in order to obtain more
cost-effective designs. For example, a regenerator operating with helium requires
2See chapter 5 for more details on this topic.
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about 10 times less heat exchanger material than an equivalent regenerator operating
with argon. Operating at higher pressures also has a positive impact on the amount of
material required.
• The analytical solutions are only valid in cases where the variation in specific heat
capacity of the fluids is negligible. In cases where cp varies significantly, a numerical
method is required. Variation in cp gives rise to pinch points that force irreversible
heat transfer and set a minimum value for the overall entropy generation. This phe-
nomenon also breaks the balance between the three sources of entropy generation,
making irreversible heat transfer significantly larger than the other two in the optim-
ised configuration.
• The analytical and numerical optimisation methods presented here rely on the as-
sumption that the ratio between channel thickness and hydraulic diameter, t/D, is
constant. This assumption, which is derived from stress considerations, produces
optimised designs which have channel thicknesses below the limits of current manu-
facturing technologies employing stainless steel. Although this may very soon stop
being true thanks to rapidly advancing additive manufacturing technologies, config-
urations aimed at current commercial processes should consider a minimum channel
thickness as an additional constraint. This issue is addressed in the following chapter.
Chapter 5
Economic considerations
5.1 Introduction
As explained in chapter 1, the main focus of this project is the analysis and optimisa-
tion, from a thermodynamic perspective, of several PTES/LAES cycles and of the heat
exchangers required by them. Little has been said so far about the economic performance
of the different cycles, apart from estimating the cost associated with storage capacity in
each case. However, since economics plays such a significant role in the success of storage
technologies, it is important to also estimate the cost associated with power capacity. While
a comprehensive and detailed economic analysis is beyond the scope of this work, the cost
per unit power ($/kW) is computed here based on the cost of the turbomachines and the
heat exchangers. This is then added to the cost of storage capacity ($/kWh) to obtain an
indication of how the total capital cost varies with the nominal charge/discharge time.
The economic analysis is applied here to the three cycles that were found to be most
promising from the studies in chapters 2 and 3, namely the ‘high-regeneration’ PTES cycle1,
the ‘pre-cooling’ combined cycle2 and the ‘low-temperature’ combined cycle3.
1Recall that this stand-alone PTES cycle uses an above-ambient regenerator, employs nitrogen as working
fluid and stores the thermal energy in solar salt (hot side) and methanol (cold side). It achieves an efficiency
of 65% and has an estimated cost of storage capacity of 15$/kWh. For more details, see Figures 2.10b and
2.11b and sections 2.4 and 2.6.
2Recall that this combined cycle uses a methanol cold store to pre-cool the supercritical air before entering
the heat exchanger that links the LAES side with the PTES side. This allows the PTES side (driven by either
helium or neon) to use a sub-ambient regenerator and have a lower overall pressure ratio. At the hot side
of both subsystems, thermal energy is stored in solar salt and mineral oil. The combined cycle achieves an
efficiency of 71% and has an estimated cost of storage capacity of 15$/kWh (or 8$/kWh if mineral oil can
be substituted by sunflower oil). For more details, see Fig. 3.10 and section 3.3.3.
3Recall that this cycle is similar to the ‘pre-cooling’ combined cycle but has more intercooled compression
stages such that the hot stores can employ water as storage medium. It also substitutes the methanol cold store
by expansion of secondary air streams that pre-cool the main supercritical air stream. The cycle achieves an
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5.2 Cost of power capacity estimation
There is a number of different methods (varying in degrees of complexity and accuracy) to
estimate the cost of the components of a process plant or power plant. For a quick and rough
estimate, the engineer may use the so-called ‘rule of six tenths’, which relates the equipment
cost (C) with its capacity or size (S) with a simple exponential function [136, 137]:
CB =CA
(
SB
SA
)n
where CA and SA are the known cost and size of a given piece of equipment, SB is the size
of the new equipment and CB its cost estimate. The rule receives the name of ‘six tenths’
because, on average among several kinds of components in the process industry, n ≃ 0.6.
The exact value of n, however, varies from one kind of component to another, as does the
accuracy of the prediction. For instance, the rule may apply quite well to some pieces
equipment such as pipes and tanks, but not so much to more complex components such
as compressors and turbines, particularly when the operating conditions vary considerably
from item A to item B. For this reason, more specific methods are used in sections 5.2.1 and
5.2.2 to estimate the capital cost of the turbomachines and the heat exchangers, respectively.
It is important to note that the cost estimates presented along this chapter correspond
to those expected for a ‘mature plant’, i.e. once a large number of similar plants has been
built and the development costs associated with the components of the plant have become
negligible thanks to the benefits of mass production.
5.2.1 Turbomachinery
Accurately computing the cost of compressors and expanders is a challenging task, mainly a
consequence of the complex nature of the design process of the turbomachines itself. It may
be possible to obtain reliable data for the cost of a given compressor/expander (e.g. from a
commercial gas turbine plant), but extrapolating this cost to a machine of a different power
rating or a machine operating under different conditions (e.g. different inlet temperature
and pressure, pressure ratio or working fluid) is not a straightforward process. Here, a very
simple approach is used and the results should be regarded as approximate.
The cost model employed is based on a simplified version of the cost equations presented
by Valero et al. [138] with recently updated fitting parameters in the context of gas turbines
efficiency of 55% and has an estimated cost of storage capacity of 4$/kWh. For more details, see Figures
3.11 and 3.12 and section 3.4.
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and CAES systems [20]:
Zc/e =
Cc/e m˙ lnβ
ηmax−η (5.1)
where Z is the cost of the machine in USD and the c/e subscript indicates whether it is
a compressor or an expander. ηmax is set at 0.92 and the values of Cc and Ce are shown
in Table 5.1. This cost equation is reasonable from a physical point of view: the cost
increases linearly with m˙ because the latter is proportional to the size and the power rating;
the logarithmic increase with β accounts for the exponential relationship between pressure
ratio and number of stages, and the asymptotic dependence with η accounts for the fact
that there is a limit on the maximum possible efficiency of a turbomachine. According to
the results presented in [20], this simple cost equation yields cost estimates which generally
fall within ±30% of reported values from actual gas turbines over a wide range of power
ratings.
An obvious limitation of Eq. (5.1), however, is that it does not include any consideration
on inlet temperature/pressure conditions or on the nature of the working fluid, because it
is based on open-cycle gas turbines that operate with ambient air at the compressor inlet.
A modification of the cost equation is therefore required to be able to apply it to the more
diverse conditions of the cycles studied in chapters 2 and 3, which include pressurised con-
figurations. Here, the modification is done based on an important fact noted by Laughlin
[44], which is that (to a first approximation) the angle of the blades and the rotational speed
of a turbomachine set the volumetric flow rate, and therefore increasing the inlet pressure
essentially increases the power of the machine (because of the increased density and mass
flow rate) without significantly affecting the cost. In other words, higher density means
that a given power can be delivered with a more compact device. Consequently, Laughlin
assumes an inversely proportional relation between cost per unit power and inlet pressure4
and shows that, in a pressurised closed-cycle PTES system, the turbomachines become in-
expensive enough for the cost to be dominated by the heat exchangers.
Following the previous reasoning, Eq. (5.1) is modified to provide a dependence on the
volumetric flow rate rather than the mass flow rate:
Z∗c/e = Zc/e
ρref
ρ
=
C∗c/eV˙ lnβ
ηmax−η (5.2)
4It is obvious that this inversely proportional relation cannot be taken to the extreme without reaching ab-
surd results (a compressor with an inlet pressure of 1000bar will not be 1000 times cheaper than a compressor
with an inlet pressure of 1bar), but it seems reasonable to assume that the trend will be approximately correct
at low-mid pressure levels. In practice it should be expected that at least two conflicting trends will be affecting
the cost, since a higher pressure will mean a more compact device but also a thicker containment vessel.
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Component Eq. (5.1) Eq. (5.2)
Compressor Cc = 670$/(kg/s) ρref = 1.2kg/m3 C∗c = 800$/
(
m3/s
)
Expander Ce = 1100$/(kg/s) ρref = 0.50kg/m3 C∗e = 560$/
(
m3/s
)
Table 5.1: Parameters used in the turbomachinery cost equations.
where Z∗c/e is the modified cost function and C
∗
c/e ≡ Cc/eρref (values shown in Table 5.1).
Note that the density and the reference density, ρ and ρref, are computed at the inlet in
the case of a compressor and at the outlet in the case of an expander. Reference values
correspond to conditions in a typical gas turbine: 1bar and 15◦C for the compressor, and
1bar and ∼ 450◦C for the turbine. The volumetric flow rate is obtained from V˙ = m˙/ρ .
Note that Eq. (5.2) yields the same results as Eq. (5.1) when ρ = ρref, but it allows the costs
to be estimated over a wider range of operating conditions.
Assuming ideal gas behaviour, it is possible to rewrite Eq. (5.2) in the form
Z∗c/e =
C∗c/e lnβ
(γ−1)/γ
ηmax−η
W˙
∆T
T
p
(5.3)
where W˙ is the shaft power and ∆T the temperature difference between inlet and outlet,
while T and p refer to inlet conditions for a compressor, and outlet conditions for an ex-
pander. Furthermore, because β (γ−1)/γ ≈ τ (the isentropic temperature ratio, see Eq. (2.2)),
this equation suggests that the cost per unit power should be independent of the gas em-
ployed as long as the machine yields a certain temperature ratio (as opposed to a certain
pressure ratio). However, one should be wary of extrapolating this conclusion to gases that
are very dissimilar. For instance, it is known that compressing light gases such as hydrogen
or helium with turbomachines is difficult and expensive because many stages are required
[115]. The number of stages can be written as [139, 140]:
Nstages =
∆htotal
∆hstage
=
cp∆Ttotal
ψU2
where ψ is the stage loading coefficient and U is the rotor blade speed. For given values of
ψ and U , the number of stages becomes proportional to cp, which suggests that a helium
compressor (or expander) would require 5 times as many stages as an air compressor to
achieve a certain temperature ratio (since cp,He≃ 5200J/kg/K, while cp,air≃ 1000J/kg/K).
In air turbomachines, U values are limited both by stress considerations and by the speed of
sound of the gas, since the losses increase significantly when the Mach number approaches
unity [140]. On the other hand, helium has a speed of sound about three times higher than
5.2 Cost of power capacity estimation 119
air5, meaning that losses associated with Mach number effects basically disappear [141].
This generally allows blade speeds higher than in air turbomachines. However, because of
the limits on bending stress, the increase in U is not large enough to fully compensate for
the cp effect on the number of stages and practical helium gas turbines are still characterised
by a large number of stages for a given temperature ratio [141].
Considering the above discussion, Eq. (5.2) is only applied here to turbomachines oper-
ating with air and neon, which have very similar heat capacities (cp,Ne ≃ 1050J/kg/K). The
cost of the combined cycle configurations is therefore computed assuming that the PTES
subsystem operates with neon rather than helium. Note that this does not change any of the
conclusions presented in chapter 3, since, as already mentioned, performance calculations
repeated for neon lead to essentially identical results. However, since neon does not have as
good heat transfer properties as helium, larger heat exchangers are required.
5.2.2 Heat exchangers
The cost of the heat exchangers can be estimated with the analytical optimisation procedure
presented in chapter 4. Note that the analytical model is used here (rather than the more
computationally-expensive numerical model of section 4.6) because, for the three selected
cycles, the effect of cp variation is relatively small6 thanks to the division of some cool-
ing/heating processes in two or three different HEXs —but this would not be applicable to
the baseline combined cycle, which employs a single HEX to cool down the supercritical
air.
As previously discussed, one limitation of the optimisation procedure is that sometimes
it leads to designs with channel walls which are too thin for current manufacturing tech-
niques and thus to an underestimate of the cost. This issue is resolved here by introdu-
cing a minimum absolute thickness, tmin, as an additional constraint. The selected value is
tmin = 0.1mm for all streams except for the solar salt streams, in which case tmin = 0.5mm
is used to account for the effect of corrosion (∼ 15µm/year on stainless steel [85]).
The introduction of tmin does not change most of the trends discussed in chapter 4, but
increases the metal volume (Vm) required to achieve a given performance. Furthermore,
introducing tmin implies that an analytical closed-form solution for the optimal hydraulic
diameter cannot be found, and the overall Ns function has to be minimised numerically in
order to find the optimal values of D1, L and VR for a given Vm. Furthermore, since A∗1
5Speed of sound for an ideal gas =
√
(γ−1)cpT .
6It can be shown that neglecting the effect of cp variation when estimating the cost of a HEX for a given
effectiveness leads to an overestimate of the cost, because the expected average temperature difference is
smaller and thus the expected heat transfer area is larger.
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and A∗2 become functions of D1 and D2, respectively, iteration is required to find the value
of D2 that corresponds to each pair of D1 and VR values (see Eq. (4.42)). On the other
hand, finding a numerical solution means that the procedure is readily adapted to solve also
for designs that may fall in the turbulent regime – in practice, this means using the entropy
generation equation as presented in Eq. (4.24), which is general, rather than Eq. (4.39),
which includes the assumption of laminar flow.
The adapted procedure is run for a range of Vm values to generate minimal entropy
generation and effectiveness curves as a function of Vm – i.e. Ns (Vm) and ε (Vm) curves –
for each heat exchanger. Since a certain level of effectiveness was specified7 for the heat
exchangers in chapters 2 and 3, the ε (Vm) curves are used to find corresponding values of
Vm for each heat exchanger. Once Vm is known, the cost of the heat exchanger is computed
by:
ZHEX =CHEXρmVm
where ρm ≃ 8000kg/m3 is the density of stainless steel, and CHEX is the cost per unit mass
of the heat exchanger. According to Kim et al. [130], who cite the company Heatric as
source, the cost of printed-circuit heat exchangers correlates well with the mass of the device
and is around 30$/kg for HEXs made of stainless steel. For comparison, Laughlin [44]
estimates the cost of large shell-and-tube HEXs to be only 2$/kg, which is twice the bulk
cost of stainless steel. However, shell-and-tube exchangers require much larger hydraulic
diameters than those achievable by printed-circuit exchangers, leading to Vm values more
than one order of magnitude higher for a given performance. Gasketed flat-plate exchangers
also have a lower cost per unit mass (a value of around 7.5$/kg can be derived from [142])
but cannot be used at high pressures. Finally, additive manufacturing technology, which
allows more intricate designs but has (currently) a similar resolution than printed-circuit
designs, has a material cost of about 80$/kg for stainless steel [143], which justifies the
selection of printed-circuit exchangers.
5.2.3 Working fluid
The cost associated with purchasing the working fluid, which is associated with power capa-
city, was found to be negligible despite the PTES subsystems of the combined cycle relying
on neon, which is a rare gas8 with a high specific cost of around 80$/kg. An indication
of the amount of neon needed was obtained by computing the volume required to fill the
7ε = 0.97 under nominal conditions.
8Neon has a concentration of 18ppm by volume in the atmosphere, and is obtained by fractional distillation
of liquid air. A cost of 80$/kg was obtained from a quote by a Chinese manufacturer and is consistent with
estimate prices that can be found online.
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heat exchangers. Since the density of neon is low (0.9kg/m3 at ambient conditions), it
only represents between ∼ 0.1− 1% of the density of stainless steel when pressurised to
10−100bar. When considering the specific dimensions of each heat exchanger, the cost as-
sociated with filling the neon stream was found to be less than 1% of the total, and therefore
it was deemed to be negligible.
5.2.4 Cost of power capacity for the ‘high-regeneration’ PTES cycle
In this section, the costs of the different turbomachines and heat exchangers of the ‘high-
regen.’ PTES cycle are presented. The costs for the two other selected cycles (which have
a larger number of components) will be presented in a more succinct way in the following
section.
The costs and main parameters of the turbomachines are presented in Table 5.2, while
the costs and main parameters of the heat exchangers are shown in Table 5.3. Interestingly,
the total cost of the turbomachines happens to be very similar to the total cost of the heat
exchangers for this cycle, at around 60$/kW (capital cost per net electric power output dur-
ing discharge) for each block, leading to a total cost of power capacity of around 120$/kW.
This value is around 50% of the value found by Laughlin [44] for a very similar PTES cycle,
but in that case the cost is largely dominated by the heat exchangers, which are assumed to
be of the shell-and-tube type and have a higher effectiveness.
Note that, despite the seemingly high fractional pressure losses predicted for the liquid
streams in the gas-liquid heat exchangers (shown in Table 5.3), these losses correspond to
a pumping load of around 2kW for the solar salt and around 1kW for the methanol, which
are negligible compared to the > 1MW net power of the cycle. Furthermore, the pressure
losses for the nitrogen streams at this level of effectiveness remain at around 0.5%, meaning
that the 1% pressure loss per heat exchanger that was assumed for the cycle calculations in
chapters 2 and 3 was an acceptable (if perhaps slightly conservative) estimate.
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Table 5.2: Main parameters and cost estimates for the turbomachines of the PTES cycle. ρ
refers to inlet conditions for the compressor, and outlet conditions for the expander.
Turbomachines
Component
Charge Discharge
Compressor Expander Compressor Expander
Fluid Nitrogen
Tin [K] 552 293 205 840
Tout [K] 860 197 357 556
pin [bar] 24.4 105 24.2 132
pout [bar] 106 24.7 134 24.4
ρ [kg/m3] 14.8 44.6 41.6 14.6
m˙ [kg/s] 10.0
η [%] 90
W˙ [MW] 3.46 0.91 1.53 3.20
Z∗c/e [10
3$] 39.9 9.1 16.4 32.3
Z∗c/e/W˙ [$/kW] 11.5 10.0 10.7 10.1
Total Z∗c/e [10
3$] 97
W˙net,dis [MW] 1.67
Total Z∗c/e/W˙net,dis [$/kW] 58
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Table 5.3: Main parameters and cost estimates for the heat exchangers of the PTES cycle.
Heat exchangers
Component Hot gas-liquid Regenerator Cold gas-liquid
Fluid 1 Solar salt Nitrogen Nitrogen
Tin [K] 550 293 197
pin [bar] 1.0 24 24
m˙ [kg/s] 7.2 10.0 10.0
Fluid 2 Nitrogen Nitrogen Methanol
Tin [K] 860 560 293
pin [bar] 105 105 1.0
m˙ [kg/s] 10.0 10.0 4.8
ε [%] 97
(∆p/p)1 [%] 560 0.66 0.45
(∆p/p)2 [%] 0.45 0.38 125
Vm [m3] 0.125 0.136 0.147
L [mm] 486 200 376
D1 [mm] 0.16 0.17 0.22
D2 [mm] 0.24 0.09 0.17
Re1 [mm] 78 415 1140
Re2 [mm] 1400 590 3.1
(Af+Am) [m2] 0.31 0.92 0.60
Q˙ [MWth] 3.46 2.84 1.06
ZHEX [103$] 29.9 32.6 35.3
ZHEX/Q˙ [$/kWth] 8.6 11.5 33.3
Total ZHEX [103$] 98
Total ZHEX/W˙net,dis [$/kW] 59
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5.3 Total cost and effect of storage capacity
A summary of costs for the three selected cycles is presented in Table 5.4. In terms of power
capacity, the ‘high-regeneration’ PTES cycle was found to be the cheapest option, followed
by the ‘pre-cooling’ and the ‘low-temperature’ adaptations of the PTES-LAES combined
cycle. The turbomachines of the ‘pre-cooling’ and ‘low-temp.’ cycles were found to be
significantly more expensive, mainly due to the fact that the LAES subsystem, which is an
‘open-air’ cycle, cannot be pressurised. On the other hand, the cost of the heat exchangers
was found to be largely influenced by the heat-to-work ratio of each cycle, and under this
metric the ‘pre-cooling’ system performs better than the stand-alone PTES cycle.
Table 5.4: Summary of costs for the three selected cycles, only including capital costs of the
turbomachines, heat exchangers, storage media and tanks.
PTES CC ‘pre-cooling’ CC
‘high-regen.’ mineral oil (veg. oil) ‘low-temp.’
Turbomachines $/kW 58 230 190
Heat exchangers $/kW 59 24 150
Power capacity, total $/kW 120 250 340
Storage media $/kWh 11.0 12.7 (5.4) 0.1
Tanks $/kWh 4.6 2.6 3.8
Energy capacity, total $/kWh 15 15 (8.0) 4.0
Total (6 hours storage) $/kW 200 340 (300) 370
Total (15 days storage) $/kW 5700 5800 (3100) 1700
The table also shows the estimated costs of energy capacity as computed in the previous
chapters, and shows examples of estimated total cost for two different applications, one
with 6 hours of storage and another one with 15 days of storage. The variation of total
cost with storage capacity is shown in more detail in Figure 5.1. This shows that the ‘high-
regen.’ PTES cycle is likely to be preferred for applications where storage capacities of less
than one day are considered sufficient, while the ‘low-temp.’ combined cycle is most likely
to be preferred for applications with larger storage capacities. Note that a larger storage
capacity means that the cycle is able to compensate for fluctuations in electricity production
and demand over long time scales as well as deliver daily ‘peak-shaving’ services, thereby
increasing the capacity factor of the plant. On the other hand, the competitiveness of the
‘pre-cooling’ cycle seems to hinge on whether sunflower oil (or another cheap vegetable
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Figure 5.1: Variation of capital cost with storage capacity for three selected cycles. In the case
of the ‘pre-cooling’ adaptation of the combined cycle, two different curves are shown, depending
on whether mineral oil or sunflower oil are employed as storage media. The arrows indicate the
round-trip efficiency of each system.
alternative) can be employed to substitute the expensive mineral oil in the hot stores. If this
turns out to be possible, the cycle is likely to be preferred for applications with moderate
storage capacities, specially in cases where a high efficiency is rewarded.
The costs shown in Table 5.4 and Fig. 5.1 are useful to compare the three selected cycles,
but a comparison with other technologies should account for other costs not included so far,
such as the electrical generator, controlling equipment and building infrastructure. The spe-
cific cost for a large electrical generator (∼ 100MW power plant) can be derived from the
cost equations presented by Traverso et al. [144] for gas turbine power plants, indicating
a cost of ∼ 40$/kW. For all the other costs, such as site costs, ducting and electrical con-
trolling equipment, Smallbone et al. [37] estimate a total value ranging between 200$/kW
and 520$/kW (‘technical potential’ and ‘conservative estimate’, respectively) in the context
of Joule-Brayton PTES cycles employing packed-bed reservoirs. The previous is consistent
with the 350$/kW estimate indicated by Laughlin [44] to account for all costs other than
the heat exchangers and the turbomachines, and this last value is used here.
Finally, Table 5.5 shows the updated costs of power capacity for the three studied cycles
and compares them with those of pumped hydro and compressed air energy storage9, which
9Batteries and other power-management technologies are not included in Table 5.5 because, as mentioned
in chapter 1, despite their relatively low costs per unit power, their costs per unit energy capacity are much
higher (normally above 100− 200$/kWh) and thus inadequate for large-scale energy management applica-
tions with several hours of storage.
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are obtained from the review by Chen et al [1]. Although caution must be taken when using
the costs shown due to the numerous approximations incurred when computing them, Table
5.5 indicates that the three studied cycles have costs per unit power and costs per unit energy
that are comparable (and competitive) with those of PHS and CAES, while presenting the
significant advantage of having no geographical constraints.
Table 5.5: Summary of main characteristics for the three selected cycles, compared with ref-
erence values for pumped hydro and compressed air energy storage (PHS and CAES data is
from Ref. [1]). Costs of power capacity include a factor of 350$/kW that was added to the
values from Table 5.4 to account for the electrical generator and all other infrastructure.†Value
in brackets indicates case where mineral oil is substituted by vegetable oil as storage medium.
PTES CC CC
PHS CAES
‘high-regen.’ ‘pre-cooling’ ‘low-temp.’
Efficiency % 65 71 55 70-85 70-80
Energy Density kWh/m3 46 63 29 0.5-1.5 3-6
Estimated cost
$/kW 470 600 690 600-2000 400-800
(power capacity)
Estimated cost
$/kWh 15 15 (8)† 4 5-100 2-50
(storage capacity)
Geographical independence Yes Yes Yes No No
Chapter 6
Conclusions and future work
Growing amounts of renewable energy generation are being deployed worldwide in an effort
to reduce greenhouse emissions and improve long-term energy security. While the fluctuat-
ing nature of wind and solar energy poses a challenge to the power network, it is now well
established that large-scale storage can help to mitigate the effects of such fluctuations.
Pumped thermal energy storage (PTES) and liquid air energy storage (LAES) are two
relatively new technologies that use mechanically-driven thermodynamic cycles to store
electricity in the form of available thermal energy (i.e. exergy). The thermal energy is stored
in large insulated tanks employing abundant materials. Both technologies are free from
geographic constraints, which provides a significant advantage over competing methods
such as pumped hydro energy storage or compressed air energy storage.
This thesis analyses, through analytical and numerical models, a Joule-Brayton version
of PTES that employs liquid storage materials and heat exchangers. It also analyses several
configurations of a combined PTES-LAES cycle and presents an optimisation procedure for
the heat exchangers. Finally, economic estimates for the costs of power capacity and energy
capacity of the most promising cycle configurations are computed.
6.1 Regenerative pumped thermal energy storage
Pumped thermal energy storage stores electricity in the form of available thermal energy.
During charge, an electrically-driven heat pump is employed to transfer thermal energy
from a cold reservoir to a hot reservoir. During discharge, a heat engine is operated between
the same reservoirs in order to recover the energy stored. The ideal round-trip efficiency
of PTES is 100%, but in practice this is diminished by several loss mechanisms. Ongoing
research is therefore focused on reducing such losses through optimisation of components,
optimisation of the cycle operating conditions and development of new cycle configurations.
128 Conclusions and future work
During the last decade, several PTES systems have been proposed. They can be broadly
divided in three groups, depending on the thermodynamic cycle that they are based on: (i)
Joule-Brayton cycles, (ii) Rankine cycles and (iii) transcritical cycles. The Rankine and
transcritical cycles generally present a high work ratio, which reduces the impact of com-
pression/expansion losses. On the other hand, the Rankine cycles require storage of latent
heat, which prevents an independent sizing of the power and energy capacity of the stor-
age units. The working fluid of the transcritical cycles tends to present strong variations in
specific heat capacity, which also complicates the heat transfer process. The Joule-Brayton
cycle has a worse work ratio but offers the advantage of storing all the energy as sensible
heat and presenting very little variation in heat capacity.
The first Joule-Brayton PTES systems that were proposed use packed-bed reservoirs
with direct heat exchanger between the working fluid and the solid particles. In chapter 2, a
Joule-Brayton PTES system which employs liquid storage media is presented and studied.
Using liquid storage media allows the system to simultaneously have unpressurised tanks
and a pressurised working fluid, which reduces the cost of the storage tanks and the cost of
the turbomachines. Furthermore, thermal fronts are removed from the storage units, which
decreases self-discharge losses and simplifies operation.
An analytical study is presented that reveals how the performance of the cycle varies
along a range of operating conditions. Generally, the same strategies that minimise com-
pression/expansion losses also maximise heat exchanger losses, which results in optimal
points at certain operating conditions. A numerical model based on design-level cycle ana-
lysis1 is developed to find these optima while accounting for real fluid properties. On the
other hand, constraints on the operating conditions arise from the limited temperature ranges
of the candidate storage materials. The cycle can be adapted to these temperature ranges by
either employing two liquids in series or by employing a regenerator, or both. Based on this,
four possible cycle configurations are proposed. From these four configurations, a system
that employs molten salt for the hot store, methanol for the cold store, nitrogen as a working
fluid and a regenerator acting between ambient temperature and the hot store – referred to as
the ‘high-regeneration’ configuration – is found to be the most promising. The regenerative
process improves the work ratio of the cycle, which reaches a round-trip-efficiency of 65%
under nominal conditions.
1The model computes compression/expansion processes using a polytropic efficiency (η), and heat ex-
changer processes with a heat exchanger effectiveness (ε) and a fractional pressure loss (∆p/p). Nominal
conditions assume η = 0.9, ε = 0.97 and ∆p/p = 0.01; these values are ambitious but realistic for state-of-
the-art devices. The model is written in Matlab and uses the library of thermophysical properties CoolProp.
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6.2 Combined pumped thermal and liquid air cycles
Liquid air energy storage is a technology highly related to pumped thermal energy storage –
it stores energy in the form of thermal exergy and is geographically unconstrained. The main
difference between the two is that, while in PTES the working fluid flows in a closed circuit,
LAES is an open cycle in which air is used both as working fluid and storage medium.
One of the appeals of LAES is its ostensibly high available energy density: the maximum
work that can in principle be extracted from liquid air in returning it to ambient conditions
is roughly 170kWh/m3. However, a significant fraction of this exergy is consumed during
discharge for the cold recycling process that powers the liquefaction cycle during charge.
Additionally, the need for a cold reservoir further reduces the energy density.
In chapter 3, a combined cycle that integrates PTES and LAES is presented. The fun-
damental advantage of the hybrid cycle is that the PTES subsystem is used to provide the
cooling duty required by the air liquefaction cycle, such that the cold thermal reservoirs
that would be required by the separate cycles are replaced by a single heat exchanger that
acts between them – thereby saving significant amounts of storage media per unit of energy
stored. In order to reach cryogenic temperatures, the PTES cycle employs helium or neon
as the working fluid, while the LAES cycle uses supercritical air (at around 150 bar) which
is cooled sufficiently to be fully liquefied upon expansion, thus avoiding recirculation of
leftover vapour. Both subsystems employ liquids (such as molten salt and thermal oil) as
storage media for the hot stores, but alternative schemes using unpressurised packed-beds
via a secondary heat transfer loop might also prove cost-effective.
The baseline configuration of the combined cycle is found to have a round-trip efficiency
which is similar to stand-alone LAES but lower than stand-alone PTES (∼ 61% and∼ 65%,
respectively, under nominal conditions). On the other hand, it achieves a significantly higher
energy density (65kWh/m3 compared to around 45kWh/m3 for stand-alone PTES and
30kWh/m3 for stand-alone LAES). A Second Law analysis reveals that the main losses in
the baseline combined cycle are due to compression and expansion irreversibility and pinch-
point-related losses in the main heat exchanger that links the two cycles. The pinch point
arises from the strong variation in specific heat capacity of the supercritical air. This effect
is reduced when operating the LAES subsystem at higher pressures, which has a positive
impact on the overall efficiency.
Although stand-alone PTES is found to be more efficient than stand-alone LAES, this
trend is reversed when examining the constituent parts of the combined cycle: the PTES
subsystem is significantly less efficient than the LAES subsystem. This is mainly because
the operating conditions that the PTES cycle must adopt in order to be coupled with the
LAES cycle are unfavourable and imply a low work ratio, and because the irreversibility
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generated in the heat exchanger that couples the two cycles is manifested only in the PTES
subsystem. Ensuring full liquefaction of the air stream during charge, on the other hand,
greatly improves the performance of the LAES subsystem.
Based on the above considerations, different adaptations of the baseline combined cycle
are proposed and optimised using a non-linear multi-variable optimisation algorithm. One
adaptation focuses on alleviating heat transfer irreversibility by employing a multi-stream
heat exchanger with two levels of helium (or neon) mass flow rate, thereby counter-acting
the variation in heat capacity of the supercritical air and achieving a moderate increase
in round-trip efficiency. Another adaptation focuses on improving the performance of the
PTES subsystem and reducing its weight within the combined cycle. This is done by em-
ploying a regenerator on the PTES side and an additional thermal storage system to pre-cool
the supercritical air before entering the heat exchanger that couples the two cycles. At the
expense of a small reduction in overall energy density, this adaptation – referred to as the
‘pre-cooling’ adaptation – achieves a significant increase in efficiency, from 60% for the
baseline combined cycle up to 71%.
A further adaptation, referred to as the ‘low-temperature’ adaptation, is proposed with
the aim to dramatically reduce the cost of energy capacity. This adaptation increases the
number of inter-cooling compression stages and allows the hot stores to operate solely with
water. The cycle has a lower round-trip efficiency of around 55%, but could potentially
enable much longer charge/discharge times than those of typical PTES/LAES systems.
All the above results are found to be independent of whether helium or neon are used as
working fluid for the PTES subsystem. However, the choice has implications regarding the
cost of the heat exchangers and the compressors/expanders.
A summary of the predicted round-trip efficiencies, energy densities and costs of energy
capacity2 of the different cycles is shown in Figures 6.1a and 6.1b. The ‘pre-cooling’ ad-
aptation stands as the most efficient cycle, while the ‘low-temperature’ adaptation achieves
by far the lowest storage capacity cost. The stand-alone PTES system is also promising be-
cause of its simplicity and high power density (since it is a pressurised closed cycle), which
leads to a lower cost of power capacity, as seen in chapter 5. It should be expected that
different applications will favour some virtues over the others, meaning that the preferred
cycle might change from case to case.
2Derived by adding the cost of the storage materials and the cost of the storage tanks.
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(a) Efficiency and energy density. (b) Efficiency and cost of storage capacity.
Figure 6.1: Efficiency, energy density and cost of storage capacity of the studied cycles. In
(b), filled markers indicate storage costs using the default storage media, while empty markers
indicate cases where mineral oil has been substituted by a cheaper, vegetable oil alternative.
6.3 Optimisation of heat exchangers
The performance of the heat exchangers is found to have a significant impact on the overall
performance of the studied cycles. Although heat exchangers can in principle be designed to
arbitrarily high levels of effectiveness, high-performance heat exchangers tend to be large
and expensive, as the heat transfer area grows exponentially with the effectiveness of the
device. Understanding how to design heat exchangers that are both highly efficient and
compact is therefore a very important consideration.
While a heat exchanger may be designed for specified effectiveness and pressure drop,
a more exergetically meaningful approach employs entropy generation as a measure of per-
formance. The process of optimising a certain thermodynamic process for minimum en-
tropy generation is known as entropy generation minimisation (EGM). Perhaps the biggest
advantage of EGM over other methods is that entropy generation represents a single quantity
that adds up the several sources of exergy loss in a consistent way.
Most authors applying EGM methods on heat exchangers have historically focused on
flow thermal resistance and flow friction as the two main sources of irreversibility, while
neglecting the contribution of axial (i.e. longitudinal) conduction through the metal wall.
However, while this is generally a valid approach for long devices, compact heat exchangers
tend to result in short channel lengths, in which case the effect of axial conduction on
the thermal performance can become significant enough as to overcome the effect of flow
thermal resistance. A small subset of the literature on EGM of heat exchangers accounts for
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axial conduction, but in those works the authors tend to pre-specify a number of geometrical
parameters (such as diameter and length, or length and cross-sectional area) which do not
have a clear correlation with the cost of the device. In chapter 4, an optimisation procedure
is presented with the aim to find optimised geometries that minimise entropy generation for
a given amount of heat exchanger material – which is taken as a proxy for cost – as the only
fixed geometrical variable.
The chapter starts by noticing that there are two reasons why small hydraulic diameters
are useful to obtain a compact design: (i) smaller channels increase the amount of heat
transfer area available per unit volume, and (ii) smaller channels permit higher heat transfer
coefficients. In the case of laminar flow, this leads to the flow volume (as required for a
given performance) being proportional to D2 (the hydraulic diameter squared).
The chapter proceeds with an exergetic analysis of counter-flow heat exchangers, provid-
ing useful insight on the trends dominating exergy losses and optimal geometrical designs.
For instance, the study finds that introducing axial conduction as a source of entropy gen-
eration eliminates the notion that the size of a heat exchanger may be arbitrarily decreased
by continuously decreasing the value of D without sacrificing performance. When axial
conduction is accounted for, optimal values of D and channel length (L) for a given amount
of material (Vm) can be found. As expected, increasing the value of Vm decreases the overall
entropy generation. Furthermore, the optimised geometries display a balanced distribution
between the three sources of entropy generation – flow friction, parallel heat transfer resist-
ance and axial conduction.
If the heat exchanger operates in the laminar regime, analytical solutions can be found
for the optimal values of D and L. On the other hand, numerical solutions are required
for heat exchangers operating in the turbulent regime and in situations where variation in
specific heat capacity is significant. Variation in specific heat capacity boosts irreversible
heat transfer and sets a minimum value for the overall entropy generation. This phenomenon
also breaks the balance between the three sources of entropy generation, making irreversible
heat transfer significantly larger than the other two.
One problem encountered by the optimisation procedure is that, depending on the in-
let conditions and on the amount of heat exchanger material, the predicted optimal length
may be below the limit of practical heat exchanger designs. This can be accounted for by
setting a minimum value of L, which still allows to optimise the value of D in those cases.
Another important consideration is the minimum thickness of the channel walls, t. The res-
ults presented in chapter 4 rely on the assumption that the ratio between channel thickness
and hydraulic diameter, t/D, is constant, as can be derived from stress considerations. How-
ever, this assumption produces optimised designs which have channel thicknesses below the
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limits of current manufacturing technologies employing stainless steel. Although this may
very soon stop being true thanks to rapidly advancing additive manufacturing technologies,
configurations aimed at current commercial processes must consider a minimum channel
thickness as an additional constraint. The method to adapt the optimisation procedure to
account for this constraint is detailed in chapter 5.
Finally, the study in chapter 4 highlights that using different fluids can lead to very large
differences in the cost of the device. For example, a regenerator operating with helium re-
quires about 10 times less heat exchanger material than an equivalent regenerator operating
with argon. Operating at higher pressures also has a very positive impact on the amount of
material required.
6.4 Capital cost of the considered cycles
This thesis finishes with a rudimentary analysis on the capital cost of the most promising
cycle configurations – the ‘high-regeneration’ PTES cycle3, the ‘pre-cooling’ combined
cycle4 and the ‘low-temperature’ combined cycle5. Along chapters 2 and 3, the cost associ-
ated with the energy capacity of these different cycles (in $/kWh) was derived by adding the
cost of the storage materials and the cost of the storage tanks. In chapter 5, the cost associ-
ated with power capacity ($/kW) is also estimated by adding the cost of the heat exchangers
and the turbomachines.
A modified version of the optimisation procedure presented in chapter 4 (which accounts
for a minimum thickness of the channel walls) is employed to compute the costs of the
heat exchangers. The cost of the turbomachines is obtained from a simple cost equation
developed in the context of open-cycle gas turbines, which is adapted here to account for the
different operating conditions of the considered cycles. One of the features of the adapted
equation is that the cost is proportional to the volumetric flow rate of the working fluid rather
than to the mass flow rate (as was considered in the original equation). Because of this, the
cost per unit power is predicted to decrease as the pressure increases. This is a reasonable
prediction because a compressor/expander operating at high pressures (as in a pressurised
closed cycle) has a higher power density and is more compact. On the other hand, the exact
3This stand-alone PTES cycle uses an above-ambient regenerator and stores the thermal energy in solar
salt (hot side) and methanol (cold side). For more details, see sections 2.4 and 2.6.
4This version of the combined cycle uses a methanol cold store to pre-cool the supercritical air before
entering the heat exchanger that links the LAES side with the PTES side. At the hot side of both subsystems,
thermal energy is stored in solar salt and mineral (or vegetable) oil. For more details, see section 3.3.3.
5This version of the combined cycle has several intercooled compression stages such that the hot stores can
employ water as storage medium. It also features secondary air streams that are expanded in order to pre-cool
the main supercritical air stream (instead of a cold store). For more details, see section 3.4.
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relationship between cost and pressure is uncertain and requires verification. The modified
cost equation also predicts that turbomachines operating with different ideal gases should
have a similar cost per unit power as long as they are designed for a given temperature ratio
(as opposed to a given pressure ratio). This prediction is regarded as likely true for gases
that have similar specific heat capacities, like air and neon, but is not applicable to very
light gases like helium or hydrogen. This is because light gases have specific heat capacities
much larger than that of air, which means that more stages of compression/expansion are
required for a given temperature increase.
From the three cycle configurations considered in chapter 5, the ‘high-regeneration’
PTES cycle presents lower costs per unit power than the two combined cycle adaptations.
The difference, however, becomes less significant once other ‘fixed costs’ – such as the cost
for the electrical generator, control equipment and remaining infrastructure – are added to
those of the heat exchangers and the turbomachines.
Because of their higher efficiency and the lower cost of power capacity, the ‘high-
regeneration’ and ‘pre-cooling’ cycles are likely to be preferred in applications with storage
capacities lower than one day. On the other hand, the very low cost of storage capacity of
the ‘low-temperature’ adaptation potentially opens the door to schemes with much larger
discharge times – up to several days or even weeks – than those typically considered for
other PTES and LAES schemes.
Table 6.1: Summary of main characteristics for the three selected cycles, compared with refer-
ence values for pumped hydro and compressed air energy storage (PHS and CAES data is from
Ref. [1]). †Value in brackets indicates case where mineral oil is substituted by vegetable oil as
storage medium.
PTES CC CC
PHS CAES
‘high-regen.’ ‘pre-cooling’ ‘low-temp.’
Efficiency % 65 71 55 70-85 70-80
Energy Density kWh/m3 46 63 29 0.5-1.5 3-6
Estimated cost
$/kW 470 600 690 600-2000 400-800
(power capacity)
Estimated cost
$/kWh 15 15 (8)† 4 5-100 2-50
(storage capacity)
Geographical independence Yes Yes Yes No No
The main characteristics of the three selected cycles are shown in Table 6.1 and com-
pared to reference values for pumped hydro and compressed air energy storage. While the
round-trip efficiencies of the selected PTES and combined cycle configurations fall slightly
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behind those of PHS and CAES, results indicate that the selected cycles would be competit-
ive with reported costs for PHS and CAES, while featuring geographical independence and
much larger energy densities.
6.5 Recommendations for future work
As a result of what has been learned during this project, the following lines of research seem
particularly promising:
• Experimental validation of sunflower oil (and other cheap vegetable oils) as an altern-
ative to mineral oil for thermal energy storage at temperatures up to 200− 250◦C.
Special attention should be placed on the stability of the material under thermal cyc-
ling and under storage at high temperatures over prolonged periods of time, while
surrounded either by air or by an inert atmosphere.
• Investigation of the viability of using isothermal compression/expansion stages for
the ‘low-temperature’ PTES-LAES combined cycle, with the aim of improving the
efficiency and the energy density and further reducing the cost per unit of energy ca-
pacity. Further theoretical and experimental development of the different methods for
realising isothermal compression and expansion, with particular emphasis on practical
considerations such as obtaining a high power density.
• Development of reciprocating compressors and expanders for operation in pressurised
cycles at high absolute pressures, with the aim of improving efficiency and power
density and lowering the costs per unit power.
• Exhaustive analysis of potential working fluids and ranges of operating conditions
for transcritical PTES cycles, supported by detailed cycle analysis, with the aim of
identifying those configurations that combine a high work ratio and a low variation in
specific heat capacity. Detailed modelling of cycles that present a moderate variation
in specific heat capacity but can employ a multi-stream heat exchanger and a small
number of storage tanks at intermediate temperature levels as a counter-measure.
• Development of alternative thermal energy storage mechanisms, such as packed-beds
employing a secondary (unpressurised) heat transfer fluid and latent heat storage pro-
cesses with independent power and energy capacities.
• Detailed and comprehensive thermo-economic optimisation of the cycles described in
this work, among other potentially promising configurations, with particular attention
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on employing cost equations that have been verified for all the required operating con-
ditions. Determining the relative importance of different key metrics such as energy
efficiency, capital cost and energy capacity, which are normally related by trade-offs.
6.6 Final remarks
Large-scale energy storage is an exciting and promising field of research which has immin-
ent applications in the context of climate change mitigation and low-carbon power grids.
Storing electricity in the form of high-grade thermal energy enables the use of cheap and
abundant materials that can be kept inside large insulated tanks, leading to a high flexibil-
ity of location and a relatively high energy density. As an illustrative example, one cubic
meter of water at a height of 500m contains 1.4kWh of exergy (i.e. energy that may be
transformed into electrical work), while one cubic meter of hot water on flat ground con-
tains 12kWh of exergy. The challenge, however, rests on identifying the best configuration
of thermodynamic cycle, operating conditions and storage materials that leads to a storage
system with high efficiency and low overall cost, as well as on finding ways to improve
the performance of critical cycle components such as heat exchangers, compressors and ex-
panders. This thesis has proposed and studied several cycle configurations and found some
of them to be particularly promising in terms of efficiency, energy density and cost. It has
also explored the design and optimisation of heat exchangers according to the same goals.
There is still room for further development and optimisation of novel cycle configur-
ations. However, the urgency with which large-scale energy storage solutions are needed
indicates that efforts should also be placed in bringing existing designs to the demonstration
and commercial phases as soon as possible. If significant advancements are made along the
next decade or two, pumped thermal energy storage and liquid energy storage could become
a very significant tool to help solve the great puzzle for energy sustainability.
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Appendix B
Gas-liquid heat exchangers
The analytical optimisation procedure presented in chapter 4 was applied to gas-gas heat
exchangers, but it can equally be applied to gas-liquid (or, indeed, liquid-liquid) heat ex-
changers as long as the following assumptions remain valid: (i) the HEX is balanced (i.e.
equal m˙cp for both streams), (ii) it is nearly ideal (i.e. ∆T ≪ T , ∆p≪ p and has adiabatic
external walls) (iii) cp variation is negligible, and (iv) it operates in the laminar regime.
Of the previous four assumptions, number (iii) is the only one relatively likely to stop be-
ing valid when employing liquid fluids, especially if there is a large temperature difference
between inlet and outlet. If cp variation becomes significant, numerical optimisation is ne-
cessary (see section 4.6). On the other hand, in cases where the four previous assumptions
remain valid, the analytical procedure may be used after adapting the expressions of K∆p1
and Kλ1 in Eq. (4.32) (while K∆T 1 remains the same). K∆p1 must be adapted because it
contains the assumption of the fluid being an ideal gas, while Kλ1 must be adapted only if
the conductivity of the liquid is non-negligible with respect to the conductivity of the heat
exchanger material. It is straightforward to prove that, for a liquid,
K∆p1 =
(
2aLA∗µm˙v2
cpT
)
1
and
Kλ1 =
(
τ2
m˙cpA∗
[kmA∗+ k]
)
1
while the rest of the analysis remains the same.
There are two main reasons why liquid fluids are generally more efficient at exchanging
heat than gases: (i) they tend to have a much higher thermal conductivity1, and (ii) they
1E.g. the thermal conductivity of water falls from 0.68W/(mK) to 0.025W/(mK) when turning from
liquid to vapour, while for oxygen it falls from 0.15W/(mK) to 0.0084W/(mK).
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have a much higher density (i.e. smaller v). The higher k reduces the value of K∆T 1 (and
increases slightly the value of Kλ1), while the smaller v reduces the value of K∆p1. The
effect on K∆p1 is particularly strong, such that some authors neglect the contribution of flow
friction into S˙irr when operating with liquid fluids. As a result of these changes, an optimised
HEX stream will tend to be longer and have smaller channels when operating with a liquid
than when operating with a gas.
Appendix C
Cross-sectional area of the heat
exchanger material
In order to compute the volume of heat exchanger material and the magnitude of axial con-
duction, one must find the ratio between the cross-sectional area of the material and the
cross-sectional area of the fluid flowing through it. Consider the simple structure shown in
Figure C.1. The structure contains a large number of circular channels of diameter D, separ-
ated from each other by a horizontal distance 2t, and separated from the adjacent plates by
a distance t. The design corresponds to horizontally placing a number of pipes of diameter
D and thickness t and filling the gaps in between with extra material. The design is chosen
as an example because of its simplicity and because of the high pressure containment cap-
ability of circular pipes, and could potentially be built employing traditional micro-channel
manufacturing techniques, such as those described in [95], or more modern techniques such
as additive manufacturing. However, a vast number of different structures are possible,
including significantly intricate designs, such as the one proposed in [96].
In order to determine the minimum value of the thickness t, one must equate the hoop
stress at the pipe wall (due to the internal pressure p) to the maximum allowable stress of
the material. The result is,
t
D
=
p
2σmax
(C.1)
However, this might in some cases lead to unrealistic results. For example, taking p = 5bar
and σmax = 1000bar (reference value for stainless steel) gives t/D= 2.5 ·10−3, which could
be in conflict with manufacturing or structural constraints. Therefore, setting a minimum
t/D becomes necessary. Once this ratio is known, the cross-sectional area of HEX material
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associated with each stream can be found from:
Am =
[
(D+ t)2− πD
2
4
]
N = Af
[
4
π
(
1+
t
D
)2
−1
]
(C.2)
where Equation (4.41) was used for the total number of channels. Thus, Am becomes equal
to the flow cross-sectional area times a non-dimensional parameter which is a function of
t/D, which itself is either a constant or a function of p/σmax. The ratio between Am and Af
is defined as A∗ (Eq. (4.26)), and is also equal to the ratio between the volume of material
and the flow volume.
Figure C.1: Detail of a section of a possible HEX stream.
Appendix D
Thermal resistance of the heat exchanger
material
One assumption which is commonly made in the analysis of heat exchangers is that the
thermal resistance of the wall separating the fluid streams is negligible compared to the
thermal resistance of the fluid streams themselves. Here the validity of this assumption is
verified. The thermal resistance of a fluid stream is (assuming laminar flow and employing
Eq. (4.5)):
Rt,f =
1
hA
=
D
bLkA
(D.1)
On the other hand, the thermal resistance of the heat exchanger wall can be expressed as:
Rt,m =
teff
Akm
(D.2)
where teff is an effective thickness that depends on the geometry of the channels. For ex-
ample, for a flat plate, teff is simply the plate thickness, while for a circular pipe teff =
ln(1+2t/D)D/2, which again reduces to teff = t for t ≪ D. The ratio between the two
thermal resistances is:
Rt,m
Rt,f
=
bLteff
D
k
km
(D.3)
where the first term on the right hand side depends on the geometry of the HEX and is
likely to be > 1, while the second term depends on the conductivities of the fluid and of
the wall. In the case of the fluid being a gas and the wall being metallic, k/km ≪ 1 and
therefore neglecting Rm is justified. For instance, a combination of helium (gas with high k)
and stainless steel (metal with low km) leads to k/km ≈ 0.01, while much lower values are
obtained for other gas/metal combinations (e.g. argon and aluminium).
Nevertheless, in cases where Rm is non negligible, its effect on the entropy generation
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can be easily accounted by including its contribution into K∆T in Eq. (4.32). It is straight-
forward to prove that, in this case,
K∆T 1 =
(
τ2A∗m˙cp
4
(
1
bLk
+
teff
kmD
))
1
where the teff/D ratio is, in many cases, a constant that depends on the internal pressure of
the flow and the allowable stress of the material. The minimum possible value of Ns1 (Eq.
(4.37)) becomes, then,
Ns1,min = 3
(
aLτ4A2∗
2
(
km
bLk
+
teff
D
)
R
cp
µv
p
m˙
Vm
)1/3
1
where, noticeably, the inclusion of the teff/D term prevents the appearance of a physically
unrealistic result: that Ns1,min could be made infinitesimally small by choosing a heat ex-
changer material with extremely low thermal conductivity.
Appendix E
Summary of optimised parameters for
two exemplary regenerators
Table E.1: Inputs of the analytical optimisation procedure, for two regenerators (one employing
helium, the other employing argon) with an effectiveness of 99%.
Helium-Helium Argon-Argon
Parameter Unit Value
p1 bar 5
p2 bar 50
T1 K 200
T2 K 290
σmax bar 1000
km W/m/K 15
Lmin mm 200
(t/D)min - 0.05
Vm/W˙ m3/MWel 0.039 0.328
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Table E.2: Outputs of the analytical optimisation procedure, for two regenerators (one employ-
ing helium, the other employing argon) with an effectiveness of 99%.
Helium-Helium Argon-Argon
Parameter Unit Value
Ns - 2.09 ·10−3
Ns1 - 1.59 ·10−3 1.64 ·10−3
Ns2 - 0.50 ·10−3 0.45 ·10−3
Ns∆T = Ns∆p = Nsλ - 0.70 ·10−3
D1 mm 0.514 0.515
D2 mm 0.164 0.151
L mm 216 627
t1 mm 0.026 0.026
t2 mm 0.008 0.008
G1 kg/
(
s ·m2) 1.42 4.71
G2 kg/
(
s ·m2) 4.45 13.43
Re1 - 42.1 126.1
Re2 - 41.5 98.1
A∗1 - 0.404
A∗2 - 0.404
Af1/W˙ m2/MWel 0.34 1.00
Af2/W˙ m2/MWel 0.11 0.29
(Af+Am)/W˙ m2/MWel 0.63 1.82
(∆p/p)1 % 0.13 0.14
(∆p/p)2 % 0.042 0.047
ε % 99
