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Abst rac t - - In  this paper, we have presented a comparative study of the Lanczos solver with 
out preconditioning and Conjugate Gradient Squared (CGS) solver with preconditioning for solving 
numerical heat transfer problem. Our comparison is mainly focussed on the convergence and the 
CPU-time. (~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Iterative and direct methods are commonly used to solve discretized systems in the numerical 
modeling of heat transfer and fluid flow. There are several iterative methods, often implemented 
in finite difference and finite element numerical schemes. In recent development of high speed 
scientific computing, considerable attention has been devoted for solving large sparse linear sys- 
tems, where the coe~cient matrix is nonsymmetric positive real. This has attracted much of the 
recent research in numerical linear algebra and are still under intensive investigation. Work by 
Young and Jea [1], Saad [2] and Eisenstat et al. [3], worth mentioning here, dealt with the Krylov 
subspace methods for the case where A is nonsymmetric. 
The Krylov subspace iterative based methods uch as Conjugate Gradient Squared (CGS) [4], 
with preconditioning [5] and Lanczos [6], are some of the most efficient methods• All these Krylov 
subspace methods can obtain exact solutions atmost in N steps, when round of error become 
zero [7]. It is well known that a satisfactory accuracy is often achieved for values of ra far less 
than N (order of the matrix A) [8]. 
A common feature of all these methods is that the approximate solution X m belongs to the 
affine space X ° + K m, where K m is the Krylov subspace of dimension m, K m = (r °, Ar °, 
• .. ,  Am-lr°) ,  and r ° is the initial residual vector, r ° = b - AX °. The principal idea here is 
to make the residual vector r m orthogonal to another Krylov subspace L (called left subspace), 
usually different from K m [4,9]. 
The Krylov subspace based methods together with a suitable, powerful preconditioning tech- 
niques improves the speed of convergence, which is a vital part in such high performance comput- 
ing. Several authors discussed various preconditioning techniques, viz., the Incomplete Choleski 
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Factorization (ILU) [10], the polynomial preconditioning [11], and so on. Some researchers im- 
plemented the double preconditioning technique [4], to further improve the speed of convergence. 
In this paper, we have focussed our attention to make a detail comparative study of the 
Lanczos solver (without preconditioning) with the CGS solver (with preconditioning), for solving 
nonsymmetric sparse system of linear equations resulting from the finite difference discretization 
of 2D heat conduction problem with constant heat source term and the elliptic boundary value 
problem. 
The layout of the paper is as follows. The next section comprises the detail aspects of conjugate 
gradient squared (CGS) solver for nonsymmetric linear system. The ensuing section describes the 
preconditioning techniques. The Preconditioning CGS (PCGS) have been discussed in Section 4, 
and in Section 5, we discussed the Lanczos solver. The numerical experiments for the 2D heat 
conduction problem with constant heat source term and the elliptic boundary value problem are 
given in Section 6. 
2. CGS-SOLVER FOR NONSYMMETRIC  SYSTEMS 
The idea of the conjugate gradient squared method (CGS), introduced by Sonnenveld 
et al. [12], is to avoid the computation of A T in Bi-Conjugate Gradient algorithm (Bi-CG) [13,14] 
which increases the convergence speed considerably. 
2.1. CGS-ALGORITHM 
I n i t ia l i za t ion  
Choosing an arbitrary x °, and defining s °, pO, qO, 
r ° = b -- Ax °, 
s ° =r  °, 
pO = r o, 
qO=rO" 
Iterations 
For k = 0, 1,... until convergence 
ak= (r°, rk) 
(r °, Apk) ' 
sk+l  = qk _ ctkApk, 
xk+l = X k + ak (qk + sk+l) , 
rk+l : r k _ otkA (qk d- sk+l )  , 
if (r k+1, r k+l) < ~, stop the iteration. 
(rO, rk) ' 
qk+l = rk+l _{_ ]~ksk+l ' 
pk+l : qk+l .{_ flk (flkpk _{_ sk+l )  . 
(i) 
(2) 
(3) 
(4) 
(s) 
(6) 
(7) 
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3. PRECONDIT IONING 
The speed of convergence is mainly depending on the condition number ~, where n = IIAII2 
IIA-Xll2 taken under 12 norm. It is a well-known fact that decrease in ~ increases the speed 
of convergence. The most efficient preconditioning is direct matrix inversion, but this is not a 
practical choice. An alternate approximate procedure such as Choleski factorization or polynomial 
preconditiong are used as an approximation for matrix inversion. Here, some of the commonly 
used preconditioning techniques are discussed. 
3 .L  Incomplete  Cholesk i  Factorization 
The basic idea here is to use the incomplete Choleski factorization which keeps the sparsity of 
the original matrix A. For example, consider 
L-1AL--r LTX  = L-lb. 
The incomplete Choleski factorization calculates the preconditioning or factorization matrix L 
by the following algorithm, where A is treated has symmetric positive definite. 
A lgor i thm 
tll = (a11) 1/2 
For i = 2 to n 
For j = 1 to ( i -  1) 
If aij --- 0 then lij = 0 else 
j - - I  
lij = ljj 
( i-12k) 1/2 
lii= aii-  E l 
k=l 
For a nonsymmetric matrix A, the same approach can be applied to LU decomposition, and the 
resultant preconditioning is called the ILU preconditioning. 
3.2. Po lynomia l  Preconditioning 
Polynomials can be used as an approximation for matrix inversion. For a simple case, the first 
several terms of a Neuman series can be used as the preconditioning matrix L-1. 
A -1 = [I - ( I  - A)] -x = I + (I - A) + (I - A) 2 + (I - A) 3 +. . . .  
Multiplying L - i  to the original equation, we obtain 
L - lAX  = L-lb. 
The mMn advantage of Polynomial preconditioning is that no extra storage is required and it 
can be easily implemented on parallel machines. To improve the efficiency of using polynomials 
in the preconditioning [15], we obtain the first five least squares polynomials (see the Section 6, 
test case and example). These polynomials are 
PI(A) = -~AmaxI + A, (s) 
P2(A) = -TA2maxI - ¼AmaxA + A 2 , (9) 
8 
P3(A) = - 15A3axI32 + T~Amax A272 _ 9AmaxA24 + A3, (10) 
55 4 77 3 ~AmaxA 3 A 4, (ii) P4(A) = 2--~Amaxl - ~-~AmaxA + 11 A2maxA24 - + 
91 s 91 4 39 3 2 65 2 3 1_33Ama×A4+AS" (12) Ps(A)--- 1024AmaxI+~'~AmaxA--~Amax A +~-~AmaxA - 4 
Where Amax is the largest eigenvalue of A and can be estimated byeither Gerschgorin's theorem 
or Lanczos algorithm. 
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4. PRECONDIT IONING CGS-SOLVER 
FOR NONSYMMETRIC  SYSTEMS 
This section deals with the preconditioning conjugate gradient squared algorithm (PCGS), 
under the new transformed system (marked with a tilde (i)). Here we have to apply the regular 
CGS method to the transformed system 
A:K = l~, (13) 
where .4 = SAS T, :X = S -TX ,  and b = Sb, where S is a nonsingular matrix chosen and 
preconditioner M = (sTs)  -1. The good choice of M implies that A of the transformed system 
has a smaller condition number than A. A satisfies S'rfilS -1 = STS  = M-1A,  therefore, the 
matrix M-1A,  is similar to .4 so that condition number of .4 is the ratio of the maximum and 
minimum eigenvalues of M-1A. 
4.1. PCGS-ALGORITHM 
I n i t ia l i za t ion  
Choosing an arbitrary x° E R n, and defining s°, p0, q0. 
r ° = b - Ax °, 
M~ ° = r ° where M is the precondition matrix 
pO : ~0, 
qO = ~o, 
S 0 _-- ~0, 
I te ra t ions  
For k = 0, 1, . . .  until convergence 
solve 
if (~k+l, }k+l) < e, stop the iteration. 
yk = M-1Apk,  (14) 
ak= (r°, 
(rO,yk), (15) 
sk+l = qk _ akyk, (16) 
xk+l  = X k _{_ ~k (qk + sk+l )  , (17) 
rk+l = r k _ &k A (qk + sk+l) , (18) 
MF k+l = r k+1 (19) 
f~k= (r°,~k+l) 
(r o, Fk) , 
qk+l  ---- ~k+l .~_ ~ksk+l  ' 
pk+l : qk+l + ~k (~kpk + sk+1) , 
NOTE 1. The coefficient (rO,y k) is different o zero for the two first iterations. 
(2o) 
(21) 
(22) 
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5. LANCZOS SOLVER FOR 
NONSYMMETRIC  L INEAR SYSTEMS 
An oblique projection method for solving nonsymmetric sparse linear systems is achieved 
by method of Lanczos [6]. In this method, the right space K is a Krylov subspace K m = 
span (v 1, Ava , . . . ,  Am-Iv1), where v I is a starting vector, while L is the another Krylov sub- 
space (left subspace) associated with A T, L m = span(w 1, ATwl , . . . ,  (AT)m- lw 1) with the 
initial vector w 1. We should point out that the presence of A T in the definition of L does not 
mean at all that the Lanczos method solves the normal equations ArAx  = ATb [9]. 
The nonsymmetric Lanczos method reduces the matrix A E R n×n to tridiagonal form using a 
general similarity transformation V [5], as 
62 
T= 
with the column partionings, one denotes 
WTAV = T, 
Z2 
Ot 2 ~3 
6 3 C~ 3 ".. 
" .  " .  
~ n 
6n ~n 
(23) 
(24) 
V= [v l , . . . , v " ] ,  
w = [w l , . . . ,w  -] 
upon comparing columns is AV --- VT  and Arw = W(T)  T, we obtain that 
Av j = ~Jy J  -1  .~u ~Jv  J _} -6 j+ ly  j+ l ,  (25)  
ATw j = 6Jw j-1 + a Jw j + 3J+lwJ+l (26) 
for j = 1,2, . . .  ,m, with/31v ° -- 0 and 61w ° = 0. These equations together with WTV = I "~, 
imply the three-term recurrence formulae for computing aj, 6 j, and/3J. 
Ol j = (wJ) TAv  j (27) 
and 
@j+l  = 6 j+ ly j -b l  : -  Av ~ _ a jv# _ ~ jv J -1 ,  (28)  
@j+l = ~J+lwJ+l = ATw j _ aJwJ _ 6jwJ-1. (29) 
There are some flexibility in choosing 6 j and/3J. A canonical choice is to set 6J = IJ~J+lJJ2 and 
]~J -=- (~rJ+I) T ~v.,4"[ "1" 
5.1. ALGORITHM 
1. In i t ia l i zat ion  
choose an arbitrary initial vector x °, compute r ° = b - Ax °. 
_-lit0112, 
r 0 
V 1 = W 1 ___~ m 
~I  --~ V I, ~ I  : W I. 
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2. Iterations 
(a) For  j = 1, 2, 3 , . . . ,  8max do 
6J ' 
v j = vJ 
5i ' 
W j m - -  
= (wJ) -r Av ~, 
~.j+l = Av i _ cr/vj - f/ jvj-1, 
~+1= i1~,~+111~, 
,~j -k l  m Arw j - ~w # - (~3w j -1 .  
(30) 
(31) 
(32) 
(33) 
(34) 
(35) 
(36) 
(b) Periodically (e.g., when [j/5] .5 = j)  update the estimate Pi of the residual norm. If 
pj < e. Goto Step 3, else continue. 
3. Form the Approximate Solution 
xJ = x ° + VJyJ  = x ° + ~v~ (T j ) - I  el (37) 
computing the approximate solution by equation (37), requires the storage of the vectors v 1, v 2, 
. . .  ,v rn, but this does not constitute a major drawback, because the formation of the solution 
by (37) takes place only when convergence has occurred, and therefore, the vis can be solved in 
secondary storage until then. This means, however, we have to provide some means for deter- 
mining whether the convergence is achieved without explicitly using the approximate solution. 
Fortunately, this can be done quite easily, well known and tremendously useful in the symmetric 
case [11], which expresses the residual norm in terms of ym and [[6m+l[[. 
pm = l ib-  Axmll = ][~m+l[] le~yml.  (38) 
This Pm compute very economically and one can afford to make use of (38) periodically to monitor 
the convergence. 
6. NUMERICAL  EXPERIMENTS 
The numerical experiments described in this section have been performed on a DEC-ALPHA 
3000/600 OSF system. The single precision has been used throughout. 
We shall compare the Lanczos solver (Algorithm 5.1) with the conjugate gradient squared 
(CGS) solver (Algorithm 2.1) and preconditioning CGS solver (Algorithm 4.1) by considering 
the following model problem. 
PROBLEM 1. HEAT-CONDUCTION PROBLEM. To illustrate the solution of a heat conduction 
problem, a linear second-order partial differential equation with constant source term is consid- 
ered. 
The elliptic equation is 
02Q 02Q 
Ox--- ~ + ~ + 1000 = 0. 
The boundary conditions over the domain of 0 < x < 1 and 0 < y _< 1 are 
OQ(x, O) OQ(O, y) = o, Q(1, y) = 100. 0----~ = 0, Q(x, 1) = 100, 0---7-- 
A five-point finite difference approximation with uniform grids is applied. 
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Figure 1. Convergence history of Lanczos and CGS methods. 
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Figure 2. Convergence history of Lanczos, CGS, and CGS with preconditioning. 
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Figure 3. Number of iterations versus number of equations for Lanczos, CGS, and 
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Table 1. CPU-execut ion t ime/number  of i terat ions for the corresponding errors of 
Lanczos, CGS, and CGS precondit ioning. 
Methods  Residual  Norm Cpu-T ime Iterat ions 
1.0E - O4 0.2 68 
Lanczos 1.0E - 05 0.2 72 
1.0E - 06 0.2 79 
1.0E - 04 0.2 80 
CGS 1.0E - 05 0.2 81 
1.0E - 06 0.2 106 
1.0E - 04 0.2 14 
CGS- ILU 1.0E - 05 0.2 18 
1.0E - 06 0.2 19 
1.0E - 04 0.1 
CGS-P(5)  1.0E - 05 0.1 
1.0E - 06 0.1 
lO 
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Figure 7. Convergence history of Lanczos and CGS methods.  
Figure 1 compares the convergence of the CGS algorithm (thick curve) and the Lanczos algo- 
rithm (dotted curve). It is seen that the convergence is faster with the Lanczos algorithm. 
The convergence history of using the Lanczos method and the CGS method with precondi- 
tioning is summarized in Figure 2. The results show that the iteration number reduced when 
incomplete factorization or polynomial precondition is applied. For example, at an error level of 
(1 x 10-s), a four-fold reduction is obtained for CGS-PP (i.e., with a 5 th order polynomial), and 
a three-fold reduction for CGS-ILU (i.e., with the ILU-preconditioning). 
The Lanczos and CGS based computation exhibits a linear relationship between the number 
of iterations and the number of equations as shown in Figure 3 and Figure 4, which indicates 
the rate of increase in number of iterations is lower than that in number of equations. Specific 
comparison shows for the CGS with preconditioning methods viz., CGS-PP (5) or CGS-ILU, 
has an iteration number of the order of one-third to one-fourth of that without. The linear 
relationship between the number of iterations and the equation umbers makes the Lanczos and 
CGS methods are good competent and stable for large-scale computing. Figures 5 and 6 show 
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the convergence behavior of the CGS methods and CGS preconditioning of 25 x 25 and 30 × 30 
uniform grids. Figure 8 gives the CPU-time for the Lanczos, CGS, and CGS with preconditioning 
solvers for this model problem and the details of the execution time as well as number iterations 
corresponding to the Lanczos, CGS, and preconditioning CGS solvers are given in Table 1. 
PROBLEM 2. In this problem 
B - I  
- I  B - I  
- I  B 
A= 
".. 
- I  
- I  B 
anda=- l+~,  b=- l -8 .  
where B = 
"4 a 
b 4 
b 
a 
4 ". 
a 
b 4. 
B is of dimension 20 and A has dimension N = 100. These matrices represent the five-point 
O 2 a2 @ 
discretization of the operator -~-~ - ~-~ + ¢~ on a rectangular region. 
The right-hand side vector 5 is taken to be 5 = Ae, where e = (1, 1 , . . . ,  1) T, such that the 
solution of the system is just e. The parameter 6 is taken equal to o.5 in this problem. Figure 7 
indicates the convergence behaviour for given elliptic boundary value problem using Lanczos, 
CGS, and CGS preconditioning. 
7. CONCLUSION 
In this article, two main algorithms are used, Lanczos and conjugate gradient squared (CGS) 
solvers for solving a huge order sparse system of linear equations, where the coefficient matrix 
is nonsymmetric. The CGS method has been discussed with incomplete Choleski factorization 
(ILU) and polynomial preconditioning, whereas for the Lanczos algorithm, we have carried out 
the computation without implementing preconditioning. Our comparative simulation studied 
for the heat transfer problem (both convergence and CPU-time) gives the clear indication that 
Lanczos olver without preconditioning is faster than the CGS solver• We shall be focussing our 
attention on the implementation f Lanczos solver with efficient preconditioning technique for 
solving huge order sparse linear systems, in our future course of work• 
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