This year's COLIEE has two tasks called phases 1 and 2. The phase 1 needs to find the relevant article given a query t2, and the phase 2 needs to answer whether the given query t2 is yes or no according to Japan civil law articles. This paper presents our proposals for the phase 2 task. Two methods are presented. The first goes along the standard method taken by many authors, such that the relevant article t1 is selected by the similarity to the query t2 at the requirement (condition) and the effect (conclusion) descriptions of the articles. The second is our new proposal, in which Neural Networks with attention mechanism are applied to all the civil law articles in deciding the truthness of the query t2. This method takes into account all the articles by properly calculating their weighted sum.
Introduction
COLIEE is an annual competition for legal Information Extraction (IE) and Retrieval. COLIEE 2017 forcuses on two tasks, legal ad-hoc Information Extraction (IE) (Phase 1) and Textual Entailment (TE) (Phase 2).
While the Phase 1 can be regarded as the preprocessing for Phase 2, selecting inappropriate article(s) in Phase 1 may cause a bad effect on the Phase 2 task. We present two approaches to Phase 2, one is a standard method that selects the relevant article t1 for a legal bar exam query t2 and decides if t2 is true or not based on the selected article. In this method we tried several methods to define word representations to estimate the similarity between articles. The second method, which is our new proposal, does not select the relevant article(s) for t2 but to makes use of Neural Networks with attention mechanism to utilize the information of all civil law articles to decide the correctness of the query t2.
Related Work
The major approaches taken by previous research were based on a two step method, to select the most relevant article t1 from the civil law articles as the evidence, then to apply a textual entailment method to decide if the query t2 is entailed by t1. The ensemble method proposed by [2] makes optimization of several weight parameters such as word overlap and tf-idf for selecting the relevant article t1 and applies a voting method with multiple classifiers. A heuristic method is proposed by [8] , in which t1 is not explicitly selected. First, they make a one-to-one pair of the subject and the sentence end predicate using the result of a morphological analyzer and a case structure analyzer for each sentence. If the target phrase has no subject to be extracted, they only extract the sentence end predicate. Second, they simplify the extracted information to obtain better abstraction that helps to decide Yes/No. The method proposed by [3] uses tf-idf and Ranking SVM to select t1 and estimates the similarity between t1 and t2 based on the features of paraphrases and word embeddings coupled with condition/conclusion/exception analysis.
Preliminaries
This section introduces the base methods used in our two approaches, which are described in the following sections.
Word Representation
We used the idea of word2vec [7] for measuring the similarity between words and expressions. We tested several definitions for word segmentation for generating several word2vec models. As for the data for learning word embeddings, we used the judgment documents put on the web site of the Japanese Supreme Judicial Court 1 , which contains 58,808 judgments (4M sentences). We tested two sizes of word vectors, 50 and 200, when we use word2vec.
Definition of Words
Since Japanese is non-segmented language where there are no explicit word boundaries in written texts, we need to define proper units for word segmentation. The simplest method is to apply an existing word segmentation and POS tagging tool. For this approach, we used MeCab 2 [4] and applied word2vec to the segmented documents. Two other segmentation criteria are also applied, one to attach suffixes to their preceding matrix phrases and the other to further attach functional expressions based on and extended from the dictionary of Japanese functional expressions [6] . Functional expressions in our case mainly mean multi-word expressions that work as postpositions or auxiliary verbs as a whole. The first method we applied is based on similarity between civil law articles and the given query at the requirement and the effect descriptions. The requirement and effect mean the condition and conclusion parts of Japan civil law articles and the exam queries. We use the surface clue expressions defined by [9] for identifying the requirement and effect parts of legal sentences.
Overview of the Method
The list of clue expressions that separate the requirement and effect parts of sentences in the law articles and the exam queries is shown in Table 4 .2. In the current experiments we did not use the exceptional descriptions 3 often found in law articles. The overall process is performed as the following. The details of each process is described in the subsequent subsections.
1. Extraction of the requirement and effect parts in law articles and query t2.
• Clue expressions are used to identify requirement and effect parts.
2. Calculation of the similrity between law articles and t2 at both requirement and effect parts.
• Previously learned word embeddings (using judgment documents) are used.
-Attachment of suffixes and functional expressions is also considered.
• Definition of similarity -word mover's distance is used.
• Negative expressions are taken into consideration for selected articles, which flips the truth-value.
Extraction of requirement and effect parts
Japanese law adopts the Pandekten system. Therefore, the legal provisions contain the legal effect to be stipulated together with the legal requirements that constitute that condition. We used the method proposed by [9] to extract the legal requirement and effect parts from an article. First, we divide the sentence into parts separated by commas. Next, we extract the requirement part by the clue expressions shown in Table 4 as the requirement part, and the remaining part is regarded as the effect part. When a sentence includes two or more requirement parts, the effect part positioned right after the requirement parts is associated to each of the requirement parts to construct requirement-effect pairs.
Distance calculation
We calculate the distance between t2 and each article and extract the article t1 with the smallest distance from t2. We define the distance between sentences as the sum of "the distance between the requirement part of t2 and the requirement part of the article(t1)" and "the distance between the effect part of t2 and the effect part of the article(t1)". If the distance between t2 Figure 1 : Process of extracting requirement-effect pairs and the article extracted as t1 is equal to or less than a predefined threshold value, the system output is Y, and if it exceeds the threshold value, the output is N. We tested for threshold values, 25, 30, 35 and 40, and selected 35 for the experiments. The decision is made by a preliminary experiment using the H27 data (the previous year's data) as the development data. We used Word Mover's Distance as the distance measure. Word Mover's Distance is a method to calculate the distance between documents proposed by [5] . The calculation of the distance between documents is defined by the correspondence (association) or words in the compared documents. This method is applied to the calculation of the distance between sentences in our framework. The cost of corresponding words between the sentences is calculated by the distance of the distributed representation vectors, and the distance between sentences is calculated by the sum of the costs of corresponding words between the sentences.
Consideration of negation at sentence end
If the output of the system is Y, we consider whether the sentence end predicate 4 of either the requirement or effect part has a negative expression or not. If a negative expression is found, the answer is switched. If the article or t2 cannot be divided into the requirement and effect parts, the end predicate of the whole sentence is checked. Figure 2 shows how a negative expression is processed.
Attention Model
This section explains our attention model, which is based on Neural Networks with the attention mechanism [1] . We made an approach based on the idea of Memory Networks [10] . We learn vector representations for words in advance, and for given Japan civil law articles and the bar exam query t2, we calculate vector representations of articles and t2 as follows. 
where civilvec j is the vector representation of the j-th article, which is a weighted sum of word representations x i in the article. civilvec, representations of civil law articles, is a matrix with civilvec j as the j-th column. civil idf is the idf value of the word x i in the article 5 , and x is the vector representation by word2vec learned with 60,000 jugement sentences. Those are the same representations used in the method in the previous section.
The vector for t2 is calculated in the same way as follows:
where t2vec is the sum of word vectors in t2 weighted by their idf value. t2 idf is the idf value of the word x i in t2, and x is the vector learned by word2vec, the same as those used for civilvec.
The calculation of attention is done by the inner product of the transpose of civilvec and t2vec defined as follows:
The size of the obtained attention vector is the number of articles. By taking the elementwise product of this attention and civilvec, we obtain the importance of articles, which is realized as the weighted sum of the articles, attentioncivil.
We then concatenate attentioncivil and t2vec, and make it as the input of a multi-layer perceptron (MLP). We use three layer MLP, in which the number of units in the hidden layer is 50, and the size of the output unit for Y/N is 2. We used H18 to H26 for training and H27 for the development set. Figure 3 shows the overall configuration of our Attention model. In the MLP model, we tested several combinations of the parameters, such as the size of word2vec vectors, word2vec model themselves, activation functions and optimizers. Table 5 summarizes those options.
Experiments
The settings and the results of experiments are shown in this section. 
Experimental setup
For the attention models, We will present the two submitted systems, NAIST1 and NAIST2, and the system that gave the best performance on the test data. We tested two sizes for word2vec, 50 and 200 dimensions. We hereafter report only the results with 200 dimensions since this setting achieved better results.
• NAIST1: sigmoid function for the activation function, and AdaDelta for the optimizer. Suffix and funcntional expressions are not considered.
• NAIST2: tanh for the activation function, and Adam for the optimizer. Suffix is considered, not functional expressions.
• sigMoMWE: sigmoid for the activation function, and MomentumSGD for the optimizer. Both suffix and functional expressions are considered. Table 4 : Results of Similarity-based Model
Experimental Results

Similarity-based Model
The results of the similarity-based model are shown in Table 6 .2. Taking negative expressions and also taking both negative and functional expressions into consideration improve the accuracy. Table 6 .2 shows the results of the three Attention models. The first column shows the name of models, and the remaining columns show activation function, optimizer, word segmentation criteria, the results on the development set, and the results on the test set at the setting in which the dev set achieves the maximum value.
Attention Model
We tested the same experiments without using word2vec, constructing the vectors only with tf-idf, which revealed almost 10 point decrease in performance for all settings. These experiments show the effectiveness of vector representations by word2vec. Table 5 : Results of Attention Models Table 6 .2 shows that the setting using tanh for activation function, Adam for optimizer and considering both suffixes and functional expressions achieves the best result.
All the results of both models are summarized in Table 6 : Results of all Models
Problem: H21-13-U, label = N t2:
(Pledges can be created over a Thing that cannot be assigned to others.)
Most similar article: : (Article 343: Pledges cannot be created over a Thing that cannot be assigned to others.)
Those sentences are similar within the threshold and the system incorrectly answers Yes if the negative expression is not considered. However, if the negative expression that appears at the end of the sentence is considered, "(can)(cannot)", the system could answer this problem correctly by switching the truth-value of the selected article. Our strategy to consider the existence of negative expressions in similar sentences produced positive effect.
Furthermore, using word embeddings that consider attachment of suffixes and functional expressions makes similar articles to t2 more similar than the standard word segmentation criterion. In the following example, the similarity values of those sentences become closer when both suffixes and functional expressions are attached in learning word representations. Table 7 .1 shows the similarity values (the lower the better).
(If a superficiary fails to pay the rent for two or more consecutive years, the landowner may demand the extinction of the superficies.)
Most similar article : (Article 276: If an emphyteuta fails to pay the rent for two or more consecutive years, the landowner may demand the extinction of the emphyteusis.)
• The pair of requirement parts: Table 7 : Similarity with/without suffix/func exp attachment -(An emphyteuta fails to pay the rent for two or more consecutive years)
• The pair of effect parts:
-(The landowner may demand the extinction of the superficies)
-(The landowner may demand the extinction of the emphyteusis)
These results show that better vector representations are learned by taking suffixes and functional expressions attached to the matrix phrases. Furthermore, better similarity measure seems to give better effect of consideration of negative expressions.
Breakdown Analysis of Attention Model
We checked precision and recall for each of Yes/No cases of the queries in the attention models. The results are shown in Table 7 We tested the use of dropout by setting the ratio at 0.2 and 0.5 in combinations of all previous settings. Those tests show that dropout does not contribute better performance.
Conclusion
In this paper, we presented two types of models. One uses clue expressions to separate the requirement and effect parts of both civil law articles and queries, and measure the similarities of those parts to make decision. Considering negative expressions and suffix and functional expressions improved the accuracy.
The other model we presented, attention model, gave better performance than the similaritybased model. It uses the attention mechanism as the relevance factors of the articles. Also in this model, the word representation learning by word2vec that take suffixes and functional expressions into consideration gave better results.
Future Work
The current systems do not use any information of the exceptional parts of the law articles. Exceptional parts usually start with explicit clue expressions and are not so difficult to identify. However, proper understanding and usage of exceptional expressions are not trivial and need be further investigated.
