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Сучасні методи розрахунку перехідних процесів є 
наближеними, що призводить до значних похибок 
вимірювального контролю. Показано, що підвищити 
точність інформаційно-вимірювальних систем, їх 
швидкодію та забезпечити оптимальний режим роботи 
можна шляхом використання методу квадратур для 
розрахунку перехідних процесів. Досліджується система 
четвертого порядку з дійсними та від’ємними коренями, 
а також частотні характеристики методу квадратур. 
Описані способи визначення сталих часу квадратур.   
Ключові слова: метод, перехідний процес, інформація, 
контроль, квадратура, рівняння, точність. 
 
 
Вступ. Для контролю за технологічними 
параметрами в хімічній, нафтопереробній, харчовій, 
енергетичній та інших галузях промисловості [1-3] 
використовуються інформаційно-вимірювальні 
системи (ІВС), котрі за своїм характером дії 
відносяться до динамічних. Особливу роль ІВС 
відіграє в сучасних комп’ютерно-інтегрованих 
системах контролю та управління (КІСКУ). 
Інерційність ІВС залежить не тільки від кількості 
елементарних динамічних ланок, котрі 
характеризують вимірювальні та проміжні 
перетворювачі вхідних сигналів, але й способу 
реологічного перетворення контрольованої 
величини технологічного процесу в іншу форму, 
наприклад електричну [4, 5]. У залежності від 
швидкості зміни контрольованого технологічного 
параметра вихідна величина ІВС може приймати як 
аперіодичний, так і коливальний характер, а в 
деяких випадках ставати нестійкою, що призводить 
до необґрунтованого рішення щодо протікання 
технологічного процесу. Особливо це стосується 
ситуацій, коли ІВС використовуються в системах 
автоматичного регулювання. Кожна ІВС 
складається з технологічного об’єкта контролю 
(ТОК), первинного вимірювального перетворювача 
(ПВП), нормуючого та проміжних вимірювальних 
перетворювачів. Якщо ТОК характеризується 
значним часом перехідного процесу, який 
перевищує приблизно в 100 разів еквівалентний час 
перехідного процесу ІВС, то інерційністю останньої 
можна знехтувати. У противному випадку 
інерційність ІВС  потрібно враховувати, так як вона 
може суттєво впливати на точність вимірювального 
контролю. Як правило, технологічні параметри 
змінюються в часі за тим чи іншим законом, тому їх 
зміна впливає на точність перетворення, 
викликаючи тим самим відповідні динамічні 
відхилення як за амплітудою, так і за фазою. 
Складні технологічні об’єкти у першому 
наближенні описуються лінійними 
диференціальними рівняннями високого порядку [6, 
7], котрі мають як дійсні, так і комплексні корені. Як 
вказується в [8-10], практично всі ПВП (за винятком 
рН-метрів), котрі використовуються для 
вимірювального контролю технологічних 
параметрів в хімічній промисловості, є інерційними 
та описуються лінійними диференціальними 
рівняннями першого або другого порядку. До 
інерційних відноситься й значна кількість 
проміжних вимірювальних перетворювачів. Таким 
чином, у загальному випадку ІВС може описуватися 
лінійним диференціальним рівнянням четвертого й 
вищого порядку. У сучасних КІСКУ до прикладних 
задач програмного забезпечення входить розрахунок 
перехідних процесів ІВС з метою визначення їх 
динамічної точності та розробки відповідних заходів 
для її зменшення, наприклад за рахунок 
використання відповідних фільтрів. У більшості 
випадків для розрахунку перехідних процесів ІВС та 
систем автоматичного регулювання 
використовується метод зворотного перетворення 
Лапласа [11, 13]. Практика з експлуатації КІСКУ 
хіміко-технологічними процесами показує, що при 
швидкодіючих процесах можуть виникати 
коливальні процеси, при котрих точність розрахунку 
перехідних процесів різко зменшується, що 
призводить до прийняття неправильних рішень 
щодо управління такими процесами. Аналіз такого 
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фактора показує, що метод зворотного перетворення 
Лапласа можна використовувати для розрахунку 
перехідних процесів об’єктів, котрі описуються 
лінійними диференціальними рівняннями і мають 
тільки дійсні від’ємні корені. У противному разі, 
наприклад коли в технологічний об’єкт поступає 
впливовий фактор, котрий призводить до коливання 
контрольованого параметра, якісні показники 
вимірювального контролю погіршуються. Таким 
чином, розробка та дослідження методів, котрі 
забезпечують високу точність і швидкодію 
розрахунку перехідних процесів, є важливою 
науково-практичною задачею. 
Мета статті і постановка досліджень. Метою 
статті є дослідження точності розрахунку 
перехідних процесів ІВС хіміко-технологічних 
процесів, котрі описуються лінійним 
диференціальним рівнянням високого порядку, за 
методом квадратур. Розрахунок перехідних процесів 
складних систем автоматичного регулювання 
методом квадратур був описаний в [14]. Згідно з 
цим методом частотну передавальну функцію 
лінійного диференціального рівняння будь-якого 
порядку можна розкласти на квадратури, тобто 
частотну передавальну функцію другого порядку з 
залежними від кутової частоти функціями, котрі є 
новими ідентифікованими сталими часу лінійних 
диференціальних рівнянь другого порядку. Як 
показано в [15], основною є перша квадратура, для 
котрої стала часу при похідній другого порядку 
визначається за формулою:   /12 , де   - 
частота переходу дійсної частотної характеристики 
(ДЧХ) через частотну вісь. Задача дослідження 
полягає у використанні методу квадратур для 
розрахунку перехідних процесів ІВС, які 
описуються лінійним диференціальним рівнянням 
високого порядку. 
Принцип розкладання передавальної 
функції лінійного диференціального рівняння 
четвертого порядку на квадратури. Нехай ІВС 
описується наступним диференціальним рівнянням 
високого порядку: 
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де ynnyyiyy  ,,,,,,, 1,21    - сталі часу за 
зміною вихідної координати y за часом t; 
xnnxxixx  ,,,,,,, 1,21    - сталі часу за 
зміною вхідної координати x за часом t; k – 
коефіцієнт передачі; in ,,2,1  , jm ,,2,1   - 
показники ступеню відповідних поліномів. 
Передавальна функція такої системи має 
вигляд: 
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Частотна передавальна функція ІВС: 
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де    44 4,22 2,1Re  yyy  - дійсна частотна 
характеристика (ДЧХ) лівого полінома;     55 5,33 3,1,Im  yyyy  - уявна частотна 
характеристика (УЧХ) лівого полінома;    44 4,22 2,1Re  xxx  - ДЧХ правого 
полінома;     55 5,33 3,1,Im  хххх  - 
УЧХ правого полінома; 
                22 ImRe/ImImReReRe xxxyxy   
- ДЧХ ІВС;  
                22 ImRe/ImReImReIm xxyxxy   
- УЧХ системи;   - кутова частота.  
У рівнянні (3) уведемо наступні позначення: 
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де       DBA ,,  - відповідні поліноми.  
У рівняння (4) уведемо додатковий поліном       ABK  . Як показують дослідження, 
поліном  K  завжди має множником квадрат 
частоти, тобто     HK 2 . Тоді, позначивши 
      BHN /2  , для ДЧХ системи отримуємо: 
    
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B
A  . (5) 
Поліном  D  УЧХ має спільним множником 
частоту  . Тому, позначивши, що     1ND  , 
маємо: 
      
 1Im NB
D  .  (6) 
Підставивши (5) і (6) у рівняння (4), отримуємо 
передавальну функцію системи в такій спрощеній 
формі:  
      1221)( NjNkjW  . (7) 
Якщо розглянемо систему, яка описується 
диференціальним рівнянням другого порядку: 
kxy
dt
dy
dt
yd  112
2
2
21  , де 2111 ,  - сталі часу, то її 
частотна передавальна функція має такий вигляд: 
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  1122121 1)(  jkjW  . (8) 
Порівнюючи рівняння (7) і (8), приходимо до 
наступного важливого висновку: рівняння (8) є 
передавальною функцією складної ІВС другого 
порядку зі змінними ідентифікованими сталими 
часу, котрі залежать від частоти   та інших 
відомих сталих часу динамічних ланок ІВС. Таким 
чином, рівняння (8) є рівнянням квадратур, згідно з 
котрим частотну передавальну функцію складної 
ІВС можна розкласти на відповідну суму 
елементарних квадратур другого порядку, а 
перехідний процес такої системи можна визначити 
за сумою перехідних процесів всіх квадратур.  
Методика визначення сталих часу 
квадратур. Якщо розрахувати ДЧХ системи за 
рівнянням (3), то стала часу 21  першої квадратури 
визначається з умови, що   0Re  . Така умова 
має місце тоді, коли 0  або   01 22   N . 
Звідки   22122 /10   N , де   - частота 
переходу ДЧХ системи через вісь  . Рівняння (8) 
запишемо таким чином: 
        ,1)( 22   jNNkjW  (9) 
де       21 / NN  - коефіцієнт 
співвідношення.  
Для першої квадратури аналогічно запишемо: 
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де 21111 /  - коефіцієнт співвідношення сталих 
часу першої квадратури.  
Як відомо [16, 17], для об’єктів другого 
порядку за співвідношенням сталих часу 
визначається характер перехідного процесу. Так, 
наприклад, при 2/ 2111   перехідний процес є 
аперіодичним і визначається за рівнянням: 
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характеристичного рівняння; t – час перехідного 
процесу. 
Коливальний перехідний процес 
розраховується за формулою: 
           tttkxty 00101 sin/cosexp1   ,   (12) 
де 22111 2/    - ступінь загасання перехідного 
процесу;    2221112210 2//1    - частота власних 
коливань. 
Таким чином, сталу часу 11  першої 
квадратури можна визначити за формулою: 
21111   . Сталу часу 11  можна визначити також за 
умови мінімуму площин між реальною та ДЧХ 
першої квадратури.  
Дослідження перехідних процесів, котрі 
описуються лінійними диференціальними 
рівняннями високого порядку, показують, що 
точність розрахунку цих кривих тільки за першою 
квадратурою коливається від 2 до 10 %, що у 
багатьох випадках є сприйнятливою для практичних 
задач. Дослідження рівняння (9) показує, що частота 
переходу другої квадратури систем без запізнення, 
як правило, співпадає з частотою переходу першої 
квадратури. Тобто стала часу другої квадратури 
  /12122 , а сталу часу 12  можна визначити 
за вище приведеною методикою. При використанні 
двох перших квадратур точність розрахунку не 
перевищує 2-5 %. 
Дослідження частотних характеристик ІВС 
методом квадратур. Розглянемо ІВС, котра 
складається з наступних елементів: 
- технологічного об’єкта контролю, 
передавальна функція котрого  
     135225/11/ 211222111  ssssksW  ; 
- первинного вимірювального перетворювача з 
передавальною функцією  
     12581/11/ 212222222  ssssksW  . 
Приймемо, що інші вимірювальні 
перетворювачі є практично безінерційними. Так як 
динамічні ланки ІВС з’єднані послідовно, то 
еквівалентна передавальна функція системи матиме 
вигляд: 
 
),1)()
()(/(
1211
2
1211
2
22
2
21
32
221112
2
21
42
22
2
21


ss
ssksW CС


 
де 1822522222144   , 8460222111222133   , 
11811211
2
22
2
21
2
2   , 6012111    - 
сталі часу; 121  kkkC  - коефіцієнт передачі ІВС. 
Тоді частотна передавальна функція набуває 
вигляду: 
    
 
 



С
СC
С
СC
С B
Dk
j
B
Ak
jW  , (13) 
де     4222221212112222211  СA ; 
    
    ;1 2222111222112112
242
22
2
21
2
1211
2
22
2
21



СB  
      222211122211211  СD . 
Тоді для досліджуваної ІВС  маємо: 
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де  
 
);)1411(3600)18225
11811/(()1822511811(Re
22224
242

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На рис. 1 приведені ДЧХ реальної ІВС і першої 
квадратури (а) та другої квадратури (б). 
 
    
 
а     
 
 
б 
Рис. 1. ДЧХ реальної ІВС і першої квадратури (а)  
та другої квадратури (б) відповідно 
 
Поліноми: 
   42 1822511811  СA ; 
     222242 141136001822511811  СB ;  
   2141160  СD . 
Знайдемо: 
- додатковий поліном: 
   6846242 1032,31062,1141082,2424781  K    
   6846242 1032,31062,1141082,2424781  K
- функцію  2N : 
      ;141136001822511811
1032,31062,1141082,2424781
222242
684624
2 


N
 - функцію  1N : 
       .141136001822511811
141160
222242
2
1 


N
На рис. 2 приведені функції  2N  (а)  та функцій 
 2N  і  1N  (б). 
 
     
а 
 
 
б 
Рис. 2. Графіки функцій  2N  (а)   
та функцій  2N  і  1N  (б) 
 
На рис. 2,а точка «а» відповідає умові, при 
котрій ДЧХ реальної ІВС   0Re  ,    221 N , 
а стала часу    221 N . Якщо вважати, що 
функція  1N  характеризує сталі часу 
 ii f 11   , а  2N  - сталу часу  ii f 22   , 
де і – номер квадратури, то корені першої 
квадратури відповідають точкам «а1, б1» , а для другої – відповідно точкам «а2, б2» (рис. 2,б). З рис. 
2,б можна зробити попередні висновки про те, що 
між сталими часу квадратур існують відповідні 
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умови. Так, наприклад, якщо між точками  «а1» і 
«б1» першої квадратури провести пряму лінію, то в точці «б1» ця лінія є дотичною до кривої     fN 1 . Якщо провести лінію між точками 
«а2» і «б2» другої квадратури, то ця лінія є 
перпендикуляром до дотичної кривої     fN 1  
у точці «б2». Таким чином, можна стверджувати, що 
при відомих сталих часу i2  можна визначити сталі 
часу i1  методом дотичної. Сталу часу i1  першої 
квадратури можна визначити розрахунковим 
шляхом з рівності:     021
2
 

d
Nd
B .  
 
   
 
а 
 
 
б 
Рис. 3. Криві перехідних процесів ІВС, розрахованих за 
методом квадратур (а), і перехідні процеси другої 
квадратури (б) 
 
Перехідні процеси реальної та 
ідентифікованої квадратурами ІВС. Згідно з [16-
18], перехідний процес системи регулювання, яка 
складається з двох послідовно з’єднаних динамічних 
ланок, складається із суми перехідних процесів 
окремих динамічних ланок. Так як досліджувана 
ІВС складається з двох динамічних ланок другого 
порядку з передавальними функціями 
   135225/1 21  sssW  і    12581/1 22  sssW , 
то перехідний процес такої системи дорівнюватиме: 
yC =y1 +y2. Оскільки для двох динамічних ланок 
відношення сталих часу 2/ 21 ii  , де і=1, 2, то 
перехідний процес кожної ланки є аперіодичним і 
розраховується за формулою:  
     


 iii
i
i
ii
i
i ppp
pp
pp
pty 2
12
1
1
12
2 expexp11 ,  (16) 
де р1і, р2і – корені відповідних динамічних ланок. Криві перехідних процесів динамічних ланок та 
ІВС приведені на рис. 3. 
На рис. 3,а приведені криві перехідних 
процесів ІВС, розраховані за зворотним 
перетворенням Лапласа (крива 1) та для першої 
квадратури, а на рис. 3,б – різниця між попередніми 
кривими перехідних процесів (крива 1) і крива 
другої квадратури (крива 2) відповідно. З 
останнього рисунка видно, що різниця між 
перехідним процесом першої квадратури та 
отриманим за зворотним перетворенням Лапласа не 
перевищує 5 %.  
Висновки. Показано, що перехідний процес 
складної інформаційно-вимірювальної системи, яка 
складається з лінійних динамічних елементів 
другого порядку, з достатньо високою точністю 
можна розрахувати за методом квадратур з двома 
квадратурами. Оскільки друга квадратура є 
незначною, то в багатьох практичних задачах нею 
можна знехтувати. Приведені перехідні процеси 
ІВС, розраховані за методом квадратур і зворотного 
перетворення Лапласа. Показано, що різниця між 
цими кривими не перевищує 5 %, що дозволяє 
зробити висновок про практичну ефективність 
досліджуваного методу. До основних якостей 
методу квадратур належить розрахунок перехідних 
процесів за аналітичними формулами, котрі 
використовуються для диференціальних рівнянь 
другого порядку. Приведені частотні 
характеристики методу квадратур і способи 
визначення сталих часу квадратур. Особливо цінним 
є використання методу квадратур для програмного 
забезпечення сучасних комп’ютерно-інтегрованих 
систем управління технологічними процесами, у 
котрих, як правило, використовується наближений і 
складний метод зворотного перетворення Лапласа, 
особливо при наявності коливальних процесів. 
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Рябиченко А. В. Исследование переходных 
процессов информационно-измерительных систем 
высокого порядка методом квадратур  
Современные методы расчета переходных 
процессов являются приближенными, что приводит к 
существенным погрешностям измерительного контроля. 
Показано, что повысить точность информационно-
измерительных систем, их быстродействие и обеспечить 
оптимальный режим работы можно путем 
использования метода квадратур для расчета 
переходных процессов. Исследуется система четвертого 
порядка с действительными и отрицательными корнями, 
а также частотные характеристики метода квадратур. 
Описаны способы определения постоянных времени 
квадратур.   
Ключевые слова: метод, переходный процесс, 
информация, контроль, квадратура, уравнение, 
точность. 
 
Ryabichenko A. The research of transients of 
information-measuring systems of high order by the 
method of quadratures  
Modern methods of calculation of transients are 
approximate, which leads to significant errors of measuring 
control. It is shown that increase the accuracy of information-
measuring systems, their performance and ensure optimum 
operation may be achieved by use of the method of 
quadratures for the calculation of transients. Тhe system of the 
fourth order with real and negative roots, as well as the 
frequency characteristics of the quadrature method is 
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researching. Describes methods for determining the time 
constant of the quadratures.   
Keywords: method, transient, information, control, 
quadrature, equation, accuracy. 
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