Hierarchical phrase-based models are attractive because they provide a consistent framework within which to characterize both local and long-distance reorderings, but they also make it dif cult to distinguish many implausible reorderings from those that are linguistically plausi- However, the system's lack of linguistic commitment is also responsible for one of its greatest drawbacks. In the absence of linguistic knowledge, the system models linguistic structure using an SCFG that contains only one type of nonterminal symbol 1 . As a result, the system is susceptible to the overgeneration problem: the grammar may suggest more reordering choices than appropriate, and many of those choices lead to ungrammatical translations.
Introduction
Hierarchical phrase-based models (Chiang, 2005; Chiang, 2007) offer a number of attractive benets in statistical machine translation (SMT), while maintaining the strengths of phrase-based systems (Koehn et al., 2003) . The most important of these is the ability to model long-distance reordering efciently. To model such a reordering, a hierarchical phrase-based system demands no additional parameters, since long and short distance reorderings are modeled identically using synchronous context free grammar (SCFG) rules. The same rule, depending on its topological ordering i.e.
its position in the hierarchical structure can affect both short and long spans of text. Interestingly, hierarchical phrase-based models provide this bene t without making any linguistic commitments beyond the structure of the model.
However, the system's lack of linguistic commitment is also responsible for one of its greatest drawbacks. In the absence of linguistic knowledge, the system models linguistic structure using an SCFG that contains only one type of nonterminal symbol 1 . As a result, the system is susceptible to the overgeneration problem: the grammar may suggest more reordering choices than appropriate, and many of those choices lead to ungrammatical translations.
Chiang (2005) hypothesized that incorrect reordering choices would often correspond to hierarchical phrases that violate syntactic boundaries in the source language, and he explored the use of a constituent feature intended to reward the application of hierarchical phrases which respect source language syntactic categories. Although this did not yield signi cant improvements, Marton and Resnik (2008) and Chiang et al. (2008) extended this approach by introducing soft syntactic constraints similar to the constituent feature, but more ne-grained and sensitive to distinctions among syntactic categories; these led to substantial improvements in performance. Zollman et al.
(2006) took a complementary approach, constraining the application of hierarchical rules to respect syntactic boundaries in the target language syntax. Whether the focus is on constraints from the source language or the target language, the main ingredient in both previous approaches is the idea of constraining the spans of hierarchical phrases to respect syntactic boundaries.
In this paper, we pursue a different approach to improving reordering choices in a hierarchical phrase-based model. Instead of biasing the model toward hierarchical phrases whose spans respect syntactic boundaries, we focus on the topological ordering of phrases in the hierarchical structure. We conjecture that since incorrect reordering choices correspond to incorrect topological orderings, boosting the probability of correct topo- (Setiawan et al., 2007) , expanding on the previous approach by modeling pairs of function words rather than individual function words in isolation.
The rest of the paper is organized as follows. In Section 2, we brie y review hierarchical phrasebased models. In Section 3, we rst describe the overgeneration problem in more detail with a concrete example, and then motivate our idea of us- 
where X is the nonterminal symbol and γ and α are strings that contain the combination of lexical items and nonterminals in the source and target languages, respectively. The ∼ symbol indicates that nonterminals in γ and α are synchronized through co-indexation; i.e., nonterminals with the same index are aligned. Nonterminal correspondences are strictly one-to-one, and in practice the number of nonterminals on the right hand side is constrained to at most two, which must be separated by lexical items.
Each rule is associated with a score that is computed via the following log linear formula:
where f i is a feature describing one particular aspect of the rule and λ i is the corresponding weight of that feature. Givenẽ andf as the source and target phrases associated with the rule, typical features used are rule's translation probability P trans (f |ẽ) and its inverse P trans (ẽ|f ), the lexical probability P lex (f |ẽ) and its inverse P lex (ẽ|f ).
Systems generally also employ a word penalty, a phrase penalty, and target language model feature.
(See (Chiang, 2005) for more detailed discussion.) Our pairwise dominance model will be expressed as an additional rule-level feature in the model.
Translation of a source sentence e using hierarchical phrase-based models is formulated as a search for the most probable derivation D * whose source side is equal to e: In that respect, the overgeneration problem is not new to SMT: Bracketing Transduction Grammar (BTG) (Wu, 1997 ) uses a single type of nonterminal and is subject to overgeneration problems, as well.
The problem may be less severe in hierarchical phrase-based MT than in BTG, since lexical items on the rules' right hand sides often limit the span of nonterminals. Nonetheless overgeneration of reorderings is still problematic, as we illustrate using the hypothetical Chinese-to-English example in Fig. 1 .
Suppose we want to translate the Chinese sentence in Fig. 1 into English using the following set of rules:
Co-indexation of nonterminals on the right hand side is indicated by subscripts, and for our examples the label of the nonterminal on the left hand side is used as the rule's unique identi er.
To correctly translate the sentence, a hierarchical phrase-based system needs to model the subject noun phrase, object noun phrase and copula constructions; these are captured by rules X a , X d and X b respectively, so this set of rules represents a hierarchical phrase-based system that can be used to correctly translate the Chinese sentence. Note that the Chinese word order is correctly preserved in the subject (X a ) as well as copula constructions (X b ), and correctly inverted in the object construc-
However, although it can generate the correct translation in Fig. 2 , the grammar has no mechanism to prevent the generation of an incorrect translation like the one illustrated in Fig. 3 . If we contrast the topological ordering of the rules in Fig. 2 and Fig. 3 , we observe that the difference is small but quite signi cant. Using precede symbol (≺) to indicate the rst operand immediately dominates the second operand in the hierarchical structure, the topological orderings in Fig. 2 and in Fig. 2 as a case in point, subcategorization using function words would yield: 
The computation of the dominance relationship using this alignment information will be discussed in detail in the next section.
Again taking X b in Fig. 2 as a case in point, the dominance feature takes the following form:
where the probability of ≺ is estimated according to the probability of d( , ). = 32, 64, 128, 256, 512, 1024, 2048 . all experiments, we report performance using the BLEU score (Papineni et al., 2002) , and we assess statistical signi cance using the standard bootstrapping approach introduced by (Koehn, 2004) .
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Chinese-to-English experiments. We trained the system on the NIST MT06 Eval corpus excluding the UN data (approximately 900K sentence pairs). For the language model, we used a 5-gram model with modi ed Kneser-Ney smoothing (Kneser and Ney, 1995) trained on the English side of our training data as well as portions of the Gigaword v2 English corpus. We used the NIST MT03 test set as the development set for optimizing interpolation weights using minimum error rate train- Experimental Results
Chinese-to-English experiments. Table 2 • baseline:
military 1 intelligence 2 under observation 8 in 5 u.s. 6 air raids 7 : 3 iran 4 to 9 how 11 long 12 ? 13
• +dom(N=128): military 1 survey 2 : 3 how 11 long 12 iran 4 under 8 air strikes 7 of the u.s 6 can 9 hold out 10 ? 13
In addition to some lexical translation errors (e.g.
6 should be translated to U.S. Army), the baseline system also makes mistakes in re- In the introduction, we discussed Chiang's (2005) constituency feature, related ideas explored by and Chiang et al. (2008) , and the target-side variation investigated
by Zollman et al. (2006) . These methods differ from each other mainly in terms of the speci c lin- 9 We plan to do corresponding experimentation and analysis for Arabic once we identify a suitable list of manually identi ed function words.
guistic knowledge being used and on which side the constraints are applied. Shen et al. (2008) proposed to use linguistic knowledge expressed in terms of a dependency grammar, instead of a syntactic constituency grammar. Villar et al. (2008) attempted to use syntactic constituency on both the source and target languages in the same spirit as the constituency feature, along with some simple patternbased heuristics an approach also investigated by Iglesias et al. (2009) . Aiming at improving the selection of derivations, Zhou et al. (2008) proposed prior derivation models utilizing syntactic annotation of the source language, which can be seen as smoothing the probabilities of hierarchical phrase features.
A key point is that the model we have introduced in this paper does not require the linguistic supervision needed in most of this prior work. We estimate the parameters of our model from parallel text without any linguistic annotation. That said, we would emphasize that our approach is, in fact, 
