Water infiltration is a driving force influencing crop growth, soil erosion, and chemical leaching processes. Knowledge of the relative precision and accuracy of infiltration models is needed for best characterization of the infiltration parameters. The two-parameter GreenAmpt and Philip, three-parameter Horton, Mezencev, Swartzendruber, and Parlange et al., and four-parameter Barry et al. infiltration models were compared for their precision and accuracy of estimated parameter confidence intervals using simulated infiltration reference data. To account for potential levels of uncertainty, three levels of measurement error were included using a Monte Carlo analysis. Reference data were generated for a clay and a sandy loam soil using an adaptive-grid finite-element code. Results show that extending the measurement period provided parameter estimates with higher confidence, a more precise estimate of that confidence, and better defined minima in the objective function. The empirical Horton model resulted in the worst fits due to model bias, which also prevented estimation of parameter uncertainty for this model. The semianalytical Swartzendruber and the physically based Parlange et al. and Barry et al. models provided the best fits. Considering all selected criteria, the Swartzendruber model was a reasonable compromise under the conditions imposed in this study.
M
ANY APPROACHES have been presented to solve the problem of vertical infiltration of water into a homogeneous, semi-infinite soil. Youngs (1995) reviewed the historic development of infiltration theory including the classic solutions based on the Richards equation. Kutflek and Nielsen (1994, p. 140-159) presented a comprehensive review of analytical and empirical solutions. Typically, such parameterized solutions are fitted to measured infiltration data. The optimized parameters serve as a convenient, condensed description of the infiltration process. Moreover, model parameters can be used for predictive purposes, and physically based infiltration models allow estimation of soil hydraulic properties.
Prediction uncertainty, inherent in model simulations, needs to be estimated and reported. It is caused by errors due to violation of assumptions implicit in the model and by uncertainty in the model parameters. When obtaining parameters by fitting measured data, the error of the fitting model will in general be unknown, but the parameter uncertainty as caused by measurement errors can be estimated using confidence intervals. This uncertainty estimate is derived from the objective function in the vicinity of the optimized parameter set, and is statistically accurate for linear fitting models with zero model error and independent measurements of known uncertainty (Press et al., 1992, p. 663 ). In con-trast, the true distributions of the optimized parameters are required to evaluate the accuracy of estimated confidence limits for nonlinear fitting models such as the investigated infiltration equations. These distributions can be obtained using the Monte Carlo method, whereby many realizations of optimized parameters sets are generated from model fitting of infiltration data with independent normally distributed measurement error.
Many factors may influence the selection of a model, including type of application, desired level of physicalmathematical rigor, and user preference. No single infiltration model can be expected to best meet all possible requirements simultaneously. Thus to be able to make an informed decision in a given case, knowledge of model performance under different criteria is desirable. The objective of this study was to compare infiltration equations in terms of precision and accuracy of estimated parameter confidence intervals. The effect of measurement time on infiltration model parameters and computational efforts were also compared. Specifically, we tested seven models for three different variances of simulated measurement errors. The considered infiltration models can be classified as empirical (Eq. [1] and [2] ), semianalytical (truncated series solutions in Eq. [3] and [4] ), or based on physical considerations (Eq.
[5], [6] , and [7] ). The following presents the considered infiltration equations, which are also listed in Table 1 with their fitting parameters.
The empirical infiltration equation by Horton (1940) considers infiltration as a natural "exhaustion process", in which infiltration rate (L T" 1 ) decreases exponentially with time from a finite initial value, a! + a 2 , to a final value, «i. Accordingly, cumulative infiltration / (L) is predicted as a function of time t (HO model):
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[1]
with 0.3 > 0. In Eq.
[1], a.^ can be associated with the hydraulic conductivity (L T" 1 ) of the wetted soil portion, KI, for t -» oo. Another empirical model was proposed by Mezencev (1948) , who modified the Kostiakov (1932) equation by including a linear term with a coefficient Pi, so that p! -> KI for t -» °°, provided 0 < p 3 < 1 and p 2 > 0 (ME model): r* -fc) [2] 1 -p 3 Philip (1957a) presented an infinite-series solution to the water-content-based form of Richards' equation for the case of vertical infiltration. The solution converges to the true solution for small and intermediate times 
"which should be accurate for all but very large t", and "suitable for applied hydrological studies". The sorptivity S (L T~0 5 ) depends on several soil physical properties, including initial water content 9j (L 3 L~3) and the hydraulic conductivity and soil water retention functions. Because the coefficient A is not equal to KI, physical interpretation of Eq. [3] fails for t -> °°. Swartzendruber (1987) proposed an alternative series solution that is applicable and exact for all infiltration times and also allows for surface ponding. Its simplified form is a three-parameter infiltration equation (SW model): [4] and if A 0 -> 0, it reduces to a form of the Philip (1957b) model with KI as the coefficient of the linear term, and for which d//dt approaches KI as t -+ °°.
The Green and Ampt (1911) model assumes an instantaneous change in water content at the wetting front from a uniform 9j to the water content at natural saturation 61. The initial hydraulic conductivity, K { = K(Qi), is assumed to be zero. Moreover, the solution requires constant soil water pressure head (L) values at the surface, h s , and at the wetting front, h s . Applying Darcy's law, cumulative infiltration was expressed implicitly as (GA model)
where A6 is equal to 61 -9j. Defining G = (h s -/z f )A0, Eq.
[5] can be used as a two-parameter model with fitting parameters KI and G. A related model (PA model) was proposed by Parlange et al. (1982) :
[6] where A7<" is equal to KI -K { . At the expense of a third parameter 8, Eq. [6] interpolates between the Green and Ampt approach and that of Talsma and Parlange (1972) . The latter assumes a rapid change of the hydraulic conductivity K with water content 9, as opposed to the negligible rate of change in K at the wetting front implied by the original Green and Ampt model. As it is based on integration of the water-content-based form of Richards' equation, the theoretical scope of Eq. [6] is limited to nonponded conditions. In this study, Eq. [6] was applied to ponded conditions under the assumption that the positive surface pressure head will be accounted for by an increase in the sorptivity (Philip, 1958) relative to nonponded conditions. A generalization of Eq.
[6] to include ponded conditions without affecting the value of S was introduced by Parlange et al. (1985) . Haverkamp et al. (1988) demonstrated parameter time independence and superior prediction accuracy for the Parlange et al. (1985) model compared with the Kostiakov (1932), HO, ME, GA, and PH models. Subsequently, Haverkamp et al. (1990) presented a modification of their model to include upward water flow by capillary rise. The resulting infiltration model contains six physical parameters, in addition to the interpolation parameter 8, which may be set to unity for infiltration (Haverkamp et al., 1990) . Both the PA and the Haverkamp (1990) model require an iterative procedure to predict I(t). Barry et al. (1995) presented an explicit approximation to the Haverkamp et al. (1990) If infiltration measurements are complemented with estimates of volumetric water content, surface soil water potential, or hydraulic conductivity values, the number of fitting parameters in the nonempirical models could theoretically be reduced. However, most such measurements have high uncertainties associated with them so that their knowledge prior to fitting would not necessar-ily result in improved estimates for the remaining physical fitting parameters. In addition, assumptions made in the model development are typically violated. For example, field soils are generally heterogeneous and 61, 0i, and KI are not constant with depth. Therefore, when applied to field-measured infiltration data, the semianalytical and physically based models are often fitted without necessarily considering the physical significance of their parameter values. In treating all parameters as effectively empirical, their fitted values are not expected to always reflect physical conditions, particularly in cases when the number of fitting parameters is large. Therefore, in this study each model's parameter vector was considered a priori unknown and subjected to the fitting procedure. When applicable, fitted saturated hydraulic conductivity and sorptivity values were compared with their theoretical values.
METHODS

Reference Infiltration Data
Reference data, free of measurement errors, are needed to generate infiltration data with controlled "measurement" errors. For this purpose, true cumulative infiltration (/) as a function of time t (T) was calculated using a one-dimensional numerical scheme solving Richards' equation:
dt dt dzt \dz where z (L) denotes the vertical space coordinate (positive upward). Assumptions inherent in the simulations include a rigid homogeneous medium, isothermal conditions, and a continuous air phase at atmospheric pressure.
The hydraulic properties of a given soil control the shape of the respective infiltration curve; in particular, the time of approaching steady state and the value of the steady-state slope. To cover a broad range of the soil hydraulic spectrum, reference data were obtained for a sandy loam and for a clay. For each soil, 7(f) reference data sets for a 5-and a 20-h period were simulated and represented by 70 and 140 (/, t) points, respectively. Points were selected so as to be equally spaced on a f°-5 axis, thus providing the highest density of cumulative infiltration data near the origin. The two periods of distinctively different length (5 and 20 h) were chosen to identify the effect, if any, of the later part of the curve on the goodness of fit and on the size of confidence intervals for the optimized infiltration equation parameters. In addition, it allowed comparison of optimized parameters between long and short sets to identify time dependence of the parameters.
Soil water retention and conductivity curves were assumed to be described by the van Genuchten (1980) relationships:
where h is the soil water pressure head, and a (L" 1 ), «, and / are fitting parameters, K s (L T" 1 ) is the saturated hydraulic conductivity, and © is the normalized effective volumetric water content, defined as with 9 r and 9 S denoting residual and saturated volumetric water content (L 3 L~3), respectively. Using data given by van Genuchten (1980) , 6 r , 6 S , a, n, K s , and / were set equal to 0.0 m , and -0.4509, respectively (Wendroth et al, 1993) .
Infiltration was simulated with soils initially in hydraulic equilibrium, using soil water pressure head values of -5 and -15 m at the soil surface for the sandy loam and clay soils, respectively, and constant-head boundary conditions at the top and bottom of the modeled spatial domain. The surface ponding depth, h s , was set to 5 cm for both soil types. A hydraulic equilibrium initial condition required a soil depth of 15 m for the clay and 5 m for the sandy loam soil, so that the soil water pressure head at the bottom was zero, simulating a stationary groundwater table. Moreover, the chosen initial and boundary conditions ensured approximately uniform initial water content with the initial volumetric water content increasing <1 volume percent throughout the wetted soil depth.
The solution h(z, t) was obtained from a finite-element, Picard time-iterative model using linear elements and a Galerkin formulation at each time step. Plots of 6(z, t) are presented in Fig. la and Ib. Standard fixed-grid algorithms such as HY-DRUS (Kool and van Genuchten, 1991) were unable to prevent numerical instabilities in the simulated pressure-head curves due to the extreme head gradients in these simulations. Thus, an adaptive-grid algorithm was developed that periodically recreates the finite-element grid, depending on the position of the wetting front, to maintain the highest node density in those portions of the h(z) curve where \d 2 h/dz 2 \ is maximal. Consequently, the number of grid nodes changes during a simulation. For the cases presented here, it was on the order of 1000 at all times. Total mass balance errors were 1.83 and 0.73% for the sandy loam and clay simulations, respectively. The adaptive-grid finite-element Richards Equation Solver RES-ID, written in C for UNIX, will be documented and released into the public domain (Clausnitzer, 1998, unpublished data) .
Infiltration Model Equations
The seven selected infiltration equations are listed in Table  1 , together with their respective two-letter abbreviations and list of fitting parameters. Both the GA and the PA models are nonexplicit expressions requiring iterative solutions in t for each I to be predicted. Since cumulative infiltration grows monotonically with time, a bisection method was employed in both cases to find the value of / whose argument t matches the time for which the respective prediction is to be made. The iterative nature of the bisection process causes an increase in computational cost by one or several orders of magnitude, depending on the desired accuracy.
Provided that the assumptions of a nonempirical model are valid for a given soil, the question arises whether the fitted physical parameters of those models represent the real soil hydraulic parameters. In the context of this study, we asked whether the fitted infiltration-model parameters reproduce the hydraulic conductivity and sorptivity values used in the finite-element simulations to generate the reference infiltration data. In our analysis, the results of this comparison might indeed depend on the hydraulic model selected.
The hydraulic conductivity of the wetted soil portion appears as parameter K\ in the GA, SW, and BA models. Because a positive head was applied at the surface, KI for the reference simulations is equal to K s . In the PA model, the parameter &K is the difference between K, and K t . Given the dry initial condition used in these simulations, the initial conductivity can be neglected compared with K s .
The sorptivity appears directly as a fitting parameter in the PH, PA, and SW models, and can be isolated as (2KiG) os and (2/B 2 -2£,/z s Ae) 05 from the fitted values of G and B 2 for the GA (Haverkamp et al, 1988 ) and BA models, respectively. In the BA model, S is not affected by surface ponding, which is explicitly accounted for by h s ; for the other models, S depends on the pressure head at the surface. From Philip's (1957a,c) definition of S, it follows that / = St M for horizontal infiltration, with the numerical value of / at t = 1 equal to that of S. To obtain theoretical sorptivity values for the GA, PA, PH, and SW models, horizontal infiltration was simulated, using RES-ID, until t = 1 min for each soil with applied conditions similar to the respective vertical case. Simulations were performed with a zero-head condition applied at the surface to obtain the theoretical S values for the BA model.
Optimization Algorithm
Parameter optimization was performed by squared-residual minimization using the program LM-OPT (Clausnitzer and Hopmans, 1995) , an implementation of the LevenbergMarquardt (LM) algorithm. The LM algorithm combines the standard steepest-descent and quadratic-extrapolation minimization methods using a dimensionless parameter \, which is updated after each iteration. The \-updating procedures in LM-OPT are extensions of the standard LM-procedure, aimed at improving efficiency by reducing the number of iterations needed to reach convergence at an optimum.
In this study, LM-OPT was used to minimize the objective function q, defined as the sum of normalized residuals according to fi = 7j -I(t,, p) [10]
where t-,, !" r-u and u\I\) denote time, cumulative infiltration, residual, and measurement variance, respectively, for data point i. The total number of data points is N. The predicted cumulative infiltration is obtained from the model function 7(fj, p) utilizing the parameter vector p, which is different for each of the infiltration equations of Each optimization was terminated if the relative improvement in q between iterations was <0.001.
To compare minimization algorithms, all optimizations were also performed using the line-search-based Rosenbrock (Bazaraa et al., 1993) and Powell (Press et al., 1992) methods. The LM procedure in all cases arrived at the objective-function minimum using a number of objective function evaluations about one order of magnitude lower than either line-search method. Therefore, all results reported are those obtained using the LM method.
Monte Carlo Analysis and Parameter Distributions
"Measured" data sets were generated from each of the reference sets by imposing normally distributed, independent "measurement" errors in / for the /(?) reference data (Fig.  2) . To identify the effect of the magnitude of the measurement errors, three values for the standard deviation of the imposed errors, CT E , were chosen for each soil. The largest error level was defined so that for any two adjacent data points Ifa) and I(t 1+ i), /(fj) + <T E would be approximately equal to /(fj+i) -CT E . Accordingly, cr E values of 0.007,0.014, and 0.021 mm were chosen for the clay, and 0.1, 0.2, and 0.3 mm for the sandy loam soil. We will hereafter refer to these error levels as small, medium, and large, respectively. Five thousand data sets were generated for each reference set and error level. Subsequent analysis showed that this number was statistically sufficient, since different groups of 5000 generated data sets produced near-identical results. Figures 2a and 2b show the reference infiltration data sets with large <T E for the clay and sandy loam soils, respectively.
Setting the variance value, o-2 (/i), equal to the square of the respective CT E value, each model equation was fitted to each of the error-imposed data sets. Thus, 5000 optimized parameter sets were obtained for each model equation and combination of infiltration reference data and error level for a total of 7 X 4 X 3 cases. Initial parameter estimates for fitting the error-imposed data sets were obtained by fitting each model equation to the respective reference curve first.
For an appropriate model, we can assume that all uncertainty in the parameters is due to uncertainty in the data. errors, the distribution of an individual parameter p f will also be normal and thus its 95.4% confidence interval will be given by ±2a(pj) (Press et al., 1992, p. 696) . We can assume that this also holds for nonlinear infiltration models as long as the cr^/i) values are reasonably small, in addition to being normal and independent. Otherwise stated, the predicted parameter confidence interval should not extend beyond the range for which a first-order approximation (as in a truncated Clausnitzer and Hopmans (1995) .
To test the usefulness of the local-linearity assumption for the different models, the average predicted 95.4% confidence intervals for each case using Eq.
[13] were compared with the corresponding actual interval encompassing 95.4% of all 5000 optimized parameter values. The latter was computed as the difference between the largest and smallest parameter value that remained after excluding 2.3% at both ends of the respective parameter distribution. The Kotmogorov-Smirnov test was applied to check for normality of the parameter distribution.
RESULTS AND DISCUSSION Model Precision Reference Data Sets
Since the reference infiltration data have no imposed "measurement" error, the variance in Eq.
[10] was set to unity, yielding rms values that have the same units as / (Table 2) . Moreover, these rms values represent a direct measure of systematic model error, or bias. Due to the difference in cumulative infiltration, the final rms for the sandy loam is larger than that of the clay for the same duration of infiltration. The HO model resulted in the worst fit in all cases, with rms values larger by several orders of magnitude than the other models in the case of the clay. Only the nonempirical three-and four-parameter models (PA, SW, and BA) resulted in excellent fits to all four reference sets. However, the PA, SW, and, in particular, BA models required a trialand-error approach for the initial parameter values due to optimum nonuniqueness. Figure 3 shows the residuals for the fitted 20-h reference data, together with the "large" imposed error level for each soil.
Monte Carlo Data Sets
A more general comparison of model bias is possible using the Monte Carlo results. Average final rms values using all 5000 sets are given in Table 3 . For an appropriate (i.e., unbiased) model, the average rms should be close to unity in all cases due to the normalization of the residuals with respect to the standard deviation of the measurement errors (Eq. [10]). That is, for an unbiased infiltration model, the average squared residual is approximately equal to the error variance. Any final rms values greater than unity indicate bias. In particular, all values that are underlined have <1% probability of representing an unbiased model, using the standard x 2 test. The rms contribution from bias is numerically amplified by decreasing "measurement" errors (CT E values). Evidently, the HO model gave rise to a substantial systematic error for both investigated soils and had to be considered an unsuitable model for the considered data. The HO model was excluded from further analysis because the subsequent computation of confidence intervals is meaningful only for unbiased models.
For the clay data, none of the remaining six models showed any bias for the 5-h set, and only the GA model exhibited bias for the 20-h set. As Table 3 and Fig. 3b show, both two-parameter models (GA and PH) and the ME model lacked the flexibility to provide an unbiased fit to the 20-h sandy loam data. For the PH model, this may indicate that the large time limit of applicability was reached in this case. The PA, SW, and BA models had negligible bias in all cases.
Confidence Intervals for Optimized Parameters Actual Width of Confidence Intervals
The values in Table 4 represent the width of the 95.4% confidence intervals obtained by excluding 2.3% at both ends of the respective distribution of 5000 optimized parameters for each case. To permit comparison, each interval length was divided by the value of the respective mean parameter value. Underlined values denote cases where the 95.4% confidence interval is larger than 10% of the numerical value of the mean.
A large parameter confidence interval can be caused either by low relative sensitivity of the objective function to the respective parameter in the vicinity of the optimum (i.e., a relatively "flat" objective function in that particular parameter direction, represented by numerically small dljdpj values), or by the existence of several distinct local minima (nonuniqueness). In the latter case the individual confidence intervals corresponding to each minimum appear together as one "effective" overall confidence interval. Either case represents a complication for parameter estimation. In contrast, small actual confidence intervals as obtained by a Monte Carlo procedure indicate well-behaved objective functions favorable to rapid convergence of the minimization algorithm.
As expected, confidence intervals grow as the magnitude of the "measurement" error, i.e., the uncertainty in the data, increases. Of perhaps greater practical importance is the fact that, in nearly all cases, better defined parameter optima were obtained by including more data in the optimization. The single exception, the BA model's Kj parameter in the case of the sandy loam data, may be caused by several local minima probably due to the high dimensionality of the parameter space for this model. Better defined optima are indicated by smaller confidence intervals, reflecting the reduced overall uncertainty due to the additional "measurements". In mathematical terms, the magnitude of dp/ d/i in Eq. [12] decreases as the number of measured values increases. More data can be included either by increasing measurement density in time (results not shown here) or by extending the measurement period from 5 to 20 h. The effect of both was tested individually using the 5-h data sets. Increasing the measurement density by a factor of two always resulted in a smaller reduction of the confidence intervals than doubling the measurement period (on a t°-5 scale), even though in both cases the number of data points was doubled. In particular, the 20-h confidence intervals of the sandy loam soil (Table 4) show the beneficial effect of extended infiltration measurements. A reduction in confidence interval by increasing the measurement period was not as clear for the clayey soil, indicating a possible texture effect. Except for the BA model, this latter data set provided the only case with small cr E , where the confidence-interval width did not exceed 10% of the respective mean for any parameter. Table 4 also shows that increasing the number of parameters does not necessarily cause increased parameter uncertainty, as experience might suggest. In those cases where it does (e.g., several models for the 5-h clay data and BA model for sandy loam data), it is important to recognize that increased parameter uncertainty does not prevent an improvement in goodness of fit. Uncertainty is related to the curvature of the objective function at the optimum, while goodness of fit is measured by the value of the objective function.
Accuracy of Confidence-Interval Prediction
The ratio between average predicted width and the actual width of each 95.4% confidence interval was de- termined, for each model parameter and all considered cases, as a measure of the accuracy of the parameter standard deviations predicted by Eq. [13] . Each average predicted width was obtained from the respective set of 5000 confidence intervals. The average accuracy in the predicted width of the 95.4% confidence interval improves as the value of the respective ratio, given in Table 5 , approaches unity. Ratios close to unity provide support for the local-linearity assumption. In contrast, a large deviation from unity indicates a strong local nonlinearity in the respective parameter, unpredictability of parameter confidence due to nonuniqueness, or both.
The Kolmogorov-Smirnov test showed that all parameter distributions were nonnormal at the 0.01 significance level, i.e., with a 0.01 probability that a normal distribution would not be recognized as such. Nevertheless, a large number of the confidence-interval predictions in Table 5 were accurate for practical purposes, assuming a 10% error as acceptable. The PH and ME models appeared unaffected by the duration of the measured period and provided consistently acceptable confidence estimates for the small and medium error levels, except for the 20-h sandy loam data, where both models had shown bias (Table 3) . For all other models, prediction accuracy was considerably higher for sandy loam than for clay data, and for 20-than for 5-h data. The only exception, the GA model applied to the 20-h sandy loam data, again corresponds to model bias. The values in Table 5 suggest that the PH and ME models have a relatively low nonlinearity associated with their parameters in general, while for the 20-h sandy loam data, both the PA and the SW model have become sufficiently linear in all parameters to permit useful confidence estimates even for the large error level. The fact that confidence estimates for the parameters of the BA model do not attain this level of accuracy may be an indication of nonunique parameter optima. For the two-and threeparameter models, all average predicted parameter confidence intervals that were inaccurate by 5% or more were wider than the corresponding actual confidence interval, and thus conservative. However, results for the clay data show that several models may grossly overestimate confidence intervals if the measurement period is short.
When estimating the parameter confidence intervals using Eq. [13], it is implied that model parameters are independent. This adds a safety margin to the estimated prediction uncertainty because correlation between model parameters in the vicinity of the optimum reduces the applicable domain in parameter space from which to predict parameter sets. Indeed, the optimized parameters were found to be (locally) strongly correlated in nearly all cases. This may explain why extending the measurement period reduced the uncertainty not only of the conductivity parameter, but of most other parameters as well. Figure 4 shows a plot of the 5000 optima obtained by fitting the PH model to the 20-h clay data with large CT E . Plots for medium and small cr E were identical except for proportionally smaller parameter ranges on both axes. The correlation structure for the PH model in Fig. 4 was typical for all considered models, and patterns of correlation between parameters were similarly shaped for the other infiltration models (in particular those for the 20-h sandy loam data). The average locally estimated parameter correlation values (obtained from the off-diagonal terms in B) were reasonably close to the respective actual parameter correlation only for the two-and three-parameter models and the 20-h sandy loam data. Only in these cases would it be possible to use the complete covariance matrix to more accurately estimate prediction uncertainty. Therefore, considering that the applicability of the estimated covariance matrix cannot be known from a single curve fit, one will in general be limited to using only the independent parameter uncertainties, which will typically result in an overestimated (i.e., conservative) prediction uncertainty.
Time Dependence of Parameters
Time invariance of the parameters is desirable for any model that is to be used for predictive purposes. For each model, Table 6 shows the ratio between the cumulative infiltration values at 20 h as predicted by using the optimized parameters from the 5-and 20-h reference curves. As this ratio approaches unity, the fitted parameters using the short time measurements can be used to predict infiltration for longer times.
As all considered models are simplifications of the true solution to the infiltration problem, perfect time invariance is not to be expected. Indeed, Haverkamp et al. (1988) showed that the parameters of the GA, PH, and ME models are time dependent. However, the results here suggest that in case of the clay soil, parameters obtained from fitting 5-h data can adequately describe infiltration at least up to 20 h when using any of the considered models. For the sandy loam soil, the PA, SW, and BA models were noticeably less time dependent than the other models, confirming a closer approximation of the true solution by these nonempirical models.
Estimation of Physical Parameters
Hydraulic Conductivity Table 7 shows a comparison of the K s values used in the simulations and the optimized parameter for each of the four models, using the reference infiltration data. Of the four models, the BA model reproduced K s most accurately (to within =5%). Overall, the three-parameter PA and SW models arrived at values closer to the original K s than the GA model. Even for the PA and SW models, however, the results for the clay soil suggest that optimized K s values should, in general, be viewed as estimates within a factor of two to three. It is reasonable to assume that the 20-h sandy loam data more closely approach steady state than the 20-h clay data. The results in Table 7 then seem to indicate that only if the measurement period comes sufficiently close to steady state can an accurate K s estimate be expected if the PA and SW models are used for fitting without any prior knowledge.
Sorptivity
Theoretical S values are reported in Table 8 together with the optimized values for the five nonempirical models. In isolating S for the GA and BA models, the fitted KI values of Table 7 and 0.1582 m 3 m 3 for the clay and sandy loam soils, respectively) corresponding with parameters used in the numerical simulations. For all considered models, the theoretical S values matched well with those predicted from fitting (to within =5%). Again, the most accurate match was obtained by the BA model (<1% difference). Since the sorptivity represents several soil characteristics simultaneously, this result supports the physical applicability of these models in general; however, the degree of agreement of individual components of S may vary between models.
Computing Efficiency
As shown in Table 9 , differences in the number of necessary objective-function calls between models with equal numbers of parameters were small. However, the two nonexplicit models (GA and PA) required computational effort that was one to two orders of magnitude higher than for the other infiltration models.
CONCLUSIONS
Seven infiltration models were tested for their ability to fit simulated infiltration data. The empirical threeparameter HO model consistently resulted in the worst fits in terms of final rms and was discarded because of strong model bias. The PA, SW, and BA models provided the best fits. The fitted parameters of these nonempirical infiltration models also were the least timedependent among the considered models.
The most accurate parameter confidence-interval predictions were obtained by the PH and ME models, indicating a relatively low nonlinearity associated with their parameters. The confidence-interval predictions for the PA and SW models were accurate for the infiltration data that most closely approached steady state (20 h, sandy loam). Extending the measurement period to- ward the steady-state range also increased parameter confidence itself, i.e., the minima in the objective functions became better defined, for all models except BA.
The nonempirical GA, PA, SW, and BA models provided practically useful estimates of the saturated hydraulic conductivity parameter. This estimate can be expected to improve for data sets that extend toward the steady-state range as the relative importance of the hydraulic conductivity in describing cumulative infiltration increases with time. The best match of the original KS was obtained by the BA model. The same model also achieved the best match in S. The values of S predicted by the GA, PH, PA, and SW models were also very close to the theoretical value for the two soils that were studied. Due to the complex definition of this parameter, the usefulness of this agreement will depend on the particular soil characteristic of interest.
While model fitting performance was approximately similar for the PA, SW, and BA models, the computational expense of the PA model was substantially higher due to its inverse formulation. The BA model, while perhaps the most advanced in its theoretical development, was not found ideally suited as a pure fitting model due to nonuniqueness problems caused by the large number of parameters when assuming no prior knowledge. The number of optima in the objective function would probably decrease if the dimensionality of the search space, i.e., the number of fitting parameters, were reduced by fixing parameters at known values. The necessary measurements require additional effort, may be difficult to obtain, and may potentially have substantial uncertainty themselves. Overall, under the conditions imposed in this study, the SW model (Swartzendruber, 1987 ) was a reasonable compromise considering all selected criteria.
