Laboratory experiments show us that the deleterious character of accumulated novel age-specific mutations is reduced and made less variable with increased age. While theories of aging predict that the frequency of deleterious mutations at mutation-selection equilibrium will increase with the mutation's age of effect, they do not account for these age-related changes in the distribution of de novo mutational effects. Furthermore, no model predicts why this dependence of mutational effects upon age exists. Because the nature of mutational distributions plays a critical role in shaping patterns of senescence, we need to develop aging theory that explains and incorporates these effects. Here we propose a model that explains the age dependency of mutational effects by extending Fisher's geometrical model of adaptation to include a temporal dimension. Using a combination of simple analytical arguments and simulations, we show that our model predicts age-specific mutational distributions that are consistent with observations from mutationaccumulation experiments. Simulations show us that these age-specific mutational effects may generate patterns of senescence at mutation-selection equilibrium that are consistent with observed demographic patterns that are otherwise difficult to explain.
M UTATION accumulation is a force that is central to
shaping adaptation (Muller 1932; Fisher 1958; Mukai 1969; Kondrashov 1988; Keightley 1994; Lynch et al. 1995) . It is also of primary importance to evolutionary theories of senescence that seek to explain how and why vitality declines with age. Two popular models of aging, mutation accumulation (MA) (Medawar 1946 (Medawar , 1952 and antagonistic pleiotropy (AP) (Williams 1957) , argue that this decline is caused by late-acting germ-line deleterious mutations that accumulate due to the age-related decline in the strength of natural selection. These genetic explanations consider the balance between the accumulation of age-specific deleterious mutations (which may or may not have beneficial effects early in life) and the capacity for purifying selection to remove those mutations. Age-specific equilibria may be modulated by correlations across ages in the fitness effects of mutations. The AP model requires that lateacting detrimental alleles persist because they confer benefit at early ages. The MA model does not constrain the pleiotropic effects of mutations across ages.
Although AP and MA are not mutually exclusive mechanisms of senescence, population genetic models typically discriminate between them by assigning different representative distributions of age-dependent mutational effects, applying selection determined in large part by demographic structure and then examining the genetic patterns at equilibrium (Hamilton 1966; Rose 1982; Charlesworth and Hughes 1996; Charlesworth 2001) . Much of the empirical investigation into the genetic architecture of aging attempts to determine the relative contributions of these two models to patterns of senescence. In general, quantitative genetic models of aging seek to (1) reconcile these mechanisms with observed patterns of age-specific mortality (usually summarized by a function relating the log-transformed mortality rate to age, the ''mortality trajectory'') and (2) identify genetic patterns that are diagnostic of the two putative mechanisms of senescence. These models argue that the MA and AP mechanisms cause divergent patterns of segregating genetic variation and covariation that are manifested in diagnostic differences in age-specific additive genetic variance, dominance variance, inbreeding depression, and genetic correlations across age classes.
Understanding both selection and mutation in agestructured populations is critical to understanding the evolution of senescence. Although existing theories of selection in age-structured populations (Hamilton 1966; Lande 1982; Charlesworth 1994) are well developed, the way in which age affects the expression of mutations is poorly understood. As tests of evolutionary theories of aging, classical quantitative genetic approaches have been used to measure changes in genetic variance components for age-specific mortality and fecundity (e.g., Hughes and Charlesworth 1994; Promislow et al. 1996; Tatar et al. 1996; Shaw et al. 1999; Snoke and Promislow 2003) . QTL studies have also identified segregating loci with age-specific effects (Nuzhdin et al. 1997; Leips and Mackay 2000) . These experiments inform us about the temporal distribution 1 of polymorphic genetic effects that are already segregating in populations. However, they are useful for understanding past adaptation only as long as the predictive population genetic models are valid. The appropriateness of these models depends on the validity of their underlying assumptions regarding novel mutational effects, which are best tested by measurements of the mutational variance-covariance matrix of traits considered at different ages.
MA and AP models assume that the within-age distribution of mutational effects on fitness is independent of age. To test this assumption, one would need to measure the effects of novel mutations on fitness at different ages. There are many examples of mutationaccumulation studies that have examined the effects of mutations on fitness in various organisms, but usually in the absence of age structure (e.g., Mukai 1969) . However, a few studies in Drosophila from three separate labs have examined the age specificity of novel mutations that affect mortality (Pletcher et al. 1998 (Pletcher et al. , 1999 Yampolsky et al. 2000; Gong et al. 2006) . These studies find that the effects of novel, deleterious mutations depend upon their age of expression. Specifically, the deleterious effects of novel mutations tend to decrease with age and the variation among mutational effects tends to decrease with age. These observations are problematic because we have no theory to explain why this dependency on age exists, nor do we understand how this age dependency affects the evolution of senescence.
These experiments also suggest the need for new theory to help us understand the role of age-specific mutational effects upon the evolution of senescence. Here we provide such theory by extending Fisher's geometrical model of adaptation (Fisher 1958) to include age specificity of mutational effects. Fisher's model is often used to study how phenotypic complexity influences how mutations affect fitness (Fisher 1958; Kimura 1983; Leigh 1987; Rice 1990; Hartl and Taubes 1996; Orr 1998 Orr , 2000 Orr , 2006 Poon and Otto 2000; Martin and Lenormand 2006) . Here, we use it to model how mutations affect adaptations when individuals senescethat is, when individuals becomes less well adapted to their environment with age. We assume that the degree of age-specific adaptation for survival diminishes with age, owing to a decline in the force of selection and the subsequent increase in age-specific genetic load (Hamilton 1966) . We demonstrate how Fisher's model, when coupled with this simple assumption, predicts patterns of within-age distributions of mutational effects on mortality consistent with mutation-accumulation experiments and mortality trajectories consistent with demographic observations of natural and laboratory populations.
METHODS
The adaptive fit of a phenotype to its environment follows from the degree to which selection and mutation act on that phenotype. We may view vital rates (i.e., age-specific survival and reproduction) as adaptations, each of which is a complex phenotype determined by numerous genetic and environmental factors. Because the strength of selection declines with age (Hamilton 1966) , we expect differential adaptation leading toward relatively lower rates of early-age mortality and, all else being equal, greater rates of reproduction at younger ages. This perspective views senescence as a manifestation of an age-related loss in adaptation. If mutational effects are themselves dependent upon the degree of adaptation, as suggested by Fisher (1958) , then the effects of mutations will depend upon the age at which they act. Mutations will tend to be most deleterious when purifying selection against the mutational load is at its greatest. This positive association between the influx of deleterious mutational load (greatest at early age) and purifying selection (also greatest at early age) will tend to dampen the age-related changes in vital rates at mutation-selection equilibrium. In other words, negative feedback between mutation and selection will cause less senescence than is predicted by the standard mutation-accumulation model of aging. We explore this consequence of Fisher's model on the evolution of agespecific mortality using numerical simulations.
Adaptive geometry: Fisher (1958) argued that because fitness is the result of great physiological and environmental complexity, the trajectory of trait adaptation toward an optimum will be constrained to a serial process of small improvements. To illustrate this point, he introduced a heuristic ''geometric model of adaptation.'' This model imagines a phenotype represented by a point P that is separated from an optimum O in ndimensional phenospace by some Euclidian distance z (Figure 1 ), where n is the number of traits that affect the phenotype and are under selection. This phenospace represents the entire universe of possible multivariate phenotypic configurations. As all points at some distance from the optimum are equivalent, the phenotype can be imagined as a circle, a sphere, or, more generally, a hypersphere with a characteristic radius equal to z. A change in the phenotype, such as might follow from a mutation, will move the genotype away from P by some amount r. Fisher noted that the probability that such a change moves the phenotype closer to the optimum (thereby increasing fitness) decreases with increasing r and n. Specifically, the probability that a mutation is beneficial is approximated by the cumulative standard normal distribution,
where v ¼ r ffiffiffi n p =z is the effective size of the mutation and n, the dimensionality of the trait, is very large (Fisher 1958; Kimura 1983; Leigh 1987; Rice 1990; Orr 1998 ). Fisher's model offers a useful heuristic means with which to think about the distribution of mutational effects.
Age structure complicates adaptive geometry: Here, we extend Fisher's model to explore how the distribution of mutational effects might change with age and with the complexity of vital rates. The fit of a phenotype to a particular environment determines the radius of the adaptive geometry. Because the selection that drives adaptation is attenuated with age, more deleterious agespecific mutations are allowed to accumulate at late age (Hamilton 1966) . We expect that the age-specific radii of phenotypes P will consequently increase with age, becoming less well adapted to their age-specific environments. We extend Fisher's heuristic model by adding a temporal dimension x. The result is a series of hyperspheres, each representing the n x -dimensional adaptive geometry specific to a particular age class. Each agespecific hypersphere has some radius, z x , which follows from the degree of adaptation characteristic of the agespecific phenotypes. All else being equal, these radii increase with age after reproductive maturity is reached because the intensity of selection lessens with age. Because selection for survival is not expected to change prior to reproductive maturity, all prereproductive hyperspheres will have the same radii provided that the influx of mutational effects does not change (this assumes that n x is constant-see below).
Previous applications of Fisher's model illustrate the adaptive geometry of a population using the simplest two-dimensional projection of the hypersphere, the circle (e.g., Hartl and Taubes 1996; Orr 1998 Orr , 2006 Poon and Otto 2000; Waxman 2006 ). In keeping with this tradition, we imagine a series of circles with radii that increase with age. We standardize the age-specific radius for dimensionality by dividing each radius z x by the square root of n x (Equation 1). When we align the ageranked circles that represent the radii of reproductive ages along the temporal axis that runs perpendicular to the age-specific radii, we form a truncated cone (a conical frustum). As the intensity of selection on mortality is expected to be constant for all prereproductive ages (Hamilton 1966) and provided that complexity is constant, the circles for these earliest age classes will form a column with a radius that is equal to the smallest radius of the frustum (Figure 2) . We define the adaptive geometry of the whole life course by appending the prereproductive cylinder to the frustum formed by the reproductively mature age classes. Taken together, the age-specific shape of the adaptive geometry appears as a funnel in a three-dimensional projection. The adaptive geometry of a phenotype at a particular age is recovered by taking a cross-section of the funnel perpendicular to the temporal axis.
Geometric interpretations of age-specific mutational effects: At a single age, a mutational effect on this Figure 1 .-Effects of a mutation depend upon adaptive geometry. Two phenotypes P 1 and P 2 are at distances z 1 and z 2 from the optimum indicated by the star. A mutation occurs with some uniformly distributed effect on each phenotype. Although the expected change in the phenotypes' position is zero on this phenotypic scale, there is a positive expected change in the distance due to the local curvature of the circle defined by z. As adaptation causes the phenotype to approach the fitness optimum, z decreases but the expected fitness cost of novel mutations increases. Here we illustrate the increasingly deleterious character of mutations as a phenotype moves from a position far from the optimum z 1 ¼ 3 2 À Á to a position nearer to the optimum (z 2 ¼ 6). Note that the proportion of the mutations occurring in the highly adapted phenotype that are beneficial (represented by the disk fraction with dark shading) is less than the proportion of beneficial mutations that occur in the less-adapted phenotype (the fraction with light shading).
Figure 2.-Adaptive geometry of genotypes increases with age. The intensity of selection is greatest and invariant (and the circles are smallest) until the onset of reproduction at some age x9, at which point the strength of selection diminishes with age. All else equal, the degree of adaptation follows from the selection intensity. We visualize the consequence of this process on aging by integrating age-specific geometries ordered along the age axis x. Because the adaptive radii increase with age, senescent life histories are characterized by a funnel-like adaptive geometry, illustrated on the left. Agespecific geometries (see Figure 1 ) are recovered by taking cross-sections of the funnel at x, as we demonstrate on the right.
phenospatial scale can be defined by an n x -dimensional vector with Euclidean length r. However, the effect of a mutation over all ages is far more complex because a single mutation can have an effect on the phenospace at any or all ages. This effect can vary freely in magnitude and direction, although the tendency to do so depends upon the degree to which an organism's physiology and environment are integrated across ages. In light of the model shown in Figure 2 , we can visualize a mutation with identical phenospatial effects at all ages as a line running parallel to the funnel surface. Aside from its effects on this multidimensional phenospatial scale, a mutation may also have an effect on the univariate fitness scale. This is a change in the spatial distance z between the optimum and the new phenotype's adaptive position P. A mutation is consistently beneficial (or deleterious) if it is always within (or always outside) the surface of the volume. These types of mutations will contribute to positive fitness correlations across ages. Mutational effects that enter and exit the volume at different places along x will contribute to negative fitness correlations across ages-a requirement for antagonistically pleiotropic mechanisms for the evolution of senescence.
In the window-effect model (Charlesworth 2001) , the effects of a mutation are neutral until some age x, have some constant effect over Dx, and then return to neutrality. We can visualize the effect of this form of mutational effect by imagining a line traveling along the surface of the funnel (Figure 3 ). At some point that corresponds to the earliest age defining the window, the line juts outward (a deleterious mutational effect) or inward (a beneficial mutational effect) in a direction perpendicular to the temporal axis. After traveling some distance corresponding to the magnitude of the effect (the greater the distance, the greater the effect), the line then resumes a course parallel to the surface of the funnel. Upon reaching the end of the window (i.e., the age of last effect), the line returns to the surface of the funnel and continues to run uninterrupted along the surface of the funnel to its terminus. With continuous-time models, the window of time becomes infinitesimally small (i.e., Dx / 0) and the number of age classes becomes infinitely large. We can attribute the frequent use of the window model in theoretical explorations of aging to its apparent simplicity: the duration of the effects of mutations is constrained to the size of the window, which can define a single age class. There can be no genetic correlations across ages either among mutations or among the genetic variants that segregate at mutation-selection equilibrium. As a result, it is straightforward to predict evolutionary trajectories. We consider this model in our simulations.
Numerical simulations of age-specific mortality: We wished to understand how these adaptation-dependent mutational effects influence the evolution of senescence as reflected by declines in survival rates with age. Because we are particularly interested in the effect of mutations on age-specific mortality, we set the within-age class variance in reproductive output to zero, thereby assuming that the variation in age-specific fitness depends entirely upon three factors-the variation in age-specific survival, reproduction as a function of age, and the age structure of the population. This allowed us to equate the concept of adaptive geometry to a geometry of agespecific survival. We viewed survival at each age (or its negative natural logarithm, mortality) as independent phenotypes made up of many (n x ) traits under selection. The simultaneous effects of window-effect mutations (i.e., a given mutation affects one and only one of the nonoverlapping windows) and selection upon the mean and variance of age-specific survival at mutation-selection equilibrium were explored using deterministic simulation models of an age-structured infinite-size population coded in R 2.5.1 (R Development Core Team 2007). Our goal was to explore (1) how the mean and variance of mortality (defined as the negative logarithm of survival rates) evolve and (2) how the mean and variance of mutational effects on mortality change with age when the effects of age-specific mutations depend upon the adaptive fit of individuals at each age.
We imagined an infinite population that experienced cycles of reproduction, mutation, and viability selection for some time T sufficient to reach demographic and genetic equilibria. The demographic structure of a population with X age classes at time t was described by the probability density function p y,t , where y is the age of the cohort. There were X À 1 survival traits; each determined the probability that an individual successfully transitioned from age x to age x 1 1. Mutations acted on single age classes, corresponding to a windoweffect model of mutation with Dx ¼ 1. Each individual Figure 3 .-The window-effect model of mutation. A mutation has no effect throughout most of the life of the organism (shaded line along the left side of the funnel). At some age, the mutation has some constant, nonzero effect that lasts for some time, after which the mutation has no effect. Mutations appear to have an effect at some age (point with dark shading extending from the circle at top right) and not at others (point with dark shading at bottom right).
that successfully transitioned from age x to age x 1 1 contributed offspring to the offspring pool with agespecific fecundity m x . The probability at time t that an individual belonging to y has an age x-specific phenotype (the distance to the age-specific optimum) equal to z is p z,x,y,t Á Cohorts expressed these phenotypes when y ¼ x. Otherwise the phenotypes were latent, having been expressed before (if y . x) or waiting to be expressed in the future (y , x). We defined survival as an exponential function of phenospatial distances, P z ¼ e Àz , because survivorship mutations are usually considered to act additively on the log scale (Hamilton 1966; Charlesworth 1994 -but see Baudisch 2005 . Thus, the distance of a phenotype from the optimum defined its age-specific mortality exactly,
We explored the case of four age classes (X ¼ 4) with three transition traits determining the survival probabilities. The distance z (mortality) ranged from 0.0025 to 10.0025 and was binned into classes of size 0.005. Thus, there were 2000 possible phenotypes available to each individual at each age x. At any time t there were nine phenotypic distributions (three cohorts each with three age-specific phenotypes); we represented each of these with a vertical vector p x,y,t . This is the distribution of distance z for age x among cohort y at time t. Initially, the population's age distribution and age-specific breeding value distributions were uniform: p x;1 ¼ 1=X and p z;x;y;1 ¼ 1 2000 for all x, y, and z. Differently put, agespecific survival within ages was highly variable but there was no mean change in survival with age (i.e., no initial senescence).
A long-held conclusion of life-history theory is that age-related increases in fecundity will mitigate (but not completely eliminate) the evolution of senescence by increasing the relative intensity of selection on late-age survival (Williams 1957) . To explore the effect of varying late-age selection on survival, we considered three different reproductive functions, m 1 ¼ {0, 1, 1}, m 2 ¼ {0, 1, 2}, and m 3 ¼ {0, 1, 4} with the expectation that agespecific selection will decline with age most with m 1 and least with m 3 . In each treatment, reproduction was delayed until after the second transition. This provided one test of our simulation model: because the decline in selection associated with age was deferred until the onset of reproduction, we expected no change in equilibrium mortality associated with the first two transitions when the mortality effects of mutations were held constant. Any differences in mortality rates at mutationselection equilibrium between the first two transitions could not be due to differences in selection. We designate the three age-specific survival traits as juvenile survival (transitioning from x ¼ 1 to 2), early adult survival (from x ¼ 2 to 3), and late adult survival (from x ¼ 3 to 4).
Viability selection: Every cohort had X À 1 phenotypic distributions, each corresponding to mortality at a different age. At each time step, selection changed the phenotypic distributions in each cohort that corresponded to mortality at that time, x ¼ y. 
Other distributions x 6 ¼ y were shielded from selection. Thus
We standardized the age distributions to correct for mortality and the production of new offspring. First, we found the unstandardized size of each cohort at time t 1 1 that followed from viability selection,
The size of each new cohort y ¼ 1 follows from the previous age-structure p y,t and the age-specific fecundity function m, p9 1;t11 ¼ P Y y¼1 p y;t Á m y . We standardized the new age structure to account for this new cohort,
Reproduction and mutation: All surviving individuals reproduced asexually at the end of each time period t. Phenotypes were assumed to be completely heritable, excepting the effects of mutation (like Poon and Otto 2000, we ignore environmental variation). To model the distribution of mutation effects, we followed closely the mutation model of Poon and Otto (2000) . The effect of mutation on all phenotypic traits was assumed to be distributed as a set of n independent reflected exponentials (symmetric about zero), each with the same parameter l. Under this assumption, the magnitude r was distributed as
GðnÞ ð6Þ and the angle u as
Age-Dependent Mutations and Senescence
For some initial distance z, mutational distance r, and effective orientation u, the distance of the changed phenotype from the optimum was
We rearranged Equation 8 to find the angle of mutational effect that caused the distance to transition from distance z to z9,
We used Equations 6-9 to find the probability that a mutation at distance z would end up within some distance 6 1 400 from every possible value of z. The probability that a mutation shifts the phenotype from z to the
Mutations with effect r . Z 1 z caused the new phenotype to equal Z, making Z an absorbing boundary. By applying Equation 10 to all elements of z, we defined the probability transition matrix for a single mutation U(n x , l). The number of mutations n* introduced in each offspring was Poisson distributed with parameter u ¼ 1, a value that conforms to estimates of mutation rates in Drosophila (Haag-Liautard et al. 2007) . Taking account of the variation in the number of mutations per time unit, the mutational probability transition matrix was
Prðn*Þ Á ½Uðn x ; lÞ
Each cohort contributed to each age-specific probability density function (pdf) of phenotypes in proportion to the product of its current fecundity and fractional representation of the population. Given the vertical vector of phenotypic probabilities at time t, p x,y,t , the pdf of mortality phenotypes of the offspring cohort after mutation specific to some age of expression x was p x;1;t11 ¼ U*ðn x ; l; uÞ Á P Y y p y;t Á m y Á p x;y;t p9 1;t11 :
The phenotypic effects of mutations are expected to be greatest with high n and low l (Poon and Otto 2000) . To explore the consequences of changing these mutational parameters on mutation-selection equilibrium and mutation accumulation, we considered each of l 2 {50, 100, 150, 200}. Complexity is a central component of Fisher's geometric model and some studies have suggested that the complexity of phenotypic traits may change as an organism ages (Kaplan et al. 1991; Lipsitz and Goldberger 1992 , but see Goldberger et al. 2002; Vaillancourt and Newell 2002) . We investigated how complexity affected agerelated changes in mutational effects by considering a variety of age-specific functions of n. First, we considered the scenario in which n is constant across all ages (age-independent complexity), with n 2 {10, 15, 20, 25}. In addition, we explored what happens when complexity changes with age (age-dependent complexity). Specifically, we considered what happens if (1) complexity increases between adult age classes, n x ¼ {10, 10, 20}, (2) complexity decreases between adult age classes, n x ¼ {20, 20, 10}, (3) complexity increases between juvenile and adult age classes, n x ¼ {10, 20, 20}, and (4) complexity decreases between juvenile and adult age classes, n x ¼ {20, 10, 10}. Scenarios 1 and 2 were investigated to see if changes in complexity caused qualitative shifts in the degree to which senescence evolves in reproductive age classes. Scenarios 3 and 4 were investigated to see how changes in complexity caused equilibrium mortality to diverge between the juvenile and the early adult age classes (recall that selection for both juvenile and early adult survival is equal because juveniles cannot reproduce).
Mutation-selection balance and mutation accumulation: All simulations were allowed to evolve for T generations, defined as the point at which none of the phenotypic distributions deviated from those at generation T À 1 to the resolution limit of R 2.5.1. These distributions defined the mutation-selection equilibrium specific to the population with parameters m x , n x , l, and u. We then removed selection from the populations by changing the survival function to P z ¼ 1 and allowing the populations to evolve for an additional 50 time units. We attributed the changes in the mean and variance of age-specific mortality between generations T 1 50 and T to the effects of de novo mutation accumulation.
RESULTS
Qualitative results of the geometry: As selection relaxes with age, more age-specific, deleterious mutations accumulate at late age than at early age. This causes the adaptive phenospace to increase at late age, thereby decreasing the deleterious nature of novel mutations. These changes in age-specific adaptive geometry mean that a multivariate perturbation in phenospace (such as mutation) that is the same at different ages may nevertheless have different effects on complex traits early vs. late in life. The effects of mutations become age dependent.
Mutations are less likely to be deleterious with increased age: As a cohort ages, the phenotypic distance z of the cohort from the optimum, O, increases. All else equal, early-acting mutations are more likely to be deleterious than late-acting mutations. This property follows from Equation 1, which gives us the probability that a mutation is beneficial. The age-related increase in the probability that a mutation is beneficial is simply the difference of age-specific probabilities described by Equation 1,
where v x ¼ r ffiffiffiffiffi n x p =z x . As long as the effective size of mutations declines with age (as a result of increasing the phenotypic distance to the optimum z), v 1 must exceed v 2 and Equation 13 will be positive, ensuring that lateacting mutations are more likely to be beneficial than early-acting mutations.
Mutations will tend to be less deleterious and less variable at late age: The mean effect of a single mutation on the distance to the optimum lessens with increased initial distance z. However, there will be variation in the phenotypic effect of a single mutation. Furthermore, phenotypes will vary in the number of de novo mutations that they experience. Here we demonstrate how the total mean and variance of the phenotypic change is reduced with increased distance from the age-specific phenotypic optimum.
We standardized the initial distance z prior to mutation by the size of the mutation effect r in multivariate adaptive phenospace. We subdivided the population into groups of phenotypes on the basis of the number of mutations experienced by each phenotype. We assumed that the number of de novo mutations that affect the phenotypes is Poisson distributed. Thus, the distribution of changes Dz that result from mutation is the mixture of the distribution of single mutations and the distribution of the number of new mutations experienced by each phenotype,
where n* is a random draw from a Poisson distribution with rate u and Dz i is a draw from the distribution of Dz per single mutation. Given the mean and variance of the phenotypic change for a given mutation number n* (the conditional distribution), the mean and variance of the total mutational change (the marginal distribution) are
Var T ðDzÞ ¼ V n * ðEðDz j n*Þ 2 Þ 1 E n * ðV ðDz j n*ÞÞ; ð15bÞ
where E n* and V n* are the mean and variance taken on the distribution of mutation number n*, which we have assumed to be Poisson with rate u. First, we find the mean of the compound Poisson process. Equation 15a can be restated as a product of the mean number of mutations and the mean effect of a single mutation,
Rearranging Equation 8 shows us that the change in the distance resulting from a single mutation is DzðuÞ ¼ Àz 1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi z 2 1 1 À 2z cos u p . Integrating these changes weighted by the distribution of orientations (Equation 7) over all values of u gives the mean distance change caused by a single mutation as a function of z, EðDz j n* ¼ 1Þ ¼ Àz 1
The integral is ð1 1 zÞF Àð1=2Þ; ðn À 1Þ=2; ðn À 1Þ; 4z= ð ð1 1 zÞ 2 Þ, where F is the hypergeometric function. At moderately large values of z, the mean change in distance that results from a single mutation is well approximated by
Substituting Equation 18 into Equation 16
returns the mean distance change as a function of the mean number of mutations, the initial distance, and the complexity of the phenotype,
Equation 19 tells us that mutations always tend to be deleterious on average. The funnel-shaped temporal extension of Fisher's geometric model predicts that aging causes the initial distance from the age-specific optimum to increase. At great age, where z is presumably high, the mean effects of mutations slowly converge to zero. If aging causes a ratio of phenotypic distances d, then the ratio of mean effects caused by late-acting to early-acting mutations is equal to 1=d. Increased complexity may also contribute to the reduction of mutational means. Next, we find the variance of the compound Poisson distribution. Equation 15b can be restated as
The variance in change V(Dz j n* ¼ 1) is the difference between the mean change squared E(Dz 2 j n* ¼ 1) and the square of the mean change E(Dz j n* ¼ 1) 2 . By this and the definition of the Poisson distribution, Equation 20 simplifies to the product of the mean number of new mutations and the mean squared effect of a single mutation,
We can define this expectation in terms of an integral following the approach taken above in Equation 17,
In terms of a hypergeometric function, the variation in mutation effects is
This is approximately
ð24Þ Figure 4 illustrates the effects of distance z and complexity n upon the variation in mutational effects. We want to know how senescence (an age-related increase in the initial distance) and age-related changes in complexity will change the mutational variance. First, we take the first derivative of Equation 24 with respect to z,
which is negative at even moderate values of n. Thus, agespecific mutational variance will decline with increased age. Next, we take the first derivative of Equation 24 with respect to n,
which becomes negative very soon after the premutation phenotype diverges from the optimum. Equation 26 shows us that more complexity will decrease the total mutational variance.
Results of the numerical simulations: All simulated populations reached genetic and demographic equilibria within approximately two thousand generations. As expected, mean mortality did not change between juveniles and adults when complexity was age-independent. Senescence, defined here as the proportional increase in mean mortalities from early to late adulthood, evolved in all treatments with age-independent complexity ( Figure 5A ). Equilibrium senescence tended to increase with complexity. This effect was reduced when mutational effects were greatest in multivariate phenospace (l ¼ 50) and increased late-age individuals' fecundity increased selection for late-age survival (m 2 and m 3 ). All populations demonstrated phenotypic variation in age-specific mortality that changed throughout the duration of each simulation. Mortality variation did not change from juvenile to early-adult age classes but it always increased from early-to late-adult stages ( Figure 5B ). Complexity tended to increase the variance ratios, although the ratios did decline slightly with n at l ¼ 50, m 2 , and m 3 . Increased late-age fecundity mitigated the age-related increase in the ratios of mean mortality (senescence) and mortality variance.
All simulated populations were allowed to accumulate mutations for 50 generations after reaching mutationselection equilibrium. In all treatments, the mean effect of mutation accumulation was detrimental but became less deleterious with age ( Figure 5C ). Increasing the complexity across treatments tended to exacerbate this effect through much of parameter space; however, the trend seemed to reverse at high n and low l (but lateacting mutations still were less deleterious than earlyacting mutations). In general, increasing the reproduction of late adults increased the deleterious nature of mutations at late adulthood. The mutational variance, defined here as the difference between the variation in mortality before and after mutation accumulation, tended to increase after selection ceased. The variance increased less at late adulthood than at early adulthood ( Figure 5D ). In one case, however, the ratio of mutational variances increased by 4% (l ¼ 50, n ¼ 20, m 3 ). These ratios tended to decrease with increased complexity and decreased l but the pattern became less clear as the effective size of mutational effects in multivariate phenospace became large (high n and low l). The agespecific mutational variance was observed to decline with age when scaled by the square of the equilibrium mean mortality (see supplemental data).
Aging theory predicts that there is no difference in selection against mortality between juveniles and the earliest reproductive age. Our simulation results support this prediction by showing that all mortality distributions were identical between these age classes at equilibrium. Because the properties of mutation accumulation depend upon these equilibrium means and variances, the mutational distributions did not differ between juveniles and early adults. When complexity becomes age dependent, however, equal selection pressures did not guarantee equal equilibrium points because the mutational pressures changed with age. We found that changes in complexity with age gave rise to every possible qualitative age-related pattern of equilibrium mean mortality, equilibrium mortality variation, mean mutation effects, and mutational variance (data not shown). Table 1 summarizes these qualitative results. DISCUSSION Fisher's model of adaptive geometry has frequently been used to study the evolutionary importance of mutations (e.g., Leigh 1987; Wagner and Gabriel 1990; Orr 1998 Orr , 2006 Waxman 2006) . In essence, Fisher's model suggests that mutations that affect fitness become more deleterious the closer a phenotype gets to its adaptive optimum. This context-dependent behavior of mutations becomes more important as the complexity of the adaptation (the number of its component traits under selection) increases. We have applied this approach to explore the effects of mutations on mortality in age-structured populations by adding a temporal dimension to Fisher's model. Our models show that age structure will cause distributions of mutational Figure 5 .-Proportional increase of mortality at mutation-selection balance with age-independent complexity. Data represent the ratio of late-adult to early-adult values for (A) mean mortality at mutation-selection equilibrium, (B) mortality variance at mutation-selection equilibrium, (C) mean effects of 50 generations of mutation accumulation, and (D) variation in mutational effects. Each line follows a particular fecundity function, where the first value of m is the early-adult fecundity and the second value is late-adult fecundity. The data that we show here follow from l ¼ 50 treatments. Other treatments give similar qualitative results.
TABLE 1
Age-dependent complexity changes the evolution of mortality and mutational distributions
Equilibrium mortality
Mutation accumulation
effects to become age dependent. We make qualitative predictions regarding the distributions of age-dependent mutational effects and segregating genetic effects that fit observations better than the previous population genetic models that assumed that mutational effects were age independent. Below, we discuss the consequence of age-dependent mutation upon the evolution of senescence and its impact on the distributions of mortality factors arising from mutation accumulation. We also explore in more detail how age-related changes in complexity may be evolutionarily important.
Aging decreases the likelihood that a mutation is deleterious: We explored how the age-mediated change in adaptation affects the relationships between mutational effects and age-specific survival. We have argued that age-specific fitness traits, such as survival, are adaptations that fit their environment best at earlier ages when selection is expected to most efficiently move populations toward the age-specific optima (Medawar 1952; Williams 1957; Hamilton 1966) . At late age, in contrast, selection for survival is weak and mutations are relatively free to accumulate and drive the population further away from the adaptive optimum. Using Fisher's formula for finding the probability that a mutation is beneficial, we derived a simple equation that demonstrates that mutations are less likely to be detrimental as phenotypes move from an adaptive optimum (Equation 13). Since our perspective views aging as akin to lengthening the phenospatial distance from the population to the adaptive optima, this relationship suggests that the probability that a mutation is deleterious must decrease with age, provided that complexity does not decrease with age. The biological meaning of this caveat is discussed below in more detail.
Aging makes mutations less deleterious: Mutationaccumulation experiments have shown that mortality mutations tend to be more deleterious at earlier ages than at later ages in Drosophila melanogaster (Pletcher et al. 1998 (Pletcher et al. , 1999 Yampolsky et al. 2000; Gong et al. 2006) . We have shown that this pattern could arise as a consequence of the particular funnel-shaped adaptive geometry that has likely evolved in age-structured populations. We derive a simple analytic result (Equation 19) that predicts how the expected distance of a phenotype from its adaptive optimum will tend to increase when changed by mutation. The increase in distance is positively associated with complexity and age. It follows that mutations will tend to move age-specific phenotypes further away from the optimum at early vs. late ages. Our simulated mutation-accumulation studies give the same qualitative results over a wide range of parameters. Specifically, the more mutations that accumulate, the weaker their expected effect will be upon age-specific survival. This gives the appearance of ''diminishing returns'' epistasis (Crow and Kimura 1970) or ''compensatory'' epistasis, a result shared with Poon and Otto's (2000) application of Fisher's model to study mutational meltdown in small populations and our own analytical results (Equation 19 ).
Aging makes mutations less variable: Mutationaccumulation experiments have shown that mutational variance for mortality accumulates more rapidly at early than at later ages in D. melanogaster (Pletcher et al. 1998 (Pletcher et al. , 1999 Yampolskyet al. 2000; Gong et al. 2006) . We demonstrate how the adaptive geometry model predicts these findings by showing analytically that an increase in phenospatial distance, such as we might expect with aging, will cause the mutational variation to decrease (Equation 25 ). This prediction is supported by our simulated mutation-accumulation studies that show decreases in mutational variance with age in most parameter space. We note, however, that our simulations show that the mortality variance increased slightly with age in some parameter space ( Figure 5D ). A possible reason for this discrepancy is that the theory developed in Equations 14-26 assumes an absence of phenotypic variance prior to mutation. This assumption was necessary to make the effects of mutations a linear function of the number of mutations. However, when the mutational effects were large in multivariate phenospace (l ¼ 50, see Figure 5D ), simulated populations showed large amounts of segregating variation for mortality at mutation-selection equilibrium. A more complete theory that predicted the relationship between a distribution of initial distances and mutational variance would be far more complicated because the assumption of additivity would need to be relaxed. We conclude that aging will cause age-specific mutational variance to decrease in populations without segregating variation. Large amounts of segregating variation may weaken this tendency. We also note that the results from the mutation-accumulation studies on mortality in D. melanogaster are reported on the natural log scale (Pletcher et al. 1998 (Pletcher et al. , 1999 Yampolsky et al. 2000; Gong et al. 2006 ). Because we expect mortality to increase with age, our predictions made on the untransformed scale will extend to the natural log scale as well.
Changes in trait complexity with age: Fisher's original model of adaptive evolution included a complexity term, defined as the number of orthogonal phenotypic traits that contribute to fitness. In our analysis, we imagined that complexity is the number of traits that are relevant to survival at each age. According to Fisher's model, the effective size of a mutation is proportional to the square root of complexity. If we assume that complexity declines with age, we would expect, ceteris paribus, that effective mutation size also declines with age. We need to consider just what is meant by complexity in the context of senescence to fully understand the implications of this result. There seem to be two perspectives on complexity in the aging literature. Some studies consider age-related changes in physiological complexity of specific organ functions. For example, some have applied complexity theory to studies of the human heart, where physiological complexity is defined by the extent of long-range temporal correlations in the dynamics of heartbeat frequency, which follow a fractal pattern (Kaplan et al. 1991; Lipsitz and Goldberger 1992) . Whether such measures of complexity regularly decline with age, however, is an open and somewhat controversial question (Goldberger et al. 2002; Vaillancourt and Newell 2002) .
A second approach, and one explored more recently, is to consider complexity in the context of network structure and function. These studies may include networks defined by explicit spatial structure, like neurons in a brain, or networks whose topological properties are a product of interactions between components, but without an explicit spatial structure (e.g., gene regulatory networks). In some cases, we have clear measures of age-related decline in network complexity, such as Dickstein et al.'s (2007) work on neuronal networks in the brain. In the case of molecular networks, agerelated declines in complexity are still mainly conjectural. Soti and Csermely (2006) suggest that these declines arise from random molecular damage, which leads to the eventual loss of large numbers of weakly connected nodes in biological networks. Theoretical and molecular studies of networks point to a role of declining complexity to explain age-related changes in network function (Diaz-Guilera et al. 2007; Soti and Csermely 2007) . A recent analysis of age-related changes in gene regulatory networks in mice shows that network complexity declines quite dramatically with age (S. Kim, Stanford University, personal communication). Much empirical work is still needed to determine how and why network structure and function change with age.
Changes in complexity affect the evolution of mortality trajectories: Age-related changes in complexity may explain the dynamics of age-specific mortality observed in both natural and lab-reared populations. Classical senescence theory (Hamilton 1966; Charlesworth 1994 Charlesworth , 2001 ) explains why mortality rates increase monotonically with age after the onset of reproduction. Two commonly observed phenomena in mortality dynamics are not explained by this theory, however. These are mortality deceleration that occurs late in life, where mortality rates appear to reach a plateau at late ages (Carey et al. 1992; Curtsinger et al. 1992; Vaupel et al. 1998) , and the decrease in mortality that occurs early in life (Fisher 1958; Hamilton 1966; Promislow et al. 1996; Yampolsky et al. 2000) .
Late-life mortality plateaus are often attributed to demographic heterogeneity (Yashinet al. 1985; Service 2000) . That is, young individuals within a population may differ in some measure of life-long frailty, even if they all have the same rate of aging. If this measure of frailty is positively correlated within individuals across ages, then as the relatively high-frailty individuals die off early in life, the average frailty in the cohort will decline with age. This within-cohort selection will thus lead to decelerating mortality rates late in life.
Two group-selection arguments have been proposed as alternative explanations for the early-life decrease in mortality. First, there may be selection for modifiers to quickly eliminate individuals carrying potentially lethal mutations (and so reduce long-term costs of caring for low-quality individuals) (Fisher 1958; Hamilton 1966) . A new offspring can quickly replace a previous one that had a lethal mutation. Second, extended offspring care by parents or other relatives can shift the intensity of selection toward later ages, away from early-age caredependent offspring (Hawkes 2003; Lee 2003) .
Our results suggest that decreases in complexity early in life can cause patterns of age-specific mortality that mimic the early life mortality declines observed in real populations. Differential intensities of selection for survival cannot account for changes in complexity at prereproductive ages. A different process may lead to age-mediated complexity declines in juveniles. Relaxed mutational pressure, such as predicted by reduced phenotypic complexity, may provide one such mechanism. During early life, when genetic pathways that regulate development are active, survival may simply be determined by more genetic factors than at reproductive maturity. Certainly maternal effects are important in early life (Rauter and Moore 2002; Barker et al. 2005) . Here the influence of a second genome (the mother's) likely makes juvenile survival a more complex genetic trait. This is even more likely if intergenomic epistasis (Wade 1998 ) is important. Pletcher et al. (1998) suggest that the narrowing of mutational targets with age may explain the age-related decline in the effects of mutation on mortality observed in their mutation-accumulation experiment. In this scenario, mutations that affect late-age mortality arise less frequently than those that affect early-age mortality because there are fewer targets available for mutagenesis. One way this might happen is if relaxed selection and random genetic drift allowed relatively more inactivation of loci important to late-age survival. If we take the perspective that gene products are traits, then this model has at least two relevant implications to our model. First, it suggests that age-related declines in complexity evolve in concert with senescence (n decreases with age). Second, phenotypically relevant mutations are less likely to occur with greater age because there are fewer functional genes that are available to mutate (u decreases with age). The latter aspect alone is consistent with the reductions in the mean and variance of mutational effects with age observed in mutation-accumulation studies. This age-related change in u might also help explain late-age mortality deceleration. However, it cannot explain prereproductive mortality changes because age-specific purifying selection against deleterious mutational load is constant until reproductive maturity.
Decreased complexity with age is adequate to explain these patterns. Our model tells us that age-related reductions in complexity will exacerbate the age-related widening of the funnel. This can have dramatic effects on the age-specific consequences of de novo mutations. Our simulations that include age-related declines in complexity provide an intriguing fit to observed demographic patterns of mortality. Specifically, the simulations show an initial decline in age-specific mortality of prereproductive age classes, rapid increases in early adulthood, and then late-life mortality deceleration. However, our model makes no predictions about whether complexity changes with age in nature. Our models point to the need for empirical research to determine (a) evolutionarily meaningful measures of phenotypic complexity, (b) how this complexity changes with age, and (c) the degree to which any changes in complexity influence the phenotypic consequences of deleterious mutations in nature and, subsequently, the evolutionary trajectory of senescence.
Conclusions: Experiments that measure the temporal distribution of mutational effects are seldom performed, yet they are powerful tools for understanding the evolution of senescence because they offer us a direct means with which to evaluate the age-specific behavior of a critical determinant of the evolutionary mechanisms of senescence. Classical quantitative genetic approaches, in contrast, inform us about the age-specific distribution of genetic effects that are segregating in populations that are assumed to be near mutationselection equilibria. The latter are useful for understanding past adaptation only as long as the predictive population genetic models are valid. The appropriateness of these models follows from their assumptions, which are best tested by direct measurements of mutation effects over many ages. Newer quantitative genetic approaches, such as microarrays, could be applied to examine changes in patterns of coregulation with age. Furthermore, they could be used to compare control and mutation-accumulation lines to explore age-related changes in network complexity (see Rifkin et al. 2005) .
Evolutionary theories of senescence focus largely upon the intricate relationship between age structure and selection. All population genetic models of aging assume that the distributions of mutational effects upon fitness effects are age independent. We might expect that this is a reasonable assumption in the absence of real data, as we have no a priori reason to suspect that age might have an effect upon the severity of mutations. However, mutation-accumulation experiments challenge this assumption, revealing that mutations become less deleterious and less variable with age. Because evolutionary theories of aging have assumed that the distribution of mutational effects is age independent (Hamilton 1966; Charlesworth 1994 Charlesworth , 2001 ), our findings cast doubt upon the quantitative conclusions that follow from these. In particular, population genetic models might overestimate the decline in physiological function at old age. We have shown here that a rudimentary application of Fisher's model of adaptive geometry predicts distributions of mutations that are consistent with observations from mutation-accumulation studies. Furthermore, it provides relatively parsimonious explanations for why juvenile mortality is greater and lateage mortality lower than predicted by classical theory.
