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Abstract
By employing a generalized Riccati technique and an averaging technique, interval
oscillation criteria are established for the second order matrix differential system of the
form [P(t)Y ′]′ +Q(t)Y = 0 that are different from most known ones in the sense that they
are based on the information only on a sequence of subintervals of [t0,∞), rather than on
the whole half-line. Our results are presented in the form of a high degree of generality,
handle the cases which are not covered by known criteria and can be applied to extreme
cases such as limt→∞ λ1[
∫ t
t0
Q(s)ds] = −∞. In particular, several interesting examples
that dwell upon the importance of our results are included.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Consider the second order matrix differential system of the form[
P(t)Y ′
]′ +Q(t)Y = 0, (1.1)
where t  t0 and Y (t), P(t), and Q(t) are n× n real matrix functions with P(t)
and Q(t) symmetric on [t0,∞). In system (1.1) we also assume that P(t) is
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positive definite a.e. on [t0,∞), and P−1,Q ∈ Lloc([t0,∞),M), the set of real-
valued, locally integrable matrix functions on [t0,∞), where M is the real linear
space of all real n× n matrices.
A solution Y (t) of (1.1) is said to be nontrivial if detY (t) = 0 for at least one
t ∈ [t0,∞) and a nontrivial solution Y (t) of (1.1) is said to be prepared if
Y ∗(t)P (t)Y ′(t)− Y ∗′(t)P (t)Y (t) ≡ 0, t ∈ [t0,∞), (1.2)
where for any matrix A, the transpose of A is denoted by A∗. System (1.1) is said
to be oscillatory on [t0,∞) in case the determinant of every nontrivial prepared
solution vanishes on [T ,∞) for each T > t0.
System (1.1) and its various particular cases such as the linear matrix dif-
ferential system
Y ′′ +Q(t)Y = 0 (1.3)
and the linear scalar equation(
p(t)y ′
)′ + q(t)y = 0 (1.4)
have been studied extensively in recent years; e.g., see [1–3,5–8,10–14,17–24]
and references therein. Most known oscillation criteria involve the integral of
P,Q, and hence require the information of P,Q on the entire half-line [t0,∞).
Some of the most important conditions that guarantee that system (1.3) is
oscillatory are as follows:
lim
t→∞λ1
[ t∫
t0
Q(s) ds
]
=∞ (see [2,8]), (C1)
lim inf
t→∞
1
t
t∫
t0
s∫
t0
trQ(τ) dτ ds >−∞ and
lim sup
t→∞
1
t
t∫
t0
λ1
[ s∫
t0
Q(τ) dτ
]
ds =∞ or
lim sup
t→∞
1
t
t∫
t0
{
λ1
[ s∫
t0
Q(τ) dτ
]}2
ds =∞ (see [1]), (C2)
lim sup
t→∞
1
tm−1
λ1
[ t∫
t0
(t − s)m−1Q(s) ds
]
=∞,
m > 2 is an integer (see [5]). (C3)
Hence, it is difficult to apply them to the cases where Q has “bad” behavior on a
big part of [t0,∞), e.g., when limt→∞ λ1[
∫ t
t0
Q(s) ds] = −∞.
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However, from the Sturm separation theorem, we see that oscillation is only an
interval property for (1.4); i.e., if there exists a sequence of subintervals [ai, bi] of
[t0,∞), ai →∞, such that there exists a solution of Eq. (1.4) that has at least two
zeros in [ai, bi] for each i ∈ N, then every solution of Eq. (1.4) is oscillatory, no
matter how “bad” Eq. (1.4) is (or p and q are) on the remaining parts of [t0,∞).
This should motivate further study of the interval property for system (1.1).
Recently in [4,10,12,13,15,16], some interval criteria were established for
oscillation of second order scalar differential equations. Zhuang [24] also
discussed the interval criteria for oscillation of system (1.1), but there is a critical
error in the proof of its basic Lemma 2 which results in the incorrectness of all its
following main results.
Motivated by the ideas of Philos [20], Kong [12] and Wang [23], in the present
paper, we use the functions of the formH(t, s)k(s) instead ofH(t, s). By employ-
ing the generalized Riccati technique and the averaging technique, we shall fur-
ther study the interval oscillation behavior of system (1.1) with the correction and
improvement on the results in [24] and establish several new interval criteria for
oscillation of system (1.1), that is, criteria given by the behavior of system (1.1)
(or P and Q) only on a sequence of subintervals of [t0,∞). Our results are pre-
sented in the form of a high degree of generality. Although the conditions in the
main results (Theorems 2.1–2.6) seem to be more complicated compared to the
previous ones, with appropriate choices of the functions H,k,f and from Theo-
rems 2.1–2.6 we can derive a number of oscillation criteria, which can be obtained
by H(t, s) and two commonly used generalized Riccati transformations (see the
following (2.3), (2.24) and corollaries in Section 2). They handle the cases which
are not covered by known criteria and can be applied to extreme cases such as
limt→∞ λ1[
∫ t
t0
Q(s) ds] = −∞. Finally, several interesting examples that dwell
upon the importance of our results are also included.
We now follow [7] in defining the space S as the real linear space of all real
symmetric n× n matrices. Whenever A ∈ S, its eigenvalues (all necessarily real)
will be denoted by λi [A], 1  i  n, where we take it that λ1[A] (respectively,
λn[A]) indicates the largest (respectively, smallest) eigenvalue of A. The trace of
A will be designated by trA. As usual
trA=
n∑
i=1
λi [A] =
n∑
i=1
aii, if A= (aij )n×n.
Moreover, the trace tr :S → R is a positive linear functional on S (cf. [6]) and
whenever A is integrable over [a, b],
tr
( b∫
a
A(s) ds
)
=
b∫
a
trA(s) ds.
For any A,B,C ∈ S, we write A B to mean that A− B  0, that is, A− B
is positive semi-definite, and A > B to mean that A− B > 0, that is, A− B is
376 Q.-R. Wang / J. Math. Anal. Appl. 276 (2002) 373–395
positive definite. We will use some properties of this ordering, viz. AB implies
that CAC  CBC and trA trB , and A B and B  0 imply that A 0.
The following two lemmas will be needed for proving our main results. The
first one can be found in [18]. The second is a statement of Weyl’s inequality
which appears in [9].
Lemma 1.1. Let A,B ∈ S. Then both λ1, λn :S → R are nonlinear functionals
with the following properties:
(i) λ1[A+B] λ1[A] + λ1[B] and λ1[µA] µλ1[A] whenever µ 0 is real.
(ii) λn[A+B] λn[A] + λn[B] and λn[µA] µλn[A] for µ 0.
(iii) Whenever A is integrable over [a, b],
λ1
[ b∫
a
A(s) ds
]

b∫
a
λ1
[
A(s)
]
ds,
λn
[ b∫
a
A(s) ds
]

b∫
a
λn
[
A(s)
]
ds.
(iv) If A>B , we have λi [A]> λi [B] for each i , 1 i  n.
Lemma 1.2. Let A,B ∈ S and the eigenvalues λi [A], λi [B] and λi[A + B]
be arranged in a decreasing order, i.e., λ1[·]  λ2[·]  · · ·  λn[·]. For each
i = 1,2, . . . , n we have
λi [A] + λn[B] λi [A+B] λi[A] + λ1[B].
We shall now state our main results in the following section.
2. Main results
In the sequel, we say that a functionH =H(t, s) belongs to a function classH,
denoted by H ∈H, if H ∈ C(D,R+ ∪ {0}), where D = {(t, s): −∞< s  t <
∞} and R+ = (0,∞), which satisfies
H(t, t)= 0, H(t, s) > 0, for t > s, (2.1)
and has partial derivatives ∂H/∂t and ∂H/∂s on D such that
∂H
∂t
(t, s)= h1(t, s)
√
H(t, s) and
∂H
∂s
(t, s)=−h2(t, s)
√
H(t, s), (2.2)
where h1, h2 ∈ Lloc(D,R).
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The following lemmas will be useful for establishing oscillation criteria for
system (1.1).
Lemma 2.1. Suppose that there exists f ∈ C([t0,∞),R) such that fP ∈
C1([t0,∞), S) and that Y (t) is a nontrivial prepared solution of system (1.1)
such that detY (t) = 0 on [c, b). Let
V (t)= β(t)P (t)[Y ′(t)Y−1(t)+ f (t)En], (2.3)
on [c, b), where β(t)= exp(−2 ∫ t f (σ ) dσ) and En is the n× n identity matrix.
Then for any H ∈H and k ∈ C1([t0,∞),R+), we have
1
H(b, c)
λ1
[ b∫
c
(
H(b, s)k(s)Φ(s)− 1
4
G22(b, s)β(s)P (s)
)
ds
]
 k(c)λ1
[
V (c)
] (2.4)
and
1
H(b, c)
b∫
c
(
H(b, s)k(s) trΦ(s)− 1
4
G22(b, s)β(s) trP(s)
)
ds
 k(c) trV (c), (2.5)
where
Φ(s)= β(s){Q(s)+ f 2(s)P (s)− [f (s)P (s)]′}
and
G2(t, s)=
√
k(s)
(
h2(t, s)− k
′(s)
k(s)
√
H(t, s)
)
.
Proof. Since Y (t) is a nontrivial prepared solution of (1.1) such that Y (t) is
nonsingular on [c, b), then V (t) by (2.3) is well defined, real symmetric, and
satisfies the Riccati equation
V ′(t)=−Φ(t)− 1
β(t)
V (t)P−1(t)V (t), (2.6)
on [c, b) with Φ(t) defined as above.
Multiplying (2.6) (with t replaced by s) by H(t, s)k(s), integrating it with
respect to s from c to t for t ∈ [c, b), using integration by parts and (2.1), (2.2),
and rearranging the terms, we find
t∫
c
H(t, s)k(s)Φ(s) ds
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=−
t∫
c
H(t, s)k(s)V ′(s) ds −
t∫
c
H(t, s)k(s)
1
β(s)
V (s)P−1(s)V (s) ds
=−H(t, s)k(s)V (s)∣∣t
c
+
t∫
c
∂
∂s
(
H(t, s)k(s)
)
V (s) ds
−
t∫
c
H(t, s)k(s)
1
β(s)
V (s)P−1(s)V (s) ds
=H(t, c)k(c)V (c)−
t∫
c
G2(t, s)
√
H(t, s)k(s)V (s) ds
−
t∫
c
H(t, s)k(s)
1
β(s)
V (s)P−1(s)V (s) ds
=H(t, c)k(c)V (c)+ 1
4
t∫
c
G22(t, s)β(s)P (s) ds
−
t∫
c
R−1(s)
{√
H(t, s)k(s)
[
R(s)V (s)R(s)
]+ 1
2
G2(t, s)En
}2
×R−1(s) ds,
where
R(t)=
[
1
β(t)
P−1(t)
]1/2
and G2(t, s) is defined as above. It follows that
t∫
c
(
H(t, s)k(s)Φ(s)− 1
4
G22(t, s)β(s)P (s)
)
ds H(t, c)k(c)V (c)
for t ∈ [c, b). Letting t → b− in the above, we have
b∫
c
(
H(b, s)k(s)Φ(s)− 1
4
G22(b, s)β(s)P (s)
)
ds H(b, c)k(c)V (c),
which implies that (2.5) holds and from Lemma 1.1 that
λ1
[ b∫
c
(
H(b, s)k(s)Φ(s)− 1
4
G22(b, s)β(s)P (s)
)
ds
]
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 λ1
[
H(b, c)k(c)V (c)
]
H(b, c)k(c)λ1
[
V (c)
]
,
i.e., (2.4) holds. The proof is complete. ✷
Lemma 2.2. Suppose that there exists f ∈ C([t0,∞),R) such that fP ∈
C1([t0,∞), S) and that Y (t) is a nontrivial prepared solution of system (1.1)
such that detY (t) = 0 on (a, c]. Then for any H ∈H and k ∈ C1([t0,∞),R+),
we have
1
H(c, a)
λn
[ c∫
a
(
H(s, a)k(s)Φ(s)− 1
4
G21(s, a)β(s)P (s)
)
ds
]
−k(c)λ1
[
V (c)
] (2.7)
and
1
H(c, a)
c∫
a
(
H(s, a)k(s) trΦ(s)− 1
4
G21(s, a)β(s) trP(s)
)
ds
−k(c) trV (c), (2.8)
where V (t) is defined by (2.3), β(s) and Φ(s) are as in Lemma 2.1 and
G1(s, t)=
√
k(s)
(
h1(s, t)+ k
′(s)
k(s)
√
H(s, t)
)
.
Proof. Similar to the proof of Lemma 2.1, we multiply (2.6) (with t replaced
by s) by H(s, t)k(s), integrate it with respect to s from t to c for t ∈ (a, c], and
use (2.1) and (2.2), then we get that
c∫
t
H (s, t)k(s)Φ(s) ds
=−
c∫
t
H (s, t)k(s)V ′(s) ds −
c∫
t
H (s, t)k(s)
1
β(s)
V (s)P−1(s)V (s) ds
=−H(c, t)k(c)V (c)+ 1
4
c∫
t
G21(s, t)β(s)P (s) ds
−
c∫
t
R−1(s)
{√
H(s, t)k(s)
[
R(s)V (s)R(s)
]− 1
2
G1(s, t)En
}2
×R−1(s) ds,
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where
R(t)=
[
1
β(t)
P−1(t)
]1/2
.
It follows that
c∫
t
(
H(s, t)k(s)Φ(s)− 1
4
G21(s, t)β(s)P (s)
)
ds −H(c, t)k(c)V (c)
for t ∈ (a, c]. Letting t → a+ in the above, we have
c∫
a
(
H(s, a)k(s)Φ(s)− 1
4
G21(s, a)β(s)P (s)
)
ds −H(c, a)k(c)V (c).
Since H(c, a) > 0 and k(c) > 0, it follows that
1
H(c, a)k(c)
c∫
a
(
H(s, a)k(s)Φ(s)− 1
4
G21(s, a)β(s)P (s)
)
ds −V (c),
which implies that (2.8) holds and from Lemma 1.1 that
1
H(c, a)k(c)
λn
[ c∫
a
(
H(s, a)k(s)Φ(s)− 1
4
G21(s, a)β(s)P (s)
)
ds
]
 λn
[
1
H(c, a)k(c)
c∫
a
(
H(s, a)k(s)Φ(s)− 1
4
G21(s, a)β(s)P (s)
)
ds
]
 λn
[−V (c)]=−λ1[V (c)], (2.9)
i.e., (2.7) holds. The proof is complete. ✷
The following theorem is an immediate result from Lemmas 2.1 and 2.2.
Theorem 2.1. If there exist some c ∈ (a, b) and functions H ∈ H, k ∈
C1([t0,∞),R+) and f ∈C([t0,∞),R) such that fP ∈ C1([t0,∞), S) and
1
H(b, c)
λ1
[ b∫
c
(
H(b, s)k(s)Φ(s)− 1
4
G22(b, s)β(s)P (s)
)
ds
]
+ 1
H(c, a)
λn
[ c∫
a
(
H(s, a)k(s)Φ(s)− 1
4
G21(s, a)β(s)P (s)
)
ds
]
> 0,
(2.10)
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or
1
H(b, c)
b∫
c
(
H(b, s)k(s) trΦ(s)− 1
4
G22(b, s)β(s) trP(s)
)
ds
+ 1
H(c, a)
c∫
a
(
H(s, a)k(s) trΦ(s)− 1
4
G21(s, a)β(s) trP(s)
)
ds > 0,
(2.11)
where β(s), Φ(s), G1(s, t) and G2(t, s) are as in Lemmas 2.1 and 2.2, then the
determinant of every nontrivial prepared solution of (1.1) has at least one zero
in (a, b).
Proof. Suppose the contrary. Then without loss of generality we may assume that
there exists a nontrivial prepared solution Y (t) of (1.1) such that detY (t) = 0 for
t ∈ (a, b). From Lemmas 2.1 and 2.2 we see that (2.4), (2.5) and (2.7), (2.8) hold.
By adding (2.4) and (2.7), (2.5) and (2.8), respectively, then we have that
1
H(b, c)
λ1
[ b∫
c
(
H(b, s)k(s)Φ(s)− 1
4
G22(b, s)β(s)P (s)
)
ds
]
+ 1
H(c, a)
λn
[ c∫
a
(
H(s, a)k(s)Φ(s)− 1
4
G21(s, a)β(s)P (s)
)
ds
]
 0
and
1
H(b, c)
b∫
c
(
H(b, s)k(s) trΦ(s)− 1
4
G22(b, s)β(s) trP(s)
)
ds
+ 1
H(c, a)
c∫
a
(
H(s, a)k(s) trΦ(s)− 1
4
G21(s, a)β(s) trP(s)
)
ds  0,
which contradict the assumption (2.10) or (2.11) and complete the proof. ✷
Theorem 2.2. If, for each γ  t0, there exist H ∈ H, k ∈ C1([t0,∞),R+),
f ∈ C([t0,∞),R), and a, b, c ∈R such that γ  a < c < b, fP ∈ C1([t0,∞), S)
and (2.10) or (2.11) holds, where β(s), Φ(s), G1(s, t) and G2(t, s) are as in
Lemmas 2.1 and 2.2, then system (1.1) is oscillatory.
Proof. Pick up a sequence {γi} ⊂ [t0,∞) such that γi →∞ as i →∞. By the
assumption, for each i ∈ N, there exist ai, bi, ci ∈ R such that γi  ai < ci < bi ,
and (2.10) or (2.11) holds, where a, b, c are replaced by ai, bi, ci , respectively.
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From Theorem 2.1, the determinant of every nontrivial prepared solution of (1.1)
has at least one zero, xi ∈ (ai, bi). Noting that xi > ai  γi, i ∈N, we see that the
determinant of every nontrivial prepared solution has arbitrary large zeros. Thus,
system (1.1) is oscillatory. The proof is complete. ✷
Theorem 2.3. For some H ∈H, k ∈ C1([t0,∞),R+), f ∈ C([t0,∞),R) and for
each τ  t0, if fP ∈C1([t0,∞), S),
lim sup
t→∞
λn
[ t∫
τ
(
H(s, τ )k(s)Φ(s)− 1
4
G21(s, τ )β(s)P (s)
)
ds
]
> 0 (2.12)
and
lim sup
t→∞
λ1
[ t∫
τ
(
H(t, s)k(s)Φ(s)− 1
4
G22(t, s)β(s)P (s)
)
ds
]
> 0, (2.13)
where β(s), Φ(s), G1(s, t) and G2(t, s) are as in Lemmas 2.1 and 2.2, then sys-
tem (1.1) is oscillatory.
Proof. For any γ  t0, let a = γ . In (2.12) we choose τ = a. Then there exists
c > a such that
λn
[ c∫
a
(
H(s, a)k(s)Φ(s)− 1
4
G21(s, a)β(s)P (s)
)
ds
]
> 0. (2.14)
In (2.13) we choose τ = c. Then there exists b > c such that
λ1
[ b∫
c
(
H(b, s)k(s)Φ(s)− 1
4
G22(b, s)β(s)P (s)
)
ds
]
> 0. (2.15)
Combining (2.14) and (2.15) we obtain (2.10). The conclusion thus comes from
Theorem 2.2. The proof is complete. ✷
Similarly, we have
Theorem 2.4. For some H ∈H, k ∈ C1([t0,∞),R+), f ∈ C([t0,∞),R) and for
each τ  t0, if fP ∈C1([t0,∞), S),
lim sup
t→∞
t∫
τ
(
H(s, τ )k(s) trΦ(s)− 1
4
G21(s, τ )β(s) trP(s)
)
ds > 0
and
lim sup
t→∞
t∫
τ
(
H(t, s)k(s) trΦ(s)− 1
4
G22(t, s)β(s) trP(s)
)
ds > 0,
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where β(s), Φ(s), G1(s, t) and G2(t, s) are as in Lemmas 2.1 and 2.2, then
system (1.1) is oscillatory.
For the case where H :=H(t− s) ∈H, we have that h1(t− s)≡ h2(t− s) and
denote them by h(t − s). The subclass of H containing such H(t − s) is denoted
by H0. Applying Theorem 2.2 to H0, we obtain
Theorem 2.5. If, for each γ  t0, there exist H ∈ H0, k ∈ C1([t0,∞),R+),
f ∈ C([t0,∞),R), and a, c ∈R such that γ  a < c, fP ∈ C1([t0,∞), S) and
λ1
[ c∫
a
k(2c− s)
{
H(s − a)Φ(2c− s)
− 1
4
(
h(s − a)− k
′(2c− s)
k(2c− s)
√
H(s − a)
)2
β(2c− s)P (2c− s)
}
ds
]
+ λn
[ c∫
a
k(s)
{
H(s − a)Φ(s)
− 1
4
(
h(s − a)+ k
′(s)
k(s)
√
H(s − a)
)2
β(s)P (s)
}
ds
]
> 0, (2.16)
where β(s) and Φ(s) are as in Lemma 2.1, then system (1.1) is oscillatory.
Proof. Let b= 2c− a. Then H(b− c)=H(c− a)=H((b− a)/2), and for any
w ∈ L[a, b], we have
b∫
c
H(b− s)w(s) ds =
c∫
a
H(s − a)w(2c− s) ds.
Thus that (2.16) holds implies that (2.10) holds for H ∈H0, k ∈C1([t0,∞),R+),
f ∈ C([t0,∞),R) and therefore system (1.1) is oscillatory by Theorem 2.2. The
proof is complete. ✷
Similarly, we have
Theorem 2.6. If, for each γ  t0, there exist H ∈ H0, k ∈ C1([t0,∞),R+),
f ∈ C([t0,∞),R), and a, c ∈R such that γ  a < c, fP ∈ C1([t0,∞), S) and
c∫
a
k(2c− s)
{
H(s − a) trΦ(2c− s)
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− 1
4
(
h(s − a)− k
′(2c− s)
k(2c− s)
√
H(s − a)
)2
β(2c− s) trP(2c− s)
}
ds
+
c∫
a
k(s)
{
H(s − a) trΦ(s)
− 1
4
(
h(s − a)+ k
′(s)
k(s)
√
H(s − a)
)2
β(s) trP(s)
}
ds > 0,
where β(s) and Φ(s) are as in Lemma 2.1, then system (1.1) is oscillatory.
Although the conditions in Theorems 2.1–2.6 seem to be more complicated
compared to the previous ones, with appropriate choices of the functions H,k,f
and from Theorems 2.1–2.6 we can derive a number of oscillation criteria,
which can be obtained by H(t, s) and two commonly used generalized Riccati
transformations ((2.3) and the following (2.24)). In fact, if we choose k(t) ≡ 1
for t  t0, then G1(s, t) and G2(t, s) in Lemmas 2.1 and 2.2 reduce to h1(s, t)
and h2(t, s), respectively. Hence, Theorems 2.1–2.6 reduce to the following cor-
ollaries.
Corollary 2.1. If there exist some c ∈ (a, b) and functions H ∈ H, f ∈
C([t0,∞),R) such that fP ∈C1([t0,∞), S) and
1
H(b, c)
λ1
[ b∫
c
(
H(b, s)Φ(s)− 1
4
h22(b, s)β(s)P (s)
)
ds
]
+ 1
H(c, a)
λn
[ c∫
a
(
H(s, a)Φ(s)− 1
4
h21(s, a)β(s)P (s)
)
ds
]
> 0,
(2.17)
or
1
H(b, c)
b∫
c
(
H(b, s) trΦ(s)− 1
4
h22(b, s)β(s) trP(s)
)
ds
+ 1
H(c, a)
c∫
a
(
H(s, a) trΦ(s)− 1
4
h21(s, a)β(s) trP(s)
)
ds > 0, (2.18)
where β(s) and Φ(s) are as in Lemma 2.1, then the determinant of every non-
trivial prepared solution of (1.1) has at least one zero in (a, b).
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Corollary 2.2. If, for each γ  t0, there exist H ∈ H, f ∈ C([t0,∞),R), and
a, b, c ∈ R such that γ  a < c < b, fP ∈ C1([t0,∞), S) and (2.17) or (2.18)
holds, where β(s) and Φ(s) are as in Lemma 2.1, then system (1.1) is oscillatory.
Corollary 2.3. For some H ∈ H, f ∈ C([t0,∞),R) and for each τ  t0, if
fP ∈ C1([t0,∞), S),
lim sup
t→∞
λn
[ t∫
τ
(
H(s, τ )Φ(s)− 1
4
h21(s, τ )β(s)P (s)
)
ds
]
> 0
and
lim sup
t→∞
λ1
[ t∫
τ
(
H(t, s)Φ(s)− 1
4
h22(t, s)β(s)P (s)
)
ds
]
> 0,
where β(s) and Φ(s) are as in Lemma 2.1, then system (1.1) is oscillatory.
Corollary 2.4. For some H ∈ H, f ∈ C([t0,∞),R) and for each τ  t0, if
fP ∈ C1([t0,∞), S),
lim sup
t→∞
t∫
τ
(
H(s, τ ) trΦ(s)− 1
4
h21(s, τ )β(s) trP(s)
)
ds > 0
and
lim sup
t→∞
t∫
τ
(
H(t, s) trΦ(s)− 1
4
h22(t, s)β(s) trP(s)
)
ds > 0,
where β(s) and Φ(s) are as in Lemma 2.1, then system (1.1) is oscillatory.
Corollary 2.5. If, for each γ  t0, there exist H ∈ H0, f ∈ C([t0,∞),R), and
a, c ∈R such that γ  a < c, fP ∈ C1([t0,∞), S) and
λ1
[ c∫
a
(
H(s − a)Φ(2c− s)− 1
4
h2(s − a)β(2c− s)P (2c− s)
)
ds
]
+ λn
[ c∫
a
(
H(s − a)Φ(s)− 1
4
h2(s − a)β(s)P (s)
)
ds
]
> 0, (2.19)
where β(s) and Φ(s) are as in Lemma 2.1, then system (1.1) is oscillatory.
Corollary 2.6. If, for each γ  t0, there exist H ∈ H0, f ∈ C([t0,∞),R), and
a, c ∈R such that γ  a < c, fP ∈ C1([t0,∞), S) and
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c∫
a
H(s − a)(trΦ(2c− s)+ trΦ(s))ds
>
1
4
c∫
a
h2(s − a)(β(2c− s) trP(2c− s)+ β(s) trP(s)) ds,
where β(s) and Φ(s) are as in Lemma 2.1, then system (1.1) is oscillatory.
Remark 2.1. The above (2.9) corrects the following error in the proof of [24,
Lemma 2]:
c∫
a
H(s, a)R(s) ds −H(c, a)V (c)+ 1
4
c∫
a
a(s)h21(s, a)P (s) ds
implies that
λ1
[ c∫
a
H(s, a)R(s) ds
]
−H(c, a)λ1
[
V (c)
]+ 1
4
λ1
[ c∫
a
a(s)h21(s, a)P (s) ds
]
.
Thus, Corollaries 2.1–2.3 and 2.5 correct and improve the results in [24]. Mean-
while, by the positive linear function tr :S → R we also present some other
form of criteria which will be feasible in applications (see Examples 2 and 3
in Section 3).
If we choose f (t) ≡ 0 for t  t0, then β(t) ≡ 1 and Φ(t) =Q(t) for t  t0.
Hence, Theorems 2.1–2.6 reduce to the following corollaries.
Corollary 2.7. If there exist some c ∈ (a, b) and functions H ∈ H, k ∈
C1([t0,∞),R+) such that
1
H(b, c)
λ1
[ b∫
c
(
H(b, s)k(s)Q(s)− 1
4
G22(b, s)P (s)
)
ds
]
+ 1
H(c, a)
λn
[ c∫
a
(
H(s, a)k(s)Q(s)− 1
4
G21(s, a)P (s)
)
ds
]
> 0,
(2.20)
or
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1
H(b, c)
b∫
c
(
H(b, s)k(s) trQ(s)− 1
4
G22(b, s) trP(s)
)
ds
+ 1
H(c, a)
c∫
a
(
H(s, a)k(s) trQ(s)− 1
4
G21(s, a) trP(s)
)
ds > 0, (2.21)
where G1(s, t) and G2(t, s) are as in Lemmas 2.1 and 2.2, then the determinant
of every nontrivial prepared solution of (1.1) has at least one zero in (a, b).
Corollary 2.8. If, for each γ  t0, there exist H ∈H, k ∈ C1([t0,∞),R+), and
a, b, c ∈ R such that γ  a < c < b and (2.20) or (2.21) holds, where G1(s, t)
and G2(t, s) are as in Lemmas 2.1 and 2.2, then system (1.1) is oscillatory.
Corollary 2.9. For some H ∈H, k ∈C1([t0,∞),R+) and for each τ  t0, if
lim sup
t→∞
λn
[ t∫
τ
(
H(s, τ )k(s)Q(s)− 1
4
G21(s, τ )P (s)
)
ds
]
> 0
and
lim sup
t→∞
λ1
[ t∫
τ
(
H(t, s)k(s)Q(s)− 1
4
G22(t, s)P (s)
)
ds
]
> 0,
where G1(s, t) and G2(t, s) are as in Lemmas 2.1 and 2.2, then system (1.1) is
oscillatory.
Corollary 2.10. For some H ∈H, k ∈ C1([t0,∞),R+) and for each τ  t0, if
lim sup
t→∞
t∫
τ
(
H(s, τ )k(s) trQ(s)− 1
4
G21(s, τ ) trP(s)
)
ds > 0
and
lim sup
t→∞
t∫
τ
(
H(t, s)k(s) trQ(s)− 1
4
G22(t, s) trP(s)
)
ds > 0,
where G1(s, t) and G2(t, s) are as in Lemmas 2.1 and 2.2, then system (1.1) is
oscillatory.
Corollary 2.11. If, for each γ  t0, there exist H ∈H0, k ∈C1([t0,∞),R+), and
a, c ∈R such that γ  a < c and
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λ1
[ c∫
a
k(2c− s)
{
H(s − a)Q(2c− s)
− 1
4
(
h(s − a)− k
′(2c− s)
k(2c− s)
√
H(s − a)
)2
P(2c− s)
}
ds
]
+ λn
[ c∫
a
k(s)
{
H(s − a)Q(s)
− 1
4
(
h(s − a)+ k
′(s)
k(s)
√
H(s − a)
)2
P(s)
}
ds
]
> 0, (2.22)
then system (1.1) is oscillatory.
Corollary 2.12. If, for each γ  t0, there exist H ∈H0, k ∈ C1([t0,∞),R+), and
a, c ∈R such that γ  a < c and
c∫
a
k(2c− s)
{
H(s − a) trQ(2c− s)
− 1
4
(
h(s − a)− k
′(2c− s)
k(2c− s)
√
H(s − a)
)2
trP(2c− s)
}
ds
+
c∫
a
k(s)
{
H(s − a) trQ(s)
− 1
4
(
h(s − a)+ k
′(s)
k(s)
√
H(s − a)
)2
trP(s)
}
ds > 0, (2.23)
then system (1.1) is oscillatory.
Remark 2.2. The important point to note here is that Corollaries 2.7–2.12 can
also be obtained by using H(t, s) and the generalized Riccati transformation
V (t)= k(t)P (t)Y ′(t)Y−1(t). (2.24)
Now, we choose H(t, s)= (t − s)r for r > 1 and k(t)≡ 1, f (t)≡ 0 for t  t0.
Then H ∈H0 and h(t − s)= r(t − s)r/2−1. Based on the above results we obtain
the following four theorems of Kamenev’s type.
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Theorem 2.7. In (1.1), let P(t) ≡ P be a constant matrix for t  t0. Then
system (1.1) is oscillatory provided that for each τ  t0 and for some r > 1, the
following two inequalities hold:
lim sup
t→∞
1
tr−1
λ1
[ t∫
τ
(t − s)rQ(s) ds
]
>
r2
4(r − 1)λ1[P ] (2.25)
and
lim sup
t→∞
1
tr−1
λn
[ t∫
τ
(s − τ )rQ(s) ds
]
>
r2
4(r − 1)λ1[P ]. (2.26)
Proof. Note that
lim
t→∞
r2
4tr−1
t∫
τ
(s − τ )r−2 ds = r
2
4(r − 1) ,
lim
t→∞
r2
4tr−1
t∫
τ
(t − s)r−2 ds = r
2
4(r − 1)
and from Lemma 1.1
λn
[
−
t∫
τ
1
4
r2(t − s)r−2P ds
]

t∫
τ
λn
[
1
4
r2(t − s)r−2(−P)
]
ds

t∫
τ
1
4
r2(t − s)r−2λn[−P ]ds =−λ1[P ]
t∫
τ
1
4
r2(t − s)r−2 ds.
From (2.25), (2.26) and Lemma 1.2 we have that
lim sup
t→∞
1
tr−1
λ1
[ t∫
τ
(
(t − s)rQ(s)− 1
4
r2(t − s)r−2P
)
ds
]
 lim sup
t→∞
1
tr−1
{
λ1
[ t∫
τ
(t − s)rQ(s) ds
]
+ λn
[
−
t∫
τ
1
4
r2(t − s)r−2P ds
]}
 lim sup
t→∞
1
tr−1
λ1
[ t∫
τ
(t − s)rQ(s) ds
]
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− lim
t→∞
λ1[P ]
tr−1
t∫
τ
1
4
r2(t − s)r−2 ds
= lim sup
t→∞
1
tr−1
λ1
[ t∫
τ
(t − s)rQ(s) ds
]
− r
2
4(r − 1)λ1[P ]> 0
and
lim sup
t→∞
1
tr−1
λn
[ t∫
τ
(
(s − τ )rQ(s)− 1
4
r2(s − τ )r−2P
)
ds
]
 lim sup
t→∞
1
tr−1
{
λn
[ t∫
τ
(s − τ )rQ(s) ds
]
+ λn
[
−
t∫
τ
1
4
r2(s − τ )r−2P ds
]}
 lim sup
t→∞
1
tr−1
λn
[ t∫
τ
(s − τ )rQ(s) ds
]
− r
2
4(r − 1)λ1[P ]> 0.
It follows that
lim sup
t→∞
λ1
[ t∫
τ
(
(t − s)rQ(s)− 1
4
r2(t − s)r−2P
)
ds
]
> 0
and
lim sup
t→∞
λn
[ t∫
τ
(
(s − τ )rQ(s)− 1
4
r2(s − τ )r−2P
)
ds
]
> 0,
i.e., (2.12) and (2.13) hold. By Theorem 2.3, system (1.1) is oscillatory. The proof
is complete. ✷
Similarly, we have
Theorem 2.8. In (1.1), let P(t) ≡ P be a constant matrix for t  t0. Then sys-
tem (1.1) is oscillatory provided that for each τ  t0 and for some r > 1, the
following two inequalities hold:
lim sup
t→∞
1
tr−1
t∫
τ
(t − s)r trQ(s) ds > r
2
4(r − 1) trP
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and
lim sup
t→∞
1
tr−1
t∫
τ
(s − τ )r trQ(s) ds > r
2
4(r − 1) trP.
Specifically, we have
Theorem 2.9. In (1.1), let P(t) ≡ En for t  t0. Then system (1.1) is oscillatory
provided that for each τ  t0 and for some r > 1, the following two inequalities
hold:
lim sup
t→∞
1
tr−1
λ1
[ t∫
τ
(t − s)rQ(s) ds
]
>
r2
4(r − 1)
and
lim sup
t→∞
1
tr−1
λn
[ t∫
τ
(s − τ )rQ(s) ds
]
>
r2
4(r − 1) .
Theorem 2.10. In (1.1), let P(t)≡En for t  t0. Then system (1.1) is oscillatory
provided that for each τ  t0 and for some r > 1, the following two inequalities
hold:
lim sup
t→∞
1
tr−1
t∫
τ
(t − s)r trQ(s) ds > nr
2
4(r − 1) (2.27)
and
lim sup
t→∞
1
tr−1
t∫
τ
(s − τ )r trQ(s) ds > nr
2
4(r − 1) . (2.28)
3. Examples
In this section, we will show the applications of our oscillation criteria by three
examples. We will see that the systems in the examples are oscillatory based
on the results in Section 2, though the oscillations cannot be demonstrated by
conditions (C1)–(C3) and most other known criteria.
We first give an example to show Theorem 2.5 and Corollaries 2.5 and 2.11.
Example 1. Consider the second order matrix differential system(
diag
(
p1(t),p2(t)
)
Y ′
)′ + diag(q1(t), q2(t))Y = 0, (3.1)
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where Y is a 2× 2 matrix, pi(t) ∈C([0,∞), (0,1]) (i = 1,2),
q1(t)=


η1(t − 3k), 3k  t  3k+ 1,
η1(−t + 3k+ 2), 3k + 1 < t  3k + 2,
−k or −k| sinπt|, 3k + 2 < t < 3k+ 3,
and
q2(t)=


η2(t − 3k), 3k  t  3k + 1,
η2(−t + 3k+ 2), 3k+ 1 < t  3k+ 2,
−k or −k| sin 2πt|, 3k+ 2 < t < 3k + 3,
where η1, η2 ∈ R are constants with η1  η2 and η1 + η2 > 8, k ∈ N0 = {0,
1,2, . . .}.
For any τ  0, there exists k ∈ N0 such that 3k  τ . Let a = 3k, c = 3k + 1,
H(t, s)= (t − s)2, k(t)≡ 1 and f (t) ≡ 0. Then h(t − s)= 2, β(t)≡ 1, Φ(t) ≡
diag(q1(t), q2(t)) and
λ1
[ c∫
a
(
(s − a)2 diag(q1(2c− s), q2(2c− s))
− diag(p1(2c− s),p2(2c− s)))ds
]
+ λ2
[ c∫
a
(
(s − a)2 diag(q1(s), q2(s))− diag(p1(s),p2(s)))ds
]
 λ1
[ 3k+1∫
3k
diag
(
(s − 3k)2q1(6k+ 2− s)− 1,
(s − 3k)2q2(6k+ 2− s)− 1
)
ds
]
+ λ2
[ 3k+1∫
3k
diag
(
(s − 3k)2q1(s)− 1, (s − 3k)2q2(s)− 1
)
ds
]
=
3k+1∫
3k
(
η1(s − 3k)3 − 1
)
ds +
3k+1∫
3k
(
η2(s − 3k)3 − 1
)
ds
= 1
4
(η1 + η2)− 2 > 0,
i.e., (2.19) and (2.22) hold. Thus, system (3.1) is oscillatory by Corollary 2.5
or 2.11. However, the known results such as in [1–8,10–24] fail to apply to this
kind of systems and in system (3.1) we have ∫∞0 qi(s) ds =−∞ (i = 1,2).
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It is worth noting that in most cases, to find the eigenvalues λi [A(t)] (i =
1,2, . . . , n) of an n× n matrix A(t) of real valued functions is rather difficult. In
applications, to avoid this difficulty we see that it is feasible to use the positive
linear function trA(t). The following examples are illustrative.
The following example is to show Theorem 2.6 and Corollary 2.12.
Example 2. In system (1.1), suppose that there exist δ > 0 and µ 0 such that
trP(t) δeµt and
trQ(t)=


ηeµt (t − 3k), 3k  t  3k+ 1,
ηeµt (−t + 3k+ 2), 3k+ 1 < t  3k+ 2,
−keµt or −keµt | sinπt|, 3k+ 2 < t < 3k+ 3,
where η > 4δ+ 13δµ2, k ∈N0 = {0,1,2, . . .}.
For any τ  0, there exists k ∈ N0 such that 3k  τ . Let a = 3k, c = 3k + 1,
H(t, s) = (t − s)2 and k(t) = e−µt . A straightforward computation similar to
Example 1 yields that
c∫
a
k(2c− s)
{
H(s − a) trQ(2c− s)
− 1
4
(
h(s − a)− k
′(2c− s)
k(2c− s)
√
H(s − a)
)2
trP(2c− s)
}
ds
+
c∫
a
k(s)
{
H(s − a) trQ(s)
− 1
4
(
h(s − a)+ k
′(s)
k(s)
√
H(s − a)
)2
trP(s)
}
ds

3k+1∫
3k
{[
η(s − 3k)3 − 1
4
(
2+µ(s − 3k))2δ]
+
[
η(s − 3k)3 − 1
4
(
2−µ(s − 3k))2δ]}ds
= 1
2
η− 2δ− 1
6
δµ2 > 0,
i.e., (2.23) holds. Then this system is oscillatory by Corollary 2.12. However,
the known results such as in [1–8,10–24] fail to apply to this kind of systems.
Moreover, in this system we have
∫∞
0 trQ(s) ds =−∞.
The following example illustrates the application of Theorem 2.10.
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Example 3. In system (1.1), let P(t)≡ En and trQ(t)= nµ/t2 for t > 0, where
µ> 0 is a constant. Then we can verify that this system is oscillatory for µ> 1/4
by Theorem 2.10.
Note that for r > 1
lim
t→∞
1
tr−1
t∫
τ
(s − τ )r nµ
s2
ds = nµ
r − 1 limt→∞
(t − τ )r
tr
= nµ
r − 1 .
For any µ > 1/4, there exists r > 1 such that µ/(r − 1) > r2/4(r − 1). This
means that (2.28) holds. By Lemma 3.1 of [12], (2.27) holds for the same r .
Applying Theorem 2.10, we find that this system is oscillatory for µ> 1/4, which
is consistent with the well known result of Euler equation y ′′ +µy/t2 = 0 when
n= 1.
Acknowledgment
The author is very grateful to the referees for their valuable comments and suggestions.
References
[1] G.J. Butler, L.H. Erbe, A.B. Mingarelli, Riccati techniques and variational principles in oscil-
lation theory for linear systems, Trans. Amer. Math. Soc. 303 (1987) 263–282.
[2] R. Byers, B.J. Harris, M.K. Kwong, Weighted means and oscillation conditions for second order
matrix differential equations, J. Differential Equations 61 (1986) 164–177.
[3] W.J. Coles, M.K. Kinyon, Summability methods for oscillation of linear second-order matrix
differential equations, Rocky Mountain J. Math. 24 (1994) 19–36.
[4] M.A. El-Sayed, An oscillation criterion for a forced second-order linear differential equation,
Proc. Amer. Math. Soc. 118 (1993) 813–817.
[5] L.H. Erbe, Q. Kong, S. Ruan, Kamenev type theorems for second order matrix differential
systems, Proc. Amer. Math. Soc. 117 (1993) 957–962.
[6] G.J. Etgen, J.F. Pawlowski, Oscillation criteria for second order self-adjoint differential systems,
Pacific J. Math. 66 (1976) 99–110.
[7] P. Hartman, Oscillation criteria for self-adjoint second order differential systems and “principal
sectional curvatures”, J. Differential Equations 34 (1979) 326–338.
[8] D.B. Hinton, R.T. Lewis, Oscillation theory of generalized second order differential equations,
Rocky Mountain J. Math. 10 (1980) 751–761.
[9] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, New York, 1985.
[10] C.C. Huang, Oscillation and nonoscillation for second order linear differential equations, J. Math.
Anal. Appl. 210 (1997) 712–723.
[11] I.V. Kamenev, An integral criterion for oscillation of linear differential equations of second order,
Mat. Zametki 23 (1978) 249–251.
[12] Q. Kong, Interval criteria for oscillation of second-order linear ordinary differential equations,
J. Math. Anal. Appl. 229 (1999) 258–270.
[13] M.K. Kwong, A. Zettl, Integral inequalities and second linear oscillation, J. Differential
Equations 45 (1982) 16–33.
Q.-R. Wang / J. Math. Anal. Appl. 276 (2002) 373–395 395
[14] H.J. Li, Oscillation criteria for second order linear differential equations, J. Math. Anal. Appl. 194
(1995) 217–234.
[15] W.T. Li, R.P. Agarwal, Interval oscillation criteria for second-order nonlinear differential
equations with damping, Comput. Math. Appl. 40 (2000) 217–230.
[16] W.T. Li, R.P. Agarwal, Interval oscillation criteria related to integral averaging technique for
certain nonlinear differential equations, J. Math. Anal. Appl. 245 (2000) 171–188.
[17] F. Meng, J. Wang, Z. Zheng, A note on Kamenev type theorems for second order matrix
differential systems, Proc. Amer. Math. Soc. 126 (1998) 391–395.
[18] A.B. Mingarelli, On a conjecture for oscillation of second order ordinary differential systems,
Proc. Amer. Math. Soc. 82 (1981) 593–598.
[19] N. Parhi, P. Praharaj, Oscillation of linear second order matrix differential equations, J. Math.
Anal. Appl. 221 (1998) 287–305.
[20] Ch.G. Philos, Oscillation theorems for linear differential equations of second order, Arch. Math.
(Basel) 53 (1989) 482–492.
[21] W.T. Reid, in: Applied Mathematical Sciences, Vol. 31, Springer-Verlag, New York, 1980.
[22] Yu.V. Rogovchenko, Note on ‘Oscillation criteria for second order linear differential equations’,
J. Math. Anal. Appl. 203 (1996) 560–563.
[23] Q.R. Wang, Oscillation criteria for second order matrix differential systems, Arch. Math.
(Basel) 76 (2001) 385–390.
[24] R.K. Zhuang, Interval criteria for oscillation of second order matrix differential systems, Acta
Math. Sinica 44 (2001) 1037–1044.
