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We investigate the magnetohydrodynamics in the presence of an external magnetic field following
the power-law decay in proper time and having spatial inhomogeneity characterized by a Gaussian
distribution in one of transverse coordinates under the Bjorken expansion. The leading-order solu-
tion is obtained in the weak-field approximation, where both energy density and fluid velocity are
modified. It is found that the spatial gradient of the magnetic field results in transverse flow, where
the flow direction depends on the decay exponents of the magnetic field. We suggest that such a
magnetic-field-induced effect might influence anisotropic flow in heavy ion collisions.
I. INTRODUCTION
Recently, the influence of strong magnetic and electric fields on the hot and dense matter, such as the quark-gluon
plasma (QGP) created in relativistic nucleus-nucleus collisions, has been intensively studied. The fast-moving nuclei
in peripheral collisions could produce extremely strong magnetic fields of the order of B ∼ 1018−1019G in early times
[1–3]. It has been proposed that such strong magnetic fields could affect the thermal-photon emission [4–7] and heavy
flavor physics including heavy quarkonium production [8–11] and heavy-quark diffusion [12] in the QGP. Moreover,
in the presence of chirality imbalance, the magnetic fields may induce charge currents and density waves, namely the
chiral magnetic effect (CME) [13, 14] and chiral magnetic waves (CMW) [15]. The effects are one of candidates to
understand the asymmetry in the angular distribution of charge particles and difference of the elliptic flows of pi±
[16]. Those phenomena can be interpreted in the language of Berry phase and the effective chiral kinetic equations
(CKE), which are obtained by path integral [17–19], Hamiltonian approaches [20, 21] and quantum kinetic theory
via Wigner functions [22, 23]. A series of reviews and more references can be found in Ref. [24–26]. In addition
to strong magnetic fields, chiral currents and density waves can also be induced by electric fields, named the chiral
electric separation effect (CESE) [27–30]. Furthermore, in the presence of electric fields perpendicular to the magnetic
fields, chiral Hall currents are also expected, called the chiral Hall separation effect (CHSE) [30], which might cause
the asymmetric charge and chirality distribution in rapidity. Those phenomena have drawn lots of attention to the
studies of hot and dense matter under the influence of strong magnetic fields.
As a very popular and triumphal tool, relativistic hydrodynamics has been widely used to study heavy ion collisions
(e.g. see Ref. [31–37]). In order to investigate those charge and chiral separation effects, one will consider the
combination of relativistic hydrodynamic equation and Maxwell’s equations, i.e. relativistic magneto-hydrodynamics
(MHD). Although the strong magnetic fields decay rapidly in the vacuum [13] and substantially delayed in the presence
of a electrically conducting media [38–41], recent studies from event-by-event simulations show the magnetic energy
density can be comparable to fluid energy density in some events at
√
sNN = 200 GeV with the impact parameters
b ∼ 10fm [42]. Therefore, it is still worthy to study relativistic MHD in relativistic heavy ion collisions. To this scope,
a numerical code of solving 3+1 dimensional MHD is required.
Notwithstanding numerical simulations of hydrodynamics successfully describe numbers of experimental measure-
ments, many analytic studies which aim at mimicking nucleus-nucleus collisions have been attempted in order to
acquire deeper understandings for numerical results. Following two renown solutions with one-dimensional expansion
found by Landau [43] and Bjorken [44], one of recent improvements is made by Gubser to incorporate the transverse
expansion on top of the Bjorken’s solution for conformal fluids [45, 46]. Based on the approach in Gubser’s solution,
refined solutions have been found [47, 48] and applied to evaluate anisotropic flow in comparison with experimen-
tal data [49, 50]. Along the same direction, an analytic solution in 3+1 dimensional hydrodynamics with rapidity
dependence has been introduced recently [51]. In the same spirit, we would like to investigate some well-known hy-
drodynamic models in the framework of MHD and seek for analytic solutions. The study was initiated by one of the
authors of this paper, where an one-dimensional fluid following longitudinal boost-invariant expansion as the Bjorken
flow with a transverse and time-dependent magnetic field has been investigated [52]. In ideal MHD limits, i.e. the
infinite conductivity and no dissipative effects, it is remarkable that the decay of energy density is the same as the
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2case without magnetic fields because of “frozen-flux theorem” [53, 54]. In Ref.[55], the magnetization effect is added
to the Bjorken flow with MHD. Also see Ref.[56], where the authors considered 3+1 D numerical hydrodynamics
with an effective source driven by magnetization. In the presence of an external homogeneous magnetic field in a
power-law decay ∼ τ−a with τ being proper time and a being an arbitrary number, the solutions are distinguished
between the scenarios in which the magnetic field decays more slowly or more rapidly than in the ideal-MHD case,
where the former corresponds to a < 1 and the latter corresponds to a > 1. For the case a = 1, it goes back to the
ideal MHD. In the first scenario, the decay of energy density is faster than the case without mangetic field. While, in
the second scenario, the decay of energy density slows down.
In this work, we will consider the system with an inhomogeneous external magnetic field compared to the previous
case with a homogeneous one in the transverse plane [52]. Since the energy density of the fluid is modified as shown
in the homogeneous case [52], one may intuitively expect that the spatial gradient of the magnetic field may further
induce inhomogeneity of the energy distribution and engender anisotropic flow in the transverse plane. For the sake of
simplicity, we assume the external magnetic fields are small compared to the fluid energy density. Therefore, we can
neglect the coupled Maxwell’s equations and solve the conservation equations perturbatively and analytically. After
that, we will discuss the anistropic transverse flow induced by the inhomogenous magnetic fields.
The paper is organized as follows. In Sec.II, we solve the MHD equations with a transverse external magnetic field
perturbatively by approximating the spatial dependence of magnetic fields via the Fourier decomposition and obtain
the analytic solution for each moment up to the leading-order corrections. In Sec.III, we then employ our solution to
a concrete example and discuss the modifications of fluid velocity and energy density. Finally, we make conclusions
and outlook in the last section.
II. PERTURBATIVE SOLUTIONS FOR WEAK MAGNETIC FIELDS
We consider an inviscid fluid coupled to a magnetic field Bµ. In the flat spacetime ηµν = diag{−,+,+,+}, the
general form of the energy-momentum tensor is given by [57, 58]
Tµν = (+ p+B2)uµuν + (p+
1
2
B2)ηµν −BµBν , (1)
where
B2 = BµBµ, B
µ =
1
2
µναβuνFαβ . (2)
Here uµ, , and p correspond to the four velocity of fluid, energy density, and pressure, respectively. Also, 0123 =
−0123 = 1 represents the Levi-Civita tensor. In our convention, the velocity of the fluid satisfies uµuµ = −1. The
energy-momentum tensor should follow the conservation equations ∇µTµν = 0. In general, the presence of external
fields may induce internal electromagnetic fields of the fluid, where the latter are dictated by Maxwell’s equations.
One should thus solve the conservation equations and Maxwell’s equations coupled to each other. In this work,
we only focus on the effects of an external magnetic fields and discard the back-reaction from the internal fields.
Since the external magnetic field is generated by external sources, it can take an arbitrary form. Therefore, the
energy-momentum tensor will be solely governed by the conservation equations. By implementing the projection of
∇µTµν = 0 along the longitudinal and transverse directions with respect to uµ, one can rewrite the conservation
equations as
uν∇µTµν = −(u · ∇)(+ 1
2
B2)− (+ p+B2)(∇ · u)− uν∇µ(BµBν) = 0,
∆να∇µTµν = (+ p+B2)(u · ∇)uα + ∆να∇ν(p+ 1
2
B2)−∆να∇µ(BµBν) = 0, (3)
where ∆να = ηνα + uνuα.
To simplify the problem and qualitatively delineate the practical condition in heavy ion collisions, we assume that
the external magnetic field is perpendicular to the reaction plane, which depends on only one of transverse coordinates
and the proper time τ for an fluid following the Bjorken expansion in the longitudinal direction. Nevertheless, we
also present the results for a magnetic field depending on τ and rapidity η in Appendix A. Here we assume that the
magnitude of the magnetic field is suppressed by the energy density of the fluid, B2/ 1, which allows us to neglect
nonlinear effects in B2. Practically, such an assumption is not far from the scenario in heavy ion collisions, in which
the magnetic field drops rapidly with respect to time [13, 38]. For example, the ratio of magnetic energy density
over the fluid energy density is ∼ 0.2 in a typical Au-Au collisions at √sNN = 200GeV [42]. Although the nonlinear
3effects are substantial in very early times, in most of the time period in hydrodynamic evolution, the magnetic field
could be subleading compared with the energy density of the fluid. Moreover, we impose the conformal invariance for
the equation of state, which gives p = /3.
We now seek the perturbative solution in the presence of a weak external magnetic field pointing along the y direction
in an inviscid fluid following the Bjorken expansion along the z direction, where By depends on τ =
√
t2 − z2 and x.
The setup reads
B = λBy(τ, x)yˆ,  = 0(τ) + λ
21(τ, x), uµ = (1, λ
2ux(τ, x), 0, 0), (4)
where 0(τ) = c/τ
4/3. Here τ is rescaled by an initial time τ0 and c represents the initial energy density of the
medium at τ0. In the following calculations, we will implicitly rescale x by τ0 as well. We introduce λ as an expansion
parameter in calculations, which will be set to unity in the end. In such setup, the conservation equations in (3)
reduce to two coupled differential equations. Up to O(λ2), the two differential equations are
∂τ 1 +
41
3τ
− 4c∂xux
3τ4/3
+By∂τBy +
B2y
τ
= 0,
∂x1 − 4c∂τux
τ4/3
+
4cux
3τ7/3
+ 3By∂xBy = 0. (5)
The combination of two equations above yields a partial differential equation solely depending on ux,
τ2∂2xux − ux − 3τ2∂2τux + τ∂τux +
3τ7/3
4c
∂x
(
B2y + τ∂τB
2
y
)
= 0. (6)
Now, the solution of ux(τ, x) depends on the explicit form of By(τ, x). Here we consider the case when the τ
dependence and x dependence of By are separable. When By = 0, (6) is a homogeneous partial differential equation,
which can be solved by separation of variables. The general solution takes the form,
uhx(τ, x)|By=0 =
∑
m
Am1
(
τ2/3J 1
3
[
mτ√
3
]
+Am2 τ
2/3Y 1
3
[
mτ√
3
])
[cos(mx) +Am3 sin(mx)] , (7)
where m can be real or imaginary numbers and Am1,2,3 are integration constants. To find the solution for By 6= 0,
we may rewrite B2y into a Fourier series on the bases of the x-dependence part of the general solution. This is
the key step to convert the solution of a partial differential equation into the summation of solutions of ordinary
differential equations although the trick is only valid for a finite region where the spatial part of By can be accurately
approximated by the Fourier series. Since the magnetic field generated in peripheral heavy ion collisions should be
even with respect to x and most prominent at x = 0 on the transverse plane, we may decompose it into a cosine series
B2y(τ, x) =
∑
k
B˜2k(τ) cos(kx), (8)
where k ≥ 0 are now real integers. For simplicity, we may further assume that B˜2k(τ) = τnB2k for n < 0 with Bk
being constants, which approximately characterizes the decay of magnetic fields in heavy ion collisions. Accordingly,
we make the following ansatz,
ux(τ, x) =
∑
m
[am(τ) cos(mx) + bm(τ) sin(mx)] , (9)
and solve (6). Note that ux(τ, x) = 0 when k = 0 [59], which is also shown in [52] in the absence of the spatial
dependence of magnetic fields. For each moment with k > 0, we find m = k and am(τ) = 0, while bk(τ) is solved
from the following ordinary differential equation,
(3τ2∂2τ − τ∂τ + k2τ2 + 1)bk(τ) +
3B2k
4c
k(n+ 1)τn+7/3 = 0. (10)
After solving (10) analytically, the perturbative solution turns out to be
ux(τ, x) = u
h
x(τ, x) + u
ih
x (τ, x), (11)
4where
uhx(τ, x) =
∑
k 6=0
(
Ck1 τ
2/3J 1
3
[
kτ√
3
]
+ Ck2 τ
2/3Y 1
3
[
kτ√
3
])
sin(kx) (12)
and
uihx (τ, x) =
∑
k 6=0
3B2k
8c
k(1 + n)τ
7
3 +n
(
− 3
4 + 3n
0F1
[
4
3
,− 1
12
k2τ2
]
pFq
[{
2
3
+
n
2
}
,
{
2
3
,
5
3
+
n
2
}
,− 1
12
k2τ2
]
+
1
2 + n
0F1
[
2
3
,− 1
12
k2τ2
]
pFq
[{
1 +
n
2
}
,
{
4
3
, 2 +
n
2
}
,− 1
12
k2τ2
])
sin(kx) (13)
correspond to the homogeneous and inhomogeneous solutions, respectively. Here J 1
3
and Y 1
3
are Bessel functions,
while 0F1 and pFq are hypergeometric functions. For the homogeneous solution, there exist two integration constants
for each k, which are usually determined by initial conditions at τ = τ0. Nevertheless, we may fix C
k
1 and C
k
2 by
introducing an initial condition at late time when τ →∞. Numerically, one should solve (10) inversely in time since
the late-time dynamics is simply governed by ideal hydrodynamics but the early-time condition is unknown. Such
an initial condition at τ → ∞ can be derived from making a serial expansion of (10) in large τ and solving for the
asymptotic solution order by order. Alternatively, we will obtain the same condition in the following by imposing the
regularity condition on the analytic solution of ux at τ →∞.
We expect ux(∞, x)→ 0 since B2y(∞, x)→ 0. By making late-time expansion of ux, one finds that both uhx and uihx
take the asymptotic form as ω(τ)τ1/6 with ω(τ) denotes an oscillatory function. It turns out that the proper choice
which leads to the cancellation of τ1/6 divergence reads
Ck1 =
B2k2
− 73 +n3
1
3 +
n
2 k−
2
3−n(1 + n)pi2
cΓ
[
1
3 − n2
]
Γ
[−n2 ]
(
csc
[npi
2
]
+ 2 sec
[
1
6
(pi + 3npi)
])
,
Ck2 =
B2k2
− 73 +n3
5
6 +
n
2 k−
2
3−n(1 + n)pi
cΓ
[
1
3 − n2
] Γ [1 + n
2
]
. (14)
When τ →∞, such a choice of Ck1 and Ck2 yields
ux(τ, x)→ −
∑
k 6=0
3B2k(1 + n)
4ck
τn+1/3 sin(kx), (15)
which is consistent with the asymptotic solution of (6) (or (10)) obtained from the serial expansion in τ as the
initial condition. After solving ux(τ, x), we can derive the corresponding energy-density modification from the second
equation of (5), which is given by
1(τ, x) = −3B
2
0(2 + n)τ
n
8 + 6n
−
∑
k 6=0
cos(kx)
k
[
4c∂τ bk(τ)
τ4/3
− 4cbk(τ)
3τ7/3
+
3k
2
B˜2k(τ)
]
. (16)
The result reads
1(τ, x) = −3B
2
0(2 + n)τ
n
8 + 6n
+ h1 (τ, x) + 
ih
1 (τ, x), (17)
where
h1 (τ, x) =
∑
k 6=0
B2k
k
2
3 +n
3−
2
3 +
n
2
2
1
3−n
(1 + n)pi2
{
3Y− 23
[
kτ√
3
]
csc
[npi
2
]
−
√
3J− 23
[
kτ√
3
](
csc
[npi
2
]
+ 2 sec
[
1
6
(pi + 3npi)
])}
×
(
τ2/3Γ
[
1
3
− n
2
]
Γ
[
−n
2
])−1
cos(kx) (18)
5and
ih1 (τ, x) =
∑
k 6=0
3B2kτ
n
8
(
1 + n
8 + 6n
(
160F1
[
4
3
,− 1
12
k2τ2
]
− 3k2τ20F1
[
7
3
,− 1
12
k2τ2
])
×pFq
[{
2
3
+
n
2
}
,
{
2
3
,
5
3
+
n
2
}
,− 1
12
k2τ2
]
(19)
+
k2(1 + n)τ2
2 + n
0F1
[
5
3
,− 1
12
k2τ2
]
pFq
[{
1 +
n
2
}
,
{
4
3
, 2 +
n
2
}
,− 1
12
k2τ2
]
− 4
)
cos(kx). (20)
When τ → ∞, from (15) and (16), one immediately finds that the asymptotic form of the energy-density correction
becomes
1(τ, x)→ −3B
2
0(2 + n)τ
n
8 + 6n
−
∑
k 6=0
3B2kτ
n
2
cos(kx). (21)
From the analytic expression of each moment of ux(τ, x) in (11), one immediately notes that ux(τ, x) = 0 when n = −1,
which can also be found from (6), where the inhomogeneous term vanishes in such a case. For B2y(τ, x) = B˜
2
y(x)τ
−1,
it turns out that the solution of (5) simply reduces to
1(τ, x) = −
3B˜2y(x)
2τ
= −3B
2
y(τ, x)
2
, ux(τ, x) = 0 (22)
where the x-dependent part of the magnetic field B˜y(x) is arbitrary.
Note that the solutions above in (11) and (17) for ux and 1 are invalid for n = −4/3 and n = −2, which can be
observed from the divergence in the inhomogeneous solution. In the former case for n = −4/3, the ratio B2y(τ, x)/(τ)
up to λ2 becomes constant in τ . Even in the space-independent solution for k = 0, the modification of the energy
density has a logarithmic correction on top of the power-law decay with respect to time, which is distinct from the
general pattern for other exponents n [52]. The latter case for n = −2 corresponds to the ideal magnetohydrodynamics,
where the magnetic field satisfies the ”frozen-flux condition”,
(u · ∇)
(
Bµ
s
)
=
1
s
[(B · ∇)uµ + uµ∇ ·B] , (23)
which stems from the Maxwell’s equations and conservation of the entropy-density current. One could check that our
setup satisfies such a condition up to O(λ2), where the exponent of power-law decay in proper time for the magnetic
field is now same as the one for entropy density s at O(λ2). For the space-independent solution, the energy density
is unmodified under this condition [52]. The solutions satisfying the initial condition in (15) for these two particular
cases are shown in the following. For n = −4/3,
ux(τ, x) =
∑
k 6=0
B2k sin(kx)pi(kτ)
2/3
144× 22/335/6cΓ
[
4
3
]2
{
Γ
[
1
3
](
− 21/337/6(kτ)2/3pFq
[{
1
3
}
,
{
4
3
,
4
3
}
,
−k2τ2
12
]
+2
√
3Γ
[
4
3
]
Γ
[
1
3
])(
J 1
3
[
kτ√
3
]
−
√
3Y 1
3
[
kτ√
3
])
− 12
√
3Γ
[
4
3
]2
J 1
3
[
kτ√
3
]
G2013
[
k2τ2
12
∣∣∣1
0,0,1/3
]}
,
1(τ, x) =
∑
k 6=0
−B2k cos(kx)
1944 (kτ5)
1/3
Γ
[
4
3
]2 {22/3319/6pikτ (31/6(kτ)2/3Y− 23
[
kτ√
3
]
Γ
[
1
3
]
− 22/30F1
[
1
3
,− 1
12
k2τ2
])
×pFq
[{
1
3
}
,
{
4
3
,
4
3
}
,− 1
12
k2τ2
]
+ 1080Γ
[
4
3
]
Γ
[
−5
3
]
(kτ)1/3 − 210/331/6Γ
[
4
3
]
Γ
[
−2
3
]2
pikτ
×
(√
3Y− 23
[
kτ√
3
]
− J− 23
[
kτ√
3
])
− 27/3319/6kpiτΓ
[
4
3
]2
J− 23
[
kτ√
3
]
G2013
[
k2τ2
12
∣∣∣1
0,0,1/3
]}
− B
2
0 log τ
3τ4/3
,(24)
6where
Gmnpq
[
z
∣∣∣a1,···,ap
b1,···,bq
]
=
1
2pii
∫
Γ (1− a1 − s) . . .Γ (1− an − s) Γ (b1 + s) . . .Γ (bm + s)
Γ (an+1 + s) . . .Γ (ap + s) Γ (1− bm+1 − s) . . .Γ (1− bq − s)z
−sds (25)
is the Mijer G function. For n = −2,
ux(τ, x) =
∑
k
B2kpi sin(kx)
48× 62/3cΓ
[
2
3
]2
{
J 1
3
[
kτ√
3
]
Γ
[
−1
3
](
2234/3k2/3pFq
[{
−1
3
}
,
{
2
3
,
2
3
}
,− 1
12
k2τ2
]
+24/3(k2τ)2/3Γ
[
2
3
]
Γ
[
−1
3
])
+ 21/33Γ
[
2
3
]2 (
k2τ
)2/3(
J 1
3
[
kτ√
3
]
−
√
3Y 1
3
[
kτ√
3
])
G2013
[
k2τ2
12
∣∣∣1
0,0,−1/3
]}
,
1(τ, x) = −
∑
k
B2k cos(kx)
432τ2Γ
[
2
3
]2
{
pi(kτ)2/3J− 23
[
kτ√
3
]
Γ
[
−1
3
](
210/3313/6pFq
[{
−1
3
}
,
{
2
3
,
2
3
}
,− 1
12
k2τ2
]
+28/335/6Γ
[
2
3
]
Γ
[
−1
3
]
(kτ)2/3
)
− 216Γ
[
2
3
]
Γ
[
−1
3
]
+25/334/3pi(kτ)4/3Γ
[
2
3
]2(√
3J− 23
[
kτ√
3
]
− 3Y− 23
[
kτ√
3
])
G2013
[
k2τ2
12
∣∣∣1
0,0,−1/3
])}
. (26)
Finally, we mention the validity of our perturbative solution. Recall that our result is the leading-order solution
based on the constraint B(τ, x)2/0(τ) < 1. Our setup implies
∑
k B
2
kτ
n+4/3/c < 1 with
∑
k B
2
k/c < 1. When
n ≤ −4/3, the perturbative expansion is legitimate for arbitrary late times τ ≥ 1. Nonetheless, when n > −4/3, the
perturbative solution is only valid withing the time period
1 ≤ τ <
(∑
k
cB
−2
k
)1/(n+4/3)
. (27)
III. ANISOTROPIC FLOW FROM MAGNETIC FIELDS
In order to gain some phenomenological insights from the perturbative solutions, we consider the following profile
of the magnetic field,
B = By(τ, x)yˆ = Bcτ
n/2e−x
2/2yˆ, (28)
where we approximate the spatial dependence of the magnetic field as a Gaussian distribution. Recall that all
spacetime coordinates are rescaled by the initial time τ0. Here we further choose the spatial width of the magnetic
field about the same size as τ0, which allows us to reproduce By(τ, x) via the Fourier expansion with finite leading
moments. Explicitly, we approximate
By(τ, x)
2 = B2c τ
n (0.28,+0.44 cosx+ 0.21 cos 2x+ 0.06 cos 3x+ 0.01 cos 4x) , (29)
which reproduce the Gaussian distribution within −pi < x < pi, where 0.28B2c , · · · , 0.01B2c as the Fourier coefficients
correspond to B20 , · · · , B24 . Although the mismatches emerge at larger |x| as illustrated in Fig.1 due to the oscillatory
property of cosine functions, the magnetic field almost reduces to zero in the fringes for |x| ≈ pi. Consequently, we only
have to focus on the valid region for −pi < x < pi. Although the interpolation near the fringes could be nontrivial, the
prominent effects led by magnetic fields are captured by the perturbative solutions in the central region. In general,
the spatial width of the magnetic field could be larger than τ0. In practice, the spatial width depends of By depends
on the impact parameters of peripheral collisions. Technically, one has to rescale x by the spatial width to construct
the Fourier series of the Gaussian distribution, where we elaborate the details of rescaling in Appendix B.
We choose n = −5/3 and n = −4/5 as two examples for comparisons. Here we make plots for fluid velocity and
energy density modified by magnetic fields with B2c/c = 0.1. From Fig.2 and Fig.3 with n = −5/3, one finds that the
magnetic field yields transverse flow pointing inward into the medium, where the longitudinal flow solely dictated by
the Bjorken expansion is not shown here. From Fig.2, one finds that the magnitude of such transverse flow gradually
decreases with respect to proper time as expected. In addition, one observes vx(τ, 0) ≈ 0 since the fluid velocity is only
7FIG. 1: A comparison between the approximated By in Fourier cosine series (red-dashed) and the genuine By in a Gaussian
distribution (blue).
modified by the spatial gradient of magnetic fields. Moreover, the transverse flow is more prominent in the central
region with respect to the longitudinal direction as shown in Fig.3. On the contrary, as shown in Fig.4 and Fig.5 with
n = −4/5, the magnetic field results in the transverse flow pointing outward, whereas other patterns regarding the
magnitude of the flow are qualitatively in accordance with the case for n = −5/3. Also, as illustrated in Fig.6 and
Fig.7, the energy density is most significantly modified in the central region x ≈ 0, where the reduction is observed in
both cases. The change of the direction of the transverse velocity may be anticipated since vx(τ, x) = 0 for n = −1.
In conclusion, the transverse flow led by a Gaussian magnetic field point inward for n < −1 and outward for n > −1,
respectively.
In Fig.8, Fig.9, Fig.10, and Fig.11, we make further comparisons for vx(τ, x) and 1(τ, x) at either fixed x or fixed
τ with different values of n especially for the cases when n < −1. Since vx and 1 are even functions with respect to
x, we only plot the results for x ≥ 0 in Fig.10 and Fig.11. As shown in Fig.8, when |n| increases for n < −1, |vx|
at fixed x becomes smaller in late times due to faster decay of the magnetic field. However, the |vx| with larger |n|
may increases in early times. In general, there exists no substantial hierarchy of |vx| at fixed x with different values
of n in early times. Furthermore, as shown in Fig.10 at τ = 1, we find that the |vx| first increase from x = 0 and
then turn over at intermediate x and gradually decrease with x. For n = −4/5, the velocity profile has a similar
shape compared with the cases for n > −1, while the direction becomes positive. In contrast, according to Fig.9, the
increase of |1| at x = 0 with smaller |n| is observed for almost all times except for τ ≈ 1 as further shown in Fig.11.
In Fig.11, we find that the correction on energy density could become positive at larger x, whereas there exists no
clear hierarchy in such a regime. Nonetheless, we should mention the caveat that vx and 1 shown in Fig.10 and
Fig.11 are unreliable near |x| = pi, where the approximation of the magnetic field in Fourier series breakdowns. In
the fringes |x| ≈ pi, the Gaussian function continues decreasing but the Fourier series turnovers as illustrated in Fig.1.
In fact, when plotting the vx and 1 at fixed τ from x = 0 to x = 2pi, we find that vx and 1 becomes odd and even
functions with respect to x = pi since they are formed by sine and cosine series, respectively. We may still conjecture
the qualitative behaviors near the fringes based on our approximated solutions. In Fig.10, our approximated solutions
of |vx| gradually decreases with x and reach zero at x = pi, while the genuine solutions in principle should decay slower
and asymptotically coincide with zero at x = ∞. The qualitative behavior of 1 near the fringes is more difficult to
analyze because it depends on the competition between ux and By, in which the former causes suppression for n < −1
and the latter yields enhancement from the second equation of (5). Note that ux = −vx in our convention and thus
∂τux and −ux are negative for n > −1. We may speculate that the effect coming from ux dominates the one from By
for n < −1 near the fringes and yields the suppression of 1 in large |x|. For n > −1, the situation is more oblique,
where both ux and By result in the rise of 1, which may imply the presence of instability near the fringes.
Despite the conjectures of the asymptotic behaviors of the solutions near the fringes, we focus on the central region
to qualitatively analyze the physics behind the transverse flow generated by magnetic fields. The change of directions
of vx with distinct values of n may be explained by Lenz’s law based on the conservation of magnetic flux. To simplify
the conditions, we may consider two extreme cases, which correspond to n  −1 and n  −1. For n  −1, the
time scale of the magnetic field is much shorter than the one for the expanding medium, we thus approximate such a
condition as a static medium in the presence of a time-decreasing magnetic field By(t) with a Gaussian distribution
8FIG. 2: Velocity plot for vx(τ, x) = u
x/uτ with n =
−5/3. Here the horizontal axis and vertical axis corre-
spond to x and τ , respectively. The background colors
represent the magnitudes of vx.
FIG. 3: Velocity plot for vx(x, z) = u
x/uτ at t = 1 with
n = −5/3. Here the horizontal axis and vertical axis
correspond to x and z, respectively. The background
colors represent the magnitudes of vx.
FIG. 4: Velocity plot for vx(τ, x) = u
x/uτ with n =
−4/5. Here the horizontal axis and vertical axis corre-
spond to x and τ , respectively. The background colors
represent the magnitudes of vx.
FIG. 5: Velocity plot for vx(x, z) = u
x/uτ at t = 1 with
n = −4/5. Here the horizontal axis and vertical axis
correspond to x and z, respectively. The background
colors represent the magnitudes of vx.
in x. The total magnetic flux going through the medium now drops with respect to time. The medium is thus pushed
inward to the central region x = 0 in order to preserve the flux. On the contrary, for n  −1, the magnetic field
decays much slower than the expansion of the medium. We thus approximate the situation with the presence of a
static magnetic field By(x) as a Gaussian function of x in a medium expanding along the z direction. In such a case,
the total magnetic flux of the medium increases with respect to time. To reduce the flux, the medium hence expands
along the ±x directions. The case for n = −1 may correspond to the situation in which the magnetic flux is balanced
by the expansion of the medium and the decrease of the magnetic field, which thus results in the absence of transverse
flow. Note that the medium here can only change the flux via the expansion or compression in the transverse direction
due to the absence of induced electromagnetic fields and currents. On the other hand, the correction on the energy
density is affected by both the change of fluid velocity and magnetic field, which varies case by case with different
values of n. Nevertheless, for the peculiar case n = −1, one finds that the decrease of the magnetic field always
reduces the energy density.
Before we end this section, we also plot the ratio B2y/ as a function of τ for different n and x shown in Fig. 12 and
9FIG. 6: The energy density ratio ˆ = /c versus x and
τ for n = −5/3.
FIG. 7: The energy density ratio ˆ = /c versus x and
τ for n = −4/5.
FIG. 8: vx v.s. τ plot at x = 1 with different values of n.
The solid curves from bottom to top at τ = 5 correspond
to n = −5/3(blue), n = −2(green), n = −7/3(brown),
and n = −4/5(red), respectively. The dashed curve cor-
responds to n = −4/3(black).
FIG. 9: ˆ1 = 1/c v.s. τ plot at x = 0 with differ-
ent values of n. The solid curves from bottom to top at
τ = 5 correspond to n = −7/3(brown), n = −2(green),
n = −5/3(blue), n = −1(orange), and n = −4/5(red),
respectively. The dashed curve corresponds to n =
−4/3(black).
13, where  is the total fluid energy density. Since in relativistic heavy ion collisions, the energy density of magnetic
fields is expected to decay much faster than the fluid energy density, in Fig. 12 we only plot the case n < −4/3. For
a smaller value of n, i.e. the magnetic field decays faster, the ratio is smaller. Similarly, in Fig. 13 the absolute value
of B2y becomes smaller when x increases, but the fluid energy density is approximately homogeneous. Therefore, the
ratio reduces when x increases.
IV. CONCLUSIONS AND OUTLOOK
In this work, we study a toy model of magnetohydrodynamics in the presence of a transverse external magnetic
field with spacetime dependence under the Bjorken expansion. In our setup, the medium is boost-invariant along the
z direction and the magnetic field as a function of τ and x points along the y direction. We obtain the leading-order
solutions in the weak-field approximation, where both the energy density and fluid velocity are modified. Particularly,
the spatial gradient of the magnetic field engenders transverse flow parallel or anti-parallel to x, while the direction
and magnitude of flow are determined by the time evolution of the magnetic field. For the magnetic field following
power-law decay in proper time such that |B|2 ∼ τn, the transverse flow propagates inward for n < −1 and outward
for n > −1 based on the conservation of magnetic flux in the expanding medium. The flow vanishes for n = −1, which
corresponds to the case such that the longitudinal expansion of the medium compensates the decrease of magnetic
field. In addition, the energy density is generally reduced in the central region, while it can be enhanced in the
outskirts depending on the competing effects between the transverse velocity and the magnetic field.
In general, our study in simple setup may provide better understandings for the influence from spatial gradient of
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FIG. 10: vx v.s. x plot at τ = 1 with different values of n.
The solid curves from bottom to top at x = 1 correspond
to n = −7/3(brown), n = −2(green), n = −5/3(blue),
and n = −4/5(red), respectively. The dashed curve cor-
responds to n = −4/3(black).
FIG. 11: ˆ1 = 1/c v.s. x plot at τ = 1 with differ-
ent values of n. The solid curves from top to bottom at
x = 0 correspond to n = −7/3(brown), n = −2(green),
n = −5/3(blue), n = −1(orange), and n = −4/5(red),
respectively. The dashed curve corresponds to n =
−4/3(black).
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FIG. 12: B2y/ as a function of τ at x = 0 with differ-
ent values of n. The solid curves from bottom to top at
x = 0 correspond to n = −7/3(brown), n = −2(green),
and n = −5/3(blue), respectively. We have chosen
B2y(0, x)/c = 0.1.
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FIG. 13: B2y/ as a function of τ with different values of
x. The solid curves from bottom to top correspond to
x = 1.5(green), x = 1(blue), x = 0.5(orange), and x = 0
(red), respectively. We have chosen B2y(0, x)/c = 0.1.
magnetic fields on magnetohydrodynamics. Although we choose the Gaussian distribution as one particular example
for the space-dependent magnetic field, the same approach can be applied to other spatial distribution given that the
interested regime can be approximated by Fourier decomposition. Since the analytic expressions of each moment is
found, one can directly compute the transverse velocity and correction on energy density by just inputting the Fourier
coefficients. In the end of conclusions, we would like to reemphasize that this study is a theoretical discussion, which
may be far away from phenomenology in heavy ion collisions. Our solutions might be close to the 2+1 dimensional
Bjorken flow with transverse magnetic fields near the initial time when the weak-field approximation becomes valid
but the transverse flow led by the medium expansion is not fully developed. Here we may further address the validity
of our weak-field expansion compared to the practical conditions in heavy ion collisions. According to the numerical
simulations [3, 42], the magnetic fields generated in peripheral collisions in RHIC at τ = 0 are about |eBy| ≈ 5 ∼ 10
m2pi, whereas the magnitudes may drop to ten times smaller at τ ≈ 0.6 fm as the onset of hydrodynamic evolution.
Assuming the initial temperature of the QGP is about Tc = 
1/4
c ≈ 300 MeV, one finds B2y/c ≈ 0.17 ∼ 0.68 by
taking mpi ≈ 150 MeV and e2 = 4piα = 4pi/137. As a result, the weak-field expansion in our calculations could be a
legitimate approximation for the magnetic fields generated in RHIC. It is helpful to use our analytical results to test
real numerical MHD in the future.
On the other hand, our study can be generalized along many directions. We may couple the conservation equation
to electromagnetic currents, which is essential for analyzing the presence of chemical potential or chiral anomalous
effects. To make further connection with heavy ion collisions, the transverse expansion of the medium by itself should
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be included. The anisotropic flow should be simultaneously affected by the expansion of the medium along both the
longitudinal and transverse directions and also the spacetime-varying magnetic field. Furthermore, the viscous effect
could be involved as well. How significant the modification from magnetic fields on the flow harmonics measured in
experiments is thus relies on the full numerical simulations, which could be affected by the initial conditions chosen
for simulations as well. Although the transverse flow led by a inhomogeneous magnetic field shown in this paper is
symmetric with respect to the y axis, the flow pattern could become asymmetric from an asymmetric distribution of
By or the presence of Bx. Based on the event-by-event fluctuations [3], the magnitude of Bx could be comparable with
the magnitude of By. Consequently, except for the even harmonics, the flow engendered by spatial inhomogeneity of
magnetic fields may possibly affect the odd harmonics in heavy ion collisions as well. On the other hand, in order to
gain more insights for the early-time physics, one may have to seek the next leading-order solutions to incorporate
nonlinear effects of strong magnetic fields.
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Appendix A: rapidity dependence
The magnetic field now is assumed to depend on proper time τ and rapidity η = 12 log
(
t+z
t−z
)
. Up to the leading-order
correction from the magnetic field, we introduce the following setup
B = λBy(τ, η)yˆ,  = 0(τ) + λ
21(τ, η), uµ = (1, 0, 0, λ
2uη(τ, η)), (A1)
where λ is an expansion parameter. In the end, after finding the perturbative solution, we may simply set λ = 1. By
taking 0 = c/τ
4/3, one finds two conservation equations up to O(λ2),
∂τ 1 +
41
3τ
− 4c∂ηuη
3τ10/3
+By∂τBy +
B2y
τ
= 0,
∂η1 − 4c∂τuη
τ4/3
+
4cuη
3τ7/3
+ 3By∂ηBy = 0. (A2)
Combining two coupled differential equations above, one derives a partial differential equation simply depending on
uη,
∂2ηuη − uη − 3τ2∂2τuη + τ∂τuη +
3τ7/3
4c
∂η
(
B2y + τ∂τB
2
y
)
= 0. (A3)
For By = 0, (A3) can be solved by separation of variables, where the solution reads
uη =
∑
m
[Cm1 cosh(mη) + C
m
2 sinh(mη)] τ
2/3
(
C˜m1 τ
1√
3
√
m2+1
+ C˜m2 τ
− 1√
3
√
m2+1
)
, (A4)
where m could be either real or imaginary numbers. To find the inhomogeneous solution for By 6= 0, we may rewrite
B2y into the Fourier series on the bases of the η-dependence part of the homogeneous solution for By = 0. Considering
By generated by two nuclei passing each other in heavy ion collisions, which should be an even function in η and most
dominant at large rapidity after collisions, we may write
B2y(τ, η) =
∑
k
B˜2k(τ) cosh(kη), (A5)
where we choose k as real integers. Note that By now is more prominent in large rapidity since the magnetic field
generated ”close” to one of the moving nucleus is stronger. For simplicity, we may further assume that B˜2k(τ) = τ
nB2k
with Bk being constants. Based on the homogeneous solution, we may assume that the inhomogeneous solution takes
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the form,
uη(τ, η) =
∑
m
[am(τ) cosh(mη) + bm(τ) sinh(mη)] . (A6)
Plugging the ansatz above into (A3), one finds am(τ) = 0 and the inhomogeneous solution reads
uη(τ, η) =
∑
k
(
− 3B
2
kk(1 + n)τ
n+7/3
4c(k2 − (2 + n)(4 + 3n) sinh(kη)
)
, (A7)
which then gives rise to
1(τ, η) =
∑
k
{
3B2k
2
[k2 − (2 + n)2]τn cosh(kη)
8− k2 + 10n+ 3n2
}
. (A8)
Here we simply set the integration constants to zero, which should be in fact determined by proper initial conditions
in the physical problem.
Appendix B: Rescaling for broader inhomogeneity
We consider the magnetic field having large spatial width,
B2y(τ, x) = B
2
c τ
ne−x
2/x2b , (B1)
where xb > 1 is a dimensionless parameter which characterizes the spatial width of the magnetic field as rb ∼ xbτ0.
Recall that τ and x are rescaled by τ0; our original setup is for xb = 1. Now, we should work in the rescaled coordinates
(τ, x¯) with x¯ = x/xb. The magnetic field could be written into the Fourier series,
B2y(τ, x) = τ
n
∑
k¯
B2k¯ cos(k¯x¯), (B2)
where k¯ ≥ 0 are integers. The two conservation equations in (5) become
∂τ 1 +
41
3τ
− 4c∂x¯ux
3xbτ4/3
+By∂τBy +
B2y
τ
= 0,
∂x¯1
xb
− 4c∂τux
τ4/3
+
4cux
3τ7/3
+
3
xb
By∂x¯By = 0. (B3)
Analogously, combining two equations above yields
τ2
x2b
∂2x¯ux − ux − 3τ2∂2τux + τ∂τux +
3τ7/3
4xbc
∂x¯
(
B2y + τ∂τB
2
y
)
= 0. (B4)
Following the same procedure in the computations for xb = 1, we find
ux(τ, x¯) =
∑
k¯
bk¯(τ) sin(k¯x¯), (B5)
where bk¯(τ) is obtained from solving
(3τ2∂2τ − τ∂τ +
k¯2
x2b
τ2 + 1)bk¯(τ) +
3B2
k¯
4xbc
k¯(n+ 1)τn+7/3 = 0. (B6)
Comparing (B6) with (10), the solution can be acquired from the rescaling of the one for xb = 1,
bk¯(τ) = bk(τ)|Bk→Bk¯,k−>(k¯/xb). (B7)
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FIG. 14: vx v.s. x plot for xb = 2 at τ = 1 with different
values of n. The color assignments are the same as Fig.10.
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FIG. 15: ˆ1 = 1/c v.s. x plot for xb = 2 at τ = 1 with
different values of n. The color assignments are the same
as Fig.11.
In fact, Bk = Bk¯ for k = k¯, while k¯/xb may not be integers. Knowing ux(τ, x¯), one can derive the modification of
energy density from
1(τ, x¯) =
∫
dx¯
(
4c
τ4/3
xb∂τux − 4c
3τ7/3
xbux − 3
2
∂x¯B
2
)
= 1(τ)k¯=0 −
∑
k¯ 6=0
(
4c
τ4/3k¯
xb∂τ bk¯ −
4c
3τ7/3k¯
xbbk¯ +
3
2
B2k¯τ
n
)
cos(k¯x¯), (B8)
where 1(τ)k¯=0 corresponds to the space-independent part of the solution for xb = 1, which remains unchanged after
the rescaling. Here we may choose xb = 2 as a concrete example. The qualitative behaviors of vx and 1 with broader
inhomogeneity of By are similar to the case for xb = 1. In Fig.14 and 15, we plot v1 and ˆ1 at fixed τ for references.
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