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Abstract
For a function defined on the integer lattice, we consider discrete versions of mid-
point convexity, which offer a unifying framework for discrete convexity of functions,
including integral convexity, L\-convexity, and submodularity. By considering discrete
midpoint convexity for all pairs at `∞-distance equal to two or not smaller than two, we
identify new classes of discrete convex functions, called locally and globally discrete
midpoint convex functions. These functions enjoy nice structural properties. They are
stable under scaling and addition, and satisfy a family of inequalities named parallelo-
gram inequalities. Furthermore, they admit a proximity theorem with the same small
proximity bound as that for L\-convex functions. These structural properties allow us to
develop an algorithm for the minimization of locally and globally discrete midpoint con-
vex functions based on the proximity-scaling approach and on a novel 2-neighborhood
steepest descent algorithm.
Keywords: Midpoint convexity, Discrete convex function, Integral convexity, L\-convexity,
Proximity theorem, Scaling algorithm.
1 Introduction
For a function f defined on a convex set S ⊆ Rn, midpoint convexity is the property requiring
that
f (x) + f (y) ≥ 2 f
( x + y
2
)
(1.1)
for all x, y ∈ S . It may be worthwhile to recall that the first definition and systematic study
of convex functions appeared more than a century ago in a milestone paper by Jensen [21],
where midpoint convexity was used to define convex functions. The now classical defining
inequality for convex functions
α f (x) + (1 − α) f (y) ≥ f (αx + (1 − α)y) (0 ≤ α ≤ 1) (1.2)
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was then proved by Jensen to be implied by midpoint convexity in the case of continuous
functions and of functions bounded above. In the same paper, the celebrated Jensen inequality
was also derived from midpoint convexity. The equivalence between midpoint convexity (1.1)
and classical convexity (1.2) was later shown to hold under very mild assumptions such as
measurability or local boundedness above (see, e.g., [2], [39] and references therein). It
is apparent that midpoint convexity implies nonnegativity of the second order directional
differences D2h f (x) = f (x + h)− 2 f (x) + f (x− h) for all x, h ∈ Rn such that x + h, x, x− h ∈ S .
In the case of twice continuously differentiable functions this clearly implies that the second
order derivatives of f are nonnegative in all directions h, and hence that the Hessian of f is
positive semidefinite.
For a function defined on the integer lattice Zn, we may consider analogous notions of
discrete midpoint convexity where the value of the function at the (possibly nonintegral)
midpoint is replaced by suitable convex combinations of the function values at some integer
neighboring points.
For x, y ∈ Zn, one very simple substitute for f ((x+y)/2) in the case of noninteger (x+y)/2
is obtained by taking the average of the values of f at the integer round-up and round-down
of the point (x + y)/2. In this case we obtain the inequality of discrete midpoint convexity:
f (x) + f (y) ≥ f
(⌈ x + y
2
⌉)
+ f
(⌊ x + y
2
⌋)
, (1.3)
where d·e and b·c denote the integer vectors obtained by rounding up and rounding down each
component to the nearest integers, respectively.
A weaker version of discrete midpoint convexity is obtained by considering the smallest
possible value of a linear extension of f at the point (x + y)/2 with respect to the values at
the integer points neighboring (x + y)/2. More precisely, for a point x ∈ Rn we consider its
integer neighborhood N(x) = {z ∈ Zn | |xi − zi| < 1 (i = 1, . . . , n)} and the value at x of the
convex envelope f˜ of f on N(x), which can be represented as
f˜ (x) = min{
∑
z∈N(x)
λz f (z) |
∑
z∈N(x)
λzz = x, (λz) ∈ Λ(x)} (x ∈ Rn), (1.4)
where Λ(x) denotes the set of coefficients (λz | z ∈ N(x)) ∈ RN(x) for convex combinations
indexed by N(x). We then consider the following inequality of weak discrete midpoint con-
vexity:
f (x) + f (y) ≥ 2 f˜
( x + y
2
)
, (1.5)
which is indeed a weaker condition than (1.3) since x+y2 =
1
2
⌈
x+y
2
⌉
+ 12
⌊
x+y
2
⌋
implies 2 f˜
(
x+y
2
)
≤
f
(⌈
x+y
2
⌉)
+ f
(⌊
x+y
2
⌋)
by (1.4).
The objective of this paper is twofold: (i) to highlight discrete midpoint convexity as a
unifying framework for convexity concepts of functions on the integer lattice Zn, and (ii) to
investigate structural and algorithmic properties of functions defined by versions of discrete
midpoint convexity.
New and known classes of functions can be obtained by requiring discrete midpoint con-
vexity (1.3) or weak discrete midpoint convexity (1.5) for all points x, y at a prescribed `∞-
distance. It is known that weak discrete midpoint convexity (1.5) coincides with integral con-
vexity [5], and that discrete midpoint convexity (1.3) for all x, y characterizes L\-convexity
[8, 30], whereas (1.3) for all x, y at `∞-distance one characterizes submodularity [6] (see
2
Section 2 for details). By requiring discrete midpoint convexity (1.3) for all pairs (x, y) at `∞-
distance equal to two or not smaller than two, we can define new classes of discrete convex
functions, called locally and globally discrete midpoint convex functions, which are strictly
between the classes of L\-convex and integrally convex functions.
Locally and globally discrete midpoint convex functions enjoy nice structural properties
possessed by L\-convex functions and not by general integrally convex functions. Discrete
midpoint convex functions are stable under addition and scaling (Proposition 2.13, Theo-
rem 4.2), and satisfy a family of inequalities which are named parallelogram inequalities
(Theorem 3.1). Furthermore, they admit a proximity theorem with the same small proximity
bound as that for L\-convex functions (Theorem 5.1). These structural properties allow us
to develop a proximity-scaling based algorithm for the minimization of locally and globally
discrete midpoint convex functions.
Algorithms based on scaling and proximity have been successful for discrete optimiza-
tion problems such as resource allocation problems [13, 14, 15, 22] and convex network flow
problems (under the name of “capacity scaling”) [1, 19, 20]. For separable convex functions
defined on discrete rectangles (boxes), the proximity-scaling approach is straightforward.
L\-convex functions are also amenable to this approach: the scaling operation preserves L\-
convexity, and the proximity theorem holds. Efficient algorithms for minimizing L\-convex
functions have been successfully designed with the proximity-scaling approach [28, 30] and
also for L-convex functions on graphs [10, 11]. Recently a proximity-scaling algorithm has
been developed for integrally convex functions in [27]. The algorithm proposed in this paper
employs the standard proximity-scaling framework while using a novel variant of descent
algorithm suited for discrete midpoint convex functions. Our descent algorithm, named the
2-neighborhood steepest descent algorithm, repeats finding a local minimizer in the neigh-
borhood of `∞-distance 2, and the number of iterations is shown to be exactly equal to the
minimum `∞-distance to a minimizer, which extends the results of [23, 33] for L\-convex
functions. Our scaling algorithm finds a minimizer of a discrete midpoint convex function
with O(5nn log2 K∞) function evaluations, where K∞ denotes the `∞-size of the effective do-
main of the function. This means that, if the dimension n is fixed, the algorithm is polyno-
mial in the problem size. Besides the proximity approach, there are many other approaches to
nonlinear integer optimization [24]. Among others, methods based on sophisticated algebraic
tools have been developed in the last two decades, as described in [4, 9, 36] as well as [24].
In the next section we describe in detail the relations of discrete midpoint convexity with
integral convexity, L\-convexity, and submodularity. Furthermore, we introduce the new
classes of locally and globally discrete midpoint convex sets and functions, and we analyze
their basic properties. For locally and globally discrete midpoint convex functions we estab-
lish a useful “parallelogram inequality” in Section 3, while in Sections 4 and 5 we present
scaling and proximity results. Such results are then used to develop a scaling algorithm for
minimization in Section 6. Quadratic functions with discrete midpoint convexity are consid-
ered in Section 7, while Section 8 is devoted to technical proofs of basic facts about discrete
midpoint convex sets.
2 Discrete Midpoint Convexity
In this section we first provide an overview of the relations between functions satisfying
(weak) discrete midpoint convexity for all pairs of points at a prescribed `∞-distance and the
classes of submodular, integrally convex, and L\-convex functions in the simpler case where
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the functions are defined on a finite rectangular domain (box) of Zn. Then we show that the
same relations also hold in the case of more general domains. Furthermore, we show that
there exist only two classes of discrete midpoint convex functions that do not coincide with
previously known classes of functions. We call these new classes locally and globally discrete
midpoint convex functions and we describe here their basic properties.
2.1 New and known classes of discrete midpoint convex functions
We introduce some notations to better illustrate various classes of discrete midpoint convex
functions and their relations with other known classes of functions. We denote by DMC(k)
and by DMC(≥k) the classes of functions f : Zn → R ∪ {+∞} that satisfy discrete midpoint
convexity (1.3) for all x, y ∈ Zn with ‖x − y ‖∞ = k and for all x, y ∈ Zn with ‖x − y ‖∞ ≥ k,
respectively. Similarly, we denote by WDMC(k) and by WDMC(≥k) the classes of functions
that satisfy weak discrete midpoint convexity (1.5) for all x, y ∈ Zn with ‖x− y ‖∞ = k and for
all x, y ∈ Zn with ‖x − y ‖∞ ≥ k, respectively.
We recall that a function f : Zn → R ∪ {+∞} is submodular if
f (x) + f (y) ≥ f (x ∨ y) + f (x ∧ y) (2.1)
for all x, y ∈ Zn, where x ∨ y and x ∧ y denote the componentwise maximum and minimum
of the vectors x and y, respectively. As is well known, a function f defined on a rectangular
domain is submodular if and only if it satisfies the inequality (2.1) for every pair (x, y) with
‖x−y‖∞ = 1. Furthermore, since x∨y = d(x + y)/2e and x∧y = b(x + y)/2cwhen ‖x−y‖∞ = 1,
the inequality (2.1) is equivalent to discrete midpoint convexity (1.3) for points at `∞-distance
1. Thus, on a rectangular domain, the class of submodular functions coincides with DMC(1).
In discrete convex analysis [29, 30, 31, 32], a variety of discrete convex functions are
considered. A function f : Zn → R ∪ {+∞} is called L\-convex if it satisfies translation-
submodularity:
f (x) + f (y) ≥ f ((x − µ1) ∨ y) + f (x ∧ (y + µ1)) (2.2)
for all x, y ∈ Zn and nonnegative integers µ, where 1 = (1, 1, . . . , 1). It is known that f is
L\-convex if and only if it satisfies discrete midpoint convexity (1.3) for all x, y ∈ Zn, or,
equivalently, for all points x, y at `∞-distance 1 or 2 (see Theorem 2.8). Thus, the class of L\-
convex functions coincides with the two equivalent classes DMC(≥1) = DMC(1) ∩ DMC(2).
L\-convex functions form a major class of discrete convex functions and have applications
in several fields including image processing [23], auction theory [25, 34], inventory theory
[38, 41], and scheduling [3].
Separable convex functions are a special case of L\-convex functions. A function f :
Zn → R ∪ {+∞} in x = (x1, . . . , xn) is called separable convex if it can be represented as
f (x) = ϕ1(x1) + · · · + ϕn(xn) with univariate discrete convex functions ϕi : Z → R ∪ {+∞}
satisfying discrete midpoint convexity at distance two: ϕi(t − 1) + ϕi(t + 1) ≥ 2ϕi(t) for all
t ∈ Z.
A function f : Zn → R ∪ {+∞} is called integrally convex [5] if its local convex envelope
f˜ : Rn → R ∪ {+∞} defined by (1.4) is (globally) convex in the ordinary sense. Note
that f˜ can be viewed as the collection of convex envelopes of f in each unit hypercube
{x ∈ Rn | ai ≤ xi ≤ ai + 1 (i = 1, . . . , n)} with a ∈ Zn. Integrally convex functions constitute a
common framework for discrete convex functions, including separable convex and L\-convex
functions as well as M\-convex, L\2-convex and M
\
2-convex functions [30], and BS-convex
and UJ-convex functions [7]. Submodular integrally convex functions are exactly L\-convex
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WDMC(1) : all functions
DMC(1) : submodular
WDMC(2) = WDMC(≥1) : integrally convex
DMC(1) ∩WDMC(2) : submodular integrally convex
= DMC(1) ∩ DMC(2)
= DMC(≥1) : L\-convex
$ DMC(2) ∩ DMC(3) = DMC(≥2) : globally discrete midpoint convex
$ DMC(2) : locally discrete midpoint convex
$ WDMC(2) : integrally convex
Figure 1: Function classes defined by discrete midpoint convexity (dom f : discrete rectangle)
functions [8]. The concept of integral convexity is used in formulating discrete fixed point
theorems [16, 17, 40]. In game theory the integral concavity of payoff functions guarantees
the existence of a pure strategy equilibrium in finite symmetric games [18].
In the case of a rectangular domain, integrally convex functions were shown to coincide
with the equivalent classes WDMC(2) = WDMC(≥2) already in the seminal paper [5] (see
Theorem 2.1). In the following section we clarify that the same relation holds in the case
of integrally convex domains (to be defined below). For more general domains we might
have WDMC(2) , WDMC(≥2). However, as we show in Appendix A, WDMC(≥2) always
coincides with the class of integrally convex functions. To complete the picture, note that
weak discrete midpoint convexity (1.5) trivially holds for any function and for all points x, y
at `∞-distance 1. Thus WDMC(1) contains all functions.
After describing the classes DMC(1), DMC(≥1) = DMC(1) ∩ DMC(2), WDMC(1), and
WDMC(≥1) = WDMC(1) ∩WDMC(2), one might think of the classes DMC(k) or DMC(≥k)
or WDMC(k) or WDMC(≥k) for k ≥ 3. However, it does not seem interesting to consider
such classes of functions that satisfy (weak) discrete midpoint convexity only for all x, y ∈ Zn
with ‖x−y ‖∞ ≥ 3, since this condition is not even sufficient for the standard one-dimensional
discrete convexity on Z. For example, the function g : Z → R with g(0) = 2 and g(z) = z2
for z , 0 satisfies discrete midpoint convexity for all x, y ∈ Z with ‖x − y ‖∞ ≥ 3, but is not
discrete convex on Z.
Thus, the only potentially interesting classes of discrete midpoint convex functions that
have not yet been investigated are the classes DMC(2) and DMC(≥2), which we call lo-
cally discrete midpoint convex functions1 and globally discrete midpoint convex functions,
respectively. We analyze their properties in Sections 2.4 and 3–5, where we also prove that
DMC(≥2) = DMC(2) ∩ DMC(3) (Proposition 3.3), thus showing that no intermediate class
of discrete midpoint convex functions exists between locally and globally midpoint convex
functions.
2.2 Weak discrete midpoint convexity and integral convexity
Recall that a function f : Zn → R∪ {+∞} is said to be integrally convex [5] if its local convex
envelope f˜ : Rn → R ∪ {+∞} defined by (1.4) with respect to the integral neighborhood
N(x) = {z ∈ Zn | |xi − zi| < 1 (i = 1, . . . , n)} (x ∈ Rn) is convex on Rn.
1Locally discrete midpoint convex functions have been previously called directed integrally convex functions
in the preliminary paper [26] which anticipates part of the results of this paper.
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A set S ⊆ Zn is said to be integrally convex if the convex hull S of S coincides with the
union of the convex hulls of S ∩ N(x) over x ∈ Rn, i.e., if, for any x ∈ Rn, x ∈ S implies
x ∈ S ∩ N(x). A set S ⊆ Zn is integrally convex if and only if its indicator function δS is
an integrally convex function, where the indicator function δS is defined by δS (x) = 0 for
x ∈ S and δS (x) = +∞ for x < S . An integrally convex set is “hole-free” in the sense of
S = S ∩ Zn. The effective domain dom f = {x ∈ Zn | f (x) < +∞} and the set of minimizers
of an integrally convex function f are both integrally convex [30, Proposition 3.28].
Integral convexity can be characterized by a local condition under the assumption that
the effective domain is an integrally convex set. The following theorem is proved in [5,
Proposition 3.3] when the effective domain is an integer interval (discrete rectangle) and in
the general case in [27, Theorem 2.3].
Theorem 2.1 ([5, 27]). Let f : Zn → R ∪ {+∞} be a function with an integrally convex
effective domain. Then the following properties are equivalent:
(a) f is integrally convex.
(b) For every x, y ∈ Zn with ‖x − y‖∞ = 2 we have
f (x) + f (y) ≥ 2 f˜
( x + y
2
)
. (2.3)
Since integral convexity clearly implies weak discrete midpoint convexity for any pair of
points x, y ∈ Zn, and the condition in part (b) of Theorem 2.1 is the local version of weak
discrete midpoint convexity that defines WDMC(2), we obtain the following characterization
of integral convexity in terms of “local” or “global” weak discrete midpoint convexity.
Corollary 2.2. Let f : Zn → R ∪ {+∞} be a function with an integrally convex effective
domain. Then the following properties are equivalent2:
(a) f is integrally convex.
(b) f ∈WDMC(2).
(c) f ∈WDMC(≥1).
One of the most useful properties of convex functions is the local characterization of
global minima. This property holds for integrally convex functions in the following form.
Theorem 2.3 ([5, Proposition 3.1]; see also [30, Theorem 3.21]). Let f : Zn → R ∪ {+∞}
be an integrally convex function and x∗ ∈ dom f . Then x∗ is a minimizer of f if and only if
f (x∗) ≤ f (x∗ + d) for all d ∈ {−1, 0,+1}n.
Theorem 2.3 above can be generalized to the following “box-barrier property” (see Fig. 2),
of which Theorem 2.3 is a special case with p = xˆ − 1 and q = xˆ + 1.
Theorem 2.4 (Box-barrier property [26, 27]). Let f : Zn → R∪{+∞} be an integrally convex
function, and let p ∈ (Z ∪ {−∞})n and q ∈ (Z ∪ {+∞})n, where p ≤ q. Define
S = {x ∈ Zn | pi < xi < qi (i = 1, . . . , n)},
W+i = {x ∈ Zn | xi = qi, p j ≤ x j ≤ q j ( j , i)} (i = 1, . . . , n),
W−i = {x ∈ Zn | xi = pi, p j ≤ x j ≤ q j ( j , i)} (i = 1, . . . , n),
and W =
⋃n
i=1(W
+
i ∪W−i ). Let xˆ ∈ S ∩ dom f . If f (xˆ) ≤ f (y) for all y ∈ W, then f (xˆ) ≤ f (z)
for all z ∈ Zn \ S .
2(a) and (c) are equivalent without the assumption of dom f being integrally convex; see Appendix A.
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(a) integrally convex (b) not integrally convex (c) not integrally convex
Figure 1: Concept of integrally convex sets S for n = 2 (• ∈ S , ◦ < S )
xˆ
SW−1 W
+
1
W+2
W−2
Figure 2: Box-barrier property (◦ ∈ S , • ∈ W)
Proof. The claims (1) to (3) follow easily from the definition of integrally convex func-
tions and the obvious relations: N(z + x) = {z + y | y ∈ N(x)}, N((xσ(1), . . . , xσ(n))) =
{(yσ(1), . . . , yσ(n)) | y ∈ N(x)}, and N((s1x1, . . . , snxn)) = {(s1y1, . . . , snyn) | y ∈ N(x)}. □
Integral convexity of a function can be characterized by a local condition under the as-
sumption that the effective domain is an integrally convex set. The following theorem is
proved in [2] when the effective domain is an integer interval (discrete rectangle). An alter-
native proof, which is also valid for the general case, is given in Appendix A.
Theorem 2.3 ([2, Proposition 3.3]). Let f : Zn → R ∪ {+∞} be a function with an integrally
convex effective domain. Then the following properties are equivalent:
(a) f is integrally convex.
(b) For every x, y ∈ dom f with ∥x − y∥∞ = 2 we have
f˜
( x + y
2
)
≤ 1
2
( f (x) + f (y)). (2.2)
Theorem 2.4 ([2, Proposition 3.1]; see also [23, Theorem 3.21]). Let f : Zn → R ∪ {+∞}
be an integrally convex function and x∗ ∈ dom f . Then x∗ is a minimizer of f if and only if
f (x∗) ≤ f (x∗ + d) for all d ∈ {−1, 0,+1}n.
The local characterization of global minima stated in Theorem 2.4 above can be general-
ized to the following form; see Fig. 2.
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2.3 Discrete midpoint convex sets
We call a set S ⊆ Zn discrete midpoint convex if
x, y ∈ S , ‖x − y‖∞ ≥ 2 =⇒
⌈ x + y
2
⌉
,
⌊ x + y
2
⌋
∈ S . (2.4)
For comparison we recall [30] that a set S ⊆ Zn is called L\-convex if d(x + y)/2e , b(x + y)/2c ∈
S for all x, y ∈ S .
Proposition 2.5.
(1) An L\-convex set is discrete midpoint convex.
(2) A discrete midpoint convex set is integrally convex.
Proof. (1) is obvious, whereas the proof of (2) is given in Section 8.1. 
The following prop sition states some straightf ward proper ies of discrete midpoint
convex sets.
Proposition 2.6.
(1) Every subset of {0, 1}n is discrete midpoint convex.
(2) The intersection of two (or more) discrete midpoint convex sets is discrete midpoint con-
vex.
Remark 2.1. The inclusion relations among the classes of L\-convex sets, discrete mid-
point convex sets, and integrally convex sets are all proper. That is, {L\-convex sets} $
{discrete midpoint convex sets} $ {integrally convex sets}. For example, the set {(1, 0), (0, 1)}
is a discrete midpoint convex set that is not L\-convex. The set {(x1, x2) ∈ Z2 | x1 + x2 = 0} is
an integrally convex set that is not discrete midpoint convex.
Remark 2.2. A set S ⊆ Zn is called L\2-convex if it can be represented as the Minkowski sum
of two L\-convex sets. There is no inclusion relation between L\2-convex sets and discrete
midpoint convex sets. For example, the set {(1, 0), (0, 1)} is a discrete midpoint convex set
that is not L\2-convex. The set {(0, 0, 0, 0), (0, 1, 1, 0), (1, 1, 0, 0), (1, 2, 1, 0)} is an L\2-convex set
that is not discrete midpoint convex. Indeed, this set is the Minkowski sum of two L\-convex
sets {(0, 0, 0, 0), (1, 1, 0, 0)} and {(0, 0, 0, 0), (0, 1, 1, 0)}, and (2.4) fails for x = (0, 0, 0, 0) and
y = (1, 2, 1, 0).
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Figure 1: Subsets Ak and Bk in (??) for y − x = (4, 2, 1, 0,−1,−2,−2) in Example ??
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Figure 3: Subsets Ak and Bk in (2.6) for y − x = (4, 2, 1, 0,−1,−2,−2) in Example 2.1
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J = {1}, d = (1,−1)
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J = {3}, d = (1, 0)
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J = {3, 4}, d = (2, 0)
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y
d
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J = {1, 3}, d = (2,−1)
Figure 4: Parallelogram property for Example 3.1 (x = (0, 0), y = (4,−2))
Proof. The proof is given in Section 9.2. □
The property shown in Theorem 3.3 will be referred to as the “parallelogram property”
of discrete midpoint convex sets, as a parallelogram is formed by the four points x, x + d, y,
and y − d (cf. Fig. 3). This property will be used to establish the “parallelogram inequality,”
a key property of discrete midpoint convex functions, in Theorem 4.1.
Example 3.1. For x = (0, 0) and y = (4,−2), the decomposition (3.2) is given as y − x =
(4,−2) = (1,−1) + (1,−1) + (1, 0) + (1, 0) with (A1, B1) = (A2, B2) = ({1}, {2}), (A3, B3) =
(A4, B4) = ({1}, ∅), and m = 4. Suppose that x and y are contained in a discrete midpoint
convex set S . Different choices of J ⊆ {1, 2, 3, 4} in Theorem 3.3 generate different points
x + d, y − d contained in S , as illustrated in Fig. 4.
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Besides midpoint convexity, a convex set S in Rn has the property that for two points x
and y in S and a direction vector d = t(y − x) from x to y with 0 ≤ t ≤ 1, both x + d and
y − d belong to S . Theorem 2.7 below shows a discrete analogue of this property, where the
direction vector d is discretized in a specific manner.
For any pair of distinct vectors x, y ∈ Zn, we can consider a decomposition of y − x into
vectors of {−1, 0,+1}n as
y − x =
m∑
k=1
(1Ak − 1Bk), (2.5)
where m = ‖y − x‖∞, 1A is the characteristic vector of A ⊆ {1, . . . , n},
Ak = {i | yi − xi ≥ m + 1 − k}, Bk = {i | yi − xi ≤ −k} (k = 1, . . . ,m). (2.6)
Note that A1 ⊆ A2 ⊆ · · · ⊆ Am, B1 ⊇ B2 ⊇ · · · ⊇ Bm, Am ∩ B1 = ∅, and A1 ∪ Bm , ∅.
Example 2.1. Figure 3 shows the subsets Ak and Bk in (2.6) for x = (0, 0, 0, 0, 0, 0, 0) and
y = (4, 2, 1, 0,−1,−2,−2). We have m = 4, (A1, A2, A3, A4) = ({1}, {1}, {1, 2}, {1, 2, 3}) and
(B1, B2, B3, B4) = ({5, 6, 7}, {6, 7}, ∅, ∅). Accordingly, the decomposition (2.5) is given by y −
x = (4, 2, 1, 0,−1,−2,−2) = (1, 0, 0, 0,−1,−1,−1)+(1, 0, 0, 0, 0,−1,−1)+(1, 1, 0, 0, 0, 0, 0)+
(1, 1, 1, 0, 0, 0, 0).
Theorem 2.7. Let S ⊆ Zn be discrete midpoint convex set, x, y ∈ S , and d = ∑k∈J(1Ak −1Bk)
for some J ⊆ {1, 2, . . . ,m}. The x + d ∈ S and y − d ∈ S .
Proof. The proof is given in Section 8.2. 
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8
xy
x + d
y − d
d
−d
1
)
Figure 3: Parallelogram property
x
y
x + d
y − d
d
−d

Figure 3: Parallelogram property
x
y
d
−d
J = {1}, d = (1,−1)
x
y
d
−d
J = {3}, d = (1, 0)
x
y
d
−d
J = {3, 4}, d = (2, 0)
x
y
d
−d
J = {1, 3}, d = (2,−1)
Figure 4: Parallelogram property for Example 3.1 (x = (0, 0), y = (4,−2))
Proof. The proof is given in Section 9.2. □
The property shown in Theorem 3.3 will be referred to as the “parallelogram property”
of discrete midpoint convex sets, as a parallelogram is formed by the four points x, x + d, y,
and y − d (cf. Fig. 3). This property will be used to establish the “parallelogram inequality,”
a key property of discrete midpoint convex functions, in Theorem 4.1.
Example 3.1. For x = (0, 0) and y = (4,−2), the decomposition (3.2) is given as y − x =
(4,−2) = (1,−1) + (1,−1) + (1, 0) + (1, 0) with (A1, B1) = (A2, B2) = ({1}, {2}), (A3, B3) =
(A4, B4) = ({1}, ∅), and m = 4. Suppose that x and y are contained in a discrete midpoint
convex set S . Different choices of J ⊆ {1, 2, 3, 4} in Theorem 3.3 generate different points
x + d, y − d contained in S , as illustrated in Fig. 4.
10
Figure 4: Parallelogram property
Proof. The proof is given in Section 9.2. □
The property shown in Theorem 3.3 will be referred to as the “parallelogram property”
of discrete midpoint convex sets, as a parallelogram is formed by the four points x, x + d, y,
and y − d (cf. Fig. 4). This property will be used to establish the “parallelogram inequality,”
a key property of discrete midpoint convex functions, in Theorem 4.1.
Example 3.1. For x = (0, 0) and y = (4,−2), the decomposition (3.2) is given as y − x =
(4,−2) = (1,−1) + (1,−1) + (1, 0) + (1, 0) with (A1, B1) = (A2, B2) = ({1}, {2}), (A3, B3) =
(A4, B4) = ({1}, ∅), and m = 4. Suppose that x and y are contained in a discrete midpoint
convex set S . Different choices of J ⊆ {1, 2, 3, 4} in Theorem 3.3 generate different points
x + d, y − d contained in S , as illustrated in Fig. 6.
x
y
d
−d
J = {1}, d = (1,−1)
R
I
x
y
d
−d
J = {3}, d = (1, 0)
-
ff
x
y
d
−d
J = {3, 4}, d = (2, 0)
-
ff
x
y
d
−d
J = {1, 3}, d = (2,−1)
jY
Figure 5: Parallelogram property for Example 3.1 (x = (0, 0), y = (4,−2))
10
Figure 5: P rallelogram property for = (0, 0), y = (4,−2) in Example 2.2
Example 2.2. For x = (0, 0) and y = (4,−2), the decomposition (2.5) is given as y − x =
(4,−2) = (1,−1) + (1,−1) + (1, 0) + (1, 0) with m = 4, (A1, B1) = (A2, B2) = ({1}, {2}), and
(A3, B3) = (A4, B4) = ({1}, ∅). Suppose that x and y are contained in a discrete midpoint
convex set S . Different choices of J ⊆ {1, 2, 3, 4} in Theorem 2.7 generate different points
x + d, y − d contained in S , as illustrated in Fig. 5.
2.4 Discrete midpoint convex functions
In this section we consider discrete midpoint convexity
f (x) + f (y) ≥ f
(⌈ x + y
2
⌉)
+ f
(⌊ x + y
2
⌋)
(2.7)
for functions f : Zn → R ∪ {+∞}.
In Section 2.1 we have defined L\-convex functions in terms of translation-submodularity
(2.2). However, L\-convexity can be viewed as a type of discrete midpoint convexity by the
following known result.
Theorem 2.8 ([5, 8, 30]). For f : Zn → R ∪ {+∞} the following conditions, (a) to (d), are
equivalent:3
(a) f satisfies translation-submodularity (2.2).
(b) f satisfies discrete midpoint convexity (2.7) for all x, y ∈ Zn, i.e., f ∈ DMC(≥1).
(c) f satisfies discrete midpoint convexity (2.7) for all x, y ∈ Zn with ‖x − y‖∞ ≤ 2,
i.e., f ∈ DMC(1) ∩ DMC(2), and the effective domain has the property: x, y ∈ dom f ⇒
d(x + y)/2e , b(x + y)/2c ∈ dom f .
(d) f is integrally convex and submodular4.
We call a function f : Zn → R ∪ {+∞} locally discrete midpoint convex if dom f is a
discrete midpoint convex set and the discrete midpoint convexity (2.7) is satisfied by every
pair (x, y) ∈ Zn × Zn with ‖x − y‖∞ = 2 (exactly equal to 2). We call a function f : Zn →
R∪{+∞} globally discrete midpoint convex if the discrete midpoint convexity (2.7) is satisfied
by every pair (x, y) ∈ Zn × Zn with ‖x − y‖∞ ≥ 2. The effective domain of a globally discrete
midpoint convex function is necessarily a discrete midpoint convex set.
Proposition 2.9. For a globally discrete midpoint convex function f , the effective domain
dom f is a discrete midpoint convex set.
3Z-valued functions are treated in [8, Theorem 3], but the proof is valid for R-valued functions.
4If dom f is a discrete rectangular domain (box), condition (d) can be written “ f ∈ DMC(1) ∩WDMC(2)”
as in Fig. 1.
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Proof. It follows from (2.7) for ‖x − y‖∞ ≥ 2 that S = dom f satisfies (2.4). 
We have the following inclusion relations among the function classes:
{ L\-convex } = { submodular integrally convex }
$ { globally discrete midpoint convex }
$ { locally discrete midpoint convex }
$ { integrally convex }, (2.8)
as proved below. Using the notation of the Introduction, we can express (2.8) as DMC(≥1) $
DMC(≥2) $ DMC(2) $ WDMC(≥1).
Theorem 2.10.
(1) An L\-convex function is globally discrete midpoint convex.
(2) A globally discrete midpoint convex function is locally discrete midpoint convex.
(3) A locally discrete midpoint convex function is integrally convex.
Proof. (1) This is immediate from the characterizations of L\-convex functions by discrete
midpoint convexity in Theorem 2.8.
(2) Let f be a globally discrete midpoint convex function. By Proposition 2.9, dom f is
a discrete midpoint convex set. The discrete midpoint convexity (2.7) when ‖x − y‖∞ = 2 is
obviously true, since it is true when ‖x − y‖∞ ≥ 2.
(3) Let f be a locally discrete midpoint convex function. Then dom f is a discrete mid-
point convex set, which is an integrally convex set by Proposition 2.5. We use the charac-
terization of integrally convex functions stated in Theorem 2.1. Recall that, for u ∈ Rn, f˜ (u)
denotes the local convex extension of f with respect to the integer neighborhood N(u). Take
integer points x, y ∈ dom f with ‖x − y‖∞ = 2. For u = (x + y)/2 , both due and buc belong
to N(u), and therefore 2 f˜ (u) ≤ f (due) + f (buc) ≤ f (x) + f (y), where the second inequality
is due to (2.7). Thus, f satisfies condition (b) in Theorem 2.1, and therefore it is integrally
convex. 
The inclusions in (2.8) are all proper. The examples in Remark 2.1 in Section 2.3 show
this for the first and third “$” since a set S ⊆ Zn is discrete midpoint convex if and only
if its indicator function δS is a (globally or locally) discrete midpoint convex function. The
difference between global and local versions is demonstrated in the following examples.
Example 2.3. f (x1, x2) = |x1 + x2| is a locally discrete midpoint convex function on dom f =
Z2, satisfying the discrete midpoint convexity (2.7) when ‖x − y‖∞ = 2. For x = (0, 0) and
y = (3,−3) with ‖x − y‖∞ = 3 we have d(x + y)/2e = (2,−1) and b(x + y)/2c = (1,−2), and
therefore, f (x) + f (y) = 0 + 0, f
(⌈
x+y
2
⌉)
+ f
(⌊
x+y
2
⌋)
= 1 + 1. This shows a failure of (2.7).
Hence f is not globally discrete midpoint convex.
Example 2.4. Let f (x) = x>Qx with Q =
[
1 c
c 1
]
for x ∈ Z2. It can be verified from the
definitions (or by Propositions 7.3, 7.6, and 7.5 in Section 7) that
• f is L\-convex if and only if −1 ≤ c ≤ 0,
• f is globally discrete midpoint convex if and only if −1 ≤ c ≤ 4/5,
• f is locally discrete midpoint convex if and only if −1 ≤ c ≤ 1.
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Further relations among the function classes in some special cases are shown next.
Proposition 2.11.
(1) Every function on the unit hypercube {0, 1}n is globally (and hence locally) discrete mid-
point convex.
(2) For n = 2, every integrally convex function on a discrete midpoint convex set is locally
discrete midpoint convex5.
(3) Let f be a submodular function on Zn. Then f is integrally convex if and only if it is
(globally or locally) discrete midpoint convex.
Proof. (1) There exist no x, y ∈ {0, 1}n with ‖x − y‖∞ = 2. Therefore, the condition for global
discrete midpoint convexity is satisfied vacuously.
(2) Suppose that f is integrally convex, and take any x, y ∈ Z2 with ‖x − y‖∞ = 2, and let
u = (x + y)/2. Since n = 2, N (u) = {due , buc} if u < Z2 and N (u) = {u} if u ∈ Z2. Hence, the
integral convexity (2.3) in Theorem 2.1 implies the discrete midpoint convexity (2.7).
(3) By Theorem 2.10 or (2.8), a (globally or locally) discrete midpoint convex function
is integrally convex, irrespective of submodularity. If f is a submodular function that is
integrally convex, then it is L\-convex by Theorem 2.8, and hence globally discrete midpoint
convex by Theorem 2.10 (1). This completes the proof of (3), since global discrete midpoint
convexity implies local discrete midpoint convexity by Theorem 2.10 (2). 
In the case of n = 2 the inclusion relations in (2.8) are modified to
{ L\-convex } $ { globally discrete midpoint convex }
$ { locally discrete midpoint convex } = { integrally convex } (2.9)
by Example 2.4 and Proposition 2.11(2).
For discrete midpoint convexity of the minimizers we have the following statements.
Proposition 2.12. For a globally discrete midpoint convex function f , the set of the minimiz-
ers arg min f is a discrete midpoint convex set.
Proof. It follows from (2.7) that S = arg min f satisfies (2.4). 
Remark 2.3. The set of the minimizers of a locally discrete midpoint convex function f is
not necessarily a discrete midpoint convex set. For example, f (x1, x2) = |x1 + x2| is locally
discrete midpoint convex on Z2, but arg min f = {(t,−t) | t ∈ Z} is not a discrete midpoint
convex set. It should be clear that no local version of discrete midpoint convexity is defined
for sets.
Simple operations valid for globally or locally discrete midpoint convex functions are
listed below. The scaling operation will be treated separately in Section 4.
Proposition 2.13. Let f : Zn → R ∪ {+∞} be globally discrete midpoint convex functions.
(1) For any z ∈ Zn, f (z + x) is globally discrete midpoint convex in x.
(2) For any permutation σ of (1, 2, . . . , n), f (xσ(1), xσ(2), . . . , xσ(n)) is globally discrete mid-
point convex in x.
(3) f (−x1,−x2, . . . ,−xn) is globally discrete midpoint convex in x.
(4) For any a1, a2 ≥ 0 and globally discrete midpoint convex functions f1, f2 : Zn → R∪{+∞},
function g = a1 f1 + a2 f2 is globally discrete midpoint convex. That is, the class of globally
discrete midpoint convex functions forms a convex cone.
5Example 2.3 shows that we cannot replace “locally” with “globally” in this statement.
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Proof. (1)–(3) Obvious. (4) The inequality (2.7) for g follows immediately from adding (2.7)
for a1 f1 and a2 f2. 
Proposition 2.14. The statements (1)–(4) in Proposition 2.13 are true for locally discrete
midpoint convex functions.
Proof. (1)–(3) Obvious. (4) The effective domain dom g is discrete midpoint convex, since
dom g = dom f1 ∩ dom f2 and the intersection of two discrete midpoint convex sets is dis-
crete midpoint convex (Proposition 2.6 (2)). The rest of the proof is the same as that of
Proposition 2.13 (4). 
Remark 2.4. For a (globally or locally) discrete midpoint convex function f , the function
with individual sign inversion of variables, f (s1x1, s2x2, . . . , snxn) with si ∈ {+1,−1} (i =
1, 2, . . . , n), is not necessarily (globally or locally) discrete midpoint convex in x, though
it remains integrally convex in x. For example, f (x1, x2, x3) = max(x1, x2, x3) is globally
discrete midpoint convex, but g(x1, x2, x3) = f (x1, x2,−x3) = max(x1, x2,−x3) is not even
locally discrete midpoint convex, since it fails to satisfy the inequality (2.7) for x = (0, 0, 0)
and y = (−2,−1, 1). Indeed, we have d(x + y)/2e = (−1, 0, 1) and, b(x + y)/2c = (−1,−1, 0),
and therefore, g(x) + g(y) = 0 + (−1), g
(⌈
x+y
2
⌉)
+ g
(⌊
x+y
2
⌋)
= 0 + 0.
Remark 2.5. The concept of L-extendable functions [10] is defined for functions on the
product of trees in terms of some variant of discrete midpoint convexity. When specialized to
functions on Zn, a function f : Zn → R∪{+∞} is L-extendable if and only if f (x) = g(2x) for
some UJ-convex [7] function g : Zn → R ∪ {+∞}. The class of L-extendable functions does
not contain, nor is contained by, the class of (globally or locally) discrete midpoint convex
functions, as demonstrated by Examples 2.5 and 2.6 below. In the case of n = 2, however,
the class of L-extendable functions coincides with that of locally discrete midpoint convex
functions (see also (2.9)).
Example 2.5. The function f : Z3 → R∪{+∞} defined by f (1, 0, 0) = f (0, 1, 0) = f (0, 0, 1) =
0 with dom f = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} is not L-extendable by [12, Theorem 1], whereas
it is globally discrete midpoint convex by Proposition 2.11(1).
Example 2.6. The function f : Z3 → R defined by f (x1, x2, x3) = max(x1, x2,−x3) is L-
extendable, whereas it is not locally discrete midpoint convex. The L-extendability follows
from the facts that (i) g(x1, x2, x3) = max(x1, x2, x3) is L\-convex, (ii) every L\-convex function
is L-extendable, and (iii) if a function is L-extendable, so is the function with individual
sign inversion of variables. However, the discrete midpoint convexity (2.7) fails for f with
x = (0, 0, 0) and y = (−2,−1, 1); see Remark 2.4.
Remark 2.6. For a univariate discrete convex function6 ϕ : Z → R ∪ {+∞}, we call diff-
convex and sum-convex the functions of two variables of the form ϕ(s − t) and ϕ(s + t),
respectively, where (s, t) ∈ Z2. It is straightforward to verify that diff-convex and sum-convex
functions are locally discrete midpoint convex. A function f : Zn → R ∪ {+∞} is called
2-separable convex [10] if it can be expressed as the sum of univariate convex, diff-convex
and sum-convex functions, i.e., if
f (x1, . . . , xn) =
n∑
i=1
ϕi(xi) +
∑
i, j
ϕi j(xi − x j) +
∑
i, j
ψi j(xi + x j), (2.10)
6A univariate discrete convex function means a function ϕ : Z→ R∪{+∞} such that ϕ(t−1)+ϕ(t+1) ≥ 2ϕ(t)
for all t ∈ Z.
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where ϕi, ϕi j, ψi j : Z → R ∪ {+∞} (i, j = 1, . . . , n; i , j) are univariate convex functions.
A function f is called 2-separable diff-convex if the sum-convex terms are not involved in
(2.10), i.e., if
f (x1, . . . , xn) =
n∑
i=1
ϕi(xi) +
∑
i, j
ϕi j(xi − x j). (2.11)
It is known that a 2-separable diff-convex function is L\-convex, [30, 31] and a 2-separable
convex function is L-extendable [10]. However, a 2-separable convex function is not neces-
sarily locally discrete midpoint convex. For example, consider f (x1, x2, x3) = (x1 + x2)2 for
n = 3. This is a 2-separable convex function that is not locally discrete midpoint convex.
Indeed, for x = (1, 0, 0) and y = (0, 1, 2), we have z =
⌈
x+y
2
⌉
= (1, 1, 1), w =
⌊
x+y
2
⌋
= (0, 0, 1),
and f (x) + f (y) = 1 + 1 < f (z) + f (w) = 4 + 0.
3 Parallelogram Inequality
An interesting inequality, to be named “parallelogram inequality,” can be established for
(globally or locally) discrete midpoint convexity functions.
Theorem 3.1 (Parallelogram inequality). Let f : Zn → R ∪ {+∞} be a (globally or locally)
discrete midpoint convex function, x ∈ dom f , and {A1, A2, . . . , Am; B1, B2, . . . , Bm} be a multi-
set of subsets of {1, 2, . . . , n} such that A1 ⊆ A2 ⊆ · · · ⊆ Am, B1 ⊇ B2 ⊇ · · · ⊇ Bm, Am∩B1 = ∅,
A1 ∪ Bm , ∅. For any bipartition (I, J) of {1, 2, . . . ,m} (I ∩ J = ∅ and I ∪ J = {1, 2, . . . ,m})
we have
f (x) + f (x + d1 + d2) ≥ f (x + d1) + f (x + d2), (3.1)
where d1 =
∑
i∈I
(1Ai − 1Bi) and d2 =
∑
j∈J
(1A j − 1B j).
Proof. For y = x + d1 + d2 = x +
∑m
k=1(1Ak − 1Bk) we may assume y ∈ dom f , since otherwise
(3.1) is trivially true with f (x + d1 + d2) = +∞. Let d11, . . . , d|I|1 denote the vectors 1Ai − 1Bi
(i ∈ I), and similarly, d12, . . . , d|J|2 the vectors 1A j − 1B j ( j ∈ J). For k = 0, 1, . . . , |I| and
l = 0, 1, . . . , |J| define
x(k, l) = x +
k∑
i=1
di1 +
l∑
j=1
d j2.
By Theorem 2.7, we have x(k, l) ∈ dom f for all (k, l) with 0 ≤ k ≤ |I| and 0 ≤ l ≤ |J|. Note
that (3.1) is rewritten as
f (x(0, 0)) + f (x(|I|, |J|)) ≥ f (x(|I|, 0)) + f (x(0, |J|)). (3.2)
Let 1 ≤ k ≤ |I| and 1 ≤ l ≤ |J|. We make use of the following properties of the vectors dk1
and dl2:
‖dk1 + dl2‖∞ = 2,
⌈
(dk1 + d
l
2)/2
⌉
= max(dk1, d
l
2),
⌊
(dk1 + d
l
2)/2
⌋
= min(dk1, d
l
2),
where max(·, ·) and min(·, ·) denote the vectors of componentwise maximum and minimum,
respectively. This follows from the fact that dk1 = 1Ai−1Bi for some i = ik ∈ I and dl2 = 1A j−1B j
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for some j = jl ∈ J, where (Ai ∩ A j) ∪ (Bi ∩ B j) is nonempty and either [Ai ⊆ A j, Bi ⊇ B j,
A j ∩ Bi = ∅] or [A j ⊆ Ai, B j ⊇ Bi, Ai ∩ B j = ∅] according as i < j or i > j.
Since ‖x(k, l) − x(k − 1, l − 1)‖∞ = ‖dk1 + dl2‖∞ = 2, we can use the discrete midpoint
convexity (2.7) to obtain
f (x(k − 1, l − 1)) + f (x(k, l))
≥ f (d(x(k − 1, l − 1) + x(k, l))/2e) + f (b(x(k − 1, l − 1) + x(k, l))/2c). (3.3)
By x(k, l) = x(k − 1, l − 1) + dk1 + dl2 we have
d(x(k − 1, l − 1) + x(k, l))/2e
= x(k − 1, l − 1) +
⌈
(dk1 + d
l
2)/2
⌉
= x(k − 1, l − 1) + max(dk1, dl2)
=
{
x(k − 1, l − 1) + dk1 = x(k, l − 1) (ik > jl),
x(k − 1, l − 1) + dl2 = x(k − 1, l) (ik < jl),
b(x(k − 1, l − 1) + x(k, l))/2c
= x(k − 1, l − 1) +
⌊
(dk1 + d
l
2)/2
⌋
= x(k − 1, l − 1) + min(dk1, dl2)
=
{
x(k − 1, l − 1) + dl2 = x(k − 1, l) (ik > jl),
x(k − 1, l − 1) + dk1 = x(k, l − 1) (ik < jl).
This shows that the right-hand side of (3.3) is equal to f (x(k, l−1))+ f (x(k−1, l)). Therefore,
f (x(k − 1, l − 1)) + f (x(k, l)) ≥ f (x(k, l − 1)) + f (x(k − 1, l)).
By adding these inequalities for (k, l) with 1 ≤ k ≤ |I| and 1 ≤ l ≤ |J|, we obtain (3.2).
It is emphasized that all the terms that are cancelled in this addition of inequalities are finite-
valued, since x(k, l) ∈ dom f for all (k, l) with 0 ≤ k ≤ |I| and 0 ≤ l ≤ |J|, by Theorem 2.7. 
Theorem 3.1 can be recast into the following form, which is more convenient in some
applications. See also Figs. 4 and 5.
Theorem 3.2. Let f : Zn → R ∪ {+∞} be a (globally or locally) discrete midpoint convex
function, x, y ∈ dom f , and d = ∑k∈J(1Ak − 1Bk) for some J ⊆ {1, 2, . . . ,m} in (2.5). Then
f (x) + f (y) ≥ f (x + d) + f (y − d). (3.4)
As an application of the parallelogram inequality we show some properties of locally
discrete midpoint convex functions. By definition, they satisfy inequality (2.7) for x and y
with ‖x − y‖∞ = 2. Here we are interested in this inequality for distant pairs (x, y) with
‖x − y‖∞ ≥ 3. Example 2.3 shows that (2.7) is not always satisfied if ‖x − y‖∞ ≥ 3.
Proposition 3.3. Let f : Zn → R ∪ {+∞} be a locally discrete midpoint convex function.
(1) Discrete midpoint convexity (2.7) holds for all x, y ∈ Zn with x ≤ y.
(2) Discrete midpoint convexity (2.7) holds for all x, y ∈ Zn with ‖x − y‖∞ even.
(3) If, in addition, (2.7) holds for all x, y ∈ Zn with ‖x − y‖∞ = 3, then (2.7) holds for all
x, y ∈ Zn with ‖x − y‖∞ ≥ 2, that is, f is globally discrete midpoint convex.
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Proof. Consider the representation y − x = ∑mk=1(1Ak − 1Bk) as in (2.5), where m = ‖x − y‖∞,
A1 ⊆ A2 ⊆ · · · ⊆ Am, B1 ⊇ B2 ⊇ · · · ⊇ Bm, Am ∩ B1 = ∅, and A1 ∪ Bm , ∅.
(1) We use the parallelogram inequality (3.1) in Theorem 3.1. For
I =
{ {m,m − 2, . . . , 2} (m: even),
{m,m − 2, . . . , 1} (m: odd), J =
{ {m − 1,m − 3, . . . , 1} (m: even),
{m − 1,m − 3, . . . , 2} (m: odd),
we can verify
d1 =
∑
i∈I
(1Ai − 1Bi) = d(y − x)/2e = d(x + y)/2e − x,
d2 =
∑
j∈J
(1A j − 1B j) = b(y − x)/2c = b(x + y)/2c − x,
where Bk = ∅ for all k by x ≤ y. Then the parallelogram inequality (3.1) yields the inequality
(2.7).
(2) For I = {2, 4, . . . ,m} and J = {1, 3, . . . ,m − 1}, we have d1 = ∑i∈I(1Ai − 1Bi) =
d(y − x)/2e = d(x + y)/2e − x and d2 = ∑ j∈J(1A j − 1B j) = b(y − x)/2c = b(x + y)/2c − x. Then
the parallelogram inequality (3.1) yields (2.7).
(3) By induction on m = 2, 3, 4, . . ., we prove that (2.7) holds for all x, y ∈ Zn with
‖x − y‖∞ = m. By assumption this is true for m = 2, 3. Take x, y ∈ Zn with ‖x − y‖∞ = m,
where m ≥ 4. In the representation y− x = ∑mk=1(1Ak − 1Bk) we may assume A1 , ∅; otherwise
interchange x and y. By the parallelogram inequality in Theorem 3.2 with d = 1A1 − 1B1 we
have f (x) + f (y) ≥ f (x + d) + f (y− d) = f (x′) + f (y′), where x′ = x + d and y′ = y− d. Since
2 ≤ ‖x′ − y′‖∞ ≤ m − 1, the induction hypothesis gives
f (x′) + f (y′) ≥ f
(⌈
x′ + y′
2
⌉)
+ f
(⌊
x′ + y′
2
⌋)
= f
(⌈ x + y
2
⌉)
+ f
(⌊ x + y
2
⌋)
.
Hence (2.7) holds for m. 
In the notation of the Introduction, Proposition 3.3 (2) shows DMC(2) =
⋂∞
k=1 DMC(2k),
and Proposition 3.3 (3) shows DMC(2) ∩ DMC(3) = DMC(≥2).
Remark 3.1. The local characterization of global minima for discrete midpoint convex func-
tions, which is given in Theorem 2.3 for integrally convex functions, can be derived easily
from the parallelogram inequality in Theorem 3.1.
4 Scaling Operations
In designing efficient algorithms for discrete or combinatorial optimization, the proximity-
scaling approach is a fundamental technique. For a function f : Zn → R ∪ {+∞} in integer
variables and a positive integer α, called a scaling unit, the α-scaling of f means the function
f α defined by f α(x) = f (αx) (x ∈ Zn). The scaled function f α is simpler and hence easier to
minimize. The quality of the obtained minimizer of f α as an approximation to the minimizer
of f is guaranteed by a proximity theorem, which states that a (local) minimum of the scaled
function f α is close to a minimizer of the original function f .
Discrete midpoint convexity is stable under the scaling operation, which is the case for
sets and functions. We denote the set of positive integers by Z++ and the zero vector by 0.
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Proposition 4.1. Let S ⊆ Zn be a discrete midpoint convex set and α ∈ Z++. Then the scaled
set S α = {x ∈ Zn | αx ∈ S } is discrete midpoint convex.
Proof. Let S ⊆ Zn be a discrete midpoint convex set. It suffices to show that, if 0, αx ∈ S
and ‖x‖∞ ≥ 2, then α bx/2c , α dx/2e ∈ S . Since 0, αx ∈ S and S is integrally convex by
Proposition 2.5 (2), we have {0, x, 2x, . . . , (α − 1)x, αx} ⊆ S ∩ Zn = S . The discrete midpoint
convexity (2.4) for the pair (kx, (k + 1)x) of consecutive points implies
kx + bx/2c , kx + dx/2e ∈ S (k = 0, 1, . . . , α − 1). (4.1)
Note that kx and (k + 1)x are at distance ‖kx − (k + 1)x‖∞ = ‖x‖∞ ≥ 2, which allows us to use
(2.4). We will show
kx + (β + 1) bx/2c ∈ S (k = 0, 1, . . . , α − 1 − β), (4.2)
kx + (β + 1) dx/2e ∈ S (k = 0, 1, . . . , α − 1 − β), (4.3)
respectively, by induction on β = 0, 1, . . . , α − 1. For β = α − 1, we have k = 0 from
0 ≤ k ≤ α−1−β, and (4.2) and (4.3) coincide, respectively, with α bx/2c ∈ S and α dx/2e ∈ S .
For β = 0, (4.2) and (4.3) are already shown in (4.1).
Assume now that (4.2) holds for some β ≥ 0, and let k ∈ {0, 1, . . . , α − 2 − β}. Consider
consecutive points kx+(β+1) bx/2c and (k+1)x+(β+1) bx/2c, and note that their `∞-distance
is equal to ‖x‖∞. By applying the discrete midpoint convexity (2.4) to this pair of consecutive
points we obtain
kx + (β + 1) bx/2c + bx/2c = kx + (β + 2) bx/2c ∈ S .
This shows (4.2) for β + 1. By induction we can conclude that (4.2) is true for all β.
The other claim (4.3) can be proved in a similar manner. For a pair of consecutive points
kx + (β + 1) dx/2e and (k + 1)x + (β + 1) dx/2e, the discrete midpoint convexity (2.4) yields
kx + (β + 1) dx/2e + dx/2e = kx + (β + 2) dx/2e ∈ S .
Then (4.3) follows by induction on β. 
Theorem 4.2.
(1) Let f : Zn → R ∪ {+∞} be a globally discrete midpoint convex function and α ∈ Z++.
Then the scaled function f α is globally discrete midpoint convex.
(2) Let f : Zn → R ∪ {+∞} be a locally discrete midpoint convex function and α ∈ Z++. Then
the scaled function f α is locally discrete midpoint convex.
Proof. In either case, dom f is a discrete midpoint convex set; this is true by definition in the
local case, and by Proposition 2.9 in the global case. By Proposition 4.1, dom f α is a discrete
midpoint convex set. Then Proposition 4.3 below establishes (1) and (2). 
Proposition 4.3.
(1) Let f be a globally discrete midpoint convex function. If 0, αx ∈ dom f and ‖x‖∞ ≥ 2,
then
f (0) + f (αx) ≥ f (α bx/2c) + f (α dx/2e) . (4.4)
(2) Let f be a locally discrete midpoint convex function. If 0, αx ∈ dom f and ‖x‖∞ = 2,
then (4.4) holds.
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Proof. The following proof works for both (1) and (2). Since dom f is an integrally convex
set by Proposition 2.5 (2) with Proposition 2.9, we have
{0, x, 2x, . . . , (α − 1)x, αx} ⊆ dom f . (4.5)
The discrete midpoint convexity (2.7) for the pair (kx, (k + 1)x) of consecutive points shows
f (kx) + f ((k + 1)x) ≥ f (kx + bx/2c) + f (kx + dx/2e) (k = 0, 1, . . . , α − 1). (4.6)
Note that kx and (k + 1)x are at distance ‖kx− (k + 1)x‖∞ = ‖x‖∞ and therefore, the inequality
(2.7) can be used in both global and local cases. The inequality (4.6) implies, in particular,
that
kx + bx/2c , kx + dx/2e ∈ dom f (k = 0, 1, . . . , α − 1). (4.7)
By adding the inequalities (4.6) for k = 0, 1, . . . , α − 1 we obtain
f (0) + f (αx) ≥
α−1∑
k=0
[
f (kx + bx/2c) + f (kx + dx/2e)] − 2 α−1∑
k=1
f (kx). (4.8)
With a parameter β = 0, 1, . . . , α − 1 we consider a generalized form of this inequality:
f (0) + f (αx) ≥
α−1−β∑
k=0
[
f (kx + (β + 1) bx/2c) + f (kx + (β + 1) dx/2e)]
−
α−1−β∑
k=1
[
f (kx + β bx/2c) + f (kx + β dx/2e)] . (4.9)
For β = 0, the inequality (4.9) coincides with (4.8), with each term being finite by (4.5) and
(4.7). For β = α − 1, (4.9) coincides with the desired inequality (4.4). We will show the
inequality (4.9) for β = 0, 1, . . . , α − 1, together with the finiteness of all the terms.
On the right-hand side of (4.9), we classify terms into two parts, D(β) and U(β), according
to whether they contain bx/2c or dx/2e, i.e.,
D(β) =
α−1−β∑
k=0
f (kx + (β + 1) bx/2c) −
α−1−β∑
k=1
f (kx + β bx/2c) , (4.10)
U(β) =
α−1−β∑
k=0
f (kx + (β + 1) dx/2e) −
α−1−β∑
k=1
f (kx + β dx/2e) . (4.11)
Then (4.9) is expressed as
f (0) + f (αx) ≥ D(β) + U(β) (β = 0, 1, . . . , α − 1). (4.12)
This inequality for β = 0 is shown in (4.8). The general case with β ≥ 1 follows from Lemma
4.4 below. 
Lemma 4.4.
(1) D(β) ≥ D(β + 1) (β = 0, 1, . . . , α − 2).
(2) U(β) ≥ U(β + 1) (β = 0, 1, . . . , α − 2).
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Proof. (1) Consider consecutive terms in the first summation on the right-hand side of (4.10)
and note that the `∞-distance between (kx + (β + 1) bx/2c) and ((k + 1)x + (β + 1) bx/2c) is
equal to ‖x‖∞. By applying the discrete midpoint convexity (2.7) to this pair of consecutive
terms and using the identity bx/2c + dx/2e = x, we obtain
f (kx + (β + 1) bx/2c) + f ((k + 1)x + (β + 1) bx/2c)
≥ f (kx + (β + 1) bx/2c + bx/2c) + f (kx + (β + 1) bx/2c + dx/2e)
= f (kx + (β + 2) bx/2c) + f ((k + 1)x + β bx/2c) (k = 0, 1, . . . , α − 2 − β). (4.13)
We add (4.13) for k = 0, 1, . . . , α − 2 − β. The sum of the left-hand sides is given by
α−2−β∑
k=0
f (kx + (β + 1) bx/2c) +
α−2−β∑
k=0
f ((k + 1)x + (β + 1) bx/2c)
=
α−1−β∑
k=0
f (kx + (β + 1) bx/2c) +
α−2−β∑
k=1
f (kx + (β + 1) bx/2c) (4.14)
and the sum of the right-hand sides is given by
α−2−β∑
k=0
f (kx + (β + 2) bx/2c) +
α−2−β∑
k=0
f ((k + 1)x + β bx/2c)
=
α−2−β∑
k=0
f (kx + (β + 2) bx/2c) +
α−1−β∑
k=1
f (kx + β bx/2c) . (4.15)
Then it follows from (4.14) ≥ (4.15) that
α−1−β∑
k=0
f (kx + (β + 1) bx/2c) +
α−2−β∑
k=1
f (kx + (β + 1) bx/2c)
≥
α−2−β∑
k=0
f (kx + (β + 2) bx/2c) +
α−1−β∑
k=1
f (kx + β bx/2c) ,
which is equivalent to
α−1−β∑
k=0
f (kx + (β + 1) bx/2c) −
α−1−β∑
k=1
f (kx + β bx/2c)
≥
α−2−β∑
k=0
f (kx + (β + 2) bx/2c) −
α−2−β∑
k=1
f (kx + (β + 1) bx/2c) .
The left-hand side above is equal to D(β) and the right-hand side is D(β + 1). We have thus
shown D(β) ≥ D(β + 1).
(2) The proof is similar to that of case (1). In place of (4.13) we now have
f (kx + (β + 1) dx/2e) + f ((k + 1)x + (β + 1) dx/2e)
≥ f (kx + (β + 1) dx/2e + dx/2e) + f (kx + (β + 1) dx/2e + bx/2c)
= f (kx + (β + 2) dx/2e) + f ((k + 1)x + β dx/2e) (k = 0, 1, . . . , α − 2 − β).
In the remaining part, we replace bx/2c by dx/2e. 
Theorem 4.2 is analogous to the well-known fact [30] that L\-convexity is stable under
scaling. In contrast, integral convexity admits the scaling operation only when n ≤ 2, while
for n ≥ 3, the scaled function f α is not always integrally convex [26, 27].
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5 Proximity Theorem
Let f : Zn → R ∪ {+∞} and α ∈ Z++. We say that xα ∈ dom f is an α-local minimizer of f
(or α-local minimal for f ) if f (xα) ≤ f (xα + αd) for all d ∈ {−1, 0,+1}n. In general terms a
proximity theorem states that for α ∈ Z++ there exists an integer B(n, α) ∈ Z+ such that if xα
is an α-local minimizer of f , then there exists a minimizer x∗ of f satisfying ‖xα − x∗‖∞ ≤
B(n, α), where B(n, α) is called the proximity distance.
The following proximity theorem holds for discrete midpoint convex functions. It states
that a local minimizer xα of the scaled function f α(x) = f (αx) is close to a minimizer of the
original discrete midpoint convex function f (x). Note that f α is discrete midpoint convex by
Theorem 4.2, and xα is in fact a global minimizer of f α by Theorems 2.3 and 2.10.
Theorem 5.1. Let f : Zn → R ∪ {+∞} be a (globally or locally) discrete midpoint convex
function, α ∈ Z++, and xα ∈ dom f . If f (xα) ≤ f (xα + αd) for all d ∈ {−1, 0,+1}n, then there
exists a minimizer x∗ ∈ Zn of f with ‖xα − x∗‖∞ ≤ n(α − 1).
To prove Theorem 5.1 we may assume xα = 0. Define S = {x ∈ Zn | ‖x‖∞ ≤ n(α− 1)} and
W = {x ∈ Zn | ‖x‖∞ = n(α − 1) + 1}, and let µ be the minimum of f (x) taken over x ∈ S and
xˆ be a point in S with f (xˆ) = µ. We shall show
f (y) ≥ µ for all y ∈ W. (5.1)
Then Theorem 2.4 (box-barrier property) implies that f (z) ≥ µ for all z ∈ Zn.
Fix y = (y1, . . . yn) ∈ W and let m = ‖y‖∞, which is equal to n(α − 1) + 1. With
Ak = {i | yi ≥ m + 1 − k}, Bk = {i | yi ≤ −k} (k = 1, . . . ,m),
we can represent y as
y =
m∑
k=1
(1Ak − 1Bk). (5.2)
We have A1 ⊆ A2 ⊆ · · · ⊆ Am, B1 ⊇ B2 ⊇ · · · ⊇ Bm, Am ∩ B1 = ∅, and A1 ∪ Bm , ∅.
Lemma 5.2. There exists some k0 ∈ {1, 2, . . . ,m − α + 1} such that (Ak0 , Bk0) = (Ak0+ j, Bk0+ j)
for j = 1, 2, . . . , α − 1.
Proof. We may assume A1 , ∅ by A1 ∪ Bm , ∅ and Propositions 2.13 (3) and 2.14. Define
(ak, bk) = (|Ak|, n−|Bk|) for k = 1, 2, . . . ,m and s = |{i | yi ≥ 1}|. The sequence {(ak, bk)}k=1,2,...,m
is nondecreasing in Z2, satisfying 1 ≤ a1 ≤ a2 ≤ · · · ≤ am ≤ s and s ≤ b1 ≤ b2 ≤ · · · ≤ bm ≤ n.
That is, (1, s) ≤ (a1, b1) ≤ (a2, b2) ≤ · · · ≤ (am, bm) ≤ (s, n). Since m = n(α − 1) + 1 and
the length of a strictly increasing chain connecting (1, s) to (s, n) in Z2 is bounded by n, the
sequence {(ak, bk)}k=1,2,...,m must contain, by the pigeonhole principle, a constant subsequence
of length ≥ α. Hence follows the claim. 
With reference to the index k0 in Lemma 5.2 we define a bipartition (I, J) of {1, 2, . . . ,m}
by I = {1, 2, . . . , k0 − 1} ∪ {k0 + α, k0 + α + 1, . . . ,m} and J = {k0, k0 + 1, . . . , k0 + α − 1}.
By the parallelogram inequality (3.1) in Theorem 3.1, where d1 =
∑
i∈I(1Ai − 1Bi) and d2 =∑
j∈J(1A j − 1B j) = αd0 with d0 = 1Ak0 − 1Bk0 , we obtain
f (0) + f (y) ≥ f (d1) + f (αd0).
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Here we have f (αd0) ≥ f (0) by the α-local minimality of 0. We also have d1 ∈ S since
‖d1‖∞ = ‖
∑
i∈I
(1Ai − 1Bi)‖∞ = |I| = m − α = (n − 1)(α − 1) ≤ n(α − 1),
and hence f (d1) ≥ µ by the definition of µ. Therefore,
f (y) ≥ f (d1) + [ f (αd0) − f (0)] ≥ µ + 0 = µ.
This establishes (5.1), completing the proof of Theorem 5.1.
Theorem 5.1 is a generalization of the proximity theorem for L\-convex functions below.
We have the same proximity bound n(α − 1) in both theorems.
Theorem 5.3 ([20, 30]). Let f : Zn → R ∪ {+∞} be an L\-convex function, α ∈ Z++, and
xα ∈ dom f . If f (xα) ≤ f (xα + αd) for all d ∈ {0, 1}n ∪ {0,−1}n, then there exists a minimizer
x∗ of f with ‖xα − x∗‖∞ ≤ n(α − 1).
The following example demonstrates the tightness of the bound in Theorems 5.1 and 5.3.
This example also shows that the bound n(α − 1) is tight for a linear function defined on a
simple polyhedron.
Example 5.1 ([26, 27, 35]). Let X = {x ∈ Zn | 0 ≤ xi − xi+1 ≤ α − 1 (i = 1, . . . , n −
1), 0 ≤ xn ≤ α − 1}. The function f defined by f (x) = −x1 on dom f = X is an L\-
convex (and hence discrete midpoint convex) function and has a unique minimizer at x∗ =
(n(α − 1), (n − 1)(α − 1), . . . , 2(α − 1), α − 1). On the other hand, xα = 0 is α-local minimal,
since X ∩ {−α, 0, α}n = {0}. We have ‖xα − x∗‖∞ = n(α − 1), which shows the tightness of the
bound n(α− 1) given in Theorem 5.3. This example is given in [26, 27] as a reformulation of
[35, Remark 2.3] for L-convex functions to L\-convex functions.
For (general) integrally convex functions, in contrast, the proximity bound n(α−1) is valid
only when n ≤ 2, and a quadratic lower bound (n − 2)2(α − 1)/4 for the proximity distance is
demonstrated in [26, 27] (no better lower bound is known). The following proximity theorem,
with a superexponential proximity bound, is known for integrally convex functions.
Theorem 5.4 ([26, 27]). Let f : Zn → R ∪ {+∞} be an integrally convex function, α ∈ Z++,
and xα ∈ dom f . If f (xα) ≤ f (xα+αd) for all d ∈ {−1, 0,+1}n, then there exists a minimizer x∗
of f with ‖xα − x∗‖∞ ≤ βn(α − 1), where β1 = 1, β2 = 2, and βn ≤ (n + 1)!/2n−1 (n = 3, 4, . . .).
6 Minimization Algorithms
6.1 2-neighborhood steepest descent algorithm
In this section we propose a variant of the descent algorithm that is suited for discrete mid-
point convex functions. The algorithm repeats finding a local minimizer in the neighborhood
of `∞-distance 2, and is named the 2-neighborhood steepest descent algorithm.
Let f : Zn → R ∪ {+∞} be a (locally or globally) discrete midpoint convex function with
arg min f , ∅. Fix any
x(0) ∈ dom f \ arg min f
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and denote the minimum `∞-distance to a minimizer of f by
L = L(x(0)) = min{‖x − x(0)‖∞ | x ∈ arg min f }. (6.1)
For k = 2, 3, . . . , L, define
S k = S k(x(0)) = {x ∈ Zn | ‖x − x(0)‖∞ ≤ k}. (6.2)
The idea of our algorithm is to generate a sequence of points that minimize f within S k
for k = 2, 3, . . . , L. The following proposition states that the consecutive points can be chosen
to be close to each other, at `∞-distance less than or equal to 2.
Proposition 6.1. Assume 3 ≤ k ≤ L. For any x(k−1) ∈ arg min{ f (x) | x ∈ S k−1}, there exists
x(k) ∈ arg min{ f (x) | x ∈ S k} that satisfies ‖x(k) − x(k−1)‖∞ ≤ 2.
Proof. Let y be an element of arg min{ f (x) | x ∈ S k} with ‖y − x(k−1)‖∞ minimum, and put
m = ‖y − x(k−1)‖∞. We can prove m ≤ 2 (see below). Then we can take x(k) = y.
To prove m ≤ 2 by contradiction, suppose that m ≥ 3. We consider the decomposition of
y− x(k−1) in the form of (2.5) with A j = {i | yi− x(k−1)i ≥ m+1− j} and B j = {i | yi− x(k−1)i ≤ − j}
for j = 1, 2, . . . ,m. Let d = 1A2 − 1B2 . By the parallelogram inequality (3.4) in Theorem 3.2,
we obtain
f (x(k−1)) + f (y) ≥ f (x(k−1) + d) + f (y − d). (6.3)
Here we have
x(k−1) + d ∈ S k−1, y − d ∈ S k,
which are shown in Claim below. Since x(k−1) is a minimizer in S k−1, the former implies
f (x(k−1) + d) ≥ f (x(k−1)). The latter implies the strict inequality f (y − d) > f (y) by ‖(y − d) −
x(k−1)‖∞ < ‖y − x(k−1)‖∞ and the definition of y. The addition of these two inequalities yields
a contradiction to (6.3).
Claim.
(i) (x(k−1)i + 1) − x(0)i ≤ k − 1 for i ∈ A2.
(ii) (x(k−1)i − 1) − x(0)i ≥ −(k − 1) for i ∈ B2.
(iii) (yi − 1) − x(0)i ≥ −k for i ∈ A2.
(iv) (yi + 1) − x(0)i ≤ k for i ∈ B2.
(Proof) (i) By y ∈ S k, i ∈ A2, and m ≥ 3 we have x(0)i + k ≥ yi ≥ x(k−1)i + (m − 1) ≥ x(k−1)i + 2.
(ii) By y ∈ S k and i ∈ B2 we have x(0)i − k ≤ yi ≤ x(k−1)i − 2.
(iii) By x(k−1) ∈ S k−1, i ∈ A2, and m ≥ 3 we have x(0)i − (k − 1) ≤ x(k−1)i ≤ yi − (m − 1) ≤ yi − 2.
(iv) By x(k−1) ∈ S k−1 and i ∈ B2 we have x(0)i + (k − 1) ≥ x(k−1)i ≥ yi + 2. 
On the basis of Proposition 6.1 we can devise an algorithm which generates a sequence
of points {x(k)}k such that x(k) is a minimizer of f in S k(x(0)) and is at `∞-distance at most two
from the preceding point x(k−1). For x ∈ Zn we define
N2(x) = {y ∈ Zn | ‖y − x‖∞ ≤ 2}
and call it the 2-neighborhood of x. We assume that an oracle is available which finds, for
any x ∈ dom f , a minimizer of f in N2(x) intersected with a box. We refer to such an oracle
as a 2-neighborhood minimization oracle. We also assume that an initial point x(0) in dom f
can be found (or is given).
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The 2-neighborhood steepest descent algorithm
D0: Find x(0) ∈ dom f , find x(2) that minimizes f (x) in S 2(x(0)), and set k := 3.
D1: Find x(k) that minimizes f (x) in N2(x(k−1)) ∩ S k(x(0)).
D2: If f (x(k)) = f (x(k−1)), then output x(k−1) and stop.
D3: Set k := k + 1, and go to D1.
The following theorem states that this algorithm finds a minimizer of f in L iterations. It
is emphasized that we do not have to know L in advance, but we can obtain L as an outcome
of the algorithm.
Theorem 6.2. For a (globally or locally) midpoint convex function f with arg min f , ∅, the
2-neighborhood steepest descent algorithm finds a minimizer of f in L iterations.
Proof. By Proposition 6.1 the point x(k) generated by the algorithm is in fact a minimizer of
f in S k(x(0)). That is, we have
x(k) ∈ arg min{ f (x) | x ∈ S k(x(0))} (k = 2, 3, . . .). (6.4)
Claim. If f (x(k)) = f (x(k−1)) in Step D2, then x(k−1) is a minimizer of f .
(Proof) For any d ∈ {−1, 0,+1}n, x(k−1) +d belongs to S k(x(0)), and hence f (x(k)) ≤ f (x(k−1) +d)
by (6.4). Therefore, if f (x(k)) = f (x(k−1)), then f (x(k−1)) ≤ f (x(k−1) + d) for any d. This implies
x(k−1) ∈ arg min f by Theorem 2.3, since f is integrally convex by Theorem 2.10. (End of the
proof of Claim)
By the definition (6.1) of L, S k(x(0)) contains a minimizer of f if and only if k ≥ L. In
particular, x(L) is a minimizer of f and f (x(L)) = f (x(L+1)), whereas f (x(k)) , f (x(k−1)) for any
k ≤ L. Therefore, the number of iterations of the above algorithm is equal to L. 
Let F(n) denote the number of function evaluations needed by the 2-neighborhood mini-
mization oracle. Since N2(x) consists of 5n points, F(n) is bounded by 5n. However, it can be
smaller for a subclass of discrete midpoint convex functions; for example, F(n) is polynomial
in n for L\-convex functions. It is also noted that F(n) cannot be polynomial in n for general
discrete midpoint convex functions, since every function on the unit cube {0, 1}n is trivially
discrete midpoint convex. By Theorem 6.2, the total number of function evaluations of the
above algorithm is O(F(n)L), which is bounded by O(5nL).
Remark 6.1. Theorem 6.2 shows that the sequence of points generated by the 2-neighborhood
steepest descent algorithm connects the initial point x(0) and a nearest minimizer of f with
L − 1 intermediate points, where L is the minimum `∞-distance from the initial point x(0) to a
minimizer of f . Similar facts are pointed out for L\-convex function minimization algorithms
by Kolmogorov and Shioura [23] and Murota and Shioura [33]; see also Shioura [37].
6.2 Scaling algorithm
The scaling property (Theorem 4.2) and the proximity theorem (Theorem 5.1) enable us to
design a scaling algorithm for the minimization of (globally or locally) discrete midpoint con-
vex functions with bounded effective domains. The proposed algorithm employs the standard
proximity-scaling framework while using the 2-neighborhood steepest descent algorithm of
Section 6.1 as a subroutine.
For each scaling unit α, we minimize the scaled function f α(y) = f (x+αy) with the origin
at the current x, find a minimizer y of f α(y) by the 2-neighborhood steepest descent algorithm
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of Section 6.1, and update x to x + αy. It is emphasized that the scaled function f α is discrete
midpoint convex by Theorem 4.2 and it has a minimizer y with the magnitude ‖y‖∞ controlled
by the proximity result in Theorem 5.1. Recall that K∞ denotes the `∞-size of the effective
domain of f , i.e., K∞ = max{‖x − y‖∞ | x, y ∈ dom f }, where we assume K∞ > 0 to avoid
triviality.
Scaling algorithm for discrete midpoint convex functions
S0: Find a vector x ∈ dom f and set α := 2dlog2(K∞+1)e.
S1: Find a vector y that minimizes f α(y) = f (x + αy) subject to the constraint ‖y‖∞ ≤ n
(by the 2-neighborhood steepest descent algorithm), and set x := x + αy.
S2: If α = 1, then stop (x is a minimizer of f ).
S3: Set α := α/2, and go to S1.
The correctness of the algorithm can be shown as follows. Let x2α denote the vector x
at the beginning of Step S1 for α. The function f α(y) = f (x2α + αy) is discrete midpoint
convex by Theorem 4.2. Let yα be the vector computed in Step S1 and xα = x2α + αyα. The
proximity theorem (Theorem 5.1) applied to f α guarantees that if y = 0 is 2-local minimal
for f α, then yα is a (global) minimizer of f α. In other words, if x2α is 2α-local minimal for f ,
then xα is α-local minimal for f . At the beginning of the algorithm we have α = 2dlog2(K∞+1)e,
and hence the initial vector x = x2α is obviously 2α-local minimal for f . At the termination
of the algorithm we have α = 1, and the output of the algorithm is indeed a minimizer of
f , since 1-local minimality for discrete midpoint convex functions is the same as the global
minimality by Theorems 2.3 and 2.10.
The complexity of the algorithm can be analyzed as follows. By Theorem 6.2, Step S1 can
be done with at most n calls of the 2-neighborhood minimization oracle. Since the number
of scaling phases is log2 K∞, the total number of oracle calls is O(n log2 K∞). As for Step S0,
we assume that an initial point x and the size K∞ are available, since we have no general effi-
cient method for computing them. With this understanding we obtain the following theorem.
Recall that F(n) denotes the number of function evaluations needed by the 2-neighborhood
minimization oracle.
Theorem 6.3. For a (globally or locally) midpoint convex function f with a bounded effective
domain dom f , the scaling algorithm finds a minimizer of f with O(nF(n) log2 K∞) function
evaluations.
The algorithm runs with O(C(n) log2 K∞) function evaluations for C(n) = nF(n). This
means that, if the dimension n is fixed, the algorithm is polynomial in the problem size. With
the naive bound F(n) ≤ 5n, we obtain C(n) ≤ 5nn and the complexity of the scaling algorithm
above is O(5nn log2 K∞). It is noted that no algorithm can be polynomial in n for general
discrete midpoint convex functions, since every function on the unit cube {0, 1}n is trivially
discrete midpoint convex.
Our algorithm has much less complexity than the scaling algorithm for general integrally
convex functions developed in [27]. The number of function evaluations of the algorithm of
[27] is known to be bounded by O(C0(n) log2 K∞) with C0(n) = (12(n + 1)!/2
n−1)n, which is
much larger than C(n) ≤ 5nn of our algorithm for discrete midpoint convex functions.
7 Quadratic Functions
In this section we study discrete midpoint convexity of a quadratic function f (x) = x>Qx,
where Q is an n× n symmetric matrix and x ∈ Zn. We start with a general characterization of
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(locally and globally) discrete midpoint convex quadratic functions.
Lemma 7.1. For f (x) = x>Qx, the discrete midpoint convexity (2.7) for x, y ∈ Zn is equiva-
lent to
z>Qz ≥ 1>J Q1J (7.1)
for z = x − y, where J = {i | zi is odd }. Hence, f is locally (resp., globally) discrete midpoint
convex if and only if (7.1) holds for all z ∈ Zn with ‖z‖∞ = 2 (resp., ‖z‖∞ ≥ 2).
Proof. With the use of identities
1
2
(⌊ x + y
2
⌋
+
⌈ x + y
2
⌉)
=
x + y
2
,
f (x) + f (y) − 2 f
( x + y
2
)
=
1
2
(x − y)>Q(x − y),
we can rewrite the discrete midpoint convexity (2.7) to
(x − y)>Q(x − y) ≥
(⌈ x + y
2
⌉
−
⌊ x + y
2
⌋)>
Q
(⌈ x + y
2
⌉
−
⌊ x + y
2
⌋)
.
The substitution of x − y = z and
⌈
x+y
2
⌉
−
⌊
x+y
2
⌋
= 1J yields (7.1). 
It follows from Lemma 7.1 and Proposition 3.3 (3) that the set of matrices Q for which
f (x) = x>Qx is (locally or globally) discrete midpoint convex is a polyhedral convex cone.
We next consider the relationship between the discrete midpoint convexity of f (x) =
x>Qx and the diagonal dominance7 of Q:
qii ≥
∑
j,i
|qi j| (i = 1, . . . , n). (7.2)
The following facts are known for integral convexity and L\-convexity.
Proposition 7.2 ([5, Proposition 4.5, Remark 4.3]). If Q is diagonally dominant (7.2), then
f (x) = x>Qx is integrally convex. The converse is also true if n ≤ 2.
Proposition 7.3 ([30, Section 7.3]). f (x) = x>Qx is L\-convex if and only if Q is diagonally
dominant (7.2), and qi j ≤ 0 for all i , j.
In contrast, discrete midpoint convexity is not governed by diagonal dominance. This is
demonstrated in the following examples.
Example 7.1. Let f (x) = x>Qx with Q =
 1 −1 1−1 2 −1
1 −1 2
 for x ∈ Z3. The matrix Q is not
diagonally dominant. Nevertheless, the function f (x) is globally (and hence locally) midpoint
convex. Indeed, it is possible to verify the inequality (7.1) in Lemma 7.1 for all z ∈ Z3 with
‖z‖∞ ≥ 2.
7To be precise, the condition (7.2) says that Q is a diagonally dominant matrix with nonnegative diagonals.
In this paper, however, we refer to (7.2) simply as diagonal dominance.
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Example 7.2. Let f (x) = x>Qx with Q =
 1 1 01 1 0
0 0 0
 for x ∈ Z3. The matrix Q is diagonally
dominant. Nevertheless, the function f (x) = (x1 + x2)2 is not locally midpoint convex in
(x1, x2, x3). Indeed, for x = (1, 0, 0) and y = (0, 1, 2), we have z =
⌈
x+y
2
⌉
= (1, 1, 1), w =⌊
x+y
2
⌋
= (0, 0, 1), and f (x) + f (y) = 1 + 1 < f (z) + f (w) = 4 + 0. It is also noted that the
function (x1 + x2)2 is locally midpoint convex in (x1, x2).
We can still make the following statement.
Proposition 7.4. If f is locally discrete midpoint convex and qi j ≤ 0 for all i , j, then Q is
diagonally dominant.
Proof. Since f is locally discrete midpoint convex, it is integrally convex by Theorem 2.10.
Furthermore it is submodular by qi j ≤ 0 (i , j), and hence L\-convex by Theorem 2.8. Finally
Proposition 7.3 shows the diagonal dominance of Q. 
For two-dimensional quadratic functions, local and global discrete midpoint convexities
can be characterized as follows.
Proposition 7.5. For n = 2, f (x) = x>Qx is locally discrete midpoint convex if and only if
q11 ≥ |q12| and q22 ≥ |q12|.
Proof. Suppose that f is locally discrete midpoint convex. By inequality (7.1) for z = (2, 1)
and z = (2,−1) we obtain q11 +q12 ≥ 0 and q11−q12 ≥ 0, i.e., q11−|q12| ≥ 0. By symmetry, we
also have q22 − |q21| ≥ 0. Conversely, these conditions imply (7.1) for all z with ‖z‖∞ = 2. 
Proposition 7.6. For n = 2, f (x) = x>Qx is globally discrete midpoint convex if and only if
q11 ≥ |q12|, q22 ≥ |q12|, and q11 + q22 ≥ (5/2)q12.
Proof. Suppose that f is globally discrete midpoint convex. By inequality (7.1) for z =
(3,−3) we obtain 2(q11 + q22) ≥ 5q12. Using also Proposition 7.5 we obtain three inequalities
q11 ≥ |q12|, q22 ≥ |q12|, and q11 + q22 ≥ (5/2)q12. Conversely, these conditions imply (7.1) for
all z = (u, v) with max(|u|, |v|) ≥ 2, as follows.
Inequality (7.1) for z = (u, v) is easy to see if u or v is even. For example, if u odd and v
even, (7.1) is equivalent to q11u2 + q22v2 + 2q12uv ≥ q11, which can be shown as follows:
q11u2 + q22v2 + 2q12uv ≥ q11u2 + q22v2 − 2|q12||uv|
= |q12|(|u| − |v|)2 + (q11 − |q12|)u2 + (q22 − |q12|)v2
≥ |q12| + (q11 − |q12|) = q11,
where the second inequality follows from |u| − |v| , 0 and u , 0.
Assume that u and v are odd. Then
(7.1)⇔ q11u2 + q22v2 + 2q12uv ≥ q11 + q22 + 2q12
⇔ F := q11(u2 − 1) + q22(v2 − 1) + 2q12(uv − 1) ≥ 0.
We consider the following five cases separately:
Case 1: |u| ≥ 3 and |v| = 1,
Case 2: |v| ≥ 3 and |u| = 1,
Case 3: |u| ≥ 3, |v| ≥ 3, and q12uv ≥ 0,
Case 4: |u| ≥ 3, |v| ≥ 3, q12 ≥ 0, and uv < 0.
Case 5: |u| ≥ 3, |v| ≥ 3, q12 ≤ 0, and uv > 0.
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Case 1 (|u| ≥ 3 and |v| = 1): We have
F ≥ q11(u2 − 1) − 2|q12|(|u| + 1) ≥ q11(u2 − 1) − 2q11(|u| + 1) = q11((|u| − 1)2 − 4) ≥ 0.
Case 2 (|v| ≥ 3 and |u| = 1): Similarly to Case 1.
Case 3 (|u| ≥ 3, |v| ≥ 3, q12uv ≥ 0): We have q12(uv − 1) ≥ 0 in this case, and hence
F = q11(u2 − 1) + q22(v2 − 1) + 2q12(uv − 1) ≥ q11(u2 − 1) + q22(v2 − 1) ≥ 0.
Case 4 (|u| ≥ 3, |v| ≥ 3, q12 ≥ 0, uv < 0): We have
F = q11(u2 − 1) + q22(v2 − 1) − 2q12(|uv| + 1)
= q12(|u| − |v|)2 + (q11 − q12)u2 + (q22 − q12)v2 − q11 − q22 − 2q12
≥ (q11 − q12) × 9 + (q22 − q12) × 9 − q11 − q22 − 2q12
= 8(q11 + q22) − 20q12 ≥ 0.
Case 5 (|u| ≥ 3, |v| ≥ 3, q12 ≤ 0, uv > 0): We have
F = q11(u2 − 1) + q22(v2 − 1) − 2|q12|(uv − 1)
= |q12|(u − v)2 + (q11 − |q12|)u2 + (q22 − |q12|)v2 − q11 − q22 + 2|q12|
≥ (q11 − |q12|) × 9 + (q22 − |q12|) × 9 − q11 − q22 + 2|q12|
= 8(q11 − |q12|) + 8(q22 − |q12|) ≥ 0.

For the general n-dimensional case, we have the following sufficient condition for global
discrete midpoint convexity of quadratic functions. The minimum and maximum eigenvalues
of Q are denoted, respectively, by λQmin and λ
Q
max.
Proposition 7.7. f (x) = x>Qx is globally discrete midpoint convex if
λQmin ≥
n − 1
n + 3
λQmax. (7.3)
Proof. We prove that (7.3) implies (7.1). We may assume n ≥ 2.
For an n × n symmetric matrix C, let λCmin and λCmax denote its minimum and maximum
eigenvalues, respectively. Furthermore, for a set I ⊆ N = {1, . . . , n} of indices, let CI denote
the submatrix of C with row and column indices in I. Note that (7.3) implies
λQImin ≥
n − 1
n + 3
λQImax (7.4)
for any I ⊆ N, since 0 ≤ λQmin ≤ λQImin ≤ λQImax ≤ λQmax.
Take z ∈ Zn with ‖z‖∞ ≥ 2, and let I = {i | zi , 0} and m = |I|, whereas J = {i | zi is odd }.
If ‖z‖∞ = 2, we have z>z ≥ 22 + (|I| − 1) = m + 3 and 1>J 1J = |J| ≤ m − 1. If ‖z‖∞ ≥ 3, we
have z>z ≥ 32 + (|I| − 1) = m + 8 and 1>J 1J = |J| ≤ m. That is, by defining
(ζ, η) =
{
(m + 3,m − 1) (if ‖z‖∞ = 2),
(m + 8,m) (if ‖z‖∞ ≥ 3),
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we have z>z ≥ ζ and 1>J 1J ≤ η. Then (7.1) can be shown as follows:
z>Qz ≥ ζ z
>Qz
z>z
≥ ζ λQImin ≥ ζ
n − 1
n + 3
λQImax
≥ ζ n − 1
n + 3
1>J Q1J
1>J 1J
≥ ζ
η
n − 1
n + 3
1>J Q1J ≥ 1>J Q1J,
where the six inequalities follow, respectively, from: z>z ≥ ζ > 0, the definition of I, (7.4),
I ⊇ J, 1>J 1J ≤ η, and ζ(n − 1) ≥ η(n + 3). (Proof of ζ(n − 1) ≥ η(n + 3): if ‖z‖∞ = 2, we have
ζ(n− 1)− η(n + 3) = (m + 3)(n− 1)− (m− 1)(n + 3) = 4(n−m) ≥ 0; and if ‖z‖∞ ≥ 3, we have
ζ(n − 1) − η(n + 3) = (m + 8)(n − 1) − m(n + 3) = 4(2n − m − 2) ≥ 4(n − 2) ≥ 0.) 
The converse of Proposition 7.7 is not true, which is shown by the following example.
Example 7.3. The matrix Q in Example 7.1, yielding a globally midpoint convex function,
does not satisfy the condition (7.3) in Proposition 7.7. The three eigenvalues of Q are given
by 2 − √3 = λQmin, 1, and 2 +
√
3 = λQmax, for which the left-hand side of (7.3) is equal to
2 − √3 = 0.268 · · · and the right-hand side to (2 + √3)/3 = 1.244 · · · .
We note the following as a corollary of Proposition 7.7.
Proposition 7.8. Assume n ≥ 2. f (x) = x>Qx is globally discrete midpoint convex if Q is
represented as Q = α(I + R) with α ≥ 0 and a positive semidefinite R satisfying
max
1≤i≤n
n∑
j=1
|ri j| ≤ 4n − 1 . (7.5)
Proof. We have λQmax = α(1 + λRmax) and λ
R
max ≤ max1≤i≤n
∑n
j=1 |ri j|, where the latter is a
consequence of the Gershgorin theorem. Hence (7.5) implies λQmax ≤ α(n + 3)/(n− 1). On the
other hand, we have λQmin ≥ α since R is positive semidefinite. Hence follows (7.3). 
8 Proofs about Discrete Midpoint Convex Sets
8.1 Proof of Proposition 2.5 (2)
Let S ⊆ Zn be a discrete midpoint convex set. We prove that S is an integrally convex set.
That is, we are to show that z ∈ S implies z ∈ S ∩ N(z). Fix any z ∈ S , which can be
represented as a convex combination
z =
r∑
i=1
λiyi,
r∑
i=1
λi = 1, λi > 0 (i = 1, 2, . . . , r) (8.1)
of some y1, y2, . . . , yr ∈ S with coefficients λ1, λ2, . . . , λr ∈ R.
With reference to the n-th component, we repeat modifying the generators {y1, y2, . . . , yr}
so that an additional condition
|yin − zn| < 1 (i = 1, 2, . . . , r) (8.2)
is satisfied. By applying the same procedure for all other components, we arrive at a repre-
sentation of z as a convex combination of points in S ∩ N(z).
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The modification procedure with reference to the n-th component is now described. With-
out loss of generality we may assume
|y1n − zn| ≥ |y2n − zn| ≥ · · · ≥ |yrn − zn|. (8.3)
Suppose that |y1n− zn| ≥ 1; otherwise we are done. We may assume y1n− zn ≥ 1, since the other
case y1n − zn ≤ −1 can be treated in a similar manner.
We claim that there exists {y j1 , . . . , y jk} ⊆ {y2, y3, . . . , yr} such that, for i = 1, . . . , k, the
n-th component of y ji is less than that of z (i.e., y jin < zn) and
k−1∑
i=1
λ ji < λ1 ≤
k∑
i=1
λ ji . (8.4)
This claim can be proved as follows. Let I = {i | yin < zn}. By (8.1), (8.3), and y1n − zn ≥ 1 we
obtain
0 =
r∑
i=1
λi(yin − zn) =
∑
i: yin>zn
λi(yin − zn) +
∑
i: yin<zn
λi(yin − zn)
≥ λ1(y1n − zn) +
∑
i∈I
λi(yin − zn) = λ1|y1n − zn| −
∑
i∈I
λi|yin − zn|
≥ λ1|y1n − zn| −
∑
i∈I
λi|y1n − zn| = |y1n − zn|
(
λ1 −
∑
i∈I
λi
)
,
which shows λ1 ≤ ∑i∈I λi. Then there exists k that satisfies (8.4).
For i = 1, . . . , k we have ‖y1 − y ji‖∞ ≥ 2, since y1n ≥ zn + 1 and y jin < zn. Define
y+ ji =
⌈
y1 + y ji
2
⌉
, y− ji =
⌊
y1 + y ji
2
⌋
(8.5)
for i = 1, . . . , k. We have y+ ji , y− ji ∈ S for i = 1, . . . , k by the definition (2.4) of a discrete
midpoint convex set. Among the terms in the convex combination (8.1) we consider the terms
for y1, y j1 , . . . , y jk . Since y1 + y ji = y+ ji + y− ji for i = 1, . . . , k − 1 and y1 = y+ jk + y− jk − y jk , we
have
λ1y1 +
k∑
i=1
λ jiy
ji
=
k−1∑
i=1
λ ji(y
1 + y ji) +
λ1 − k−1∑
i=1
λ ji
 y1 + λ jky jk
=
k−1∑
i=1
λ ji(y
+ ji + y− ji) +
λ1 − k−1∑
i=1
λ ji
 (y+ jk + y− jk) +  k∑
i=1
λ ji − λ1
 y jk .
By (8.4) all the coefficients in the last expression are nonnegative and their sum is equal to
the sum of the coefficients of the first expression, which is λ1 +
∑k
i=1 λ ji .
We change the generators {y1, y2, . . . , yr} in the representation (8.1) by deleting y1 and
{y j1 , . . . , y jk−1} (and also y jk if ∑ki=1 λ ji−λ1 = 0) and by adding {y+ j1 , . . . , y+ jk} and {y− j1 , . . . , y− jk}.
Since |y+ jin − zn| < |y1n − zn| and |y− jin − zn| < |y1n − zn| for i = 1, . . . , k, the resulting set of genera-
tors is “lexicographically smaller” with respect to the discrepancy in the n-th components ar-
ranged as in (8.3). By finiteness, the above procedure eventually terminates with |y1n− zn| < 1,
which implies (8.2).
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We next apply the above procedure with reference to the (n − 1)-st component. What is
crucial here is that the condition (8.2) is maintained in the modification of the generators.
Indeed, for each i, the inequalities |y+ jin − zn| < 1 and |y− jin − zn| < 1 follow from (8.2) and (8.5).
Therefore, we can obtain a representation of the form of (8.1) with
|yin − zn| < 1, |yin−1 − zn−1| < 1 (i = 1, 2, . . . , r). (8.6)
By continuing in this way for other components, we finally obtain a representation of the
form of (8.1) with |yij − z j| < 1 for j = 1, 2, . . . , n and i = 1, 2, . . . , r. This completes the proof
of Proposition 2.5 (2).
8.2 Proof of Theorem 2.7
Let S ⊆ Zn be a discrete midpoint convex set and x, y ∈ S , and consider the decomposition
y − x = ∑mk=1(1Ak − 1Bk) in (2.5). For the proof of Theorem 2.7 it suffices to prove that
x +
∑
k∈J
(1Ak − 1Bk) ∈ S (8.7)
for any subset J of {1, 2, . . . ,m}. Indeed, Theorem 2.7 follows from (8.7) for J and {1, 2, . . . ,m}\
J.
Our proof strategy is to relate the decomposition (2.5) to discrete midpoint convexity by
showing an alternative construction of the decomposition (2.5) using operations of rounding-
up dxe and rounding-down bxc. For any x ∈ Zn we denote the positive support of x by
supp+(x) = {i | xi > 0} and the negative support of x by supp−(x) = {i | xi < 0}. We are
concerned with a decomposition of an integer vector x into a family D(x) of vectors such
that:
(C1) d ∈ {−1, 0,+1}n \ {0} (∀d ∈ D(x)).
(C2)
∑{d | d ∈ D(x)} = x.
(C3) supp+(d) ⊆ supp+(x), supp−(d) ⊆ supp−(x) (∀d ∈ D(x)).
(C4) {supp+(d) | d ∈ D(x)} and {supp−(d) | d ∈ D(x)} each form a chain (nested family) with
respect to set inclusion.
(C5) |D(x)| = ‖x‖∞.
(C6) The vectors in D(x) form a chain (linearly ordered set) with respect to vector ordering.
We first introduce a recursive scheme for a decomposition of an integer vector x into a
family D0(x) of vectors, which satisfies (C1) to (C4) above. The family D0(x) is modified
to D1(x) to meet (C5), and then to D2(x), which satisfies (C1) to (C6). This decomposition
scheme, when applied to y − x for x, y ∈ Zn, yields the decomposition (2.5), that is,
D2(y − x) = {1Ak − 1Bk | k = 1, . . . ,m}. (8.8)
Finally we show that, if x, y ∈ S , where S is a discrete midpoint convex set, then the property
(8.7) follows from the construction of D2(y − x). Having explained our proof strategy, we
now begin the technical arguments. The proof consists of five steps.
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Step 1: For any x ∈ Zn, we define a family (multiset) D0(x) of vectors by the following
recursive formula:
D0(x) =

∅ (x = 0),
{x} (‖x‖∞ = 1),
{ dx/2e, bx/2c } (‖x‖∞ = 2),
D0(dx/2e) ∪ D0(bx/2c) (‖x‖∞ ≥ 3).
(8.9)
Lemma 8.1. For any x ∈ Zn, D0(x) satisfies (C1), (C2), (C3), and (C4).
Proof. (C1) and (C3) are obvious from the definition (8.9).
(C2) If ‖x‖∞ = 1, we have D0(x) = {x} and the claim is obviously true. If ‖x‖∞ = 2,
we have D0(x) = {dx/2e , bx/2c}, and the claim is true since dx/2e + bx/2c = x. We prove
the claim for ‖x‖∞ ≥ 3 by induction on ‖x‖∞. If ‖x‖∞ ≥ 3, we have ‖ dx/2e ‖∞ < ‖x‖∞ and
‖ bx/2c ‖∞ < ‖x‖∞. Hence, the induction hypothesis implies∑
{d | d ∈ D0 (dx/2e)} = dx/2e ,
∑
{d | d ∈ D0 (bx/2c)} = bx/2c .
Therefore,
∑ {d | d ∈ D0(x)} = ∑ {d | d ∈ D0 (dx/2e)} + ∑ {d | d ∈ D0 (bx/2c)} = dx/2e +
bx/2c = x.
(C4) The definition (8.9) implies:
xi ≥ x j ⇒ di ≥ d j (∀i, j ∈ {1, 2, . . . , n}, ∀d ∈ D0(x)),
xi = x j ⇒ di = d j (∀i, j ∈ {1, 2, . . . , n}, ∀d ∈ D0(x)).
Therefore, for any d, d′ ∈ D0(x), we have supp+(d) ⊆ supp+(d′) or supp+(d) ⊇ supp+(d′),
which means that {supp+(d) | d ∈ D0(x)} forms a chain. Similarly for {supp−(d) | d ∈
D0(x)}. 
Example 8.1. For x = (5, 3,−3,−5), D0(x) is given as follows:
D0((5, 3,−3,−5))
= D0((3, 2,−1,−2)) ∪ D0((2, 1,−2,−3))
= D0((2, 1, 0,−1)) ∪ D0((1, 1,−1,−1)) ∪ D0((1, 1,−1,−1)) ∪ D0((1, 0,−1,−2))
= D0((1, 1, 0, 0)) ∪ D0((1, 0, 0,−1)) ∪ D0((1, 1,−1,−1)) ∪ D0((1, 1,−1,−1))
∪ D0((1, 0, 0,−1)) ∪ D0((0, 0,−1,−1))
= { (1, 1, 0, 0), (1, 0, 0,−1), (1, 1,−1,−1), (1, 1,−1,−1), (1, 0, 0,−1), (0, 0,−1,−1) }.
The recursive process of the definition of D0(x) can be represented by the binary tree
shown in Fig. 6. This tree has eleven vertices {v1, . . . , v11}, and each vertex is associated with
a vector that appears in the recursive definition of D0(x) above.
Concerning (C4) we have {supp+(d) | d ∈ D0(x)} = {{1, 2}, {1}, ∅} and {supp−(d) | d ∈
D0(x)} = {{3, 4}, {4}, ∅}, which are chains indeed. D0(x) does not satisfy (C5), since |D0(x)| =
6 and ‖x‖∞ = 5. D0(x) does not satisfy (C6) either, since neither (1, 0, 0,−1) ≤ (1, 1,−1,−1)
nor (1, 0, 0,−1) ≥ (1, 1,−1,−1) is true.
Just as in the above example, we can associate a binary tree with the recursive definition
of D0(x). Let us denote this tree by T0(x) and the vector associated with a vertex v of this tree
by ϕ(v). Then D0(x) is given as D0(x) = {ϕ(v) | v is a leaf of T0(x)}. We assume that the left
child of a vertex v corresponds to dϕ(v)/2e and the right child to bϕ(v)/2c; see Fig. 6. For a
vertex v in T0(x), the tree T0(ϕ(v)) can be regarded as a subtree of T0(x).
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v8 : (1, 1, 0, 0) v9 : (1, 0, 0,−1)
v4 : (2, 1, 0,−1) v5 : (1, 1,−1,−1)
v2 : (3, 2,−1,−2)
v10 : (1, 0, 0,−1) v11 : (0, 0,−1,−1)
v6 : (1, 1,−1,−1) v7 : (1, 0,−1,−2)
v3 : (2, 1,−2,−3)
v1 : (5, 3,−3,−5)
⌈·/2⌉ ⌊·/2⌋
1
Figure 6: Tree of D0(x) for x = (5, 3,−3,−5) in Example 8.1.
Step 2: We next modify the definition of D0(x) so as to meet (C5) in addition to (C1)–(C4).
Note that |D0(x)| ≥ ‖x‖∞ by (C1) and (C2). To state two lemmas we introduce notations
‖x‖+∞ = max(0, x1, x2, . . . , xn), ‖x‖−∞ = max(0,−x1,−x2, . . . ,−xn).
We have ‖x‖∞ = max(‖x‖+∞, ‖x‖−∞). Let us say that an integer vector x is critical if ‖x‖∞ ≥ 3,
‖x‖∞ is odd, and ‖x‖+∞ = ‖x‖−∞. A vertex v of the tree T0(x) is also called critical if the
associated vector ϕ(v) is critical. We modify the definition (8.9) of D0(x) for critical x.
Lemma 8.2. For x ∈ Zn with ‖x‖∞ ≥ 2, we have
‖ dx/2e ‖∞ + ‖ bx/2c ‖∞ =
{ ‖x‖∞ + 1 (x: critical),
‖x‖∞ (x: non-critical).
Proof. Let ` = ‖x‖∞. If x is critical, we have ‖ dx/2e ‖∞ = ‖ bx/2c ‖∞ = (`+1)/2 and hence the
claim holds. Suppose that x is not critical. If ` is even, we have ‖ dx/2e ‖∞ = ‖ bx/2c ‖∞ = `/2
and hence the claim holds. If ` is odd and ‖x‖+∞ > ‖x‖−∞, we have ‖ dx/2e ‖∞ = (` + 1)/2 and
‖ bx/2c ‖∞ = (` − 1)/2, and hence the claim holds. If ` is odd and ‖x‖+∞ < ‖x‖−∞, we have
‖ dx/2e ‖∞ = (` − 1)/2 and ‖ bx/2c ‖∞ = (` + 1)/2, and hence the claim holds. 
Lemma 8.3. Let x ∈ Zn.
(1) If ‖x‖+∞ > ‖x‖−∞ and ‖x‖∞ ≥ 2, then y = dx/2e satisfies ‖y‖+∞ > ‖y‖−∞.
(2) If ‖x‖+∞ < ‖x‖−∞ and ‖x‖∞ ≥ 2, then z = bx/2c satisfies ‖z‖+∞ < ‖z‖−∞.
Proof. (1) If ‖x‖+∞ = 2k (even), then ‖y‖+∞ = k and ‖y‖−∞ ≤ k − 1. If ‖x‖+∞ = 2k + 1 (odd), then
‖y‖+∞ = k + 1 and ‖y‖−∞ ≤ k. (2) This can be shown similarly. 
Let v be a critical vertex of T0(x) and y = ϕ(v). Let v⊕ and v	, respectively, be the leftmost
and rightmost leaves of the subtree below v. Define d⊕(v) = ϕ(v⊕) and d	(v) = ϕ(v	). For
each vertex w on the path between the left child of v and the leaf v⊕ (inclusive), we have
‖ϕ(w)‖+∞ > ‖ϕ(w)‖−∞ by Lemma 8.3 (1). In particular, ‖d⊕(v)‖+∞ > ‖d⊕(v)‖−∞, which implies
d⊕(v) ∈ {0,+1}n since d⊕(v) ∈ {−1, 0,+1}n. Similarly, we have d	(v) ∈ {0,−1}n by Lemma
8.3 (2).
Example 8.2. The vector x = (5, 3,−3,−5) in Example 8.1 is critical, since ‖x‖∞ = 5 ≥ 3
is odd and ‖x‖+∞ = ‖x‖−∞ = 5. Accordingly, in Fig. 6, the root vertex v1 is critical. We have
v⊕1 = v8, v
	
1 = v11, d
⊕(v1) = (1, 1, 0, 0), and d	(v1) = (0, 0,−1,−1).
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Lemma 8.4. For distinct critical vertices u and v in T0(x), the leaves u⊕, u	, v⊕, and v	 are
all distinct.
Proof. For a critical vertex v, there is no critical vertex on the path between the left child of v
and the leaf v⊕ by Lemma 8.3 (1), and there is no critical vertex on the path between the right
child of v and the leaf v	 by Lemma 8.3 (2). The claim follows from this fact. 
With the above preparations we are now able to define D1(x) as follows8:
D1(x) =
(
D0(x) \ {d⊕(v), d	(v) | v ∈ T0(x) is critical})
∪ {d⊕(v) + d	(v) | v ∈ T0(x) is critical}. (8.10)
Example 8.3. In Fig. 6 for x = (5, 3,−3,−5), v1 is the only critical vector with d⊕(v1) =
(1, 1, 0, 0) and d	(v1) = (0, 0,−1,−1). D1(x) is obtained from D0(x) in Example 8.1 by delet-
ing (1, 1, 0, 0) and (0, 0,−1,−1), and adding their sum (1, 1,−1,−1). Hence D1((5, 3,−3,−5))
= {(1, 0, 0,−1), (1, 1,−1,−1), (1, 1,−1,−1), (1, 0, 0,−1), (1, 1,−1,−1)}.
An alternative definition of D1(x), which modifies the recursive definition of D0(x), is
also possible. For a critical vector y appearing in the recursive definition of D0(x), we define
d⊕(y) = ϕ(v⊕) and d	(y) = ϕ(v	) by choosing any vertex v such that y = ϕ(v). This is well-
defined since, for two critical vertices u and v with ϕ(u) = ϕ(v), we have ϕ(u⊕) = ϕ(v⊕) and
ϕ(u	) = ϕ(v	). The recursive definition of D1(x) reads as follows:
D1(x) =

∅ (x = 0),
{x} (‖x‖∞ = 1),
{ dx/2e, bx/2c } (‖x‖∞ = 2),
D1(dx/2e) ∪ D1(bx/2c) (‖x‖∞ ≥ 3, x: non-critical),
(D1(dx/2e) \ {d⊕(x)}) ∪ (D1(bx/2c) \ {d	(x)}) ∪ {d⊕(x) + d	(x)}
(‖x‖∞ ≥ 3, x: critical).
(8.11)
In the last case, where ‖x‖∞ ≥ 3 and x is critical, the vectors d⊕(x) and d	(x) are deleted from
D1(dx/2e) and D1(bx/2c), respectively, and their sum d⊕(x) + d	(x) ∈ {−1, 0,+1}n is added
instead.
Lemma 8.5. D1(x) satisfies (C5) in addition to (C1)–(C4).
Proof. First note that d⊕(x) + d	(x) ∈ {−1, 0,+1}n \ {0}. Then it is easy to see that (C1)–(C4)
for D0(x) imply (C1)–(C4) for D1(x).
The condition (C5) can be shown as follows. If ‖x‖∞ ≤ 2, (C5) is obviously true by the
definition. Let ` = ‖x‖∞ ≥ 3. To prove (C5) by induction, assume that (C5) is satisfied by
D1(z) for any z ∈ Zn with ‖z‖∞ < ‖x‖∞. Since ‖ dx/2e ‖∞ < ‖x‖∞ and ‖ bx/2c ‖∞ < ‖x‖∞ by
‖x‖∞ ≥ 3, the induction hypothesis shows
|D1(dx/2e)| = ‖ dx/2e ‖∞, |D1(bx/2c)| = ‖ bx/2c ‖∞.
If x is not critical, we have ‖ dx/2e ‖∞ + ‖ bx/2c ‖∞ = ‖x‖∞ by Lemma 8.2, and
|D1(x)| = |D1(dx/2e)| + |D1(bx/2c)| = ‖ dx/2e ‖∞ + ‖ bx/2c ‖∞ = ‖x‖∞.
8Recall that D0(x) is a multiset. The first term on the right-hand side of (8.10) means that we decrease the
multiplicities of d⊕(v) and d	(v) for each critical vertex v.
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If x is critical, we have ‖ dx/2e ‖∞ + ‖ bx/2c ‖∞ = ‖x‖∞ + 1 by Lemma 8.2, and
|D1(x)| = (|D1(dx/2e)| − 1) + (|D1(bx/2c)| − 1) + 1
= ‖ dx/2e ‖∞ + ‖ bx/2c ‖∞ − 1 = ‖x‖∞.
In either case, D1(x) satisfies (C5). 
Lemma 8.6. We have ‖d◦ + d•‖∞ = 2 for any two vectors d◦, d• ∈ D1(x).
Proof. If ‖d◦ + d•‖∞ ≤ 1, x would be represented as a sum of |D1(x)| − 1 = ‖x‖∞ − 1 vectors
with `∞-norm ≤ 1, which is a contradiction. 
We note that Lemma 8.6 can be adapted to any collection of vectors satisfying (C1)–(C5).
Step 3: Finally we modify D1(x) so as to meet (C6) in addition to (C1)–(C5). Suppose that
there are two vectors d◦, d• ∈ D1(x) that are not comparable with each other, i.e., d◦  d• and
d•  d◦. Letting
d↑ =
⌈
d◦ + d•
2
⌉
, d↓ =
⌊
d◦ + d•
2
⌋
, (8.12)
we modify D1(x) to
D′1(x) =
(
D1(x) \ {d◦, d•}) ∪ {d↑, d↓}, (8.13)
where the incomparable pair {d◦, d•} is replaced by a comparable pair {d↑, d↓} with d↑ ≥ d↓.
Lemma 8.7. D′1(x) satisfies (C1)–(C5).
Proof. (C2) to (C5) for D′1(x) are easy to see. As for (C1), d
↑ and d↓ are obviously {−1, 0,+1}-
vectors. They are nonzero since ‖d◦ + d•‖∞ = 2 by Lemma 8.6 adapted to D′1(x). 
Repeated application of the modification (8.13) generates a sequence D′1(x),D
′′
1 (x), . . .,
which ends up with D2(x) = {d1, d2, . . . , d`} satisfying the chain condition d1 ≤ d2 ≤ · · · ≤ d`,
where ` = ‖x‖∞. The recursive application of Lemma 8.7 shows that D′1(x),D′′1 (x), . . . ,D2(x)
each satisfy (C1)–(C5).
Example 8.4. In Example 8.3, D1((5, 3,−3,−5)) contains an incomparable pair of vectors
d◦ = (1, 1,−1,−1) and d• = (1, 0, 0,−1). We have d↑ = (1, 1, 0,−1) and d↓ = (1, 0,−1,−1)
in (8.12), and D2((5, 3,−3,−5)) = {(1, 0,−1,−1), (1, 0,−1,−1), (1, 1,−1,−1), (1, 1, 0,−1),
(1, 1, 0,−1)}.
Step 4: For x, y ∈ Zn, consider D2(y − x) = {d1, d2, . . . , dm} with d1 ≤ d2 ≤ · · · ≤ dm, where
m = ‖y − x‖∞. As is announced in (8.8), we have the following relation to the decomposition
in (2.5).
Lemma 8.8. D2(y − x) = {1Ak − 1Bk | k = 1, . . . ,m}.
Proof. First recall that y − x = ∑mk=1(1Ak − 1Bk), A1 ⊆ A2 ⊆ · · · ⊆ Am ⊆ supp+(x − y),
Bm ⊆ Bm−1 ⊆ · · · ⊆ B1 ⊆ supp−(x − y), and 1A1 − 1B1 ≤ 1A2 − 1B2 ≤ · · · ≤ 1Am − 1Bm in the
decomposition in (2.5). For each vector dk in D2(y− x), let dk+, dk−, and dk0 denote its restriction
to (subvector on) to supp+(y− x), supp−(y− x), and {1, . . . , n} \ (supp+(y− x)∪ supp−(y− x)),
respectively; see Fig. 3. The properties (C1), (C3), and (C6) of D2(y − x) imply
0 ≤ d1+ ≤ d2+ ≤ · · · ≤ dm+ ≤ 1, −1 ≤ d1− ≤ d2− ≤ · · · ≤ dm− ≤ 0, d10 = d20 = · · · = dm0 = 0.
Then we must have dk+ = 1Ak and dk− = −1Bk for k = 1, . . . ,m by the properties (C2) and
(C5). 
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Step 5: In Step 5, S is assumed to be a discrete midpoint convex set in Zn and x, y ∈ S . For
any subset E of Di(y − x) with i = 0, 1, or 2, we consider the condition
x +
∑
{d | d ∈ E} ∈ S . (8.14)
Note that (8.14) holds for E = ∅ by x ∈ S , and for E = Di(y− x) by (C2) and y ∈ S . It should
be clear that (8.14) corresponds to (8.7).
Lemma 8.9.
(1) (8.14) holds for any E ⊆ D0(y − x).
(2) (8.14) holds for any E ⊆ D1(y − x).
Proof. (1) This is trivially true if ‖y − x‖∞ ≤ 1. If ‖y − x‖∞ = 2, we have D0(y − x) =
{d(y − x)/2e, b(y − x)/2c}. Since S is a discrete midpoint convex set, we have
x + d(y − x)/2e = d(x + y)/2e ∈ S ,
x + b(y − x)/2c = b(x + y)/2c ∈ S ,
which show (8.14) for E with ∅ , E , D0(y − x).
Let ‖y − x‖∞ ≥ 3. To prove the claim by induction, assume that (8.14) is true for all
x′, y′ ∈ S with ‖y′ − x′‖∞ < ‖y − x‖∞ and for all E ⊆ D0(y′ − x′). We now fix E ⊆ D0(y − x),
and define x′′ = b(x + y)/2c and y′′ = d(x + y)/2e, where x′′, y′′ ∈ S by (2.3). Since
‖y′′ − x‖∞ = ‖ d(y − x)/2e ‖∞ < ‖y − x‖∞,
‖y − x′′‖∞ = ‖ d(y − x)/2e ‖∞ < ‖y − x‖∞
by ‖y − x‖∞ ≥ 3, the induction hypothesis for (x, y′′) and (x′′, y) shows
u = x +
∑
{d | d ∈ E ∩ D0(d(y − x)/2e)} ∈ S , (8.15)
v = x′′ +
∑
{d | d ∈ E ∩ D0(d(y − x)/2e)} ∈ S , (8.16)
where D0(y′′ − x) = D0(y − x′′) = D0(d(y − x)/2e) is used. Since
‖v − u‖∞ = ‖x′′ − x‖∞ = ‖ b(y − x)/2c ‖∞ < ‖y − x‖∞,
we can also use the induction hypothesis for (u, v) to obtain
w = u +
∑
{d | d ∈ E \ D0(d(y − x)/2e)} ∈ S , (8.17)
where D0(v−u) = D0(b(y− x)/2c) ⊇ E \D0(d(y− x)/2e) by D0(d(y− x)/2e)∪D0(b(y− x)/2c) =
D0(y − x) ⊇ E. Substituting (8.15) into (8.17) we obtain
w = x +
∑
{d | d ∈ E} ∈ S ,
which is nothing but (8.14).
(2) This follows from (1), since each vector of D1(y − x) is a sum of some vectors of
D0(y − x). 
Recall from Step 3 that D2(y − x) is constructed from D1(y − x) by repeated modification
in (8.13), which changes an incomparable pair {d◦, d•} to a comparable pair {d↑, d↓} defined
by (8.12).
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Lemma 8.10. Let D′1 be obtained from D1(y − x) as in (8.13). Then (8.14) holds for any
E ⊆ D′1.
Proof. In accordance with (8.13), we have D′1 =
(
D1(y− x) \ {d◦, d•})∪{d↑, d↓}. We have four
cases to consider.
1. If d↑ < E and d↓ < E, we have E ⊆ D1(y − x), and therefore (8.14) holds by
Lemma 8.9 (2).
2. If d↑ ∈ E and d↓ ∈ E, we have d↑+ d↓ = d◦+ d• and (E \ {d↑, d↓})∪{d◦, d•} ⊆ D1(y− x).
Therefore,
x +
∑
{d | d ∈ E} = x +
∑
{d | d ∈ E \ {d↑, d↓}} + d◦ + d• ∈ S
by Lemma 8.9 (2).
3. If d↑ ∈ E and d↓ < E, both points
y = x +
∑
{d | d ∈ E \ {d↑}} + d◦ + d•,
z = x +
∑
{d | d ∈ E \ {d↑}}
belong to S by Lemma 8.9 (2). We have d(y+ z)/2e ∈ S since ‖y− z‖∞ = ‖d◦+d•‖∞ = 2
(cf. Lemma 8.6) and S is a discrete midpoint convex set. Therefore,
d(y + z)/2e = x +
∑
{d | d ∈ E \ {d↑}} + d↑ ∈ S ,
which shows (8.14).
4. If d↑ < E and d↓ ∈ E, we can show (8.14) in a similar manner.

Lemma 8.11. (8.14) holds for any E ⊆ D2(y − x).
Proof. Repeated application of the modification (8.13) generates a sequence D′1,D
′′
1 , . . . that
ends with D2(x − y). The recursive application of Lemma 8.10 shows that (8.14) holds for
any E ⊆ D′1, E ⊆ D′′1 , . . . , E ⊆ D2(y − x). 
Lemma 8.11 with Lemma 8.8 establishes Theorem 2.7.
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A Equivalence of Integral Convexity andGlobalWeakDMC
We prove that the global weak discrete midpoint convexity of a function implies the integral
convexity even without assuming the integral convexity of the effective domain.
Theorem A.1. For a function f : Zn → R ∪ {+∞}, the following properties are equivalent:
(a) f is integrally convex.
(b) For every x, y ∈ dom f with ‖x − y‖∞ ≥ 2 we have
f (x) + f (y) ≥ 2 f˜
( x + y
2
)
. (A.1)
Proof. Obviously, (a) implies (b). To prove “(b)⇒ (a)” by contradiction, assume that there
exist x ∈ dom f and y1, . . . , ym ∈ dom f such that
x =
m∑
i=1
λiyi, f˜ (x) >
m∑
i=1
λi f (yi), (A.2)
where
∑m
i=1 λi = 1 and λi > 0 (i = 1, . . . ,m). For each j = n, n − 1, . . . , 1, we look at the j-th
component of the generating points yi.
Let j = n and define
αn = min
i
yin, βn = maxi
yin, Imin = {i | yin = αn}, Imax = {i | yin = βn}. (A.3)
If βn − αn ≤ 1, we are done with j = n. Suppose that βn − αn ≥ 2. By translation and reversal
of the n-th coordinate, we may assume 0 ≤ xn ≤ 1, αn ≤ 0, and βn ≥ 2. By renumbering
the generators we may assume 1 ∈ Imin and 2 ∈ Imax, i.e., y1n = αn and y2n = βn. We have
‖y1 − y2‖∞ ≥ 2.
By (A.1) for (y1, y2) and the definition of f˜ we have
f (y1) + f (y2) ≥ 2 f˜
(y1 + y2
2
)
= 2
l∑
k=1
µk f (zk), (A.4)
where
y1 + y2
2
=
l∑
k=1
µkzk, zk ∈ N
(y1 + y2
2
)
∩ dom f (k = 1, . . . , l) (A.5)
with µk > 0 (k = 1, . . . , l) and
∑l
k=1 µk = 1. The inequality (A.4) implies, with notation
λ = min(λ1, λ2), that
λ1 f (y1) + λ2 f (y2) ≥ (λ1 − λ) f (y1) + (λ2 − λ) f (y2) + 2λ
l∑
k=1
µk f (zk).
Hence
m∑
i=1
λi f (yi) =
(
λ1 f (y1) + λ2 f (y2)
)
+
m∑
i=3
λi f (yi)
≥ (λ1 − λ) f (y1) + (λ2 − λ) f (y2) + 2λ
l∑
k=1
µk f (zk) +
m∑
i=3
λi f (yi).
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Since
x = (λ1 − λ)y1 + (λ2 − λ)y2 + 2λ
l∑
k=1
µkzk +
m∑
i=3
λiyi,
we have obtained another representation of the form (A.2).
With reference to this new representation we define αˆn, βˆn, Iˆmin, and Iˆmax, as in (A.3).
Since βn − αn ≥ 2, we have
αn + 1 ≤ (y1n + y2n)/2 ≤ βn − 1,
which implies αn + 1 ≤ zkn ≤ βn − 1 for all k. Hence, αn ≤ αˆn and βˆn ≤ βn. Moreover,
if (αˆn, βˆn) = (αn, βn), then |Iˆmin| + |Iˆmax| ≤ |Imin| + |Imax| − 1. Therefore, by repeating the
above process with j = n, we eventually arrive at a representation of the form of (A.2) with
βn − αn ≤ 1.
We next apply the above procedure for the (n − 1)-st component. What is crucial here is
that the condition βn − αn ≤ 1 is maintained in the modification of the generators by (A.4)
for the (n − 1)-st component. Indeed, for each k, the inequality αn ≤ zkn ≤ βn follows from
αn ≤ (y1n + y2n)/2 ≤ βn and zk ∈ N((y1 + y2)/2). Therefore, we can obtain a representation
of the form of (A.2) with βn − αn ≤ 1 and βn−1 − αn−1 ≤ 1, where αn−1 = mini yin−1 and
βn−1 = maxi yin−1.
Then we continue the above process for j = n − 2, n − 3, . . . , 1, to finally obtain a repre-
sentation of the form of (A.2) with |yij−yi
′
j | ≤ 1 for all i, i′ and j = 1, 2, . . . , n. This contradicts
the definition of f˜ . 
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