Abstract. We find the maximum modulus of the n-th Taylor coefficient c n of a function in the unit ball of H p , 1 ≤ p ≤ ∞, provided that c 0 is fixed, and identify the corresponding extremal functions.
Introduction
We are interested in finding the maximum Taylor coefficient of a function in the unit ball of H p , 1 ≤ p ≤ ∞, whose value c at the origin is fixed and in identifying the corresponding extremal functions.
The motivation for this problem comes in part from the HausdorffYoung inequality and the Bohr phenomenon. The Hausdorff-Young inequality states that if f ∈ L p = L p (T), where T = {z ∈ C : |z| = 1}, then f L p ≥ {f (n)} l q for 1 ≤ p ≤ 2, and q such that This is a classical theorem of H. Bohr ([3] ) and can be shown from F. Wiener's estimates [2] . One can ask whether such a phenomenon exists This paper is in final form and no version of it will be submitted for publication elsewhere.
for H p , 2 < p < ∞. Namely, does there exist 0 < r < 1 such that
Our estimates of the Taylor coefficients of H p functions show that no such Bohr phenomenon holds when 2 < p < ∞.
Finally, our results give a new proof of a conjecture by Hummel, Scheinberg, and Zalcman (see [5] , p. 189) related to the Krzyz problem for H p functions in the case that n = 1. The conjecture states that for n ≥ 1
and gives the form of the corresponding extremal function.
The Main Problem and Known Cases
Problem.
where
, and identify the extemal functions.
. We will therefore consider extremal f so that f (0) = c andf (n) ≥ 0. This problem is known for certain cases. If p = 2, by Parseval's identity, it is easy to see that M 2 (n, c) = √ 1 − c 2 and the corresponding unique [2] ) and the corresponding unique extremal function is f ext (z) = c+z n 1+cz n . In addition, it is easily seen that for all
For suppose f is a solution to the given extremal problem. Consider
. Therefore the extremal values off (n) are the same as the ones calculated in the case when n = 1.
All other cases are unknown. Therefore we consider the extremal problem stated above for values of p such that 1 ≤ p < ∞ (p = 2) and c such that 0 < c < 1. In the following sections, we consider only such values of p and c. In proving the main result, we prove some intermediate theorems which are of independent interest.
Statement of the Main Results
and the corresponding extremal function is
and
where v is the unique root (
In particular, for p = 1 and 0 < c < 
Intermediate Results
In the following theorems, we will take 0 < c < 1.
Proof. This follows directly from the H ∞ case, since the solution to the maximal problem in that situation is in fact the above inner function.
Proposition 4.2. The singular function S(z) that maximizes ReS
and S (0) = 2c log 1 c .
Proof. Since S is a singular function, there exists a singular positive measure µ such that
dµ(t)).
Therefore
cos tdµ(t))
≤ 2c Proof. For simplicity, we will consider p = 1, the proof for p > 1 being similar. Let f ∈ H 1 be an outer function such that f 1 ≤ 1 and f (0) = c. Then
where ϕ(t) = log |f (e it )|. Taking derivatives and real parts, we can conclude that
We now have a variational problem, where we need to find max 1 2π π −π ϕ(t)dt = log c, because the above minimum is then equal to 1. To see this, suppose that for some ϕ(t) = ϕ 1 (t) satisying the constraints of the dual problem
Then there is some s > 0 such that the function ϕ 2 (t) = ϕ 1 (t) + s cos t satisfies
ϕ 2 (t)dt = log c, and
dt = 1, contrary to the assumed maximality of µ in the original variational problem.
The constraints in the dual problem say that in the real Fourier series of ϕ the two coefficients are fixed, namely the constant term and the coefficient of cos t. By a standard variational argument we obtain that, whenever a bounded function h(t) satisfies 
In particular, this is true for h(t) = sin nt (n > 0) and h(t) = cos nt (n = 0, 1), which implies that e ϕ 0 (t) = A + B cos t, ϕ 0 (t) = log(A + B cos t), where A and B are constants, and ϕ 0 (t) is the extremal function for the original variational problem. Since , which is a contradiction. Therefore no such constant B exists, and there is no solution to the extremal problem.
Proofs of the Main Results
We begin by considering the main problem for functions whose value at the origin is not close to 0 as stated in Theorem 3.1.
Proof. Let 2 
Therefore, by the case p = 2,
Putting the two estimates above together gives as conjectured by Hummel, Scheinberg, and Zalcman in [5] .
