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Razvoj sistema strojnega vida za implementacijo ročnega montažnega 
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Diplomska naloga obravnava tematiko razvoja sistema strojnega vida za analizo pobiranja 
sestavnih delov na ročnem montažnem mestu pametne tovarne. Ker je kljub vse večji 
avtomatizaciji, ročno montažno mesto še vedno pomemben segment v tovarnah, ga je treba 
opremiti s sistemi, ki omogočajo digitalizacijo. Eden izmed teh sistemov je modul za 
strojni vid. S tem bo ročno montažno mesto primerno za implementacijo v pametno 
tovarno. V prvem delu so predstavljene smernice Industrije 4.0 (strojni vid in sorodni 
sistemi). Prikazan je tudi pregled različnih programskih jezikov in knjižnic za strojni vid. 
V drugem delu je prikazan razvoj sistema strojnega vida. Sistem smo razvili za računalnik 
Raspberry Pi. Uporabili smo programski jezik Python ter knjižnico OpenCV. S strojnim 
vidom smo nadzirali, če je delavec iz zalogovnika vzel sestavni del. To smo dosegli s 
pomočjo štetja slikovnih točk, ki se spremenijo, ko v zalogovnik seže roka. Rešitev, do 
katere smo prišli, se je testirala na testnem ročnem montažnem mestu in je delovala 











Development of computer vision module for manual assembly 
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Final thesis deals with development of machine vision system for analysis of correct 
picking of parts on manual assembly place in smart factory. Despite the evergrowing 
automatization the manual assembly is still an important part of industry and needs to be 
equipped with systems that enable digitalization. One of those is machine vision system. 
Then manual assembly can be implemented in smart factory. In the first part guidelines for 
Industry 4.0 (computer  vision and related systems) are described. Then the review of 
different programming languages and libraries for computer vision are described. In 
second part the development of machine vision system is presented. System was developed 
for Raspberry Pi Single Board Computer where we used programming language Python 
and OpenCV library . We used computer vision to monitor if the worker has picked up a 
part from the grab container. We have achieved this by counting the pixel change when 
hand reaches in the grab container. Machine vision  module was tested on manual 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
A / število belih slikovnih točk pri katerih modul zazna, da 
je roka segla v predal 
B / intenziteta modre barve v slikovni točki 
G / intenziteta zelene barve v slikovni točki 
P / intenziteta bele barve v slikovni točki 
Pp / število belih slikovnih točk v predalu, preden vanj seže 
roka 
R / intenziteta rdeče barve v slikovni točki 









Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
CAD računalniško podprto načrtovanje (angl. Computer-aided design) 
CCD tip zaznavala (angl. Charge-coupled device) 
GPIO večnamenski pini za vhod in izhod (angl. General-purpose 
input/output) 
IP naslov, ki določa računalnik v omrežju (angl. Internet protocol 
adress) 
IoT internet stvari (angl. Internet of things) 
IIoT industrijski internet stvari (angl. Industrial internet of things) 
LCD tekoče-kristalni zaslon (angl. Liquid Cristal Display) 
RAM bralno-pisalni pomnilnik (angl. Random Acces Memory) 










1.1 Ozadje problema 
Na ročnem montažnem mestu lahko zaradi človeškega faktorja pride do različnih napak. 
Da bi lahko takšne napake v čim večji meri preprečili, je potrebna kontrola procesa ročne 
montaže. Eden izmed načinov s katerim lahko to storimo je, da digitaliziramo »Poka-
Yoke« način odpravljanja napak na ročnem montažnem mestu z implementacijo IoT 
tehnologije, »Pick by light« sistema in strojnega vida. S temi sistemi lahko spremljamo, če 
je delavec v montažnem procesu ob pravem času iz pravilnega zalogovnika vzel sestavni 
del. S tem dosežemo, da so vsi izdelki sestavljeni pravilno. 
 
1.2 Cilji naloge 
Cilj naloge je razvoj in montaža sistema strojnega vida za analizo pravilnega vrstnega reda 
pobiranja sestavnih delov na pametno ročno montažno mesto, ki se razvija v laboratoriju. 
Modul za strojni vid je potrebno izdelati tako, da se bo program izvajal na računalniku 
Raspberry Pi, za zajemanje slike se uporabi spletna kamera. Povezati ga je treba tudi z 
bazo podatkov, iz katere pridobi podatke o pravilnem vrstnem redu sestavljanja izdelka in 
z bazo podatkov, v katero zapisuje, katera naloga oziroma operacija je že bila izvedena. V 
vsakem trenutku mora imeti delavec na monitorju napisano, kaj je njegova naslednja 
naloga in ali je bila uspešno opravljena. Te informacije morajo biti izpisane tudi na LCD 
zaslonih, ki so montirani v posameznih zalogovnikih. 
 
Najprej se bomo osredotočili na teoretične osnove strojnega vida in na načine 
implementacije sorodnih sistemov glede na koncepte Industrije 4.0. Pregledali bomo tudi 
razvoj strojnega vida v različnih programskih jezikih in z različnimi knjižnicami za strojni 
vid. Sledil bo razvoja programa strojnega vida, namestitev sistema na ročno montažno 






2 Teoretične osnove 
2.1 Industrija 4.0 
Industrija 4.0 zajema veliko količino novih zmožnosti v smislu interakcije in komunikacije 
znotraj proizvodnega sistema. Odvisna je od razvoja informacijske tehnologije in cilja k 
boljši učinkovitosti in večji kvaliteti s tem, da omogoča več in bolj točne podatke, ki jih 
proizvodni sistem v tistem času potrebuje, da lahko sprejema boljše in hitrejše odločitve. 
 
Zadnje čase je večina raziskav v povezavi z Industrijo 4.0 usmerjena v popolno 
avtomatizacijo. Najhitreje se tak način proizvodnje razvija v avtomobilski, elektronski in 
potrošniški industriji. Tu gre namreč za masovno proizvodnjo, kjer si podjetja želijo, da 
proizvodnja deluje neprekinjeno, kar je lažje omogočiti z roboti, saj ne prihaja do kritičnih 
človeških napak, zaradi katerih bi bilo potrebno proizvodnjo ustaviti. Kljub temu obstajajo 
področja, na katerih avtomatizacija do take mere ni mogoča. Tu se še vedno uporablja 
ročna montaža. Ta se predvsem uporablja pri sestavljanju velikih izdelkov, kot so na 
primer razne letalske komponente, vlaki, vagoni, avtobusi… Razlogi za obvezno ročno 
montažo so lahko različni. Lahko so zgolj preveliki gabariti izdelka, prevelika 
kompleksnost sestavljanja, majhna dostopnost, sestavne dele ni mogoče prijeti z robotskim 
prijemalom… Eden od glavnih razlogov je lahko tudi prenizka produktivnost, kar vodi do 
predolge amortizacije oziroma do predragega izdelka. Lahko tudi, da potrebujemo preveč 
fleksibilen sistem za popolno avtomatizacijo in serijsko proizvodnjo. Taka odvisnost je 






Slika 2.1: Fleksibilnost proizvodnje v odvisnosti od števila proizvedenih izdelkov [2] 
 
V takih primerih proizvodnje ne moremo popolnoma avtomatizirati, vendar nam še vedno 
ostane pester nabor digitalnih sistemov, s katerimi si lahko pomagamo. 
 
Glavno vprašanje je, kako lahko povežemo delavce s komunikacijami in odločitvami, ki jih 
sprejemajo računalniški sistemi in omrežje. To nam lahko prinese precejšnje izboljšave v 
primerjavi z običajnim potekom dela. Nekaj primerov: 
 
- Dokumenti v papirnati obliki, kot so na primer risbe ali delovni ukazi, morajo biti 
ob morebitni spremembi fizično zamenjani, medtem ko lahko elektronske naprave 
prikazujejo informacije iz baze podatkov. Če je potrebno, lahko elektronske 
naprave v hipu prikažejo prejšnje različice dokumentov. 
- Če nastane problem, lahko delavec preko elektronskih naprav nemudoma dobi 
vzrok in rešitev problema. Za potek dela na podlagi papirnate osnove to lahko traja 
več tednov, saj je treba vse podatke spremeniti, jih ponovno natisniti in prinesti 
delavcu na delovno mesto. 
- Elektronske naprave so zmožne tudi prikazovanja 3D modelov in glasovnih 
sporočil, kar delavcem pomaga pri lažji predstavi [1, 2]. 
 
Uporaba in implementacija takih sistemov v proizvodnjo ni tako enostavna. V nadaljevanju 
bodo predstavljene nekateri taki sistemi.  
 
2.1.1 Različni smeri poteka podatkov 
Izmenjavanje podatkov med delovnim osebjem in računalniškim omrežjem mora biti 
stabilna, praktična in izvedena na ergonomičen način. Mobilne računalniške naprave so 
zelo razširjene in tudi cenovno ugodne, vendar morajo imeti sistemi, ki jih želimo 




in predvsem preprost uporabniški vmesnik. Oprema mora biti taka, da dobro deluje ob 
spreminjajoči se svetlobi, povišani glasnosti in v prahu oziroma umazaniji. Zaželeno je, da 
se vsako tako napravo lahko uporablja prostoročno. Tem sistemom, ki delavcu zagotovijo 
vse podatke pravimo začelni sistemi (»frontend«). S tem, ko smo proizvodnemu sistemu 
zagotovili vse te podatke in vso komunikacijo v realnem času, se od njega zahteva, da v 
realnem času sprejema tudi odločitve. Če na primer delavec v sistem sporoči, da je prišlo 
do napake, mora sistem avtomatično reagirati in spremeniti potek dela ali rešiti nastali 
problem. To stori s pomočjo numeričnega pristopa sprejemanja odločitev na podlagi 
algoritmov. Da to deluje, mora biti zagotovljen ustrezen delovni tok. Temu rečemo zaledni 
sistemi [1]. 
 
2.1.1.1 Začelni sistemi 
Hiter razvoj mobilnih računalnikov v zadnjem času, omogoča tehnično podporo za prenos 
podatkov tudi v industrijskem okolju. Toda večina naprav ni namenjena za industrijsko 
uporabo, zato le redke zadostujejo potrebam, ki jih zahtevajo smernice Industrije 4.0. Da bi 
ugotovili katere naprave so primerne, jih lahko analiziramo na dva različna načina. Lahko 
jih primerjamo glede na programsko opremo (»software«) ali glede na strojno opremo 
(»hardware«) [1]. 
 
2.1.1.1.1 Strojna oprema 
 
Pri strojni opremi se večinoma ukvarjamo z velikostjo zaslonov, rokovanja z napravami, z 
načinom vnašanja podatkov v sistem  in načinov branja podatkov iz sistema. Med take 
naprave uvrščamo tudi razne pametne ure, pametna očala, pametne telefone, tablice ter 
računalnike, ki si jih lahko pritrdimo na roko. Poleg prej omenjenih raznolikosti, se 
razlikujejo tudi v velikosti naprav ter razpoložljivosti za povezovanje z različnimi senzorji. 
 
Večina naprav ima več različnih senzorjev, kot so na primer senzorji za zaznavanje hitrosti, 
pozicije, senzorji za zaznavanje premika in druge, pomembni so tudi mikrofoni, zvočniki 
in kamere. Vse naprave morajo imeti dobro povezljivost preko brezžičnega LAN sistema 
in »Bluetooth-a«. Nosljive naprave imajo navadno omejitve v velikosti zaslonov. Ti so 
namreč zelo majhni, kar ne velja za pametna očala. Na drugi strani imajo namizni 
računalniki možnost prikazovanja CAD podatkov v visoki resoluciji na velikih monitorjih. 
Zelo pomembna je tudi zmožnost prostoročnega upravljanja z napravami. Pametne telefone 
in tablične računalnike moramo med uporabo držati v rokah, zato delavci v tem času težko 
delajo še kaj drugega. Pametne ure in računalniki pritrjeni na roko so sicer pritrjeni na eno 
podlaket, vendar moramo med vnašanjem podatkov tipkati z drugo (prosto) roko. Branje z 
zaslona je možno, če kot, pod katerim pogledamo na zaslon, ni prevelik. O popolni 
prostoročni uporabi torej lahko govorimo le pri pametnih očalih, v kolikor je interakcija 
izvedena s pomočjo glasovnih ukazov. Koncepti vnašanja podatkov pri vseh zgoraj 
naštetih napravah, so lahko zelo različni. Vnašanje podatkov je lahko izvedeno z raznimi 





Slika 2.2: Različne verzije pametnih očal [1] 
 
Na sliki 2.2 so prikazani različni modeli pametnih očal. Razlikujejo se po obliki, 
namembnosti in podobno. Prikaz podatkov je izveden na dva različna načina. Lahko se 
prikazuje po celotnem vidnem polju, kar nam omogoča tudi virtualno realnost, podatki se 
lahko prikazujejo na majhnem zaslonu, ki je pritrjen na okviru očal ali na ušesu 
uporabnika. Katera vrsta očal je bolj primerna, je v splošnem težko govoriti, saj je to 
odvisno predvsem od naloge, ki jo mora delavec opravljati [1]. 
 
Izvedena je bila študija, ki je primerjala uporabnost pametnih očal z majhnim prikazom, v 
primerjavi s tabličnim računalnikom. Ugotovili so, da smo pri zahtevah za prostoročno 
uporabo zelo omejeni z zasloni za prikaz podatkov. Zaenkrat so namreč na voljo le take 
naprave, ki imajo majhne zaslone. Če bi želeli na takih napravah prikazovati kakšne 
zapletene detajle oziroma bi delavci morali brati podatke iz relativno obsežnih tabel, bi bilo 
treba preveč pomikanja, povečevanja, drsenja… kar pomeni, da so neprimerni za tako 
uporabo. Pametna očala, ki omogočajo predvajanje podatke v celotnem vidnem polju so 
večja in težja, zato jih ne moremo uporabljati za daljša časovna obdobja. Zaenkrat je zato 
najboljša rešitev kombinacija pametnih očal in stacionarnih monitorjev z velikimi zasloni 
[1]. 
 
Sploh pri pametnih očalih ne smemo zanemariti dejstva, da interakcija z meniji in vnašanje 
podatkov nista najbolj preprosta. Ker upravljanje naprav z glasovnimi ukazi in ročnimi 
kretnjami ni nekaj povsem običajnega za tipičnega uporabnika, se kar precej časa porabi 
samo zato, da se delavec spozna s takim načinom dela. Poleg tega ta dva načina upravljanja 
nista najbolj natančna in brez napak. Glasovno upravljanje sploh ne pride v poštev v 
proizvodnih obratih, kjer je precej hrupno. Funkcijski gumbi na očalih so zelo majhni in jih 
je težko pritisniti, skoraj nemogoče, če je pri delu obvezna uporaba delovnih rokavic. Za 
vnašanje podatkov, zato lahko pametna očala brezžično (»Bluetooth«) povežemo z drugimi 
napravami. To nalogo najbolje opravijo pametne ure ali pametni telefoni. S tem smo sicer 
izboljšali mobilnost delavca ter mu olajšali vnos podatkov, po drugi strani smo mu zopet 




rokavice, ki zaznavajo kretnje in imajo vgrajene funkcijske gumbe za vnos podatkov. Te bi 
lahko rešile marsikatero težavo. Žal zaenkrat še niso na razpolago [1]. 
 
Če zaradi boljše preglednosti uporabimo tablični računalnik, moramo razmisliti tudi kam 
ga bomo odlagali oziroma, kam ga bomo pritrdili. Med uporabo ga delavec res drži v roki, 
toda večino časa je odložen in  delavec iz njega le dobiva podatke/navodila za opravljanje 
nalog. Pogosto so tudi samo nekje odloženi in čakajo na uporabo [1]. 
 
2.1.1.1.2 Programska oprema 
 
V industrijskem okolju je vse več aplikacij, ki izkoriščajo mobilno računalništvo. V 
zadnjih letih se še posebno hitro razvijajo specifične, po zahtevah uporabnika narejene 
aplikacije, saj standardne še ne obstajajo. Aplikacije povezujejo pametne telefone z raznimi 
bazami podatkov, pametnim očalom omogočajo iskanje, sortiranje, učinkovitejše pakiranje 
in podobno. Uporaba pametnih naprav namesto dokumentov v papirnati obliki, v 
proizvodnem obratu skrajša administrativne procese in zmanjša čas čakanja in odzivni čas. 
Poglejmo si primerjavo pri beleženju napak na klasičen način in na način, kot ga 
narekujejo smernice Industrije 4.0. Na sliki 2.3 je prikazan klasičen način beleženja 




Slika 2.3: Običajen postopek beleženja napak [1] 
 
V proizvodnji običajno računalniki niso na vsakem delovnem mestu. Še vedno si ob 
morebitni napaki želimo zajeti čim več informacij, ki so potrebne za analizo, zato mora 
delavec podatke nesti do naslednjega stacionarnega računalnika. Poročilo potrebuje nekaj 
osnovnih informacij, kot so številka napake in številka delovnega naloga. Te podatke je 
treba v sistem vnesti ročno. Da napako prikažemo čim bolj natančno, se navadno dodajo še 
slike [1]. 
 
S tem, ko dodamo pametna očala ali katero drugo mobilno napravo, ta proces skrajšamo. 
Ne potrebujemo nobene druge dodatne opreme kot je kamera in nalaganje slike v sistem je 
samodejno. Poročilo se generira avtomatično, delavcu praktično ni treba storiti ničesar. Iz 
menija delovnega naloga uporabnik lahko zamenja direktno na meni, kjer se generira 
poročilo o napaki. Vsa pomembna delovna dokumentacija se avtomatično prenese in 
ponujena je možnost, da napako slikamo s pomočjo integrirane kamere. Primer prototipne 






Slika 2.4: Aplikacija za generiranje poročila o napaki - poročilo [1] 
 
V primerjavi z običajnimi aplikacijami na namiznih računalnikih, mora biti uporabniški 
vmesnik narejen povsem drugače. Računalniška miška je verjetno ena najpomembnejših 
naprav za vnašanje podatkov na namiznih računalnikih, a je večina mobilnih računalnikov 
ne podpira oziroma jih delavci zaradi narave dela, ne morejo uporabljati. Uporabniški 
vmesniki morajo zato biti izdelani primerno funkciji, največkrat v nekakšni kombinaciji z 
zaslonom na dotik, ročnimi gestami, glasovnimi ukazi in s funkcijskimi gumbi. Aplikacija 
mora biti narejena tako, da je uporabniški vmesnik čim bolj enostaven za uporabo, čim bolj 
intuitiven in tak, da ima čim manj menijev. Različne naprave in celo različne verzije 
programske opreme, imajo lahko povsem drugačne funkcije na enakih gumbih ali kretnjah. 
Lahko se tudi zgodi, da uporabniški vmesnik primeren za eno napravo, na drugačnih 
napravah sploh ni uporaben. Zato je potrebna standardizacija naprav ali ločitev podatkov 
od uporabniškega vmesnika. S tem zmanjšamo količino dela, ob morebitni pretvorbi 
obstoječih delovnih nalogov za prenos na nove naprave [1]. 
 
Komunikacija v realnem času in tok informacij, ki ju omogočajo razne mobilne naprave, 
direktno vpliva na rokovanje in izvedbo proizvodnega procesa in na potek dela. Potek dela, 
ki bi ga običajno morali izvajati ročno, se sedaj lahko delno ali popolno avtomatizira. S 
tem vpliva na postavitev proizvodnje, na obliko delovnih mest, pomembno vpliva tudi na 
zaposlenost delavca [1]. 
 
2.1.1.2 Zaledni sistemi 
Zmožnost pošiljanja informacij o stanju na delovnem mestu direktno v sistem, postavlja 
zahtevo za avtomatičen odgovor, rešitev problema. Pogosta situacija je dokončanje 
delovnega naloga. Običajno mora delavec odnesti papirnate dokumente na terminal sistema 
zbiranja podatkov in skenirati zadnji korak. Sistem tako spozna, da je delovni nalog 
zaključen. Delavec mora nato počakati na nov delovni nalog, ki mu ga ročno izroči eden od 
planerjev. To lahko traja tudi do nekaj ur. Ker je zaporedje delovnih nalogov tako ali tako 
shranjeno v omrežju, lahko brez težave naslednji delovni nalog določimo avtomatično. 
Dokumentacija o naslednjem procesu je lahko iz baze podatkov prenesena in prikazana na 
mobilni napravi na delovnem mestu.  Enako logiko lahko uporabimo tudi pri materialnih 





Nekoliko bolj kompleksen scenarij je, če se v procesu pojavi napaka, ki jo želimo 
odpraviti. Na primer, da ne moremo začeti naslednjega delovnega naloga po končanju 
trenutnega. To se lahko zgodi, ker nepričakovano zmanjka materiala ali če je z materialom 
kaj narobe. V tem primeru, se mora sistem sam odločiti ali se bolj splača začeti drug 
delovni nalog ali je bolje čakati na material. To si poglejmo na preprostem primeru.  
 
Na sliki 2.5 je prikazan plan aktivnosti. Aktivnost 1 je bila uspešno zaključena, vendar 
zaradi napake ne moremo začeti aktivnosti številka 2. Glavno vprašanje je, če je možno 
oziroma, če se splača začeti z aktivnostjo 3 ali 5. Taka situacija se v proizvodnji pogosto 
pojavi, vendar se običajno o rešitvi odloči planer na podlagi vseh informacij, ki so mu na 
voljo, tudi na podlagi izkušenj s podobnimi težavami. To ni zadovoljivo, saj je na podlagi 
teh istih informacij nastal mrežni diagram, le da ti podatki niso bili shranjeni v numerični 
obliki, ker je mrežni diagram namenjen le temu, da prikaže, kako mora proces potekati in 





Slika 2.5: Planirano zaporedje aktivnosti [1] 
 
Na sliki 2.6 je prikazan mrežni diagram, ki ima predvidene alternativne rešitve, v kolikor 









Iz diagrama razberemo, da sta možni dve rešitvi. Lahko pričnemo z aktivnostjo 3 ali 5. Za 
rešitev se algoritem odloči na podlagi uteži, ki so zapisane nad puščicami. Nižja kot je 
številka, večja je prioriteta [1]. 
 
Če v mrežni diagram vnesemo vse te podatke, dobimo maksimalen mrežni diagram, ki je 
primerljiv z maksimalnim delovnim nalogom. Maksimalni delovni nalog prikazuje sestavo 
produkta z vsemi možnimi konfiguracijami, maksimalni mrežni plan pa prikazuje verigo 
procesa sestavljanja z vsemi možnimi zaporedji [1]. 
 
Na tem mestu ta koncept še ni zaključen. Ker smo v našem primeru preskočili aktivnost 
številka 2, potrebujemo tako metodo, da aktivnosti ne pozabimo izvesti. Ena izmed možnih 
rešitev je, da aktivnost, ki smo jo preskočili in aktivnost, ki smo jo začeli izvajati, 
zamenjata poziciji v mrežnem diagramu [1]. 
 
2.2 Ročno montažno mesto 
2.2.1 Ergonomija ročnega montažnega mesta 
Delavci na ročnem montažnem mestu preživijo ogromno časa, v katerem večinoma 
opravljajo enake gibe. Zato je treba delovno mesto zasnovati tako, da je čim bolj v skladu s 
standardi ergonomije. Vsaka napaka pri planiranju delovnega mesta lahko povzroči 
nadaljnje težave, ki niso povezane le s funkcionalnostjo ročnega montažnega mesta, ampak 
tudi z zdravjem delavca. Z dobro ergonomijo na delovnem mestu povečamo tudi 
produktivnost delavca [3]. 
 
Poznamo dva razloga, zakaj na ročna montažna mesta vpeljujemo karseda ugodno 
ergonomijo. Prvi razlog je ekonomičen. Na ekonomičnosti pridobimo v obliki zmanjšanja 
ciklov izdelkov, večji produktivnosti, zmanjšanih stroških proizvodnje, visokih povračilih 
denarja na investicijah, povečani fleksibilnosti sistema, izboljšanju kvalitete produktov, 
zmanjšanju napak sistema in človeka, zmanjšanju izgubljenega delovnega časa, zmanjšanju 
stroškov za bolniško. Drugi razlogi so socialne narave. Odražajo se v obliki izboljšanega 
zdravja delavcev, zmanjšanju fizičnih in psihičnih naporov, manj bolečin in pritožb 
delavcev, manj poškodb, večja varnost, večja udobnost, večja motivacija in vsesplošno 
boljše zadovoljstvo delavcev [3]. 
 
Planiranje ustreznih mest lahko vzame ogromno časa in denarja, zato obstajajo simulacije, 
s katerimi lahko optimiziramo montažne procese. S takimi simulacijami prihranimo pri 






Poka-Yoke je pripomoček, ki ga uporabljamo za identifikacijo oziroma za preprečevanje 
napak. Smisel uporabe Poka-Yoke je odstranjevanje napak na izdelku, s preprečevanjem 
oziroma popravljanjem napak v najhitrejšem oziroma najugodnejšem času. Osnoven 
princip je, da planiramo postopek tako, da so napake nemogoče oziroma, da v primeru, če 
do napake pride, to takoj lahko zaznamo in odpravimo. Je močno orodje, ki ga 
uporabljamo skupaj s sistemi, ki že v naprej predvidevajo, do kakšnih napak pri procesu 




Slika 2.7: Preprost prikaz strategije Poka-Yoke [4] 
 
Na sliki 2.7 je prikazan preprost primer principa Poka-Yoke. Na zgornjem delu slike ni 
upoštevan sistem Poke-Yoke. Levi del v desnega lahko vstavimo na dva načina. Na 
spodnjem delu slike je prikazan sistem Poka-Yoke. Opazimo, da ima za razliko od 
zgornjega dela slike dve različno veliki luknji, zaradi katerih lahko levi del vstavimo v 
desnega na samo en način, s čimer smo preprečili možnost napačnega sestavljanja [4]. 
 
Strategijo Poka-Yoke lahko uporabimo kadar smo mnenja, da lahko pri nekem postopku 
pride do napake, ki bi se odražala na kvaliteti končnega izdelka. Lahko jo uporabimo tako 





2.2.3 »Pick By Light« 
Osnovno načelo sistema »Pick By Light« je: Lučka zasveti in na številčnem zaslonu se 
pojavi številka, ki je informacija o številu kosov, ki jih mora delavec vzeti iz zalogovnika. 
Ko jih vzame, pritisne na gumb, da to potrdi [5]. 
 
Skozi čas se je sistem razvil in je postal bolj pameten. Na zaslonih ni več le števil, vendar 
se izpisuje tudi tekst, na katerem so natančnejša navodila delavcu (vzemi kos, odloži kos, 
sestavi, …). To omogoča, da delavcu lahko podamo več in bolj natančne informacije o 
opisu predmeta, njegovi lokaciji in poziciji v sestavu [5]. 
 
Ta sistem v podjetjih uporabljajo vse več, saj se je razvil in postal bolj ugoden, kot je bil na 
začetku. Povprečno število indikatorskih lučk in zaslonov je namreč iz 20 000 padlo na 
zgolj 1000 [5]. 
2.3 Strojni vid 
Strojni vid je tehnologija, s katero doprinesemo k avtomatizaciji proizvodnje. Z njim s 
pomočjo zajemanja slike lahko odkrivamo napake na izdelkih oziroma različne izdelke 
med seboj ločimo oziroma sortiramo. Strojni vid se je nekoliko širše začel uporabljati v 
osemdesetih letih dvajsetega stoletja, vendar so bili taki sistemi zelo dragi in so zahtevali 
globoko mero programerskega znanja. Kljub temu je uporaba takih sistemov v proizvodnji 
naraščala, kar je pripomogel razvoj pametnih kamer, ki za delovanje niso več potrebovale 
računalnika. Take kamere so imele vso potrebno opremo za strojni vid, poleg tega so bile 
majhne in preprostejše za uporabo [6]. 
 
S sistemom strojnega vida želimo nadomestiti človeka. V principu strojni vid deluje tako, 
da s pomočjo kamere zajame sliko, ki jo pošilja v računalnik. Računalnik sliko procesira in 
se na podlagi predhodnega programiranja odloči, če je slika ustrezna ali neustrezna. To 
odločitev nato posreduje naslednji napravi, ki reagira v skladu s pridobljeno informacijo 
(sprejme kos, odstrani kos, popravi pozicijo…) [6]. 
 
Črno beli sistemi strojnega vida so že zamenjali človeka na mnogih področjih, medtem ko 
barvni sistemi še vedno veljajo za nekoliko dražje in so kompleksnejši za uporabo [6]. 
 
2.3.1 Primerjava strojnega in človeškega vida 
Strojni vid najlažje razumemo, če ga primerjamo z delavcem. Funkcijo delavca, ki 
pregleduje določen izdelek, lahko razdelimo na tri faze: opazovanje, premišljevanje in 
reagiranje. Opazovanje sestoji iz svetlobe odbite na površino mrežnice, ki svetlobo pretvori 
v nekakšen signal. Signal nato po optičnih živcih potuje v možgane, ki ustvarijo sliko. Nato 
nastopi faza premišljevanja. S tem mislimo na analizo informacije, ki smo jo pridobili iz 








Slika 2.8: Primerjava človeškega in strojnega vida [6] 
 
Na sliki 2.8 je prikazana primerjava med človeškim in strojnim vidom. Puščica na sredini 
prikazuje tok informacij. Nad njo je prikazana pot od svetlobe do reakcije pri strojnem 
vidu, pod njo je pot od svetlobe do reakcije pri delavcu/človeku. Razlika pri človeškem 
očesu in kameri je ta, da človeško oko sprejema sliko neprenehoma, medtem ko kamera 





Največja razlika nastopi pri procesiranju slike. Možganska sposobnost procesiranja slike je 
precej večja, kot pri kateremkoli strojnem vidu. Možgani lahko sliko zelo dobro prilagodijo 
tudi v primeru, če je svetlobe preveč oziroma premalo. S konstantnim prilagajanjem je zato 
kvaliteta slike dobra tudi ob spreminjajočih se pogojih. Če želimo imeti zanesljiv strojni 
vid, moramo svetlobo skrbno nadzorovati [6]. 
 
Seveda ima tudi strojni vid prednosti pred človekom. Nikoli se ne utrudi, mu ni dolgčas, 
nikoli ne zboli. Je tudi cenejši, prinaša manj tveganja in je bolj zanesljiv. Z njim lahko 
pridobimo precej točne numerične vrednosti za razdalje, površine… Omogoča nam visoko 
hitrostno pregledovanje napak, ki bi jih človek zelo težko opazil [6]. 
 
2.3.2 Zaznavanje slike pri strojnem vidu 
Strojni vid lahko pravilno funkcionira le, če zajema jasno sliko. Zato je zelo pomembno, da 
zagotavljamo primerne in konstantne obratovalne pogoje. Digitalne kamere imajo senzor, 
ki zajema sliko, podobno kot je imel to funkcijo film pri navadnem fotoaparatu. Najbolj 
uporabljen senzor pri digitalnih aparatih je CCD (»charge-coupled device«) senzor. CCD 
senzor sestoji iz matrike celic, pri čemer vsaka celica vsebuje električni naboj, ki je 
proporcionalen intenzivnosti svetlobe, ki je padla na celico. Električni naboji so nato 




Slika 2.9: Princip zaznavanja slike pri kameri [6] 
 
Z zaslonko uravnavamo količino svetlobe, ki pada na CCD senzor. To dosežemo tako, da 
se za določen čas odpre, kar omogoči svetlobi, da pade na senzor. Če je svetlobe zelo malo, 
mora biti zaslonka odprta dlje časa, kar lahko zamegli sliko, če se kamera ali objekt 





2.4 Programski jeziki in razvojna orodja 
Ker so sistemi strojnega vida precej dragi, želimo izdelati strojni vid na čim cenejši način. 
Zato smo se izdelave programske opreme lotili kar sami. Tu pride do vprašanja, kateri 
programski jezik je najbolj smiselno uporabiti. To se lažje odločimo, če pregledamo, katere 
knjižnice strojnega vida so na voljo v posameznih programskih jezikih. 
 
2.4.1 Pregled knjižnic strojnega vida 
Pogledali si bomo nekaj najbolj poznanih in razširjenih knjižnic. Ker smo se odločili, da 
bomo programirali v programskem jeziku Python (poglavje), je med temi knjižnicami 
nekaj takih, ki jih je moče uporabiti le v Pythonu. 
2.4.1.1 NumPy 
Numpy je knjižnica, ki poleg drugih stvari omogoča veliko večja dimenzionalna numerična 
polja (»array«). V takih poljih lahko prikazujemo in obdelujemo sliko. Na primer, da 
imamo barvno sliko veliko 452 x 589 slikovnih pik (pixel). Vsaka slikovna pika je 
sestavljena iz treh delov. Vsak tak del ima vrednost od 0 do 255, ta vrednost pomeni 
vsebnost rdeče, modre in zelene barve. S tem v eni slikovni piki dobimo vse možne barve. 
Imamo torej matriko veliko 452 x 589, vsaka slikovna točka ima še tri vrednosti RGB 
spektra. To lahko shranimo v tridimenzionalno numerično polje (452, 593, 3). 
Prikazovanje slik na tak način ni najbolj učinkovito, vendar mnogo drugih knjižnic 
strojnega vida in knjižnic za strojno učenje uporabljajo NumPy-eva numerična polja. S 
knjižnico NumPy lahko torej izvajamo hitre numerične analize slik [7]. 
 
2.4.1.2 SciPy 
Skupaj z NumPy knjižnico uporabljamo tudi SciPy. Ta nam omogoči dodatno znanstveno 
in tehnično računstvo. Z njo lahko sliko prikažemo kot neke vrste vektor (seznam števil). 
Če želimo primerjati dve sliki, izračunamo Evklidsko dolžino vektorjev obeh slik. Bolj kot 
sta podobni razdalji, bolj podobni sta tudi sliki. To za strojni vid lahko uporabljamo, če 
preverjamo ali so vsi izdelki izdelani pravilno (enako) [7]. 
 
2.4.1.3 PIL, Pillow 
To je knjižnica za preprosto slikovno manipulacijo. Sliko lahko rotiramo, povečamo, 
zmanjšamo in podobno. Je enostavna za uporabo in jo osvojimo zelo hitro, vendar ne 
omogoča nekoliko bolj naprednih manipulacij s sliko [7]. 
 
2.4.1.4 OpenCv 
Glavni cilj te knjižnice je obdelovanje slike v realnem času. Zelo dobra je v kombinaciji s 
knjižnico NumPy. Knjižnica je zelo obsežna in potrebujemo kar precej časa za učenje, 






Njen cilj je strojni vid in obdelovanje slike na čim bolj enostaven način. Za učenje ne 
potrebujemo toliko časa, vendar je na račun tega prikrajšana za nekaj uporabnih funkcij, ki 
nam jih omogoča OpenCV [7]. 
 
2.4.1.6 Mahotas 
Tudi Mahotas, se tako kot OpenCV in SimpleCV, zanaša na NumPy numerična polja. 
Veliko funkcij iz Mahotas knjižnice lahko najdemo tudi v OpenCv in SimpleCV, vendar je 




Ta knjižnica sama po sebi ni zahtevna za uporabo, vendar potrebujemo precej znanja o 
delovanju strojnega vida, sploh, če jo želimo uporabljati učinkovito in izkoristiti vse, kar 
ponuja [7]. 
 
Na tem mestu smo se glede na kratek pregled knjižnic morali odločiti, katera bi bila najbolj 
primerna. Ker nismo bil popolnoma prepričani, kaj vse bo potrebno narediti za zaznavanje 
roke, semo si izbrali knjižnico OpenCv, ki je ena izmed najbolj zahtevnih, vendar z njo 
lahko naredimo praktično karkoli. Ker je ta knjižnica na voljo v več programskih jezikih, 
smo se morali odločiti še za programski jezik.  
 
2.4.2 Izbira programskega jezika 
Knjižnica OpenCV je napisana v programskem jeziku C++, vendar obstajajo tudi verzije za 
druge programske jezike. Najbolj pogosto je OpenCv uporabljen v programskem jeziku  
Python, C++ in  MATLAB. 
 
Najprej moramo vedeti, da so programski jeziki zgolj orodje in jih dobri programerji 
izberejo glede na to, pred kakšno nalogo so postavljeni. Ker sem bil sam zgolj začetnik na 
tem področju, je bilo smiselno, da izberem tak jezik, ki ga najbolje poznam. To je Python, 
saj smo ga do neke mere spoznali že na Fakulteti za Strojništvo. Kljub temu si bomo 






Do nedavnega, ko je bil strojni vid še bolj kot ne v povojih, so na tem področju večinoma 
delali na akademijah ali v raziskovalnih laboratorijih. Najpogosteje so uporabljali 
MATLAB, saj je bil v tistih časih to zelo uporabljen jezik z zelo razširjeno skupnostjo [8]. 
 
2.4.2.1.1 Prednosti uporabe MATLAB-a za strojni vid 
 
- Ima zelo zmogljive knjižnice matrik. To je uporabno, saj slike tretiramo kot 
večdimenzionalne matrike. Poleg tega v algoritmih za obdelavo slike potrebujemo 
veliko mero linearne algebre, ki je v MATLABU zelo zmogljiva in, če jo 
uporabljamo pravilno, tudi zelo hitra.  
- Ima veliko knjižnic, ki so nam lahko v pomoč. Poleg knjižnice za strojni vid 
MATLAB ponuja še knjižnice za procesiranje slike, statistično in strojno učenje, 
kar lahko olajša delo. Večinoma imajo dober, jasen in intuitiven uporabniški 
vmesnik.  
- Programiranje, prikaz rezultatov in orodja za odpravljanje napak se dogajajo v 
istem integriranem okolju. To olajša marsikatero stvar in nas lahko naredi precej 
bolj produktivne. 
- Ima obsežno in zelo dobro izdelano dokumentacijo. Poleg jasnih navodil so zraven 
še primeri, da lahko čim hitreje osvojimo knjižnice. Že samo to lahko pomembno 
vpliva na hitrost programiranja. 
- Ker je MATLAB izredno priljubljen na akademskih ustanovah, ima veliko bazo 
ljudi, ki se ukvarjajo z raziskovanjem in z izboljševanjem programskega jezika na 
vseh področjih [8]. 
 
2.4.2.1.2 Slabosti uporabe MATLAB-a za strojni vid 
 
- Cena je zelo velika. Že cena za osnoven programski jezik je visoka, če želimo 
dodati še različne knjižnice, moramo odšteti še več denarja. Temu se težko 
izognemo, če ne želimo za vsako stvar izdelovati svojih knjižnic, za kar 
potrebujemo precej znanja in časa. 
- Ker je MATLAB matrično zasnovan program, je programiranje v tem 
programskem jeziku nekoliko drugačno kot v ostalih (na primer C++ in Python). Če 
kode ne pišemo na tak način, obstaja velika verjetnost, da bo MATLAB za 
izvajanje kode porabil ogromno časa. Kodo moramo torej pisati na specifičen 
način, ki se ga je potrebno naučiti, kar nam spet vzame nekaj časa. 
- Dobro napisan program v MATLABU, se običajno izvaja nekajkrat počasneje, kot 
dobro napisan program v  C++. Funkcije vgrajene v program so sicer izjemno hitre, 






Kot smo že prej omenili, je OpenCV napisana v programskem jeziku C++. Večina 
programerjev, ki se lotijo strojnega vida s knjižnico OpenCV, se verjetno tudi zaradi tega 
odloči prav za ta jezik. Tudi, če se izdela prototipna koda v MATLABU, se običajno 
verzija za končni izdelek naredi v programu C++ [8]. 
  
2.4.2.2.1 Prednosti uporabe C++ za strojni vid 
 
- Tako programski jezik kot tudi knjižnica OpenCV, sta brezplačna. Brez težav lahko 
kodo uporabljamo v komercialne namene, lahko gledamo, spremenimo, izboljšamo 
ter odpravimo kakšne težave v izvorni kodi. 
- Zbirka algoritmov za obdelavo slike, ki so na voljo v knjižnici OpenCV, je največja 
med vsemi. Poleg tega so funkcije tudi zelo dobro optimizirane.  
- Deluje praktično na vseh platformah in napravah. Uporabljamo jo lahko na 
namiznih aplikacijah ali kot kodo, ki teče v ozadju raznih spletnih aplikacij. Ker je 
glavni cilj optimizacija in dobra izvedba, jo uporabljajo mnoge mobilne aplikacije 
povezane s strojnim vidom. 
- Tudi OpenCV v C++ ima veliko bazo razvijalcev in podpornikov, ki vseskozi raste. 
Za razliko od baze ljudi, ki delujejo v MATLABU in sestoji predvsem iz 
akademskih raziskovalcev, je baza ljudi tukaj sestavljena iz različnih ljudi, ki se 
ukvarjajo z različnimi področji in industrijami. Razvoj je finančno podprt s strani 
večjih podjetij kot so Intel, AMD, Google in drugi… [8]. 
 
2.4.2.2.2 Slabosti uporabe C++ za strojni vid 
 
- Če se lotimo programiranja strojnega vida v tem programskem jeziku brez 
vsakršnih izkušenj, bomo potrebovali kar precej časa že samo, da bomo razumeli 
osnove.  
- Dokumentacija je zelo slaba. Včasih potrebujemo dobro razumevanje algoritma in 
se moramo celo lotiti pregleda izvorne kode, da ugotovimo, kaj omogočajo 
nekatere spremenljivke in kako vplivajo na končni izid. V dokumentaciji niso 
povsod navedeni primeri uporabe funkcij, zato jih včasih težko razumemo. Tudi 
tam, kjer primeri  so navedeni, običajno niso pojasnjeni in jih prav tako težko 
razumemo. Seveda se to izboljšuje. 
- Ima majhno knjižnico za strojno učenje. Ko se ukvarjamo s strojnim vidom, 
pogosto potrebujemo tudi strojno učenje. Z OpenCV in C++ smo na tem področju 
zelo omejeni. Python ima namreč v primerjavi s C++ precej več funkcij za strojno 
učenje. 
- Prikaz rezultatov in orodja za odpravljanje napak, so težka za uporabo. To drži za 
C++ ne glede na to, v katerem okolju ga uporabljamo. S tem imamo največ težav, 






Ko se je Python povezal s knjižnico OpenCV, je ta postala še bolj popularna. Ta 
kombinacija je izjemna za učenje strojnega vida. Zagotavlja tudi širok razpon aplikacij za 
reševanje problemov [8]. 
 
2.4.2.3.1 Prednosti uporabe Python-a za strojni vid 
 
- Če znamo programirati v Python-u, bomo zelo hitro osvojili tudi knjižnico 
OpenCV. Ker je Python eden lažjih, če ne celo najlažji programski jezik, bodo 
strojni vid hitro usvojili tudi začetniki. 
- Python je postal jezik znanstvenega programiranja. Pred leti je veljalo, da je za tak 
jezik veljal MATLAB, vendar so bile v Pythonu ustvarjene mnoge knjižnice, ki so 
stvar nekoliko obrnile v prid Pythonu. Je zelo močno orodje za eksperimentiranje 
na področju strojnega vida in učenja. 
- Python ima na voljo zelo veliko število različnih knjižnic. Če uporabimo knjižnico 
Matplotlib, se zelo približamo MATLABU. 
- Orodja za reševanje težav so nekje med C++ in MATLABOM. V Pythonu sicer 
težave rešujemo lažje kot v C++, vendar se v tem aspektu ne more primerjati z 
MATLABOM. 
- Python je zelo priljubljen tudi za izdelovanje spletnih strani. Razvijalne platforme, 
kot so Django, Web2py in Flask, nam omogočajo hitro izdelavo spletnih mest. To 
lahko izkoristimo tudi skupaj s knjižnico OpenCV [8, 9]. 
 
2.4.2.3.2 Slabosti uporabe Python-a za strojni vid 
 
- Še slabše izdelana dokumentacija kot v C++, je dokumentacija za Python. Novi 
uporabniki so praktično primorani ugibati o delovanju nekaterih funkcij. Tudi tu se 
sicer stvar izboljšuje. 
- Pythonovi verziji OpenCV-ja primanjkuje finančne pomoči, saj velika podjetja 
večinoma vlagajo v verzijo C++. 
- Dobro napisan program v Pythonu se bo izvajal dlje časa, kot se izvaja enak 
program v C++. 
- Ker je OpenCV napisan v programskem jeziku C++, je v Pythonu ne moremo 
spreminjati [8, 9]. 
 
Po pregledu različnih programskih jezikov sem se odločil, da izberem Pythonovo verzijo 
knjižnice OpenCV. Poleg vsega zgoraj napisanega v prid Pythonu, je k tej odločitvi 
botrovalo tudi moje predhodno znanje programiranja in dejstvo, da se v laboratoriju, kjer 





2.4.3 Raspberry Pi 
Napisan program mora poganjati nek računalnik. Želeno je, da je čim manjših dimenzij, saj 
ga tako lažje namestimo na ročno montažno mesto. Izbrali smo računalnik Raspberry Pi. V 
veliki meri je k izboru pripomoglo to, da Industrija 4.0 temelji na IIoT (»Industrial internet 
of things«) tehnologiji, ki se jo najlažje implementira s SBC računalniki (»Single Board 
Computer«). Poleg Raspberry Pi poznamo tudi druge SBC računalnike kot so Arduino, 
Asus Tinker Board, Intel Galileo, Orange Pi, Banana Pi, … 
 
Raspberry Pi je serija majhnih računalnikov, v velikosti kreditne kartice. Razvili so ga v 
Veliki Britaniji z namenom, da bi se lahko kdorkoli naučil programiranja. Zaradi nizke 
cene, so bile glavni cilj razne šole in države v razvoju. Že prva verzija je bila bolj uspešna 
od pričakovanj, saj je ni uporabljala samo ciljna skupina. Zaradi nizke cene so Raspberry 
Pi začeli uporabljati tudi za razne aplikacije v robotiki. Cena znaša 35$ (kar je okrog 31€), 
vendar zraven ne dobimo tipkovnice, računalniške miške ali monitorja, ki jih nujno 
potrebujemo za upravljanje [10, 11]. 
 
Za naš modul smo uporabili Raspberry Pi 3 Model B. Prodajati se je začel februarja leta 




Slika 2.10: Raspberry PI 3 B [12] 
 





2.4.3.1 Strojna oprema Raspberry Pi 3 B 
Celotna plošča z vsemi integriranimi pripomočki je velika 85.6 mm x 56,5 mm x 17 mm. 
Raspberry Pi 3 B je opremljen z 1,2 GHz 64 bitnim štiri jedrnim procesorjem Broadcom 
BCM2837. Na voljo ima 1Gb bralno pisalnega pomnilnika (RAM). Ima tudi brezžično 
WiFi povezavo in Bluetooth 4.1. Na plošči so integrirani tudi Ethernet priključek, HDMI 
priključek in štirje priključki USB 2.0. Napajamo ga prek 2.5 A micro USB kabla, ima tudi 
režo za Micro SD kartico, na kateri je poleg vseh podatkov shranjen tudi operacijski 
sistem. Ima tudi 3.5 mm avdio priključek namenjen zvočnemu izhodu [10, 11]. 
 
Računalnik opravljamo povsem običajno s pomočjo računalniške miške in tipkovnice, vanj 
lahko priključimo katero koli komponento, ki je kompatibilna s priključkom USB. Ostale 
naprave lahko priključimo le prek GPIO (»General-purpose input/output«) pinov, ki so 




Slika 2.11: Prikaz GPIO pinov in njihov pomen [13] 
 




2.4.3.2 Programska oprema 
Raspberry Pi Foundation, fundacija, ki je razvila Raspberry Pi, priporoča, da na njem 
uporabljamo operacijski sistem Raspbian. To je operacijski sistem, ki temelji na 
operacijskem sistemu Linux in ga uradno (brezplačno) ponujajo na njihovi spletni strani. 
Uradno so na voljo tudi operacijski sistem Ubuntu MATE, Windows 10 IoT Core RISC 
OS in posebna verzija operacijskega sistema Kodi [10]. 
 
Seveda je na voljo še mnogo drugih neuradnih operacijskih sistemov, takih, ki temeljijo na 
operacijskem sistemu Linux in tudi takih, ki ne temeljijo na njem. 
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3 Metodologija raziskave 
3.1 Ročno montažno mesto 
Na sliki 3.1 je prikazano ročno montažno mesto, v katerega je bilo treba implementirati 









Na mizo ročnega montažnega mesta smo namestili tri predale. V vsakem predalu so drugi 
sestavni deli, ki jih mora delavec enega za drugim, v pravilnem vrstnem redu, najprej vzeti 
iz predala in nato pritrditi na bazni del. Kasneje bomo v predale dodali še motorje in se 
bodo predali odpirali in zapirali sami takrat, ko bo to potrebno. Ker v času nastajanja te 
naloge tega še ni bilo, smo morali predale odpirati ročno. Na vsakem predalu je nameščen 
LCD ekran, na katerem so se morala izpisovati navodila delavcu in sporočiti, če je kos 
uspešno pobran iz predala. Na ročno montažno mesto smo namestili tudi monitor, na 
katerem se prav tako izpisujejo navodila in uspešnost opravljene naloge, poleg tega se 
skozi celoten postopek predvaja tudi slika, ki jo zajema kamera. 
 
Pogled kamere nameščena na ročno montažno mesto je prikazan na sliki 3.2. Na sliki je 




Slika 3.2: Pogled kamere  
 
Na sliki 3.2 je drugi predal do konca odprt, med tem ko sta prvi in tretji predal zaprta. Pred 











Slika 3.3: Povezava sistema v pametno tovarno 
 
Ročno montažno mesto je še vedno v fazi razvoja in še ni dokončano. Ko bo dokončano je 
planirana povezava ročnega montažnega mesta v pametno tovarno s protokolom OPC-UA 
povezave preko »Etherneta«. 
 
Sistem mora opravljati: 
- Analizo, ki spremlja če je roka že segla v predal. S tem dobimo informacijo, da je 
delavec opravil operacijo in lahko nadaljujemo s procesom. 
- Zapisovanje in branje iz podatkovne baze. S tem beležimo vse uspešno in 
neuspešno opravljene operacije in hitreje odkrijemo napake. V bazi, iz katere 
beremo, lahko napravimo le eno spremembo, ki se nato spremeni v celotnem 
programu. 






3.2 Struktura izdelka 
Izdelek, ki ga bodo delavci sestavljali na tem ročnem montažnem mestu, je Raspberry Pi v 
zaščitni plastiki.  
 




Slika 3.4: Končni izdelek 
 













Slika 3.6: Prikaz sestavnih delov 
 
Iz proizvodne linije pride bazni del. To je spodnji del zaščitne plastike, v katerega je že 
vstavljen Raspberry Pi. Nato mora delavec iz prvega predala vzeti sestavni del 1. To je 
plastika, ki jo je potrebno montirati na levo stran baznega dela. Tako dobimo podsestav 1. 
Zatem delavec seže v drugi predal, iz katerega vzame sestavni del 2. Tega montira na 
desno stran podsestava 1 in dobi podsestav 2. Iz tretjega predala vzame še sestavni del 3. 
To je zaščitna plastika, ki jo montira na zgornji del podsestava 2 in dobimo izdelek. 
Izdelek odloži v zalogovnik in s tem zaključi proces montaže. 
 
3.3 Namestitev kamere  
Najprej smo na ročno montažno mesto montirali kamero. Izbrali smo spletno kamero 
Logitech C270. Kamera lahko snema z ločljivostjo 720p pri hitrosti 30 slik na sekundo. 
Ima zorni kot velik 60°. Izbrali smo jo glede na resolucijo in žariščno razdaljo. Kamera se 
brez težav lahko priključi v Raspberry Pi preko USB kabla. Težava je nastopila, ker ni 
namenjena namestitvi v profil, iz katerih je sestavljeno ročno montažno mesto. Ker je v 
laboratoriju 3D tiskalnik, smo se odločili, da bomo naredili nosilec iz plastike, ga natisnili 
in kamero pritrdili na profil. Pritrdili smo jo tako, da smo zadostili osvetlitvi in tako, da 





Najprej smo naredili CAD model nosilca. Nosilec je sestavljen iz dveh delov. Prikazana sta 













V utor profila smo namestili dve matici. Kamera se namesti med oba dela nosilca. Skozi 
luknji prideta vijaka in vse skupaj se privijači v matici v profilu. Montaža kamere na ročno 




Slika 3.9: Nameščena kamera 
 
Ker želimo, da ima kamera dobro sliko, moramo poskrbeti še za svetlobo. Ker metoda 
zaznavanja roke, ki bo predstavljena v naslednjih poglavjih temelji na prepoznavanju 
različnih svetlosti slikovnih točk, mora biti svetloba čim bolj konstantna. Najbolj ugodna 
svetloba je čim bolj razpršena, ki nam ne povzroča odbojev in s tem potencialnih motenj za 
delovanje sistema strojnega vida. 
 
Zdaj, ko smo kamero uspešno namestili na ročno montažno mesto, lahko pričnemo z 
razvijanjem programa za strojni vid. 
 
3.4 Razvoj programa za strojni vid 
Ko smo razvijali program za zaznavanje roke, smo se srečali z dvema načinoma, na katera 
bi program lahko prepoznal, da je roka vzela kos iz predala. Prvi način je bil z uporabo 
modula »Haar Cascade«, drugi način je bil tak, da spremljamo število slikovnih točk, ki se 







3.4.1 Uporaba modula »Haar Cascade« 
»Haar Cascade je modul, prek katerega program zazna določeno obliko. Te module se 
izdela s pomo«čjo strojnega učenja. Na internetu jih je mogoče najti kar precej za kakšne 
popularne stvari, kot so na primer za zaznavanje obraza, zaznavanje človeka, zaznavanje 
avtomobilskih tablic in tudi za zaznavanje roke. Za nekoliko manj popularne stvari jih 
moramo izdelati sami. Tudi kvaliteta »Haar Cascade« z interneta je zelo različna. 
 
Za izdelavo »Haar Cascade« potrebujemo: 
 
- bazo slik, na katerih ni predmeta, ki ga želimo zaznavati (nekaj tisoč), 
- bazo slik s predmetom, ki ga želimo zaznavati (priporočljivo je, da jih je vsaj 
dvakrat toliko kot slik brez tega predmeta). 
 
Ko imamo zbrane vse te slike, s pomočjo funkcije, ki je na voljo v knjižnici OpenCV, 
ustvarimo poseben vektor, ki povezuje vse slike, na katerih je predmet, ki ga želimo 
zaznavati. Sledi še treniranje »Haar Cascade«. Tudi to se izvede s pomočjo funkcije v 
knjižnici, vendar zahteva ogromno računalniške moči, zato se to po navadi izvaja na 
računalniških serverjih, ki jih lahko najamemo prek spleta. Več slik obeh zgoraj naštetih 
tipov naberemo, bolje bo program prepoznaval želeno obliko. 
 
Na internetu smo našli kar nekaj modulov, ki naj bi zaznavali roko. Vendar noben od njih 
ni deloval tako zanesljivo, da bi ga lahko uporabili za kontrolo delavcev. Edini modul, ki je 
funkcioniral tako kot je bilo potrebno, je bil tak, da je zaznaval zaprto pest, kar ni bilo 
dovolj dobro, saj delavec navadno po kos seže z odprto dlanjo. Razloga, zakaj moduli za 
zaznavanje dlani niso delovali tako kot bi morali, sta lahko dva. 
 
Možno je, da je bila »Haar Cascade« enostavno narejena preslabo. S tem ciljamo na to, da 
sta bili obe bazi slik enostavno premajhni, da bi sistem deloval dobro. Seveda so na voljo 
tudi boljše, vendar so plačljive, poleg tega tudi za te nimamo zagotovila, da bi delovale. 
Drugi razlog je namreč ta, da je strojna oprema računalnika Raspberry Pi enostavno 
preslaba, da sistem dovolj hitro in učinkovito zaznava dlan. Iz istega razloga se tudi nismo 
odločili, da gremo v izdelavo lastne »Haar Cascade«, saj je potrebno vanjo vložiti ogromno 
dela in časa, a bi se prav lahko zgodilo, da ne bi delovala tako, kot smo si zamislili. 
 
Iz teh razlogov smo se odločili, da program za strojni vid raje naredimo na drugačen način. 
Odločili smo se, da bomo spremljali, kaj se dogaja s slikovnimi točkami in na ta način 





3.4.2 Spremljanje slikovnih točk 
Ideja je zelo preprosta. Kameri programsko nastavimo zaveso tako, da spremlja samo tisti 
del slike, katerega želimo analizirati. Bolj natančno, na tem delu slike gledamo število 
slikovnih točk in ko se jih spremeni dovolj, da lahko z gotovostjo trdimo, da je vanj segla 
roka in da spremembe slikovnih točk niso nastale le zaradi šuma, program to zabeleži in 
sporoči, da je kos pobran iz zalogovnika.  
 
Ker s tem štejemo le spremenjene slikovne točke, še ne pomeni, da je v zalogovnik res 
segla roka. Tudi to smo želeli čim bolj preprečiti. Numerično polje, ki sestavlja sliko, smo 
zato želeli spremeniti tako, da ima vsaka slikovna točka vrednost 1 ali 0. S tem smo dobili 
sliko, na kateri sta le dve barvi: črna (0) in bela (1). Črna je ozadje, ko na želeno 
opazovano mesto seže roka, se tam obarva belo. 
 
Zdaj, ko smo program napisali tako, da roko spremeni v bele slikovne točke, lahko 
spremljamo le število belih slikovnih točk. Ker je zdaj naša slika v bistvu matrika 
sestavljena iz ničel in enic, lahko gledamo le število neničelnih elementov v matriki, kar je 
funkcija, ki jo prinaša knjižnica Numpy.  
 








Vse skupaj torej deluje kot nekakšna zanka. Ko zajamemo sliko, najprej naredimo zaveso. 
S tem dosežemo, da analiziramo le tisti del zajete slike, ki ga želimo. To smo storili tako, 
da smo iz matrike, ki tvori sliko, enostavno odrezali tiste dele, ki nas ne zanimajo. To 
lahko storimo z osnovno funkcijo Pythona. V oglatem oklepaju za matriko zapišemo, 











Enačba 3.1  prikazuje na levi strani celotno matriko v kateri so deli, ki nas zanimajo 
označeni s številom 1, deli, ki nas ne zanimajo, so označeni s številom 0. Del kode s 
katerim smo na tak način odrezali sliko: 
 
 
while (cap1.isOpened()) and d == 1: 
        ret, frame = cap.read() 
 
        crooped = frame[z1_1:z2_1, x1_1:x2_1] 
 
 
Nato moramo sliko pretvoriti v sivine. To lahko storimo s pomočjo funkcije knjižnice 
OpenCv. Sedaj numerično polje, ki sestavlja sliko, ni več (452, 593, 3), vendar je (452, 
593, 1). Sedaj slikovne točke namreč nimajo več treh barv (rdeče, zelene in modre), vsake 
shranjene s številko od 0 do 255, vendar imajo le še eno. To je svetlost slikovnih pik, kjer 0 
pomeni popolnoma črna, 255 je popolnoma bela. Vse ostale so nekje vmes. Sliko iz barvne 
pretvorimo v sivine s pomočjo enačbe 3.2 [14]. 
𝑃 = (max(𝑅, 𝐺, 𝐵) + 𝑚𝑖𝑛(𝑅, 𝐺, 𝐵))/2 (3.2) 
 
Pri tem je P število intenzitete slikovne točke (od 0 - črna do 255 - bela), R je intenziteta 
rdeče komponente slikovne točke, G je intenziteta zelene komponente slikovne točke in B 
je intenziteta modre slikovne točke. S to enačbo torej vzamemo maksimalno intenziteto 
izmed komponent R G B in minimalni intenziteto med njimi in izračunamo povprečje. 
Koda s katero smo sliko pretvorili v sivine: 
 
 
while (cap1.isOpened()) and d == 1: 
        ret, frame = cap.read() 
         
        crooped = frame[z1_1:z2_1, x1_1:x2_1] 
 





Sledi funkcija »thresholding«, ki spremeni sliko v matriko, kjer so le enke in ničle. Tudi to 
je funkcija, ki jo prinese knjižnica OpenCV. V funkciji določimo spremenljivko, ki določa 
mejo med črno (0) in belo (1) slikovno točko. Na primer, če vpišemo število 120, bo iz 
slike sivin, kjer ima vsaka slikovna točka določeno vrednost od 0 do 255 vzel tiste, ki 
imajo vrednost manjše od 120 in jih pretvoril v popolnoma črne, tiste, ki imajo vrednost od 
120 do 255, bo pretvoril v bele. To vrednost smo določili s pomočjo poskušanja. Odvisna 
je namreč od svetlosti. Želimo, da bi bila čim višja, da bi čim več ozadja spremenili v črno 
barvo, s čimer bi se izognili šumom, vendar ne smemo iti čez mejo, pri kateri bi tudi roko 
pretvorili v črno barvo. To deluje, saj so predali, v katerih so zloženi sestavni deli in tudi 
sestavni deli, črne barve. Koda s katero smo izvedli »thresholding«: 
 
 
while (cap1.isOpened()) and d == 1: 
        ret, frame = cap.read() 
         
        crooped = frame[z1_1:z2_1, x1_1:x2_1] 
 
        gray = cv2.cvtColor(crooped, cv2.COLOR_BGR2GRAY) 
 
        thresh = cv2.threshold(gray, 140, 255, cv2.THRESH_BINARY)[1] 
 
 
Zdaj imamo torej sliko, ki je matrika, sestavljeno iz enk in ničel. Sedaj z Numpy-evo 
funkcijo preverimo število neničelnih elementov. Najprej moramo določiti, koliko 
slikovnih točk je bele barve, preden v predal seže roka. Takih slikovnih točk je bilo v 
našem primeru od 200 do 1000, odvisno od lokacije predala oziroma pozicije luči, glede na 
pozicijo predala. Res je, da se tudi, če ničesar ne premaknemo, število belih slikovnih točk 
nekoliko spreminja. Zaradi šuma namreč to število skače od -100 do + 100. Vendar, ko z 
roko sežemo v predal, število belih slikovnih točk sunkovito naraste na okoli 10 000, tako 
da šum ne predstavlja nobene težave. Program smo nastavili tako, da zazna roko v predalu, 
če število belih slikovnih točk preseže število A. Število A smo dobili na podlagi enačbe 
3.3. 
𝐴 = 1000 + 𝑃𝑝 (3.3) 
 
Pp je število slikovnih točk bele barve, preden smo vanj segli z roko. Temu številu smo 
prišteli 1000 in dobili smo število A. To smo storili zato, da smo zagotovili, da šum ne bo 
vplival na rezultat programa. 
 
 
Na podlagi tega se program nadaljuje oziroma se zanka prekine ali se vrne na začetek, kot 
je prikazano na sliki 3.10. 
 
Za boljšo preglednost bo celoten blokovni diagram prikazan na sliki 3.10, le še en blok z 





Slika 3.11: Poenostavljen prikaz analize 
 
Na tem mestu imamo torej že program, ki zazna, če na mesto, ki ga opazujemo, seže roka. 
Sedaj moramo dodati še dve podatkovni bazi. V eno se morajo zapisovati podatki, kaj se 
na delovnem mestu dogaja, v drugi morajo biti podatki o vsakem zalogovniku. Iz druge 
baze bo namreč program bral, kje mora opazovati in kakšno je število belih slikovnih točk, 
preden v to mesto seže roka. Tako ob morebitnih spremembah ne bo treba po programu 
iskati vseh vrstic, ker bi bilo to potrebno spremeniti, ampak lahko spremenimo le eno vrsto 
v podatkovni bazi. Na tak način lahko tudi menjamo vrstni red sestavljanja. 
 
Da program napišemo do konca, najprej potrebujemo nekaj informacij o izdelku, sestavnih 
delih in vrstnem redu sestavljanja.  
 
3.4.3 Podatkovna baza 
Preden v program za strojni vid vpeljemo še branje in pisanje iz podatkovne baze, je treba 
te podatkovne baze ustvariti. To smo storili s pomočjo knjižnice SQLite. To je knjižnica, ki 
je namenjena podatkovnim bazam. Z njo lahko podatkovne baze ustvarimo, vanjo 
zapisujemo podatke, jih beremo in tako dalje. Za delovanje ne potrebuje nobenih serverjev, 
podatke shranjuje direktno na računalnik. V eni datoteki lahko shranimo več tabel, kar 
bomo izkoristili, saj moramo v eno zapisovati dogajanje, iz druge moramo brati podatke. 
 
3.4.3.1 Zapisovanje podatkov v podatkovno bazo 
Prvo tabelo smo ustvarili z namenom, da vanjo zapisujemo čim več podatkov, ki jih 
pridobimo na ročnem montažnem mestu. Tako ob morebitni napaki takoj lahko vidimo, kaj 
je bil zadnji korak pred napako in lažje sklepamo o vzroku. Izpis iz te podatkovne baze je 





Slika 3.12: Zapisovanje v podatkovno bazo 
V tej tabeli vsaka vrstica pomeni svojo operacijo. V prvem stolpcu je zaporedna številka 
operacije, v naslednjih treh je prikazano število kosov, ki so še v predalu. Nato sledi 
stolpec, v katerem vidimo, če je bila naloga uspešno opravljena. Sledita stolpca z datumom 
in imenom delavca, ki je operacijo opravil. Na koncu je še številka naslednje naloge. V 
tabeli so prikazane samo operacije jemanja iz zalogovnikov, vendar se bodo kasneje v to 
podatkovno bazo vpisovale tudi operacije odpiranja in zapiranja zalogovnika, vendar ta hip 
programa za odpiranje in zapiranje zalogovnikov še ni. 
 
Na koncu bodo številke nalog po sistemu: 
- 1.1  odpiranje prvega zalogovnika 
- 1.2  jemanje iz prvega zalogovnika 
- 1.3  zapiranje drugega zalogovnika 
- 2.1  odpiranje prvega zalogovnika 
- in tako dalje… 
 
3.4.3.2 Branje iz podatkovne baze 
Podatkovna baza, iz katere bomo brali parametre, je namenjena temu, da ob morebitni 
spremembi vrstnega reda sestavljanja ali spremembi lokacije zalogovnikov, čim lažje to 
spremenimo v modulu za strojni vid. Tako to lahko napravimo le na enem mestu, saj 







Slika 3.13: Podatkovna baza za branje 
 
V prvem stolpcu te tabele piše, za kateri predal (zalogovnik) gre. V naslednjih štirih 
stolpcih so prikazane koordinate, na katerih se nahaja odprt predal, glede na pozicijo 
kamere, preko katere spremljamo dogajanje. V zadnjem stolpcu je zapisano število belih 
slikovnih točk, ko roka še ne seže po kos v predal. Število teh slikovnih točk potrebujemo 
za analizo, kjer program določi, če je v predal segla roka ali ne. 
 
3.4.4 Povezava LCD zaslonov 
V vsakem predalu je nameščen LCD zaslon. LCD zaslone smo na Raspberry PI priključili 
prek GPIO pinov. Na njih morajo biti prikazana navodila delavcu, dokler naloge ne opravi. 
Ko nalogo opravi, se mora na LCD zaslonu izpisati tudi to. Vse to se mora izpisovati tudi 
na monitorju, ki je nameščen na ročno montažno mesto. LCD zasloni, montirani v predale, 








LCD zaslone smo upravljali prek modula I2C_LCD_driver. Imeli smo le nekaj težav, ker 
so imeli tovarniško vsi zasloni nastavljen enak IP. Tako se je na vseh zaslonih izpisoval 
enak tekst. Želeli smo, da se navodila izpišejo la na tistem predalu, na katerega se navodila 
nanašajo. Zato smo morali spremeniti IP naslove dveh zaslonov, da so bili vsi trije različni 
in smo lahko upravljali z vsakim posebej. IP naslove smo spremenili tako, da smo na 
posebni ploščici, integrirani na zaslon, nekoliko drugače spajkali žičko.  
 
Na tej točki imamo torej vse potrebno, da do konca napišemo program, ki bo v pravilnem 
vrstnem redu analiziral, če je roka segla v zalogovnik. 
 
3.5 Končni program in delovanje 










Poglejmo si primer delovanja programa. Ko zaženemo program, ta najprej začne zajemati 
sliko in prebere podatke o lokaciji in številu belih slikovnih točk za opazovani predal. 
Zaenkrat se na monitorju in LCD zaslonu, montiranem v prvem predalu, izpiše: »Odpri 
predal 1«. Program nato čaka, da ročno odpremo predal in pritisnemo tipko. Tega koraka v 
končni verziji ne bo, saj se bo predal odprl avtomatsko. Ko pritisnemo tipko, se na LCD 
zaslonu izpiše:  »Vzemi kos!«, na monitorju je z zeleno barvo označena lokacija predala 1 





Slika 3.16: Prikaz na monitorju - vzemi kos 
 
V tem trenutku smo s programom začeli preverjati, če je roka že segla v predal. Na sliki 
3.15 smo prišli do bloka Analiza. Delovanje je natančneje opisano v poglavju 3.3.2. Dokler 
z roko ne sežemo v predal, se program na tem mestu vrača na začetek. Ko enkrat z roko 
sežemo v predal, se na LCD zaslonu in na monitorju izpiše, kot je prikazano na slikah 3.17, 
















Za tem smo predal zaenkrat zaprli še ročno, vendar bo tudi to v prihodnosti avtomatizirano. 
Tak postopek se ponovi tudi za predal 2 in za predal 3. Na koncu, ko iz tretjega predala 
delavec vzame zadnji sestavni del, se na vseh LCD zaslonih in na monitorju izpiše: 









V laboratoriju smo takšno sestavljanje s tem sistemom ponovili dvajsetkrat. Od tega je 
sistem uspešno opravil analizo trikrat v devetnajstih primerih. V enem primeru je pri 
analizi na drugem predalu roko zaznal, še preden smo segli po sestavni del 2. Analiza je 
bila torej uspešna v 98,3%. V 1,7% je prišlo da napake. Do napake je verjetno prišlo zaradi 
spremenljivih svetlobnih pogojev (odboji…). To bi lahko izboljšali z namestitvijo svetil na 









4 Rezultati in diskusija 
Rezultat tega diplomskega dela je na novo razvit modul strojnega vida, namenjen 
implementaciji v pametno tovarno. Strojni vid, na podlagi spremljanja števila belih 
slikovnih točk (statistična analiza) analizira, ali je delavec z roko segel v zalogovnik ali ne. 
Poleg tega tudi izpisuje navodila delavcu na monitorju, montiranem na ročnem montažnem 
mestu in na LCD zaslonih, ki so nameščeni v vsakem predalu. Podatke o lokaciji predalov 
in o številu belih slikovnih točk prejme iz podatkovne baze. V podatkovno bazo zapisuje 
tudi vse operacije, ki se dogajajo med montažo na ročnem montažnem mestu.  
 
Karakteristike razvitega sistema strojnega vida: 
- Svetloba: Če želimo, da sistem deluje zanesljivo in ponovljivo, morajo biti 
svetlobni pogoji čim bolj konstantni. Potrebujemo čim bolj razpršeno svetlobo, saj 
pri točkovnih virih svetlobe lahko pride do odbojev in s tem do prevelikih motenj. 
- Barve: Sistem deluje le, če so zalogovniki in sestavni deli v njem enake ali vsaj 
podobne barve in hkrati različne, kot je barva kože. 
- Hitrost: Hitrost programa je za analizo na treh predalih (zalogovnika) dovolj dobra, 
da deluje brez težav, vendar je z vsakim dodatnim predalom hitrost slabša. Če bi 
morali preverjati več predalov, bi potrebovali boljši računalnik. 
- Način analize: Analiza deluje na podlagi štetja belih slikovnih točk. Poizkusili smo 
tudi s pomočjo modula »Haar Cascade«, ki bi moral v teoriji delovati bolje, vendar 
zaradi kakovosti dostopnih »Haar Cascade« ali zaradi preslabih zmogljivosti 
računalnika, tak način analize ni deloval po pričakovanjih. 
- Način vpisa navodil v bazo: Vse informacije, kot so vrstni red sestavljanja in 
lokacija zalogovnikov, smo v podatkovno bazo vnesli ročno. V prihodnosti bo tudi 
to avtomatizirano. 
- »Pick By Light«: Sistem strojnega vida ima implementirano tudi tehnologijo Pick 
By Light«. 
 
Razvit sistem strojnega vida v kontroliranih pogojih, deluje zanesljivo. V industrijskem 
okolju so pogoji večkrat drugačni, bolj spremenljivi in včasih tudi nepredvidljivi. Največje 
težava lahko nastopi, če delavec le seže v predal in kosa ne vzame. To bi namreč program 
zaznal, kot da je kos vzet. Težava je tudi ta, da dejansko ne zaznavamo dlani, ampak 
spremljamo le spremembo slikovnih točk, zato bi roko zaznal tudi, če gremo čez predal s 







1) Razvili smo sistem strojnega vida, ki prek števila belih slikovnih točk analizira, če je 
delavec z roko segel v predal po sestavni del. 
2) Na monitorju, montiranem na ročnem montažnem mestu, se tekom montaže prikazuje 
stanje, ki ga zajema kamera, na kateri je označena pozicija zalogovnika. Iz 
zalogovnika mora delavec v določenem trenutku vzeti kos. Poleg tega so na tem 
monitorju zapisana tudi navodila delavcu. 
3) S sistemom strojnega vida smo povezali tudi LCD zaslone, ki so nameščeni v vsakem 
predalu. Na teh zaslonih (tehnologija «Pick By Light«) se izpisujejo navodila delavcu 
ter povratna informacija o opravljeni nalogi. 
4) Sistem vsebuje tudi dve podatkovni bazi. V prvo zapisujemo podatke o izvedenih 
operacijah (čas izvedbe, ime delavca, ali je operacija opravljena… ). Iz druge 
podatkovne baze pridobivamo podatke o lokaciji zalogovnika, vrstnem redu 
sestavljanja in o številu belih slikovnih točk preden v zalogovnik seže roka. 
 
S to nalogo smo izvedli delno digitalizacijo in avtomatizacijo ročnega montažnega mesta. 
S tem sistemom lahko kontroliramo vrstni red sestavljanja, kar posledično pomeni, da bo 
manj napak in manjši izmet. 
 
Predlogi za nadaljnje delo 
 
V nadaljevanju bo treba modul strojnega vida še izboljšati, da ga bo mogoče 
implementirati v industrijsko okolje. Najprej bo potrebno program dodelati tako, da bi, ko 
se roka umakne iz zalogovnika, preveril, če je bil kos res vzet. Nato bi bilo potrebno 
narediti še kalibracijo števila belih slikovnih točk pred seganjem roke v predal vsakič, ko 
se predal odpre. S tem bi sistem deloval v spremenljivih pogojih. Celoten sistem je 
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Priloga A: Koda napisanega programa 
import cv2 











cap = cv2.VideoCapture(0) 
 
font = cv2.FONT_HERSHEY_SIMPLEX 
 
mylcd1 = I2C_LCD_driver_1.lcd() 
mylcd2 = I2C_LCD_driver_2.lcd() 
mylcd3 = I2C_LCD_driver_3.lcd() 
 
conn = sqlite3.connect('DATABASE.db') 
c = conn.cursor() 
 
c.execute('SELECT * FROM Predali') 
data = c.fetchall() 
 
x1_1 = int(data[0][1]) 
x2_1 = int(data[0][2]) 
z1_1 = int(data[0][3]) 
z2_1 = int(data[0][4]) 
pxl_1 = int(data[0][5]) 
 
x1_2 = int(data[1][1]) 
x2_2 = int(data[1][2]) 
z1_2 = int(data[1][3]) 
z2_2 = int(data[1][4]) 
pxl_2 = int(data[1][5]) 
 
x1_3 = int(data[2][1]) 
x2_3 = int(data[2][2]) 




z2_3 = int(data[2][4]) 
pxl_3 = int(data[2][5]) 
 
m = 1 
 
loop = 20 
 
a_1 = 1 
a_2 = 1 
a_3 = 1 
 
i_1 = 0 
i_2 = 0 
i_3 = 0 
 
while (cap.isOpened()): 
    ret, frame = cap.read() 
 
    if m == 1:     
        cv2.putText(frame, 'Odpri predal 1!', (200,150), font, 1, 
(0,0,255), 2) 
        cv2.rectangle(frame, (x1_1, z1_1), (x2_1, z2_1), (0, 255, 0), 2) 
 
        mylcd1.lcd_display_string('Odpri predal 1', 1) 
         
    if m == 2: 
         
        d = 1 
 
        if d == 1: 
            ret, frame = cap.read() 
            wpiksli = pxl_1 + 1000 
 
            crooped = frame[z1_1:z2_1, x1_1:x2_1] 
             
            gray = cv2.cvtColor(crooped, cv2.COLOR_BGR2GRAY) 
            thresh = cv2.threshold(gray, 140, 255, cv2.THRESH_BINARY)[1] 
         
            w = np.count_nonzero(thresh) 
  
            if w > wpiksli or a_1 == 2: 
 
 
                if i_1 < loop and a_1 == 2: 
                     
                    if i_1 < loop - 1: 
                         
                        cv2.putText(frame, 'SD1 vzet iz predala 1!', 
(160,130), font, 1, (0,0,255), 2) 
                     
                    i_1 = i_1 + 1 
                     
                if i_1 == loop and a_1 == 2: 
                     
                    SQL.write(1, 1, 0, 0,'jemanje iz prvega zaboja', 1.3) 
 
                    m = 3 
                 
                    d = 2 
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                if i_1 < loop and a_1 == 1: 
                     
                    a_1 = 2 
                    mylcd2.lcd_clear() 
                    mylcd1.lcd_display_string('SD1 je vzet', 1) 
                    print 'SD1 vzet' 
                  
            elif w < wpiksli and a_1 == 1: 
                 
                mylcd1.lcd_display_string('SD1', 1) 
                 
                print 'ni_roke' 
                cv2.putText(frame, 'Vzemi SD1 iz predala 1!', (160,130), 
font, 1, (0,0,255), 2) 
             
                cv2.rectangle(frame, (x1_1, z1_1), (x2_1, z2_1), (0, 255, 
0), 2) 
                         
    if m == 3: 
 
        cv2.putText(frame, 'Zapri predal 1 in odpri predal 2!', (60,110), 
font, 1, (0,0,255), 2) 
        cv2.rectangle(frame, (x1_2, z1_2), (x2_2, z2_2), (0, 255, 0), 2) 
         
        mylcd1.lcd_display_string('Zapri predal 1', 1) 
        mylcd2.lcd_display_string('Odpri predal 2', 1) 
 
if m == 4: 
         
        d = 1 
 
        if d == 1: 
            ret, frame = cap.read() 
            wpiksli = pxl_2 + 1000 
             
            crooped = frame[z1_2:z2_2, x1_2:x2_2] 
             
            gray = cv2.cvtColor(crooped,cv2.COLOR_BGR2GRAY) 
            thresh = cv2.threshold(gray, 140, 255, cv2.THRESH_BINARY)[1] 
         
            w = np.count_nonzero(thresh) 
 
         
            if w > wpiksli or a_2 == 2: 
                 
                if i_2 < loop and a_2 == 2: 
                     
                    if i_2 < loop - 1: 
                         
                        cv2.putText(frame, 'SD2 vzet iz predala iz 
predala 2!', (70,130), font, 1, (0,0,255), 2) 
                     
                    i_2 = i_2 + 1                     
                     
                if i_2 == loop and a_2 == 2: 
                     
                    SQL.write(2, 0, 1, 0,'jemanje iz drugega zaboja', 
2.3) 
                     




                 
                    d = 2 
                     
                if i_2 < loop and a_2 == 1: 
                    a_2 = 2 
                    mylcd2.lcd_clear() 
                    mylcd2.lcd_display_string('SD" je vzet', 1) 
                    print 'SD2 vzet' 
                  
            elif w < wpiksli and a_2 == 1: 
 
                mylcd2.lcd_display_string('Vzemi SD2', 1) 
                print 'ni_roke' 
                cv2.putText(frame, 'Vzemi SD2 iz predala 2!', (130,130), 
font, 1, (0,0,255), 2) 
             
                cv2.rectangle(frame, (x1_2, z1_2), (x2_2, z2_2), (0, 255, 
0), 2) 
 
    if m == 5: 
        cv2.putText(frame, 'Zapri predal 2 in odpri predal 3!', (70,110), 
font, 1, (0,0,255), 2) 
        cv2.rectangle(frame, (x1_3, z1_3), (x2_3, z2_3), (0, 255, 0), 2) 
         
        mylcd2.lcd_display_string('Zapri predal 2', 1) 
        mylcd3.lcd_display_string('Odpri predal 3', 1) 
 
    if m == 6: 
         
        d = 1 
 
        if d == 1: 
            ret, frame = cap.read() 
            wpiksli = pxl_3 + 1000 
             
            crooped = frame[z1_3:z2_3, x1_3:x2_3] 
             
            gray = cv2.cvtColor(crooped,cv2.COLOR_BGR2GRAY) 
            thresh = cv2.threshold(gray, 140, 255, cv2.THRESH_BINARY)[1] 
         
            crooped = frame[z1_3:z2_3, x1_3:x2_3] 
         
            w = np.count_nonzero(thresh) 
 
         
            if w > wpiksli or a_3 == 2: 
                 
                if i_3 < loop and a_3 == 2: 
                     
                    if i_3 < loop - 1: 
                         
                        cv2.putText(frame, 'SD3 vzet iz predala iz 
predala 3!', (70,130), font, 1, (0,0,255), 2) 
                     
                    i_3 = i_3 + 1 
                     
                if i_3 == loop and a_3 == 2: 
                     
                    SQL.write(3, 0, 0, 1,'jemanje iz drugega zaboja', 3.3 
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                    m = 7 
                    d = 2 
                     
                if i_3 < loop and a_3 == 1: 
                    a_3 = 2 
                    mylcd3.lcd_clear() 
                    mylcd3.lcd_display_string('SD3 je vzet', 1) 
                    print 'SD3 vzet' 
            
            elif w < wpiksli and a_3 == 1: 
 
                print 'ni_roke' 
                cv2.putText(frame, 'Vzemi SD3 iz predala 3!', (130,130), 
font, 1, (0,0,255), 2) 
             
                cv2.rectangle(frame, (x1_3, z1_3), (x2_3, z2_3), (0, 255, 
0), 2) 
         
    if m == 7: 
 
        cv2.putText(frame, 'Zapri predal 3!', (200,110), font, 1, 
(0,0,255), 2) 
        mylcd3.lcd_display_string('Zapri predal 3!', 1) 
 
    if m == 8: 
        mylcd1.lcd_display_string('Sestavljeno!', 1) 
        mylcd2.lcd_display_string('Sestavljeno!', 1) 
        mylcd3.lcd_display_string('Sestavljeno!', 1) 
 
        cv2.putText(frame, 'Sestavljeno!!', (230,110), font, 1, 
(0,0,255), 2) 
 
    if m == 9: 
        SQL.read() 
        cap.release() 
        cv2.destroyAllWindows() 
        cv2.waitKey(1) 
        cv2.waitKey(1) 
        cv2.waitKey(1) 
        cv2.waitKey(1) 
        mylcd1.lcd_clear() 
        mylcd2.lcd_clear() 
        mylcd3.lcd_clear() 
        break 
 
    cv2.imshow('Kamera 1', frame) 
     
    if cv2.waitKey(27) & 0xFF == ord('q'): 
        m = m + 1 
        mylcd1.lcd_clear() 
        mylcd2.lcd_clear() 
        mylcd3.lcd_clear() 
         
    if cv2.waitKey(32) & 0xFF == ord(' '): 
        cap.release() 
        cv2.destroyAllWindows() 
        mylcd1.lcd_clear() 
        mylcd2.lcd_clear() 
        mylcd3.lcd_clear() 
        break
 54 
Priloga B: Modul za branje iz 
podatkovne baze 
import cv2 





conn = sqlite3.connect('DATABASE.db') 
c = conn.cursor() 
 
def read(): 
    c.execute('SELECT * FROM StrojniVid') 
    data = c.fetchall() 
    print data[-1] 
 
def write(pdal,p_1, p_2, p_3, op, n_n): 
    c.execute('SELECT * FROM StrojniVid') 
    data = c.fetchall() 
     
    zs = data[-1][0] +1 
    predal = pdal 
    kosi1 = data[-1][2] -p_1 
    kosi2 = data[-1][3] -p_2 
    kosi3 = data[-1][4] -p_3 
 
    naloga = 'opravljena' 
    unix = int(time.time()) 
    datum = str(datetime.datetime.fromtimestamp(unix).strftime('%d-%m-%Y 
%H:%M:%S')) 
    delavec = data[-1][7] 
    nnaloga = n_n 
    operacija = op 
 
    c.execute("INSERT INTO StrojniVid (zapst, stpredal, kosivp1, kosivp2, 
kosivp3, naloga, datum, delavec, operacija, nnaloga) VALUES (?, ?, ?, ?, 
?, ?, ?, ?, ?, ?)", 
              (zs, predal, kosi1, kosi2, kosi3, naloga, datum, delavec, 
operacija, nnaloga)) 
 
    conn.commit(
  
 
