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Abstract 
This study presents the evaluation and application of the location-routing problem with time windows (LRPTW) in the distribution 
network. The ordinary location-routing problem is considered one of the integrated logistics system tools extended from the original 
facility location problem. By adding the time windows into the problem, it provides the room to improve the service quality and 
customer satisfaction. To understand the impact of the main parameters, nine scenarios of the Osaka distribution network from 
freight carrier were tested with different depot location, depot size, and vehicle size. It was observed that the large size depot, 
located in Minato-ku, serving by large size vehicle results in the lowest overall cost. The characteristics of depot, vehicle, and 
transport information were also discussed in detail. 
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1. Introduction 
In the distribution management, determining the suitable sites of the business center is considered one of the most 
essential strategies in supply chain. This decision is prepared for setting up a factory, warehouse, retail store, or in 
other public services, i.e. hospital, police station, fire station, etc. Thus the facility location is required at several points 
throughout the business development. Traditionally, after the facility or warehouse was set up, the transportation 
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process has been determined and operated as a short-term basis. This method refers to the conventional location first, 
routing second approach (Bruns & Klose, 1996). While the other decisions can be examined more frequently at the 
short-term operational stage, the facility must be located earlier in the long term strategic planning. However, it was 
proved that the combination of these problems to become a Location-Routing Problem (LRP) reduces the cost over 
the long-term horizon. Solving them together early in the planning horizon provides significant cost savings, improves 
productivity, and returns positive impacts for both operators and society (Rand, 1976; Madsen, 1983; Salhi & Rand, 
1989).  
Moreover, in the context of logistics management, much attention has been paid in improving the service quality 
by increasing customer satisfaction. It was recommended by Min et al. (1998) that the future LRP studies should be 
extended to consider the presence of time windows since the customers often request the service time and deadlines. 
Some might argue that the delivery time is relatively small compared with the time horizon of the facility location 
process. However, the technology improvement enables the growth of a new market, which is responsive to customers’ 
behavior and their needs, especially the importance of “just in time” policies (Gonzalez-Feliu, et al., 2012). That is 
why, the time windows are now almost essential in different businesses such as bank deliveries, postal deliveries, 
industrial refuse collection, school bus routing and scheduling, or the modern e-commerce (Solomon & Desrosiers, 
1988). 
According to the latest comprehensive surveys (Nagy & Salhi, 2007; Drexl & Schneider, 2013; Prodhon & Prins, 
2014), the LRP-related researches are growing in number. However, few of literature on location problem have been 
applied to specific applications or case studies. The application-based publications are amount only less than one fifth 
(Nagy & Salhi, 2007). Current et al (2002) summarized the reasons behind this phenomenon. First, the application of 
location problem practices the existing model and solution technique. It does not provide a scientific approach for 
research literature. Second, the real world business and industries handle this task by consultants or professional firms. 
They are not interested or motivated in sharing such experiences. Third, the private sectors treat their valuable 
knowledge in this area secretly. Nonetheless, it is still important to advance the modelling together with the specific 
application in real world problem. 
By considering the issues mentioned above, while the early LRP studies provide the framework and algorithm 
development with hypothesis testing instances, the evaluation and investigation of specific applications is still being 
questioned. In LRP model, two cost components, i.e. location and routing, influence the calculation process and 
tradeoffs must be made between them. The ratio between these two components varies among different business. For 
example, the cost ratio of pharmaceuticals business is 0.26, the paper business is 0.85, and the consumer merchandising 
business is 1.56 (Srivastava, 1986). To assess the LRP under different environment and apply to the real world problem 
is not only provide a broader understanding of location-routing options, but also convincing evidences of its efficiency 
and practicality. This problem was motivated by the observation of LRPTW by Ponboon et al (2014) that in some 
contexts, the cost saving might not be influenced by only depot location, route length, and time windows. It may be 
more economical to change the configuration of the underlying parameter instead of open new facilities. Therefore, a 
full understanding of that observation is examined in this study. In other words, the main purpose of this study helps 
us to make decisions on; 
x How many and which depots to be operated? 
x Which customers to be assigned to which depots? 
x What are the sequences of the customers? 
x What are the truck routes? 
x How is the difference between opening the new depot and enlarging the old depot? 
x What is the effect on the size of vehicle? 
The impact of external characteristics is assessed and evaluated by various factors. The factors that influence the 
distribution system include depot location, depot and vehicle capacities, their fixed costs, and time windows. To handle 
the location, routing, and time windows together, the scheme of the location-routing problem with time windows 
(LRPTW) with exact algorithm is used as a main tool. By using the branch-and-price algorithm developed by Ponboon 
et al. (2014), this study explores the effect of various cost component factors in logistics systems. The Osaka road 
network is selected as a based case of distribution network. 
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2. Background 
2.1. Location-Routing Problem 
The location problem does not require a routing determination similar to the Hamiltonian p-median problems. 
Likewise, the multi-depot vehicle routing problem does not solve the facility location since it is implicitly determined. 
However, in the LRP, two decisions are considered interdependently, how many and which facilities should be opened 
and which routes should be built to meet customer demand. The former is based on ordinary location problem while 
the latter is developed with the fundamentals of the vehicle-routing problem (VRP) seeking to serve a set of customers 
with a fleet of vehicles with minimum distribution cost. The definition of location-routing problem given by Srivastava 
and Benton (1990) stated as: 
 
“Given a feasible set of potential depot sites and customer sites, find the location of the 
depots and the routes to customers from the depots such that the overall cost is minimized. 
The overall cost is the sum of the location and distribution costs” 
 
The first theoretical study on location problem was back to 1909 when Weber identified the optimum location and 
minimum cost of manufacturing plants by considering freight rates and production function (Friedric, 1929). In the 
early years, the idea had been adopted mainly in military aspect. Later, Hakimi (1964) proposed the concept of center 
and the median vertex of a graph to determine the optimum location of a switching center in a communication network 
and the best location of a police station. Its objective sets to determine the place(s) where the total cost of satisfying 
customer’s demand is minimize with a set of constraints, where the costs include the fixed cost to establish facility 
and the distribution cost. Briefly, the facility location and vehicle routing have been carried out in the different levels. 
To combine both decisions as the location-routing problem, the difficulty of computational process limited the LRP 
to be presented only as the conceptual framework in the early works (Von Boventer, 1961; Maranzana, 1964; Webb, 
1968; Lawrence & Pengilly, 1969; Christofides & Eilon, 1969; Higgins, 1972). Watson-Gandy and Dohrn (1973) were 
the first authors who considered the vehicle routing together with depot locating using a non-linear profit function. To 
evaluate the benefit of this integration, Salhi and Rand (1989) assessed the effect of ignoring routing when locating 
the depots and proved that the best solution in locating stage does not guarantee the best solution in routing stage. The 
early survey studies show that the LRP did not receive much attention thereafter for a long time (Balakrishman, et al., 
1987; Laporte, 1988; Laporte, 1989; Berman, et al., 1995; Min, et al., 1998). The recent surveys, however, 
demonstrated a number of articles published in various forms of location-routing problem (Nagy & Salhi, 2007; Anon., 
2012; Drexl & Schneider, 2013; Prodhon & Prins, 2014).  
In LRP, exact solution approaches are successful for more specific cases and provide substantial insights into 
problems compared to heuristic approach. From our best knowledge, most of the LRP exact solutions were developed 
based on research purposes. None of them have been tested and evaluated by the logistics application. In the early 
years, a classical branch-and-bound algorithm consisted of all candidate solutions is firstly used by Larporte and 
Nobert (1981). Later, the subtour elimination constraints and Gomory cuts were introduced to achieve integrality more 
efficiently (Larporte, et al., 1983) while a branching procedure based on chain barring constraints was applied in 
Laporte, et al. (1986) and Larporte, et al. (1989). In addition, the combination between branch-and-bound and 
constrained assignment problem using a graph transformation to reformulate the location-routing problem into the 
travelling salesman problem was presented in Larporte, et al. (1988). Lately, more complex algorithms have been 
developed using more sophisticated integer linear programming called branch-and-price and branch-and-cut 
algorithms for the LRP. The branch-and-price is the hybrid of branch-and-bound and column generation while branch-
and-cut uses cutting planes to tighten the relaxed problem. For the branch-and-price, Berger, et al. (2007) developed 
a set-partitioning-based formulation of an uncapacitated location-routing model with distance constraints. A set of 
valid inequalities was introduced to strengthen the formulation. Likewise, Akca, et al. (2009) also presented the set-
partitioning-based formulation for the capacitated location and routing problem with several approaches on pricing 
problem. Based on that study, Baldacci, et al. (2011) decomposed the problem into a limited set of Multi-capacitated 
Depot Vehicle-Routing Problem (MDVRP) solved with dynamic programming and dual ascent methods. For the 
branch-and-cut, Belengure, et al. (2011) proposed two new polynomial algorithms that strengthened by the families 
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of constraints and valid inequalities Capacitated Vehicle Routing Problem Capacitated Vehicle Routing Problem. 
Contardo, et al. (2013(a)) extended the work of Belengure, et al. (2011) by introducing three flow formulations for 
solving capacitated LRP namely a two-index two-commodity, a three-index vehicle-, and a three-index two-
commodity flow formulations. The valid inequalities were derived from each flow formulation and were computed 
with separation algorithms. The extensive work of Contardo, et al. (2013(b)) proposed three stages to solve a set-
partitioning problem. In addition, five new sets of valid inequalities were introduced, which successfully improved the 
bounds on instances available in the literature. By adding the variant on time windows in to LRP, Ponboon et al (2014) 
extended the Acka et al (2009) branch-and-price algorithm and evaluated the effect of time windows on modified 
Solomon benchmarks.  
2.2. Time Windows 
It is most important for logistic distributions to maintain efficiency not only cut their logistics cost, but also compete 
on the service qualities (Desrosiers, et al., 1995). That is why the time windows are now almost essential in different 
businesses such as bank deliveries, postal deliveries, industrial refuse collection, airline, rain transportation, school 
bus routing and scheduling, or the modern e-commerce (Solomon & Desrosiers, 1988). In addition, the growing 
business competition and financial crisis require a readjustment in the logistics strategic decisions that now must 
include consideration of the main logistics tactical issues as well. Some might argue that the delivery time is relatively 
small compared with the time horizon of the facility location process. Such phenomenon discourages researchers 
considering this aspect with facility location. However, the technology improvement enables the growth of a new 
market, which is respondent to customers’ behavior and their needs, especially the importance of “just in time” policies 
(Gonzalez-Feliu, et al., 2012).  
Time window requires services to be delivered to the customer within desired period, represented by notation ai 
and bi (Taniguchi, et al., 2001). If a vehicle arrives early, it will induce waiting time and probably parking costs. If a 
vehicle made a delay, it diminishes customer satisfaction, even breaks the contract in the worst case. These additional 
costs of early arrival and delay are called the penalty costs. In the case of the hard time window, the late arrival is 
strictly prohibited setting the penalty cost equal to infinity, while the early arrival is allowed with no extra charge. 
However, it is important to note that service still cannot start earlier than ai.  
The impact of time windows constraints in logistics performance has been tested variously in vehicle-routing 
problem, early started by the case studies (Pullen & Webb, 1967; Knight & Hofer, 1968; Madsen, 1976). Later, 
Solomon (1986; 1987) was the first to examine the diversity of route construction heuristics of a two-phase sequential 
algorithm for the VRPTW while the route improvement procedures have been developed by Russell (1977), Cook & 
Russell (1978), and Baker & Schaffer (1986). Solving VRPTW by exact methods was firstly introduced by Desrochers 
et al (1992) using column generation based on Dantzig-Wolfe decomposition (Dantzig & Wolfe, 1960). These kind of 
decompositions, i.e. branch-and-price and branch-and-cut, have been widely used after that.  
By adding the complexity of time window constraint into the LRP problem, a proper and effective method must be 
developed to deal with a combination of facility location and routing simultaneously which is complex by its NP-hard 
(Dror, 1994). Based on survey studies for the location-routing problem, the literature considering the hard time 
windows solved the problem using only heuristic approaches (Min, et al., 1998; Nagy & Salhi, 2007; Gündüz, 2011; 
Drexl & Schneider, 2013; Prodhon & Prins, 2014). All of these methodologies decompose the problem into ordinary 
location, allocation, and routing problems, and find the solution of each part repeatedly, iteratively, or simultaneously 
(Toyoglu, et al., 2012). Nagy and Salhi (2007) categorize those techniques into 4 methods, namely sequential, 
clustering-base, iterative, and hierarchical methods. Additional analysis is required to yield and ensure a good quality 
solution, such as robustness and debility analysis (Salhi & Nagy, 1999). None of the above mentioned research 
attempted the optimal solution using the exact solution approach; therefore the exact solution approach presented in 
this paper is the new addition in the LRPTW related research. 
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3. Formulation 
The description of sets, parameters, and decision variables are described below. 
 
Sets 
M potential depots 
C customers 
Km homogeneous vehicles, which belong to each depot m 
 
Parameters 
fm cost of setting up the depot at site m, Mm  
Qm depot capacity, Mm  
Ok vehicle cost, kKm 
di customers’ demand, Ci  
[ai,bi] time windows, Ci  
q vehicle capacity 
cij operating cost between pairs of depots and customers, Cji  ),(  
cmj vehicle fixed cost on the starting vertices, Mm and  Cj  
tij travel time on arc (i,j) and the service time at vertex i, Cji  ),(  
 
Decision Variables 
ym 1 if depot m is opened or 0 otherwise (Constraints (11)) 
xijk 1 if arc (i,j) is used by vehicle k or 0 otherwise (Constraints (12)) 
sik time when vehicle k starts to service customer i (Constraints (10)) 
 
The LRPTW can be defined in the graph G = (V, A) where V consists of set M and set C while A is the set of all 
arcs (i,j), i,jV. The standard formulation for the LRPTW is shown below: 
 
¦¦ ¦¦ ¦¦¦
    

Ai Aj Kk
ijkij
Mm Aj Kk
mjkk
Mm
mm xcxOyfmin  (1) 
subject to 1 ¦ ¦ ¦
  Mm Kk Vj
ijk
m
x  Ci  (2) 
 1 ¦
Vj
mjkx  Mm , mKk  (3) 
 1 ¦
Vi
imkx  Mm , mKk  (4) 
 0  ¦¦
 Vj
hjk
Vi
ihk xx  Ch , Kk   (5) 
 qxd
Ci Vj
ijki d¦ ¦
 
 Kk   (6) 
 ¦ ¦ ¦
  
d
mKk
mm
Ci Vj
ijki yQxd  Mm  (7) 
 0 ¦ ¦ ¦
  
Ux
Mm Aj Kk
mjk   (8) 
   0d jkijikijk stsx  Aji  ),( , mKk  (9) 
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iiki bsa dd  mKkVi  ,  (10) 
 ^ 1`,0my  Mm  (11) 
 ^ 1`,0ijkx  Aji  ),( , mKk  (12) 
 
The LRPTW objective (1) is to find a set of open depots and a set of arcs of minimal total cost composing the routes 
to meet customers’ demand.  
Constraint (2) indicates each customer must be visited exactly once. Constraints (3) and (4) are flow conservation 
constraints, meaning that if the vehicle start from a depot m, it must return to the same depot. Constraint (5) is also a 
flow conservation constraint requiring the vehicle to leave the customer h if it visits the customer h. Constraints (6) 
and (7) are vehicle and depot capacity constraints, respectively. Constraint (8) computes and limits the number of 
vehicle U used in the solution. Constraints (9) and (10) are time windows constraints implying that if the vehicle goes 
from i to j, it must serve customer i before j within its specified time windows.  
4. Branch-and-Price Algorithm 
In optimization problem, there are too large to consider all the variables explicitly. Since most of the variables will 
be non-basic and assume a value of zero in the optimal solution, only a subset of variables needs to be considered. One 
of the powerful tool to tackle such problems is column generation. It follows the idea of the Dantzig-Wolfe 
decomposition by splitting original formulation into two problems: the master and the sub problems. The master 
problem considers only a subset of variables from the original while the sub problem (sometimes called pricing 
problem) identifies the new variables. The objective function of the sub problem considers the reduced cost of the new 
variables with respect to the current dual variables. At the beginning, the master problem is solved using an initial 
solution. It can be any feasible solution that meets all constraints (Perrot, 2005). In this case, we start with the depot-
i-depot routes. From this step, the dual prices of each constraint in the master problem are obtained. Then, the reduced 
cost is calculated and utilized in the objective function of the sub problem. After solving the sub problem, the variables 
(called columns in the master problem) with negative reduced cost must be identified. These variables are then added 
to the master problem and resolved iteratively. The process is repeated until the sub problem solution has only non-
negative reduced costs columns. Theoretically, at that instance, the solution of the master problem is the optimal 
solution. If the variables return fractional values, branching schemes are required until all variables return integer 
solutions. Recently, the extended works of branch-and-price algorithm solving VRPSSW (Qureshi, et al., 2009) and 
VRPSTW (Bhusiri, et al., 2014) was proved to solve the LRPTW optimally (Ponboon, et al., 2014). 
The master problem  
The set, parameters, and decision variables in the master problem are; 
 
Set 
P all feasible single vehicle routes with respect to vehicle capacity that start and end at the same depot 
 
Parameter 
dp cumulative demand, Pp  
cp operating cost of route, Pp  
aip number of times that route p serves customer i, Pp  and Ci  
 
Decision Variables 
ym 1 if depot m is opened or 0 otherwise (Constraints (17)) 
zp 1 if route p is selected or 0 otherwise (Constraints (18)) 
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vpk 1 if vehicle kK is assigned the route pP and 0 otherwise 
 
The master problem can be formulated as; 
 
¦¦


Pp
pp
Mm
mm zcyfmin  (13) 
subject to ¦

t
Pp
pipza 1 Ci  (14) 
 ¦ ¦
 
d
mKk
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pkp yQvd  Mm  (15) 
 ¦

 
Pp
p Uz 0   (16) 
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The objective function of the master problem (13) is to find a set of open depots and a set of routes of minimal total 
cost (starting and ending at the open depots) and meet customers’ demand.  
Constraints (14) ensure that each customer must be visited exactly once while constraints (15) indicate the total 
demand of the customers on routes originating and ending at a particular depot does not exceed its capacity. Constraints 
(16) limit the number of vehicle used in the solution. 
The subproblem (pricing problem) 
The pricing problem attempts to generate feasible routes with negative reduced costs to be added in the master 
problem. This step is called column generation. The Elementary Shortest Path Problem with Resource Constraints 
(ESPPRC) is used in the pricing problem to determine the shortest path between two vertices of a graph (origin and 
destination depot) and ensures that each intermediate node is visited exactly once, i.e. a feasible route (Feillet, et al., 
2004; Qureshi, et al., 2009; Bhusiri, et al., 2014). As the capacity of the vehicles is assumed to be the same for all 
vehicles stationed at each depot, therefore, m different sub problems need to be solved one for each Mm . The 
explicit formulation of the sub problem to be considered is given as follows:  
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The cost shown in the objective function (19) ijmc , called reduced cost is given by: 
 
mmiiijijm dcc KPS                                         (27) 
 
Here πi, µm, and Km are dual variables from constraints (14), (15) and (16) corresponding to the customer i and depot 
m, respectively. The aim of the sub problem is to find the routes with minimal reduced cost. The column generation 
process ends when the optimal objective of the sub problem is either a non-negative value or zero.  
The evaluation of branch-and-price algorithm on the LRPTW instances has been tested with modified Solomon 
benchmark. More details about the validation and effectiveness are presented in Ponboon et al (2014). 
5. Distribution Network 
The distribution data from freight carrier have been tested with the branch-and-price algorithm to evaluate the cost 
structure and environmental impact on the location-routing problem. The selected logistic company provides a variety 
of services including warehousing, storage and inventory management, and door to door delivery. Fresh food, medical 
specimens, and large items are among the commodities to be delivered on the daily basis (Teo, et al., 2015). The 
transportation information was collected by the global positioning system (GPS) during the real time operation. It 
provides the customers’ location, delivery routes, and traveling speed. Moreover, the additional travel times on the 
road networks, which have never been collected by the GPS are collected from the traffic census data from Osaka city 
(MLIT, 2010). Fig. 1 shows the location of depots and selected customers in the city of Osaka. The depots are located 
at Toyonaka-shi, Minato-ku, and Nishinari-ku. The travel times between depot to the customer and customer to 
customer are converted and calculated the shortest path using Dijkstra’s algorithm (Dijkstra, 1959). It must be noted 
here that some private information are specifically classified by the carrier, therefore the logistics data, including 
customers’ demand are randomly hypothetical. The time window width (bi - ai) and service time are constantly set 
equal to 30 and 10 minutes, respectively. 
Three influence factors to be evaluated on the test instance are depot and vehicle configuration, i.e. location, size, 
and cost. All cost components must be translated into a same time horizon, which is a daily basis. Three sizes of depots 
and vehicles, i.e. small, medium, and large, make a combination of nine scenarios. For the depot, one might argue it 
is quite obvious that size and cost are interdependence since the larger depot space is more costly. However, the 
warehousing cost varies by their locations. We estimated the depots’ cost (fm) and capacity (Qm) based on the data 
available from commercial real estate service firm (JLRE, 2015). For the vehicle, the capacity (q) of 1,340 kg, 2 ton, 
and 3 ton trucks represent the small, medium, large vehicles. The vehicle operating cost (cij) is 14.02 yen per minute 
while the vehicle fixed costs (cmj) are 5,209, 7,441, and 10,418 yen per vehicle, respectively (Qureshi, et al., 2014; 
Toyota, 2015). The morning and afternoon services are assumed to be exactly the same. Table 1 and 2 show the 
parameters used in our calculation.  
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Fig. 1. Location of Depots and Customers in Osaka Road Network 
  
1 
2 
3 
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Table 1. Parameters Used in Each Scenario 
Scenario 
Depot (m)  Vehicle 
Capacity (Qm) Cost (fm)  Capacity (q) Cost (cmj) 
1 
8,000 
22,801  1,340 5,209 
2 14,334  2,000 7,441 
3 21,357  3,000 10,418 
4 
12,000 
34,202  1,340 5,209 
5 21,501  2,000 7,441 
6 32,036  3,000 10,418 
7 
24,000 
68,403  1,340 5,209 
8 43,002  2,000 7,441 
9 64,071  3,000 10,418 
Table 2. Customers’ Demand and Time Windows 
Customer (i) Demand (di) 
Time Windows 
Service Time 
ai bi 
1 730 70 100 10 
2 540 30 60 10 
3 700 120 150 10 
4 610 60 90 10 
5 680 100 130 10 
6 700 80 110 10 
7 570 40 70 10 
8 800 70 100 10 
9 620 30 60 10 
10 500 50 80 10 
11 680 70 100 10 
12 780 40 70 10 
13 500 50 80 10 
14 670 20 50 10 
15 800 80 110 10 
16 800 120 150 10 
17 580 10 40 10 
18 650 10 40 10 
19 540 30 60 10 
20 500 90 120 10 
21 720 40 70 10 
22 740 30 60 10 
23 640 50 80 10 
24 660 80 110 10 
25 550 30 60 10 
26 780 120 150 10 
27 630 120 150 10 
28 630 110 140 10 
29 780 70 100 10 
30 710 80 110 10 
6. Result and Discussion 
Computational tests of the algorithm were performed on a computer with AMD Phenom™ II X6 1100 T 3.20 GHz 
processor, and 16 GB of RAM. The algorithm was programmed in MATLAB and using Gurobi Optimizer 5.6 as the 
LP solver. Table 3 to 5 show the details of solution on LRPTW performed on the test problem represented the depot, 
vehicle, and transport information respectively.  
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Table 3. Depot Information 
Scenario Depot 
Cost 
Opened Depot  Customer Demand  Depot Load 
D1 D2 D3  D1 D2 D3  D1 D2 D3 
1 58,492 O O O  6,620 5,270 7,900  0.83 0.66 0.99 
2 58,492 O O O  7,940 3,960 7,890  0.99 0.50 0.99 
3 58,492 O O O  7,880 5,990 5,920  0.99 0.75 0.74 
4 53,537 X O O  - 7,860 11,930  - 0.66 0.99 
5 53,537 X O O  - 7,960 11,830  - 0.66 0.99 
6 53,537 X O O  - 8,660 11,130  - 0.72 0.93 
7 43,002 X O X  - 19,790 -  - 0.82 - 
8 43,002 X O X  - 19,790 -  - 0.82 - 
9 43,002 X O X  - 19,790 -  - 0.82 - 
Table 4. Vehicle Information 
Scenario 
Vehicle 
Cost 
Vehicle Used  Average Load  Average Truckload 
D1 D2 D3 Total  D1 D2 D3  D1 D2 D3 
1 78,135 5 4 6 15  1,324.00 1,317.50 1,316.67  0.99 0.98 0.98 
2 74,410 4 2 4 10  1,985.00 1,980.00 1,972.50  0.99 0.99 0.99 
3 72,926 3 2 2 7  2,626.67 2,995.00 2,960.00  0.88 0.99 0.99 
4 78,135 - 6 9 15  - 1,310.00 1,325.56  - 0.98 0.99 
5 74,410 - 4 6 10  - 1,990.00 1,971.67  - 0.99 0.99 
6 72,926 - 3 4 7  - 2,886.67 2,782.50  - 0.96 0.93 
7 78,135 - 15 - 15  - 1,319.33 -  - 0.98 - 
8 74,410 - 10 - 10  - 1,979.00 -  - 0.99 - 
9 72,926 - 7 - 7  - 2,827.14 -  - 0.94 - 
Table 5. Transportation Information 
Scenario 
Transport 
Cost 
Total Travel Time  Travel Time per Vehicle 
D1 D2 D3 Total  D1 D2 D3 
1 13,223.40  350.71 243.21 349.25 943.18  35.07 30.40 29.10 
2 9,047.89  267.23 125.59 252.54 645.36  33.40 31.40 31.57 
3 7,623.90 219.55 183.30 140.94 543.79  36.59 45.82 35.24 
4 14,060.09  - 421.08 581.78 1,002.86  - 35.09 32.32 
5 9,706.51  - 302.84 389.49 692.33  - 37.86 32.46 
6 7,557.83 - 276.49 262.59 539.08  - 46.08 32.82 
7 15,082.30  - 1075.77 - 1,075.77  - 35.86 - 
8 10,418.26  - 743.10 - 743.10  - 37.15 - 
9 8,300.97  - 592.08 - 592.08  - 42.29 - 
 
In Table 3, the “O” mark in column “Opened Depot” represents the depot to be opened while “X” mark means the 
unselected depot. The capacity restriction (constraints (7)) caused all three depots (small size depots) to be opened in 
scenario 1-3, two depots (medium size depots) in scenario 4-5, and one depot (large size depot) in scenario 7-9. 
“Customer Demand” column refers to the total demand of customers which belong to each depot, while the figures in 
“Depot Load” column are the demand/capacity ratio. It can be observed that in the small and medium size depot 
scenarios (scenario 1-6), the depot 2 was dominated by other depots. While the depot load of depot 1 and 2 were 
reported up to 0.83-0.99, the demand on depot 2 consumes only 0.50-0.66. The main reason is because depot 2 is 
located in an industrial area in Minato-ku, which far from the city center compared to the others. It can serve only a 
fractional portion to the customers. Nevertheless, the benefit of locating in that area makes depot 2 accounts the lowest 
depot fixed cost (37% and 33% lower than depot 1 and 3, respectively). Therefore, considering together with vehicle 
and transportation costs, it was only one depot to be selected for larger size depot scenarios (scenario 7-9).  
Although the portion of depot cost varies on the scenarios, the vehicle cost remains constant as shown in Table 4 
since the customers’ demand does not change. Fifteen small size vehicle, ten medium size vehicle, and seven large 
size vehicle are used regardless of the depot size. Clearly, the numbers of vehicle used at the depot 2 (shown in column 
“Vehicle Used”) are less than other depot because of the same reason mentioned earlier.  
In general, when the time windows constraints are taken into account on routing problem, the truckload is 
significantly low comparing with ordinary VRP or LRP. It happens because the time restriction does not allow the 
vehicle to visit too many number of customers. Nevertheless, the truck load in our network is relatively high in all 
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scenarios, presented 0.94-0.99 as shown in “Average Truck Load” column. It can be concluded that the 30 minute 
time window width (bi-ai) in this network is wide enough for each vehicle to deliver the goods in effective manner. 
For the routing part shown in Table 5, if the depot size did not change, it is undoubtedly true that the travel time 
reduced when the vehicle size increased. The numbers of customers that can be visited by small, medium, and large 
vehicles are 2, 3, and 4.28 customers on average. One of the main benefits of using larger size vehicle over small size 
vehicle is that the non-profit empty truck on return trips has been reduced dramatically, 34% of medium vehicle and 
58% of large vehicle. In total, the medium and large size vehicles can save the distribution cost, i.e. vehicle plus 
transport costs, 9% and 12%, respectively. 
Finally, the results of the overall cost, including depot, vehicle, and transport costs has proved that the large size 
depot serving by large size vehicles in scenario 9 satisfied the LRPTW in our distribution network as shown in Fig. 2. 
Although the depot 2 located in Minato-ku seems not to be an appropriate location in small and medium size depot 
scenario, but it proves to be the best location for the large size depot scenario.  
 
 
Fig. 2. LRPTW Results on Testing Distribution Network 
7. Conclusion 
This study presented the evaluation of cost structure on different environmental factors of LRPTW which is rarely 
examined by exact algorithm. The branch-and-price algorithm was implemented to ensure that the quality of the 
solution is reliable. The distribution network was extracted from the real operation of logistics firm in Osaka while the 
travel time was collected by the GPS and the traffic census data of the Osaka city. The main decision factors for 
LRPTW were the location of the depot, depot size, and vehicle size. It was found that the large size depot together 
with large size vehicle scenario was among the best scheme in our case study. The depot located in Minato-ku was the 
best location for the large size depot scenario by the fact that it is located in the low-price area. Furthermore, the large 
size vehicle of 3 ton vehicle is proved to be the best choice. Regardless of the highest vehicle fixed cost, the number 
of vehicle can be reduced to only 7 vehicles, but still remain the high truck load, making the lowest delivered cost 
option. 
To implement the location-routing scheme into the real supply chain operation, however, it requires more 
comprehensive information to achieve the goal. This tested distribution network limits only the portion of selected 
customers. To handle the large network instances, the approximate approach or the combination of exact and 
metaheuristic approach as a hybrid algorithm is needed to be explored in the future in order to accelerate the process 
without losing much on the exact optimal solution. 
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