We investigate the thermodynamic behavior of quantum many-body systems using several methods based on classical calculations. These approaches are compared for the melting of Lennard-Jones ͑LJ͒ clusters, where path-integral Monte Carlo ͑PIMC͒ results are also available. First, we examine two quasiclassical approaches where the classical potential is replaced by effective potentials accounting for quantum corrections of low order in ប. Of the Wigner-Kirkwood and FeynmanHibbs effective potentials, only the latter is found to be in quantitative agreement with quantum simulations. However, both potentials fail to describe even qualitatively the low-temperature regime, where quantum effects are strong. Our second approach is based on the harmonic superposition approximation, but with explicit quantum oscillators. In its basic form, this approach is in good qualitative agreement with PIMC results, and becomes more accurate at low temperatures. By including anharmonic corrections in the form of temperature-dependent frequency shifts, the agreement between the quantum superposition and the PIMC results becomes quantitative for the caloric curve of neon clusters. The superposition method is then applied to larger clusters to study the influence of quantum delocalization on the melting and premelting of LJ 19 , LJ 31 , LJ 38 , and LJ 55 . The quantum character strongly affects the thermodynamics via changes in the ground state structure due to increasing zero-point energies. Finally, we focus on the lowest temperature range, and we estimate the Debye temperatures of argon clusters and their size variation. A strong sensitivity to the cluster structure is found, especially when many surface atoms reorganize as in the anti-Mackay/Mackay transition. In the large size regime, the Debye temperature smoothly rises to its bulk limit, but still depends slightly on the growth sequence considered.
I. INTRODUCTION
Classical many-body systems in thermal equilibrium are commonly investigated by means of computer simulations such as Monte Carlo ͑MC͒ or molecular dynamics ͑MD͒. 1 These methods in principle provide ''exact'' results for arbitrarily complex intermolecular forces, their only limitation being computational power. Quantum systems can also be studied by numerical simulation, and the most rigorous approaches at finite temperature are based on the path-integral treatment of quantum mechanics. Path-integral Monte Carlo ͑PIMC͒ methods have proven extremely useful and successful in predicting the thermodynamics properties of many condensed matter systems, 2, 3 and, more recently, of finite atomic [4] [5] [6] [7] and molecular 8 clusters. Two kinds of PIMC methods are in use, namely the Fourier-path-integral ͑FPI͒ ͑Ref. 9͒ and the discretized-path-integral ͑DPI͒ ͑Ref. 10͒ methods. They differ in how the paths are represented, but have been shown to yield essentially similar results. 11 Although PIMC simulations incorporate quantum delocalization, they still contain approximations at the computational level. In both FPI and DPI methods, the path integrals are represented by a finite set of parameters ͑respectively, Fourier or Lie-Trotter coefficients͒, instead of the infinite number required for the methods to be rigorously exact. Practically, the number of parameters can be kept moderately small for systems that are neither too cold nor too delocalized. However, because of this limitation, the calculation of accurate thermodynamic properties, such as the caloric curve or the heat capacity, is hindered by the slower convergence of PIMC-type simulations at very low temperatures. In addition, the extra degrees of freedom arising in path-integral calculations act as replicas of the system, hence multiplying the effective computational complexity.
This problem can be at least partially handled for quasiclassical systems using effective potentials. These potentials may be viewed as expansions in ប of the quantum partition function, either in the path-integral formalism, 12 or in the semiclassical Wigner-Kirkwood approach. 13 They provide a powerful technique for obtaining quantum corrections to mostly classical systems, without requiring full path-integral calculations. In particular, for atomic and molecular liquids, they have given very satisfactory results. 10, [14] [15] [16] On the other hand, solids displaying a non-negligible quantum character are not well described by such potentials. 15 In this case, further refinements of the path-integral theory have been proposed 17 to formulate effective potentials valid even in the zero temperature limit. In particular, a quite efficient and elegant approach is that of Voth and co-workers, 18 ,19 based on self-consistent harmonic oscillators. The idea is to replace the actual quantal and anharmonic system near an equilibrium configuration by a set of equivalent oscillators. 18 This approach is also useful in studying the dynamics of the system, and has recently been applied to the classical and quantum theories of solvation in glassy systems. 19 However, all these self-consistent potentials must be recalculated at each new temperature and for each configuration, which make them very demanding from a computational point of view.
Another approach to compute the thermodynamic properties of a complex many-body system consists of summing the contributions of all basins of attraction of the configuration space, the so-called inherent structures, 20 to the partition function. This approach was pioneered by Stillinger and Weber, 20 then formalized in cluster physics, 21, 22 and more recently used in the physics of liquids and glasses. 23 In classical systems, it has proved very useful in elucidating the relationships between the thermodynamics of clusters and their energy landscapes. 24 , 25 Stillinger formally extended the idea of partitioning the configuration space to the case of quantum systems, 26 however, only a few applications were made due to the required use of path-integral calculations. 27, 28 A related approach uses instantaneous normal mode ͑INM͒ analysis to probe the structural or thermodynamical changes in classical or quantum systems. 29 One goal of this article is to extend the superposition method to quantum systems. We have chosen to test our methods on atomic clusters for which path-integral Monte Carlo data is available. [5] [6] [7] We have also tried to investigate systems currently too complex for full quantum simulations because of quasiergodicity problems that slow down the convergence considerably at low temperature.
Following the results of Chakravarty, 6, 7 we attempt to rationalize the effects of quantum delocalization on cluster melting. Traditionally, these effects are quantified by , the thermal de Broglie wavelength at temperature T, where ϭប/ͱmk B T, is the interatomic equilibrium distance, and m is the atomic mass. If we denote the depth of the potential well by , then the extent of quantum delocalization effects is measured by the de Boer parameter ⌳ϭប/ͱm. The quantum superposition method developed in the present paper allows us to investigate continuous ranges of ⌳, instead of only a set of prescribed values. Thus it allows a more complete picture of how quantum effects influence cluster thermodynamics.
Another objective is to investigate the very low temperature regime in more detail, where only a few dynamical calculations are available apart from classical studies. We first estimate the contribution of the zero-point energy to the total energy for clusters containing up to 150 rare-gas atoms, as well as for some different growth sequences. In many cases, the global minimum geometry is seen to change when some very soft vibrational modes are present, even in the case of argon clusters that are usually considered as classical systems. In this low-temperature regime structural transitions may still be observed, but their thermodynamic signature is smeared out, and disappears for stronger quantum delocalization.
The specific case of clusters trapped in a single solidlike local minimum is also considered, and we estimate the Debye temperatures of argon clusters and their variation with size. A very strong, nonmonotonic dependence on the structure is found for the smaller sizes. In particular, we are able to relate the variations of the Debye temperatures to changes in the surface structure, in agreement with the trends observed for the zero-point energies. The Debye approximation itself needs to be critically examined for clusters, as it involves a complete neglect of the high-frequency part of the vibrational spectrum. By looking at two large clusters, with crystalline and amorphous structures, we hope to gain insight into how closely clusters of a few hundreds of atoms can approach the bulk limit. The article is organized into six main sections and a conclusion. In Sec. II, we briefly review the effective potential approaches of quasiclassical theories, and their use in computer simulations. We then test two of them, namely the quadratic Feynman-Hibbs ͑FH͒ potential and the WignerKirkwood ͑WK͒ potential in the Fujiwara-Osborn-Wilk representation, on the 13-atom Lennard-Jones ͑LJ͒ cluster at various degrees of quantum delocalization. We then consider in Sec. III the quantum two-state model in the harmonic approximation, and its quasiclassical FH expansion. This simple model serves as a basis for the quantum superposition method, and allows us to obtain a qualitative picture of the quantum effects on cluster melting. In Sec. IV we extend the harmonic superposition method to the quantum case, and we again test it on the LJ 13 cluster. We also compare its predictions to the quasiclassical harmonic superposition for which the quadratic FH potential is exact. We include anharmonic corrections in the quantum superposition, and find that these corrections produce good quantitative agreement with PIMC results. In Sec. V we apply the method to larger clusters, where little data is available. Some of these clusters are a challenge to simulation, even classically, because of the multiple-funnel energy landscapes they exhibit. 30 We also introduce stability diagrams where the ''phase'' of the cluster can be obtained from a bidimensional plot in the (⌳,T) plane. In Sec. VI, we focus more specifically on the static properties such as the influence of zero-point energies on the stability of the global minima. We also study the very low temperature thermodynamic behavior and estimate the Debye temperature of argon clusters. Finally, we report our conclusions in Sec. VII.
II. QUASICLASSICAL APPROACHES
Effective potentials have long been used in condensed matter physics as a cheap way of incorporating quantum corrections to classical properties. In cluster physics, they have been employed by Chakravarty to study isotopically mixed clusters. 31 It is well known that their reliability is mainly dependent on how far the system is from classical behavior, and also on the number of correction terms included in the expansion.
In this work we have considered two such low-order effective potentials that have been previously used in simulations of bulk systems. 15, 16, 32 By expanding the path-integral partition function around the classical path, Feynman and Hibbs have shown that the following Gaussian effective potential provides an approximation to the quantum free energy:
In this equation, V(R) is the classical potential function of the ϭ3NϪ6 atomic coordinates Rϭ͕R i ͖, m is the atomic mass, and ␤ϭ1/k B T. In general, the Gaussian FeynmanHibbs potential can be calculated analytically only for potentials V that can be written as a sum of Gaussian functions. This effective representation then becomes very systemdependent, and we give in Appendix A a way of obtaining it for the Lennard-Jones potential. For a general ͑non-Gaussian͒ pairwise potential V(R) ϭ ͚ iϽ j v(r i j ), it is also possible to expand the Gaussian Feynman-Hibbs potential into an effective pairwise potential v FH (r i j ), which is simply
to first order in ប 2 , where ٌ 2 is the Laplacian operator. Another way to construct effective potentials is based on the semiclassical Wigner-Kirkwood expansion. 13 To first order in ប 2 , it yields
͑3͒
with ٌ i the gradient vector with respect to the coordinates of atom i. Following the resummation method of Fujiwara, Osborn, and Wilk, 33 Neumann and Zoppi 15 have developed effective pairwise potentials based on the WK expansion. Neglecting the three-body term in Eq. ͑3͒, we get the density-independent pair potential
The Wigner-Kirkwood expansion thus involves more terms, making the computation of the effective potential more demanding. Furthermore, as noted by Neumann and Zoppi, 15 the last term in v WK is proportional both to ␤ 2 and to the square of the force ٌv, and is also attractive. Hence, low temperatures will favor the collapse of all particles, a highly undesirable situation. To solve this problem requires one either to incorporate higher-order terms in the semiclassical expansion, or to introduce an artificial short-range cut-off in the potential preventing the collapse. However, the common problem of such expansions, including the Feynman-Hibbs expansion, is that higher order terms in ប 2 are also of higher order in ␤. Consequently, the low-temperature behavior will necessarily be unphysical at this level of theory.
With the above problems in mind, we have tested these two effective pairwise potentials on a system where more accurate results have been previously obtained, namely, the 13-atom Lennard-Jones cluster. The quasiclassical simulations were performed by parallel tempering Monte Carlo ͑PTMC͒, 34 using 50 temperatures regularly spaced in the range 0.01рTр0.50, and 10 5 MC sweeps for each temperature following 2ϫ10 4 thermalization sweeps. Parallel tempering exchanges were attempted with 10% probability. All results are given in reduced LJ units of mass m, energy , and length . The extent of quantum delocalization is given entirely by the de Boer parameter ⌳, which corresponds to the value of the constant ប in the LJ reduced units system. The following cases have been investigated: LJ 13 ͑classical, ⌳ϭ0͒, Xe 13 (⌳ϭ0.01), Ar 13 (⌳ϭ0.03), and Ne 13 (⌳ ϭ0.095). For this latter cluster, we can compare our results to the accurate data recently obtained by Neirotti, Freeman, and Doll ͑NFD͒.
5 A cut-off radius of r cut ϭ1.06 was necessary for Ne 13 in order to obtain physically meaningful results in this range of temperatures for the WK potential. For all simulations, we enclosed the cluster inside a hard-wall sphere to prevent evaporation. The radius was chosen to be 2.5 with respect to the cluster center of mass.
The heat capacities of the four clusters described by the two effective quasiclassical potentials are shown in Fig. 1 . They were obtained from the partition function Z by the usual formula
, which can be written in terms of the following averages for a temperaturedependent potential V eff (␤):
͑5͒
Incidentally, this equation shows that negative heat capacities are possible if the effective potential grows with ␤, as it does in the Feynman-Hibbs approximations. We find in Fig.  1 that both the FH and WK potentials fail at low temperatures, as expected from previous studies. 15, 32 The use of a Gaussian-expanded LJ potential and the GaussianFeynman-Hibbs effective potential does not help to solve this problem.
The caloric curves calculated with the FH potential show a decrease in the heat capacity peak as well as a decrease in the melting point as ⌳ increases. The effect is already perceptible for xenon, and reaches about 10% for neon with respect to the classical behavior. The heat capacity peak decreases from about 110k B to about 70k B for Ne 13 , which together with the variations in the melting point, are in very good agreement with PIMC results. 5, 6 Above the melting point, the curves we find are slightly different from Neirotti and co-workers' results, but we believe the differences result from the different constraining potentials. Below the melting point, the same comparison shows that the FH potential ceases to be valid near Tϳ0.2 /k B for neon.
The situation is quite different for the WignerKirkwood potential. 2 Because of the large cut-off used to truncate the repulsive part of the LJ potential, the caloric curves are affected throughout the temperature range, and differ from the classical behavior ͑with the untruncated LJ potential͒ even at high temperatures. For xenon and argon, the lower limit of validity of the quasiclassical WK approximation is similar to the FH lower limit, near 0.1 /k B and 0.16 /k B , respectively. Below these values, the potential and internal energies drop causing the heat capacity to rise sharply as T goes to zero. The variations of the caloric curves in the nearly classical regime are close to those obtained with the FH potential. For Ne 13 we have not been able to obtain reliable results below the classical melting temperature. Increasing the cut-off radius beyond 1.06 leads to very unphysical potentials behaving significantly differently from the original LJ potential. We have tried to improve this situation by adding the three-body terms of Eq. ͑3͒, but the effect on the caloric curves is small.
Thus, at the lowest order in quantum corrections, only the Feynman-Hibbs effective potential seems able to account for the quasiclassical thermodynamic behavior of raregas clusters as light as Ne 13 . In contrast, the WignerKirkwood potential has trouble properly describing the solidlike phase, which makes it unsuitable for investigating melting in clusters exhibiting a noticeable quantum character. However, even the FH approximation will fail at higher and higher temperatures, as quantum delocalization increases beyond that observed in neon. Moreover, the present effective potentials are not able to account for all the possible low-temperature effects characteristic of clusters, such as isomerization and premelting. 35 These results lead us to look for alternative treatments that are valid at very low temperatures, and retain the physical features of the various phaselike forms of clusters.
III. TWO-STATE QUANTUM MODEL AND THE QUASICLASSICAL REGIME
Although only qualitative, the two-state model 36 has proved useful in analyzing the dynamical coexistence reported in the 1980s by Berry and co-workers. 37 Basically, the model consists of assuming that the system can access only two states, respectively solidlike and liquidlike, characterized by ground state energies E S and E L , vibrational ͑normal mode͒ frequencies S i and L i , iϭ1, . . . ,ϭ3NϪ6, and degeneracies n S and n L . The partition function of the system is then simply the sum of the two individual partition functions
, and all thermodynamic properties follow from this definition.
The harmonic approximation for each partition function is sufficient to show that the system undergoes a ''phase change'' between the state of lowest energy (S) and the other state (L) at a temperature where the internal energy rises and the heat capacity reaches its maximum. Of course, this transition can be very gradual and depends on the size as well as the ratios of the vibrational frequencies and degeneracies. To go beyond the classical picture and include quantum effects, we consider the partition functions Z S and Z L in their fully quantum forms, where Z can be written as
Such an approach has been used by Franke and co-workers 22 to study isomerization between the two states of LJ 6 . In Eq. ͑6͒, we have made the approximation that the wave functions inside each basin do not interfere. Of course, for h→0 we recover the usual classical expression
, where is the geometric mean value of the i 's. If the temperature is not too low, it is also possible to use a quasiclassical expansion of the classical partition function, by noting that the quadratic Feynman-Hibbs expansion becomes exact for harmonic oscillators. 12 In this case, we just have to replace the energies E ␣ by their effective values with the root mean square vibrational frequencies ␣ rms . By performing a simple semiclassical expansion of the quantum partition function,
we recover the Feynman-Hibbs expansion of the effective energies. The low-temperature behavior in the quasiclassical approximation is unphysical, which is hopefully not the case in the quantum model. To see what qualitative differences are introduced by the quantum character of the oscillators, we introduce the arithmetic average of the vibrational frequencies, ͗ ␣ ͘ϭ(͚ i ␣ i )/, and we write Eq. ͑6͒ as
where E ␣ 0 ϭE ␣ ϩh͗ ␣ ͘/2 is the ground state energy including the zero-point energy. The most stable state is found by looking at which term dominates Z Q at a given temperature. In particular, the zero temperature limit gives
.
͑10͒
Therefore the effective ground state is the one with the lowest E 0 . A problem could appear if ͗ L ͘Ͻ͗ S ͘ and if quantum delocalization is high enough to exchange the relative stabilities of the S and L states, as the latter would never be populated.
We have been unable to extract exact analytic results for the influence of quantum effects on the heat capacity maximum. Instead, we simplify the problem by assuming that melting occurs when the two states become equally probable:
In the quasiclassical ͑QC͒ regime, a Taylor expansion can be performed, and we obtain the relative variations of T melt with increasing h as
where ⌬EϭE L ϪE S , and where T 0 ϭT melt (0) is the classical melting temperature given by T 0 ϭ⌬E/⌫ with
͑13͒
The same result is obtained by considering the semiclassical superposition for a small value of h. However, in the Feynman-Hibbs approximation, the exact calculation of T melt at any value of h ͑less than a maximum value, see below͒ is possible, and the result is simply
͑14͒
Equations ͑12͒ and ͑14͒ show that the variations in the melting point depend essentially on the relative values of the mean square vibrational frequencies. The usual situation for clusters is that S and L are comparable, S being somewhat larger than L especially for very symmetric geometries.
Hence we can expect a decrease in T melt , which will be larger for high symmetry ''magic number'' clusters provided that the effect of the larger S 2 is larger than that of the larger ⌬E.
We have plotted in Fig. 2 the variations of the melting point as a function of quantum delocalization for the two cases S rms Ͻ L rms and S rms Ͼ L rms . For simplicity, all frequencies were given the same value for each state S or L:
T melt was calculated by equating Z S and Z L , and two cases were studied, with S ϭ1, L ϭ0.9, and L ϭ1.1, respectively, for a 30-atom system with ⌬Eϭ1. n S /n L was adjusted to keep the classical melting point at a constant value. In Fig. 2 we have compared the value in the quantum model to the FH approximation and to the simple expansion ͑12͒. The quasiclassical Feynman-Hibbs approximation is quite accurate when L Ͼ S , but fails completely as soon as
Ӎ0.15, when L Ͻ S . Again, this shows that quasiclassical effective potentials should be used with caution when dealing with strong quantum effects.
IV. QUANTUM HARMONIC SUPERPOSITION APPROXIMATION
The two-state model of the previous section is a very simplified representation of a many-body system with a mul- tidimensional energy landscape. However, it contains the fertile concept of relating the global thermodynamic properties to local features of these landscapes, namely, the energies and vibrational frequencies of local minima. Such an approach has been considered before, 38 but the lack of powerful computational tools for exploring energy landscapes hindered its fruitful development until the last decade. With the notion of inherent structures introduced by Stillinger and Weber in bulk studies, 20 came the idea of dividing the configuration space into basins of attraction, and building the partition function as the sum of all contributions from each basin. The problem then becomes the calculation of these individual partition functions, whose number grows exponentially with the system size.
Various studies by Wales, Doye, and others 21, 24, 25, 39 have demonstrated how this superposition method can be implemented in practice for clusters in the classical regime, at various levels of approximation. 40, 41 Here the main motivation has been to show in detail how the thermodynamic properties emerge from the characteristics of the energy landscape. In the simplest version of the superposition method, each local minimum ␣ is treated as a collection of uncoupled harmonic oscillators of frequencies ␣ i , i ϭ1, . . . ,. Thus the classical partition function for one particular minimum is written
where the superscript C stands for classical. The total partition function for the whole set of minima is
where the sum is over all geometrically distinct minima on the potential energy surface, with n ␣ the number of permutational isomers of minimum ␣. If the system is made of N identical atoms, n ␣ is given by n ␣ ϭ2N!/h ␣ , h ␣ being the order of point group of structure ␣.
A. Superposition of quantum oscillators
Following the approach of Sec. III, we attempt to include quantum effects in the thermodynamic properties by simply replacing the classical oscillators with quantum ones,
In the classical limit, one of the major approximations of the harmonic superposition method is that it neglects the overlapping of the individual contributions to Z. This approximation remains in the case of quantum oscillators, but Eq. ͑17͒ assumes in addition that no quantum interference occurs to modify the energy levels of local minima, i.e., the present quantum superposition assumes there is no tunneling. Practically, Eq. ͑17͒ together with Eq. ͑16͒ are of little use if the set of minima in our database is far from complete, which is likely even for a few tens of atoms. To tackle this problem one can use the reweighting technique previously employed in the classical case, 21 which uses the results of a classical simulation. More precisely, we perform a canonical ͑MC or MD͒ simulation at inverse temperature ␤ 0 , and record the probability p ␣ (␤ 0 ) of finding isomer ␣. We write the total classical partition function as a sum over all known minima, but weighted by factors g ␣ to correct for the incompleteness of the set of minima,
From the simulation, the number of quenches leading to isomer ␣ is proportional to p ␣ (␤ 0 ), and also to g ␣ n ␣ Z ␣ C (␤ 0 ). This proportionality requires the simulation to be ergodic. The classical partition function for the incomplete sample is then approximated by
Now we follow a similar procedure for the quantum case, except that we do not wish to perform a quantum simulation to obtain the weights. Actually, the weights should depend only on the topography of the energy surface, and not on the ensemble ͑microcanonical or canonical͒ or on the probability law used to generate the ensemble, quantum or classical, because they are related to the number of minima on the potential energy surface. In the case of a bulk system, these weights should also depend on the density or the pressure. The g ␣ 's are the ratios of p ␣ (␤ 0 ) and n ␣ Z ␣ (␤ 0 ), where Z ␣ is assumed to have been used to generate p ␣ . Thus we can employ the probabilities found in a classical simulation to estimate the weights g ␣ , which depend only on ␣, and in turn calculate the full quantum partition function as
For large classical systems, the use of reweighted formulas such as Eq. ͑19͒ was shown to improve considerably the predictions of the harmonic superposition method, 21 in particular by reproducing the van der Waals loop in the microcanonical caloric curve of LJ 55 .
We first tested the quantum superposition method on a cluster where our database of minima is almost complete, namely, LJ 13 . From expressions ͑16͒ and ͑17͒ for the partition function, we calculated the heat capacity C v (␤) from
with the following terms (Z 0 ϭZ):
and with the notation E ␣ 0 ϭE ␣ ϩh͗ ␣ ͘/2, where ͗ ␣ ͘ is the arithmetic average of the frequencies ␣ i , iϭ1, . . . ,. The results for four values of the quantum delocalization parameter and a sample of 1467 minima are shown in Fig. 3 . The general picture is very similar to the quasiclassical results of Sec. II; the melting peak decreases with the atomic mass, and the melting temperature decreases up to about 10% for neon. The low temperature behavior is correct, at least qualitatively. This result was expected from the way that we constructed the partition function, and from the validity of the harmonic approximation at T→0. However, a precise comparison with the quasiclassical results or with the quantum MC results 5 reveals that the melting point is too high by about 15%, and that the peaks are too low also by 15%. As similar shifts are found for the classical harmonic superposition method, 21 the problem is not related to the choice of quantum oscillators, but rather to the approximation of harmonicity.
B. Quasiclassical superposition
By analogy to the way we have built the quantum partition function from individual quantum oscillators, we may consider the particular case of semiclassical oscillators where the energy of minimum ␣ is replaced by its Feynman-Hibbs effective energy. Since we are dealing only with harmonic oscillators, this quasiclassical approximation is equivalent to expanding the quantum partition function to its lowest corrective order in h 2 . Hence we write
͑25͒
and the corresponding expressions for the total partition functions, with or without reweighting, follow from this equation. The heat capacity is given in Appendix B for this quasiclassical approximation. We have calculated the caloric curves for the same clusters as those studied in the quantum case, and the results are plotted in Fig. 4 . Not surprisingly, we find good agreement with the quantum caloric curves down to limiting temperatures that increase with the degree of quantum delocalization. Below these temperatures, the quasiclassical approximation becomes unphysical (C v Ͻ0).
In the case of Ne 13 , the caloric curve differs strongly from the quantum behavior, even if the quasiclassical curve exhibits the correct shift in the melting temperature. We also notice that the present quasiclassical approximation is in better agreement with the Gaussian Feynman-Hibbs effective potential ͑see Appendix A͒ than with the quadratic potential.
Since the computational cost involved in quasiclassical calculations is only marginally lower than the cost of full quantum calculations, we have not considered the quasiclassical approach further. Instead, we have chosen to focus solely on the quantum superposition method. As mentioned above, the agreement between the harmonic form of the quantum superposition and the PIMC results is not fully quantitative in the vicinity of the melting point. The problem was already noticed by Doye and Wales in the classical case, 40 and interpreted in terms of anharmonic effects. These effects were also seen to be more important for the 13-atom LJ cluster, where the basin of the icosahedral global minimum is very large, leading to some wide and flat regions in the energy landscape. 40 Doye and Wales managed to get agreement with simulations by incorporating these anharmonicity effects as corrections to the harmonic partition function. Here we will follow similar lines in an effort to improve the quantum superposition method.
C. Anharmonic corrections to the quantum partition function
In Ref. 40 namely, the effects of transition state valleys and well anharmonicity. Their results suggest that the latter effects dominate, at least for the LJ clusters they investigated. In addition, we note that the transition state valleys could be accounted for in the same way as for the quantum oscillators by replacing the corresponding classical oscillators of Ref. 40 accordingly. More recently, Ball and Berry have also examined anharmonic corrections to the densities of states and found that the most appropriate form depended on the type of cluster. 41, 42 We first tried to correct for well anharmonicities using Morse oscillators instead of harmonic ones. This method was shown to work well as a correction for classical clusters, 40 however, a qualitative change occurs in the quantum regime due to the finite number of energy levels in a Morse oscillator, which caused large discrepancies in the final results.
Another way to incorporate well anharmonicities is phenomenological, and is often used in solid state physics. 43 It consists of allowing shifts in the vibrational frequencies induced by temperature changes. We have chosen to allow all frequencies ␣ i to depend smoothly on temperature via the following simple expansion, to second order in T,
In the classical case, it is worth noting that the same expansion is obtained using Morse oscillators, 40 provided that
To simplify the analysis, we have assumed that the a ␣ i 's and b ␣ i 's depend only on the geometry ␣ but not on i. The expressions for the thermodynamic quantities become more complicated, and are given in Appendix C. We can now investigate the very low temperature behavior in the classical and quantum limits. The heat capacity is then found to behave as
and therefore has a linear component in both cases. As was observed by Doye and Wales, 40 it is difficult to estimate independently the correct values for the coefficients a ␣ and b ␣ . We propose to divide the set of isomers into several sets according to the topography of the energy landscape. In the case of LJ 13 , the first set contains only the icosahedral minimum, and the second set contains all the remaining isomers. Hence, it appears that with only a few parameters, the above quantum superposition approach can be brought into quantitative agreement with path-integral Monte Carlo simulations. This method also allows us to study much larger systems, because it only requires information from classical calculations. The predicted effects of quantum delocalization on the melting of larger atomic van der Waals clusters are the subject of the next section.
V. LARGER SIZES AND STABILITY DIAGRAMS
We have selected four sizes in the range 13рNр55, which display several characteristics of cluster melting in classical simulations. The 19-atom cluster is particularly stable ͑''magic''͒, and has been previously investigated by Chakravarty using PIMC simulations. 6 Its solidlikeliquidlike phase change is very similar to that in LJ 13 . The next magic cluster Nϭ55 has a sharper melting peak, but is also similar to LJ 13 in the classical regime. 44 We have also chosen two specific sizes that have more interesting size effects due to the peculiarities of their energy landscapes. 30 The 31-atom Lennard-Jones cluster lies at the crossover between anti-Mackay ͑or polyicosahedral͒ geometries and Mackay ͑or multilayer icosahedral͒ geometries. 45 At this size, classical LJ 31 is only slightly lower in energy in the Mackay structure. At very low temperatures, the cluster classically undergoes a structural transition between the two competing arrangements, and then, at much higher temperatures, is seen to melt by reaching a much larger set of minima. 46 The preliminary structural transition is sharp in this system, and leads to a very pronounced heat capacity peak.
The 38-atom cluster is now well known for its unusual truncated octahedral geometry. 47 The double-funnel energy landscape of this system 30, 48 gives rise to a structural transition between the global minimum and the icosahedral minima with higher entropy. 24, 49 These two systems are difficult to study by standard simulation methods because of the structural transitions they exhibit. Classical simulations must be performed with special techniques to overcome the quasiergodic behavior, especially at low temperatures where interfunnel crossings are normally rare, if not forbidden in the microcanonical ensemble. 49 Even when using such techniques as parallel tempering ͑the most promising strategy at the present time͒, the convergence of thermodynamic averages is much slower for these clusters than for the single-funnel 19-atom and 55- atom clusters, and involves up to 10 9 Monte Carlo cycles ͑and several tens of simultaneous simulations͒ for LJ 38 . It is very likely that simulating LJ 31 or LJ 38 by quantum Monte Carlo methods at thermal equilibrium is not practical with the current computer technology. In these cases, the quantum superposition approach should be especially useful, since it is intrinsically ergodic once we have a representative sample of minima that includes the contributions of all important funnels. Nevertheless, application of this technique requires a reweighting of each individual partition function because an exhaustive sampling of the energy landscape is neither feasible, nor desirable.
We estimated all weights from classical MC simulations improved with parallel tempering in order to get better ergodic sampling. For LJ 19 and LJ 55 , the weights were calculated above the melting point, at Tϭ0.35 /k B , and sets of 1259 and 3332 isomers were used, respectively. For LJ 38 , the weights were calculated at a much lower temperature, Tϭ0.175 /k B , where the global minimum, icosahedral minima, and liquidlike minima all have reasonably large probabilities of being visited. 24, 48, 49 1881 different minima were recorded for this size. The case of LJ 31 is a bit more problematic, because the probability of being in the global minimum basin was seen to drop nearly to zero at the Mackay/anti-Mackay transition temperature Tϳ0.03 /k B , while the liquidlike isomers start becoming populated only above 0.2 /k B . 46 We have used the reweighting technique to calculate the relative weights of the liquidlike isomers with respect to one anti-Mackay minimum, and then added the contribution of the lowest-energy minimum,
A similar approach has been used previously by Doye and Wales for the 38-atom cluster. 24 2183 distinct minima were used for LJ 31 , and the weights were calculated at T ϭ0.35 /k B . After estimating the weights from classical simulations, we used them to compute the quantum partition functions following the method described in Sec. IV. We did not use anharmonic corrections in the four cases investigated here, because the agreement with classical simulations was already satisfactory, as far as the melting points are concerned. Moreover, such corrections would not give new insights into the effects of delocalization, so the present harmonic treatment is good enough for our purposes.
A. Caloric curves
The effects of quantum delocalization on the melting of LJ 19 , LJ 31 , LJ 38 , and LJ 55 can be seen in Fig. 6 , where we represent the canonical heat capacities for values of ⌳ corresponding to classical behavior, xenon, argon, and neon. As predicted from the two-state model, the shift in T melt is larger for LJ 55 , which has a higher average vibrational frequency in its icosahedral global minimum, than for other nonmagic sizes.
The heat capacity of Ne 19 shows the same variations in the melting point as the path-integral MC simulations of Chakravarty. 6 The heights of the peaks are too low, and indicate that the anharmonic terms are significant. However, given the size of the error bars and how far the classical results reported in Ref. 6 are from other published data, 50 we think that the agreement found for this cluster is very satisfactory.
The very low temperature at which the structural transition takes place in LJ 31 tum effects. Even a very low value of the de Boer parameter is enough to make the small heat capacity peak disappear, and Xe 31 only displays a bump at Tϳ0.03 /k B . Surprisingly, Ar 31 and Ne 31 both exhibit a very sharp peak at even lower temperatures. These effects result from changes in the global minimum, and will be examined further in the next section.
The preliminary icosahedral transition in LJ 38 also occurs at a relatively low temperature, near 0.1 /k B , but the melting peak itself is located at Tϳ0.17 /k B . Such low temperatures make the caloric curve extremely dependent on ⌳ for this cluster, and the small bump indicative of premelting is no longer visible for argon. The effect on neon is even stronger, no peak remaining visible at all in the temperature range 0ϽTϽ0.5 /k B .
No structural transition or premelting effects complicate the caloric curve of LJ 55 , and so the melting peak is much clearer. As with smaller clusters, we notice that quantum delocalization is already non-negligible for argon below the melting point. Anharmonic corrections would probably raise all the curves of Fig. 6 , but the shift in the latent heats from the classical result should be roughly unchanged. The data obtained for this cluster and for the smaller 13-atom cluster can be used within the framework of the two-state model to predict approximate values of the shifts in the melting temperature of larger clusters. The two-state model is expected to be a reasonable description of magic clusters especially at large sizes. In a first approximation, we write all variables in Eq. ͑12͒ as asymptotic expansions to first order in n Ϫk/3 . Thus the shift in the melting temperature induced by quantum delocalization can be expressed simply as a twoparameter function, for a given value of h, ⌬T͑n ͒ϭ⌬T͑ ϱ ͓͒1ϩan
In this equation, the shift in the bulk melting point ⌬T(ϱ) is
where L is the latent heat of melting. The application of Eq. ͑30͒ to the clusters Ne 13 and Ne 55 allows us to estimate the approximate values of the shift ⌬T for larger neon clusters and for the bulk limit. We find ⌬T(147)ϭ1.6 K and ⌬T(ϱ)ϭ2.0 K.
B. Stability diagrams
In her study of quantum delocalization on cluster melting, Chakravarty 7 showed that melting could be induced either by increasing ⌳ at fixed temperature, or by increasing T at fixed ⌳. Fixing the temperature and varying the degree of quantum delocalization for a prescribed system may not seem a very physical procedure, but it allows the different effects to be studied separately. Because she performed pathintegral MC simulations, Chakravarty was limited to a small set of values for ⌳ and T. Additionally, she used the Lindemann index as a probe of melting, which is not suitable for complex systems such as LJ 31 or LJ 38 because of preliminary transitions. 35 We have used the present quantum superposition method to quantify the influence of delocalization on the thermodynamics of the five clusters investigated above. As a definition of the melting temperature, we have chosen the position of the heat capacity peak. When the peak disappears due to strong delocalization, we relied on an alternative, more subjective definition, namely the temperature where the highest 99% of minima ͑in energy͒ become dominant, i.e., their occupation probability exceeds 50%. Because we used two possible definitions for the melting temperature, its value may jump when a peak in the heat capacity appears or vanishes. The freezing temperature was simply taken as the temperature above which the global minimum is no longer dominant. These definitions can account, in a first approximation, for coexistence phenomena and the possibility of two-step melting.
We have represented in Fig. 7 the stability diagram obtained for LJ 13 in the range 0р⌳р0.35. The lower part of this diagram, below the freezing curve, shows the region of stability of the ''pure'' solidlike phase corresponding to the global minimum alone, while the upper part, above the melting curve, shows the region of stability of the liquidlike phase and its numerous minima. As can be seen from this figure, the two lines coincide from the classical regime up to about ⌳Ӎ0.25, the value at which the heat capacity peak vanishes. This coincidence reflects the two-state character of this system. In the quasiclassical regime, the melting temperature roughly decreases with ⌳ as ⌳ 2 , in agreement with semiclassical expansions. The most striking features in this diagram are the points at which the freezing curve meets the Tϭ0 line. This is because the minimum with the lowest value of E ␣ 0 can change as a function of ⌳. Larger values of ⌳ favor those minima with a lower arithmetic mean vibrational frequency, because they have a lower zero-point energy. As Fig. 7 illustrates, there can be several changes in the global minimum with ⌳. More precisely, the existence of such changes in morphology can be checked from the database of minima by simply looking at the values of
If ␣ 0 is the classical global minimum, and if ⌳ ␣ 0 exists and is positive, then the global minimum changes when ⌳ crosses ⌳ ␣ 0 to the isomer ␣ that minimizes ⌳ ␣ 0 . Further changes in the global minimum can be estimated in the same way. Two such crossovers are found in the database for LJ 13 , respectively located at ⌳ϭ0.255 and ⌳ϭ0.328, in complete agreement with the results shown in Fig. 7 . Thus this simple diagram shows for instance that the geometries of ͑D 2 ) 13 and ͑H 2 ) 13 should differ strongly owing to the difference in zero-point energy. Actually, this result is in agreement with previous PIMC works on the thermodynamics of these two systems showing that ͑H 2 ͒ 13 has a liquidlike phase at temperatures where ͑D 2 ) 13 is still rigidlike. 51 In particular, Scharf et al. have shown that the icosahedral structure of (H 2 ) 13 was only marginally stable at Tϭ2.5 K, the cluster exhibiting most frequently very disordered geometries. 52 Similar stability diagrams for the four larger clusters are shown in Fig. 8 . The general picture resembles that for LJ 13 , with a quadratic decrease in the melting and freezing temperatures in the quasiclassical regime, and some changes in the global minimum as quantum delocalization increases.
The structure of the 19-atom cluster appears to be the most resistant to quantum effects, as it only shows one crossover at ⌳ϭ0.325 in the range ⌳р0. 35 . The coexistence range ⌬TϭT melting ϪT freezing is larger than for LJ 13 , and remains of this magnitude up to the strong quantum delocalization regime of ⌳Ӎ0.2.
LJ 31 is probably the most intriguing case studied here, as it undergoes three consecutive changes in the global minimum associated with qualitative changes in the lowtemperature heat capacity curves ͑see above͒. The three crossovers occur at ⌳ϭ0.011, 0.040, and 0.043, and involve surface rearrangements towards anti-Mackay geometries. The Mackay/anti-Mackay transition is therefore favored by both temperature effects and by quantum delocalization. One of these three isomers entropically dominates over the others, and corresponds to the solidlike state that is stable up to the melting point when it becomes the effective global minimum (0.040Ͻ⌳Ͻ0.043).
LJ 38 shows only one crossover at ⌳ϭ0.065. Such a low value probably explains why the heat capacity of Ne 38 is so qualitatively different from that of Ar 38 . Looking at the caloric curves near this crossover shows that the melting peak disappears above this value, and only reappears at ⌳ Ӎ0.18. This explains the discontinuity in the melting temperature on the diagram of this cluster.
LJ 55 also shows three changes in its global minimum as quantum effects rise, namely at ⌳ϭ0.175, 0.294, and 0.335. As for the smaller icosahedron LJ 13 , these changes are facilitated by the large vibrational frequencies of the high symmetry ground state, which are not compensated by the difference in potential energies. For this size, Ne 55 and ͑D 2 ) 55 are predicted to have different morphologies.
The results of these stability diagrams show a strong dependence on the vibrational properties of the cluster. Be- cause we used only incomplete samples of minima, one may wonder whether other isomers that are not included in our sample could be lower in energy at some degree of delocalization. All curves in Fig. 8 have been checked twice, and the same new global minima were found from the two independently generated databases. Nevertheless, this sensitivity of cluster structure in the quantum regime to the vibrational frequencies merits further investigation.
VI. LOW-TEMPERATURE BEHAVIOR AND DEBYE TEMPERATURES
All isomers found as new global minima of the effective quantum potential were discovered by classical simulations performed to estimate the respective weights in the partition functions. We have also assumed that the weights in the quantum partition function would be unchanged from the classical weights, but this is not true for the partition functions themselves, which are far more influenced by the vibrational properties in the quantum case. In order to analyze the influence of delocalization on cluster structure, it is thus important to include the quantum character during the search for possible lowest-energy structures.
A. Global optimization of Lennard-Jones clusters including quantum delocalization
We have used the basin-hopping Monte Carlo algorithm 53, 54 to explore the energy landscape of LJ n clusters in the size range nр100, and to find the global minima as a function of the de Boer parameter ⌳. After each quench was performed, the zero-point energy contribution was added to the potential energy, and the Metropolis acceptance probability was calculated using these effective quantum energies. Since the diagonalization of the Hessian matrix involved in the calculation of the vibrational frequencies is computationally demanding, especially for large clusters, we started the optimizations from the classical global minimum for each n. 5000 quenches were performed for each size, at the temperature Tϭ1.5/k B and with ⌳ϭ0.095. We are aware that 5000 is a relatively small number, which may be inadequate to find the true global minimum for sizes larger than nϾ50. However, this initial survey will give us insight into the extent to which rare-gas clusters can be considered as classical from a static point of view.
In the size range nр100, Lennard-Jones clusters preferentially exhibit icosahedral-based geometries, with different possible external arrangements. 54, 55 Only a few sizes have been shown to deviate from this icosahedral sequence, at n ϭ38 ͑truncated octahedron͒, nϭ75-77 ͑Marks' decahedra͒, and nϭ98 ͑tetrahedral structure͒. 56 The effect of quantum delocalization is quantified in Table I , where we report the best energies found and compare them with the LJ global minimum. These global minima are available at the Cambridge Cluster Database. 57 Neon, of course, is most influenced by quantum effects, and shows a different global minimum in 35 out of the 99 cases investigated. However, Ar n is also seen to differ from the classical LJ n for a few sizes, including 17, 27, and 31, but also the larger 76-or 77-atom clusters where the icosahedral minima are preferred to the decahedral geometries. Krypton clusters, not included in this table, sometimes also show differences from the classical structure. Xenon clusters differ from the purely classical Lennard-Jones prediction in only three cases ͑nϭ65, 86, and 98͒. Although challenging, it would be interesting to verify these results with more accurate quantum Monte Carlo calculations at Tϭ0. A reasonable test case could be the size nϭ17, where three different effective global minima are found, depending on the degree of delocalization.
Not surprisingly, most of the structural changes displayed by these clusters arise from different arrangements of the outer layer, and take place for sizes where the Mackay and anti-Mackay overlayers compete: 55 between nϭ25 and nϭ35, near nϭ67, and near nϭ88. Differences between the classical and quantum gometries are illustrated in Fig. 9 for some selected sizes. In the case of the 13-atom cluster, we have shown how the global minimum structures of ͑D 2 ) 13 and ͑H 2 ) 13 are expected to differ, even though the icosahedron remains as the global minimum for rare gases. The very prolate shape of (H 2 ) 13 induces some floppy vibrational modes, thus lowering the average frequency and zero-point energy. We also show the different isomers of LJ n and Ar n for nϭ17, 27, and 31. Including delocalization usually makes the structure much more distorted, as was noticed by Hodgdon and Stillinger in the case of solid helium. 27 Our study of neon clusters shows that most new global minima have only C 1 symmetry. For all these sizes, we expect sig- nificant differences in the dynamical and thermodynamic behavior in the quantum regime, even at reasonably high temperatures.
A comparison of the present results with the experimental data of Märk and Scheier 58 is quite difficult, because the mass spectra obtained by these authors for neutral neon clusters do not show a clear picture of the magic numbers. However, the results of Harris et al. 59 for argon clusters clearly indicate that the anti-Mackay sequence is stable up to the size nϭ34. Quantum delocalization shifts the crossover between the anti-Mackay and Mackay sequences to nϭ34, although Ar 34 has a Mackay-type geometry. This small discrepancy would probably be resolved by using a more accurate argon potential than the basic Lennard-Jones model.
B. Debye temperatures of argon clusters
For a three-dimensional continuous solid, the Debye approximation 60 models the vibrational density of states g as a quadratic function of with a cutoff at max : g() ϰ 2 ⌰( max Ϫ), where ⌰ is the step function. The resulting formula for the total heat capacity is
where the Debye temperature T D is related to max by h max ϭk B T D . This formula contrasts with the corresponding expression for a discrete solid,
In particular, the behavior at low temperature is different, although both models converge to the Dulong-Petit Law at high T. Attributing a Debye temperature to a cluster may seem strange at first sight, since the structures we consider are still far from the continuum. However, the Debye formula ͑33͒ is just an interpolation made to account for the observed Dulong-Petit behavior at high temperatures, as well as the observed T 3 dependence near Tϭ0. Therefore, there is no fundamental problem with the use of Eq. ͑33͒ as an approximation to Eq. ͑34͒.
In order to estimate the Debye temperatures of LJ clusters with some degree of quantum delocalization, we have fitted the ''exact'' heat capacity of Eq. ͑34͒ to a Debye form ͑33͒ by a standard least-squares method. Such a procedure requires several comments. First we must ensure that the isomer we consider is indeed the one corresponding to the ''solid'' state. Hence the structures should be selected according to their effective quantum energies including the zero-point contribution. Second, melting points in clusters are usually much lower than the bulk melting point. Consequently, the neglect of all isomers except the global minimum may not reproduce the actual caloric curve if the degree of quantum delocalization is high ͑neon͒, or if some preliminary transitions or premelting phenomena are present ͑e.g., LJ 31 ͒. In these cases, the heat capacity of the solidlike isomer alone will underestimate the real heat capacity. However, a fit to a Debye law would also be meaningless if some extra bumps or peaks are apparent. To avoid this problem, we have focussed on clusters having only a modest quantum character, namely argon clusters.
We estimated the Debye temperature of all Ar n clusters in the range 3рnр100 using the putative global minima determined previously. In the range 101рnр150, a similar investigation was made by assuming that the geometries of Ar n are the same as those of LJ n . Finally, we considered three growth sequences in the large size regime, namely, icosahedral ͑ICO͒, decahedral ͑DEC͒, and truncated octahedral ͑TOCT͒, for which we fitted the measured values of T D according to the simple asymptotic expansion,
Clusters as large as nϭ10179 ͑ICO͒, nϭ9062 ͑DEC͒, and nϭ9201 ͑TOCT͒ were used to obtain the coefficients T D (ϱ), a, b, and c for each sequence. The results of the fits are reported in Table II . They probably underestimate the bulk Debye temperature T D (ϱ), because 9000 atoms is still a relatively small size, and also because several rather small sizes such as nϭ13 ͑ICO͒, nϭ18 ͑DEC͒, or nϭ38 ͑TOCT͒ are included in the fit. The variation of the estimated Debye temperature with size for solid argon clusters is shown in Fig. 10 . The nonmonotonic variations in the small size regime nՇ100 are characteristic of cluster size effects, 61 as opposed to the much smoother and regular variations above this limit. Even though we did not systematically study sizes above 150 apart from growth sequences, we do not expect drastic changes for this kind of cluster, at least not of the same magnitude as those observed near the anti-Mackay/Mackay crossover at nϭ34. At this size, the cluster changes shape, gains more potential energy than it loses zero-point energy, and by increasing its vibrational energy its Debye temperature also increases.
The agreement between the bulk Debye temperature estimated from extrapolating Eq. ͑35͒ to n→ϱ and the experimental bulk value of 92 K is quite good. The remaining discrepancy could probably be reduced by replacing the rather crude Lennard-Jones model by more accurate potentials for argon, by including anharmonic corrections to the heat capacities, and also by fitting Eq. ͑35͒ using larger clusters of the most stable sequence, namely, the truncated octahedron.
The correlation between the Debye temperature and the cluster structure is made via the vibrational spectrum, but for very ordered large clusters (nϾ150) the present results seem to indicate only small changes in the Debye temperatures for different sequences. However, disordered geometries or clusters trapped in metastable isomers may have significantly different vibrational properties, which may have a measurable effect on the thermal behavior. We have compared the Debye temperatures of a 201-atom cluster in its very ordered TOCT geometry and in an amorphous state. This latter state was made of 100 geometries quenched from random starting points, whose contributions were added using the superposition method. The heat capacities are plotted in the upper panel of Fig. 11 , together with the corresponding vibrational densities of states ͑DOS͒ in the lower panel. We also plotted the equivalent Debye DOS of the ordered cluster for comparison.
Clearly, the Debye approximation is only realistic for the nearly crystalline cluster and fails for the amorphous state. The presence of many soft modes in the amorphous state decreases the Debye temperature by about 5 K with respect to the TOCT structure. The vibrational DOS of the truncated octahedral cluster is rather far from its equivalent Debye distribution, despite the fact that the corresponding heat capacities are very close to each other. This gives us an idea of how far we are from the continuum limit for a cluster of 201 atoms. Inspecting the DOS for larger clusters shows that the 2 law is still approximate even for 9201 atoms, because the variations of g() are strongly nonmonotonic. On the other hand, the smooth vibrational DOS displayed by the amorphous structures is in fact little affected by the averaging procedure, and is nearly the same for all the individual amorphous minima considered in the sample. No evidence for linear variations of the heat capacity as T→0 was found in Fig. 11 , which would be a signature of glassy behavior. A proper treatment of this regime would, however, probably require a method that, unlike the superposition approach, does not ignore tunneling.
VII. CONCLUSION
In this work, we have investigated the low temperature thermodynamics of rare-gas clusters using several different methods. The development of effective potentials from condensed matter physics provides a computationally convenient way to include quantum corrections in a semiclassical framework. We have used the quadratic Feynman-Hibbs potential and the Fujiwara-Osborn-Wilk potential based on the Wigner-Kirkwood expansion, both potentials being truncated at first order in ប 2 . These potentials were tested on the melting of the 13-atom Lennard-Jones cluster with different degrees of quantum delocalization. The Feynman-Hibbs effective potential has been shown to reproduce the results of more accurate path-integral Monte Carlo simulations surprisingly well, down to temperatures where the quantum calculations become rather expensive. In particular, it gives a correct account of the decrease in the latent heat and melting point in Ne 13 . On the other hand, the potential based on the Wigner-Kirkwood expansion suffers from numerical problems that make it unsuitable ͑in its simple form͒ for studying the dynamics of clusters in a wide temperature range including both the solidlike and liquidlike states. Both effective potentials were found to be inadequate at very low temperatures.
To correct for the deficiencies of the effective potentials, we have extended the harmonic superposition method to the quantum regime by considering quantum harmonic partition functions. This idea was tested first on the simple two-state model, which showed the general influence of the vibrational properties on the most stable structure and the melting point. Its extension to a sample of minima on an energy landscape was seen to give good agreement with path-integral MC simulations of Ne 13 . For larger sizes, we used a reweighting technique to account for the incomplete sample, similar to that previously used in a classical context. 21 We presented a quasiclassical version of the superposition method, and we also extended the quantum version to include anharmonic corrections to the partition function, which gives quantitative agreement with the caloric curve of Ne 13 .
Using the quantum superposition method we have studied the effects of delocalization on the melting and premelting of 19-, 31-, 38-, and 55-atom LJ clusters. We observed a general decrease of the latent heat and melting point. This decrease is largest for the magic number Ne 55 cluster, confirming the prediction of the two-state model that tightly bound systems should be less resistant to heating. Using the results for Ne 13 and Ne 55 in the framework of the two-state model, we have estimated the bulk contribution of quantum delocalization to the melting point to be roughly 2 K. Clusters exhibiting preliminary structural transitions in the classical regime, such as LJ 31 and LJ 38 , are strongly affected by quantum delocalization, as they are more likely to have a change in the global minimum. These effects have been rationalized by calculating stability diagrams where the melting and freezing temperatures are plotted against the de Boer parameter, which quantifies the amount of delocalization.
We then focused on the very low temperature properties by looking more systematically at the effect of delocalization on cluster structure. Our simple approach shows that the classical LJ potential is too crude for describing neon clusters when surface rearrangements occur. We estimated the Debye temperatures of argon clusters over a wide size range and for several growth sequences. The size-dependence displays nonmonotonic variations characteristic of cluster size effects, which are especially strong near the anti-Mackay/ Mackay crossover. The influence of cluster structure on the Debye temperature was further investigated by comparing the behavior of a symmetrical, truncated octahedral 201-atom cluster and a set of amorphous isomers. A much lower Debye temperature was found in the latter case, although there is no reason why the continuous approximation should work at such low sizes.
The quantum harmonic superposition method developed in this work is a complementary approach to path-integral simulations. It is predictive down to arbitrary low temperatures, and works best as the temperature decreases, because fewer isomers contribute to the partition function and because the harmonic approximation improves. Most importantly, this approach uses only parameters from classical simulations, which makes it suitable for much larger sizes, or more complex systems exhibiting quasiergodicity. Its predictions can be made quantitative by incorporating anharmonic corrections in a simple way, choosing appropriate values of the newly introduced parameters to reproduce the results of classical simulations. The method is especially powerful as it allows the calculation of thermal properties in continuous ranges of temperature and for any degree of quantum delocalization. Its main approximation, besides the harmonic assumption, is to neglect tunneling. It could be used to study other finite systems, as well as bulk liquids or glasses beyond the classical regime. One major improvement to the method could be the incorporation of self-consistent harmonic theories such as the the ones developed by Voth and co-workers. 18, 19 In particular, we believe that the precise calculation of effective normal modes could be used to remove the unknown anharmonicity parameters of the present theory, in both the classical and quantum cases. We are currently working along these lines.
The experimental measurement of Debye temperatures in clusters has recently been accomplished by the Haberland group for sodium. 62 In view of the peculiarities of thermodynamic size effects in alkali clusters, 63 we expect even more intricate variations of the Debye temperature than those observed here for argon clusters. In this respect, we believe that the tools and results presented here provide a very promising way of including quantum effects in the finitetemperature study of complex many-body systems beyond the approximation of effective potentials. 
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APPENDIX A: GAUSSIAN FEYNMAN-HIBBS EFFECTIVE POTENTIAL FOR LJ SYSTEMS
The analytic calculation of the Gaussian effective potential, Eq. ͑1͒, can be performed for an interaction potential which is decomposed into a sum of Gaussian functions. For the Lennard-Jones potential, we use a simple 2-term decomposition, 64 V LJ ͑ r ͒Ϸ ͚ k ␥ k exp͑Ϫ␣ k r 2 
͒, ͑A1͒
with parameters taken from Ref. 
where the coefficient k is
͑A3͒
A standard simulation can then be performed with this potential, and the thermal properties calculated in the usual way. We plot in Fig. 12 the heat capacity calculated from Eq. ͑5͒ for Xe 13 , Ar 13 , and Ne 13 . Except for neon, the curves are almost identical to the results obtained with the quadratic FH potential in Fig. 1 . For Ne 13 we find that the Gaussian effective potential is a worse approximation than the quadratic potential, in comparison to the path-integral results of Neirroti, Freeman, and Doll. 5 However, it is difficult to state precisely the origin of this larger discrepancy, because of the approximation involved in the Gaussian decomposition of the LJ potential.
APPENDIX B: QUASICLASSICAL SUPERPOSITION APPROXIMATION
Here we provide the expressions for the thermodynamic properties in the quasiclassical harmonic superposition approximation and in the quantum harmonic superposition approximation with anharmonic corrections. In these two ap- pendices, we consider an N-atom system at temperature T ϭ1/k B ␤, with ϭ3NϪ6 the number of independent degrees of freedom. For a given set ͕ ␣ i ͖ of vibrational frequencies, iϭ1, . . . ,, ␣ is the geometric mean frequency, ͗ ␣ ͘ is the arithmetic mean frequency, and ␣ rms is the root mean square frequency of minimum ␣.
The partition function of the single isomer ␣ is given by Eq. ͑25͒, which includes the temperature-dependent quasiclassical Feynman-Hibbs effective potential,
