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Abstract
This thesis has three parts. The first part is a study of dualising complexes for noncommutative
complete local rings. We prove a version of local duality for such rings, as well as many other
classical results from the commutative theory of local cohomology. The second part is a study of
noncommutative analogues of coordinate rings of rational double points. Various properties of these
rings are studied including the Gorenstein property, finiteness of representation type and regularity
in codimension one. Finally, in the third part, we introduce a multivariable analogue of twisted
homogeneous coordinate rings and use it to show that the Rees algebra and tensor product of
(amply polarised) twisted homogeneous coordinate rings are noetherian.
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Chapter 0
Introduction
In recent years, noncommutative algebraists have turned their attention to studying noncommutative
analogues of specific commutative rings, especially, those arising from algebraic geometry. The goal
of this thesis is to study noncommutative local rings which are analogues of the coordinate rings of
rational double points.
The class of noncommutative rings in general, is far too large to expect that much of the rich
theory of commutative rings extends. For this reason, noncommutative algebraists have long sought
conditions one can impose on a noncommutative ring in order that it may enjoy some of the nice
properties of commutative rings. Perhaps one of the most novel of these conditions is the existence
of a dualising complex. This has been studied in various contexts in [Bj], [L], [Y1] and [VdB1],
especially for graded rings. Chapter 1 is a study of dualising complexes for noncommutative local
rings. Let (A, m) be a complete local ring over a field k and (A, m') be its opposite ring. A
dualising complex for A is essentially an element w of the derived category Db (A' Ok A) such that
the functors RHomA(-, w) and RHomAo (-, W) induce a duality between Db(A) and Db(A0). One
reason for studying dualising complexes is that it is a key ingredient in Grothendieck's theory of
local duality. The other ingredient is Matlis duality.
Now Matlis duality for noncommutative local rings is more subtle than for commutative rings or
noncommutative graded rings. This is because firstly, a priori, there is no reason why the injective
hulls of Ak and kA should agree and secondly, there is no simple analogue of the graded k-linear
dual. At the moment, we have established a version of Matlis duality only for complete local
rings satisfying certain hypotheses (see (1.1.6)) which we shall assume to hold for the rest of the
introduction. Let E = lim (A/mP)* and define the Matlis dual to be the contravariant functor
p
()V : Mod -A -+ Mod -A' which maps M H+ HOmA(M, E). Let AV denote the category of
noetherian modules and A the category of artinian modules. We prove that E is, the injective hull
of Ak and kA and that the Matlis dual induces a duality between V and A.
Let rm and Fmo be the m-torsion and m'-torsion functors respectively. A dualising complex is
said to be balanced if RFm(w) ~ A' ~ RFmo (w) in D(A' Ok A). Zhang's X condition, introduced
in [AZ], also makes an appearance in the theory of dualising complexes for noncommutative rings.
The ring A satisfies the x condition if RFm(M) has artinian cohomology for every M E V. This
condition holds automatically for commutative noetherian complete local rings.
If C is a subcategory of Mod -A which is closed under extensions, we let Db(A) be the subcategory
of Db(A) consisting of complexes with cohomology in Obj C. The main result of chapter 1 is an
existence theorem for balanced dualising complexes and a version of local duality:
Theorem. A complete local ring A has a balanced dualising complex w if and only if A and A' satisfy
x and IF, and ]ma have finite cohomological dimension. If these conditions hold then w ~ RFm(A)v
and local duality holds i.e. RFm(M)v ~ RHomA(M,w).
The proof of this theorem is based on Van den Bergh's proof of the analogous theorem for graded
rings in [VdB1]. A similar result has been obtained independently by Wu and Zhang.
We next investigate examples of complete local rings with balanced dualising complexes. These
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include the complete regular local rings of dimension two which were studied by Artin and Stafford
in [AS]. These are shown to be precisely the complete local domains with balanced dualising complex
which have global dimension two. To generate more examples, we use the existence criteria above
to deduce the existence of balanced dualising complexes from the existence of balanced dualising
complexes of related rings. More specifically, let A -> B be a local homomorphism of rings such
that B is finite as a right A-module and as a left A-module. Then,
" If A has a balanced dualising complex then so does B.
" If B has a balanced dualising complex and A -+ B is split as as a morphism of right A-modules
and as left A-modules, then B has a balanced dualising complex.
Using local cohomology, many concepts in commutative algebra can be described purely homo-
logically. For example, the depth and dimension of a finitely generated module M are respectively
the minimum and maximum of the set {ilRrm(M) $ O}. Maximal Cohen-Macaulay modules can
then be defined as those for which the depth equals the cohomological dimension of rm. These
definitions can be carried over for arbitrary noncommutative local rings. The rest of chapter 1 is
concerned with showing how some of the commutative theory extends to complete local rings with
balanced dualising complexes. In particular, we prove the Auslander-Buchsbaum formula. The key
to these results hinges on the fact that the commutative results can be proved by purely homological
means.
Consider the commutative power series ring in two variables k[[u, v]] and let G be a finite subgroup
of SL(V) where V = ku + kv. Then G induces an action on k[[u, v]] and the resulting invariant
ring k[[u, v]]G is the coordinate ring of a rational double point. One naive way to generalise rational
double points to the noncommutative setting is to replace k[[u, v]] by its noncommutative analogues
which are the complete regular local rings of dimension two. The resulting objects are called special
quotient surface singularities and are the subject of study in chapter 2. We classify these singularities
and verify the following properties for a special quotient surface singularity A,
* A is Auslander-Gorenstein of injective dimension two and has a balanced dualising complex
w ~ L[-2] where L is an invertible A-bimodule.
" The number of isomorphism classes of indecomposable maximal Cohen-Macaulay A-modules
is finite.
Hence, the results of chapter 1 concerning complete local rings with balanced dualising complexes
apply to special quotient surface singularites. Finally, let T denote the category of m-torsion modules.
For most special quotient surface singularities A, we show that the quotient category (Mod -A) /T
has finite injective dimension. In the commutative case, this last property corresponds to the fact
that rational double points are regular in codimension one.
In chapter 3, we examine another approach for generalising rational double points to the non-
commutative setting. The idea here is to control the associated graded ring. The starting point
is the associated graded ring of a complete regular local ring of dimension two which we recall is
isomorphic to either RV = k (U,T)/(UU - qTUF) or Bi = k(u, T)/(UU - U - U2). Another natural
candidate for a noncommmutative rational double point is a complete local ring A equipped with
-G
a filtration F such that grF A B R where G is a finite group acting on B Bq or Bj via a
subgroup of SL 2 . All special quotient surface singularities are of this kind. In chapter 3 we study
--
the special case where grF A ~ B. and G is a cyclic group acting diagonally on V. We call these
rings q-singularities of type Ad-1 where d is the order of the group G and q = qd. The main result
of chapter 3 is
Theorem. Suppose the only power of q which is a d-th root of unity is 1. Then any q-singularity
A, of type Ad_1 is a special quotient surface singularity. Moreover, A is isomorphic to the quotient
of k((x, y, z)) with defining relations:
yx = qxy + xg , zx = (qy + g)d , zy=qyz+gz , yd = XZ
6
for some g C k((x, y, z)).
Chapter 4 is completely independent from the rest of the thesis. We study a multivariable
analogue of Van den Bergh's notion of a twisted homogeneous coordinate ring which is in turn, a
noncommutative analogue of the homogeneous coordinate ring one finds in algebraic geometry. These
twisted multihomogeneous coordinate rings are used to yield information about twisted homogeneous
coordinate rings. Perhaps the most interesting result of this kind is,
Theorem. Let X and Y be projective schemes over an algebraically closed field k and L, M ample
invertible bimodules on X, Y respectively. Let R = B(X; L) and S = B(Y; M) be the corresponding
twisted homogeneous coordinate rings and m be the augmentation ideal of R. Then the Rees algebra
R[mt] and tensor product R Ok S are noetherian.
We refer the reader to the introduction of chapter 4 for more information.
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Chapter 1
Noncommutative Complete Local
Rings
In this chapter, we study a class of noncommutative complete local rings to which Grothendieck's
theory of local cohomology generalises. The two main concepts are the dualising complex and local
duality. In the noncommutative graded case, these have been studied in the work of Yekutieli [Y1]
and Van den Bergh [VdB1]. The well-known graded-local analogy of commutative algebra applies
here too and permits a simple translation of their results to noncommutative complete local rings.
Throughout this chapter, let k be a (commutative) field which we consider as a base field.
1.1 Matlis Duality
Let A be a k-algebra. The functor * Homk(-, k) defines a duality between the category of finite
dimensional right A-modules and finite dimensional left A-modules. Matlis duality extends this to
a duality between noetherian right A-modules and artinian left A-modules. Our approach to Matlis
duality will go via the filtered and continuous dual.
A filtration F on a vector space (over k) M, is a chain ... F 2M C F1 M C F 0 M C ... of
subspaces of M. Following convention, we will often use the same symbol, usually F, to denote
filtrations on different vector spaces. Let M be a vector space with a filtration F. We say that M
is complete if the natural map M -- + limM/FPM is an isomorphism and cocomplete if the natural
p
map limFPM -+ M is an isomorphism. We say that M is locally finite if the successive quotients
p
FPM/FP+lM are finite dimensional over k. Recall that two filtrations F, G on a vector space M are
said to be equivalent if there exists an integer r such that FP+rM C GPM C FP--M for all integers
p. If F and G are equivalent filtrations on M then (M, F) is complete, cocomplete or locally finite
if and only if (M, G) is.
Given a subspace N of M, F induces a filtration on N by FPN = FPM n N. Similarly, F induces
a filtration on the quotient MIN by FP(M/N) = (FPM + N)/N. Note that equivalent filtrations
induce equivalent filtrations on subspaces and quotients.
Let MF be the vector space U,(M/FPM)* where the union takes place in M*. The filtered dual
of M is defined to be the vector space MF equipped with the filtration FPMF = (M/F PM)*. It
will also be denoted by MF.
Let A be a filtered ring, by which we mean a ring with a filtration F such that F0 A = A and
(FPA)(FqA) C FP+qA for all p, q E Z. Note that the FPA are ideals. A right A-module M is said
to be a filtered A-module or to have an A-filtration if it has a filtration F such that (FPM) (FqA) C
Fp+qM for all p, q E Z. Note that in this case, the FPM are submodules. Furthermore, the filtrations
induced on submodules or quotients of a filtered A-module are A-filtrations.
Proposition 1.1.1 Let M be a vector space over k with a filtration F.
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i. If M is a filtered right A-module then MF is a filtered left A-module.
ii. If M is locally finite then so is MF. If M is complete and cocomplete then so is MF
iZ. If G is an equivalent filtration on M then MF - MG (as subspaces of M*) and F and G
induce equivalent filtrations on this vector space.
iv. (exactness) Consider an exact sequence 0 - L -- + M -> N -> 0 of vector spaces. Let F
induce filtrations on L and N. Then 0 -+ NF _ MF - F -4 0 is exact. Furthermore,
the filtrations on LF, NF are those induced from MF.
Proof. To prove (i), first note that the (M/FPM)* (for p E Z) are left A-modules, so their union ME
also is. Let f E FqMF - (M/F -M)* and a E FPA. It will be convenient to view f as an element
of M* which annihilates F-qM. The inclusion (F-P-qM)(FPA) C F-qM ensures that af E M*
annihilates F-P- M and so is an element of (M/F-P-qM)*. Hence (FPA)(FqMF) C FP+qMF and
(i) holds.
For (ii), observe first that MF is cocomplete by construction. We next prove local finiteness.
Consider the exact sequence
0 -+ FPM/FqM -* M/FqM -+ M/FPM -+ 0
Applying the exact functor * shows that
(FPM/FqM)* = (M/FqM)*/(M/FPM)*
so MF is locally finite if M is. It remains to show that MF is complete.
MF lim(limFPM/FqM)* - lim lim(FPM/FQ M)* = lim lim(M/Fq M)*/(M/FPM)*
q P q p q p
On the other hand,
lim MF /F-pMF = im lim(M/FqM)*/(M/FPM)*
P p q
Hence we have to show that the limits commute in this case. This follows from
Lemma 1.1.2 Given a sequence ... C V 1 C V0 C V 1 C ... of vector spaces over k, the natural
map,
limrlimV /VP --- + hliVq/VP
q p p q
is an isomorphism.
To see (iii), note first that MF = MG because {FPM} and {GPM} are cofinal. Now choose r so
that FP+TM C GPM C FP-rM for every p E Z. This induces a sequence of surjections
M/FP+rM -+ M/GPM -* M/FP-rM
which in turn gives
(M/FP+rM)* _ (M/GPM)* 2 (M/FP-rM)*
Hence,
F--MF D G-PMG D F-±+rMF
and we see that F and G do indeed induce equivalent filtrations on MF - MG
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To prove (iv), note that since filtrations are induced, we have an exact sequence,
0 -+ FP L -- FPM -+ FPN -4 0
which in turn yields the exact sequence,
0 -> L/FPL -> M/FPM -+ N/FPN -- + 0
Applying the exact functors (-)* and i gives exactness of the dualised sequence. We omit the
proof of the last assertion.
We define a category fil - A by setting the objects to be right A-modules M, equipped with an
equivalence class of A-filtrations such that with respect to any, and hence all filtrations in the class,
M is complete, cocomplete and locally finite. The filtrations in the equivalence class are said to be
associated to M. A morphism between two objects M and N in fil - A is a module homomorphism
f : M -+ N such that there exists a filtration F associated to M and a filtration F associated to N
with f(FPM) c FPN. We will call such a morphism filtered. We omit the proof of the next result
which gives an alternative characterisation of filtered morphisms.
Proposition 1.1.3 Let F be a filtration associated to M E fil - A and F be a filtration associated
to N E fil - A. A module homomorphism f : M -- N is filtered if and only if there exists r C Z
such that f(FP+rM) C FPN for all p E Z .
The composition of filtered morphisms is again filtered so fil-A is indeed a category. Proposi-
tion 1.1.1 (ii) allows us to define unambiguously
Definition 1.1.4 Let (M, F) be an object in fil-A. We define the continuous dual MV of M to be
the module MF equipped with the equivalence class of filtrations containing F.
Proposition 1.1.5 (duality) The continuous dual (-)V : fil - A -+ fil - A' is a contravariant
functor such that the natural morphism M -+ MVV is an isomorphism.
Proof. The previous proposition shows that the continuous dual of an object in fil-A is an object
in fil-A'. Given a morphism f : M -+ N in fil-A, pick associated filtrations F on M and N so that
f(FPM) C FPN for all p E Z. Then there is a natural map
FPNV = (N/F-PN)* (M/F-PM)* = FPMV
This defines a morphism fV : NV -+ MV in fil-A 0 so (-)v is indeed a contravariant functor. To
see that the bidual is isomorphic to the identity note that,
FqMvv/FPMvv = (Mv/F -MV)*/(Mv/F-PMv)* (F-PMv/F -MV)*
_-(MIFPM)*I(MlFqM)*) * fe(Fq MIFPM)** -=Fq MFPM
Taking U mig of both sides yields the desired isomorphism.
Let A be a local k-algebra with maximal ideal m. For such a ring, we consider
Standard Hypotheses 1.1.6 We assume that A has residue field k and that A is a filtered ring
with filtration F such that:
i. A/F 1 A is a nonzero finite dimensional vector space.
ii. The Rees ring A= E(FPA)tP of A is noetherian.
Proposition 1.1.7 The standard hypotheses ensure that A and grF A are noetherian. Thus A is
itself locally finite.
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Proof. Note that A ~ /(t- 1 - 1) and grF A ~ A/(t-') so they are both noetherian. For the last
assertion, we need to show that grF A has finite dimensional graded components. Since grF A is
noetherian, each graded component is a finitely generated module over the finite dimensional algebra
A/FIA and so we are done.
Given a local ring A satisfying standard hypotheses, it is not necessarily true that the filtration
F and the m-adic filtration are equivalent. However, they are cofinal. We will prove a slightly more
general result for which we need some new terminology.
For any n-tuple i = (ii,... , in) E Z"' we consider the following A-filtration Fi on A',
F An = FP+" A (D ... (D FP+'- A
These filtrations are all equivalent. The standard filtration is defined to be Fi for i = (0, . . . , 0). A
good filtration on a module M is an A-filtration induced from some surjection A' -- M where An
is filtered by Fi for some n-tuple i. We omit the proof of the next proposition which shows that this
definition agrees with the more usual one given in the literature.
Proposition 1.1.8 A filtration F on a right A-module M is good if and only if there exists gener-
ators x 1 ,... , xn for M and integers i1,... 'in such that,
FP M = x1 (FP+" A) + ... + xn(FP+'- A)
Any two good filtrations are equivalent since the filtrations Fi are equivalent. Also, every good
filtration is cocomplete and locally finite since the same is true of the Fi's.
Example 1.1.9 Let M be a noetherian right A-module. Then FPM = M(FPA) is a good filtration
on M.
Proof. Let An -- M be a surjective map of A-modules. The above filtration coincides with the
one induced from the standard filtration on A".
We now compare the good and m-adic filtrations.
Proposition 1.1.10 Let A be a local ring satisfying standard hypotheses 1.1.6 and let F be a good
filtration on a right A-module M. Let G be a filtration on M such that for every p E Z, GPM is an
A-module and M/GPM is finite dimensional over k. Then for each p E Z, there exists a q G Z such
that FqM C GPM. Hence, the filtrations F and { MmP} are cofinal.
Proof. Consider the topology on M induced by the filtration F. All right submodules are closed
by [LvO; chapter II, theorem 2.1.2] which means that
((GPM + Fq M)/GPM = 0
q
But M/GPM is finite dimensional so one of the terms in the intersection must actually be zero.
Hence, for some q E Z we must have FqM C GPM.
Now M/MmP is finite dimensional for every integer p. Hence FqM C Mmp for some q E Z. On
the other hand, since M is locally finite, M/FPM is finite dimensional for each integer p. Hence,
Nakayama's lemma implies that there exists q C Z with MMq C FPM. This proves that the good
and m-adic filtrations are cofinal.
For the rest of this section, we assume that A is a complete local ring satisfying standard hy-
potheses 1.1.6. Here, complete means with respect to the filtration F or the m-adic filtration, the
two notions being the same by the previous proposition. For complete rings, the condition that A is
noetherian is equivalent by [LvO; chapter II, proposition 1.2.3] to the weaker condition that grF A
is noetherian. Note that A is an object of fil-A by proposition 1.1.7.
Let V(A) be the full subcategory of Mod-A consisting of noetherian modules. We will omit the
argument A if it is clear. We wish to embed g in fil-A. We need two lemmas.
Lemma 1.1.11 Every good filtration is locally finite, cocomplete and complete.
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Proof. We have already noted the first two properties. Since we are assuming that A is complete
and the Rees ring A is noetherian, every noetherian module M is complete with respect to the good
filtration by [LvO; chapter II theorem 1.2.10 and theorem 2.1.2].
Lemma 1.1.12 Let M be an A-module with a good filtration and N an A-module with an arbitrary
A-filtration. Then every module homomorphism f : M -+ N is filtered.
Proof. Let An -+ M be a surjective homomorphism. The standard filtration on A" induces a
good filtration on M so we are reduced to the case M = A" and thus to the case M = A. Every
homomorphism from A to N is filtered since the filtration on N is an A-filtration. Hence the lemma
holds.
We wish to construct a functor t : I -+ fil - A. To every noetherian A-module M, we
let t(M) denote the module M equipped with its equivalence class of good filtrations. For every
homomorphism of noetherian modules f, we let t(f) = f. The previous two lemmas ensure that t
is a functor from K -+ fil - A. In fact, t embeds K in fil - A so we will also let K denote the
corresponding subcategory of fil-A.
Now good filtrations induce good filtrations on quotients and, since A is noetherian, on sub-
modules as well by [LvO; chapter II, theorem 2.1.2]. Proposition 1.1.1(iv) hence shows that the
continuous dual is exact on K. Let A be the preimage category of K under (-)v. More precisely,
the objects of A are the filtered modules M such that Mv c K and the morphisms are those whose
continuous duals are in K. In particular, duality shows that Nv is in Obi A if N E Obj K. If
we wish to emphasise that the objects we are dealing with are left A-modules, we will write A as
A(A 0 ).
We wish to show that A is isomorphic to the category of left artinian A-modules. This proceeds
via a series of lemmas.
Lemma 1.1.13 The equivalence class of filtrations on M c ObjA is given by
FPM = {m E MI(F-PA)m = 0}
Proof. Consider a surjection f : An - Mv. The standard filtration on A' induces a filtration
associated to Mv. Dualising f we see by proposition 1.1.1(iv), that the filtration on M is induced
from an embedding into a direct sum of Av's. The lemma now follows from the fact that FPAv is
the submodule of Av consisting of elements annihilated by F-PA.
Lemma 1.1.14 Let M E Obj A. There is an inclusion reversing bijection between the lattice of
submodules of M and the lattice of submodules of Mv. For N a submodule of M, the corresponding
submodule of Mv is given by N' = ker(Mv -- + Nv) where the filtration on N is the induced one.
Hence, any object M in A is an artinian A-module.
Proof. Observe first that by the previous lemma, N is in fil - A so Nv is well-defined. The inverse
to N - N' is given by K -4 (Mv/K)v (once one identifies modules with their biduals).
Lemma 1.1.15 Let M, N E Obj A and f : M -- + N be a module homomorphism. Then f is also
a morphism in A.
Proof. Lemma 1.1.13 implies that f is filtered so we may consider its continuous dual. Now fv is
a morphism in K so f is a morphism in A.
For the rest of this section, we shall let E denote the bimodule AV.
Lemma 1.1.16 E is the injective hull of k as a left module and as a right module.
Proof. Let I be a right ideal of A and f : I -+ E a homomorphism of A-modules. Since I is
noetherian, the inclusion i : I -+ A is filtered by lemma 1.1.12 so we may dualise to obtain by
proposition 1.1.1(iv) a surjection i' : AV - 1v. Similarly, f is filtered and we may thus consider
the dual fv : Ey = A - Iv. We lift this to a homomorphism g : A -+ AV which is automatically
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filtered. Then gV is a morphism extending f to A. Hence E is injective. To show it is the injective
hull of kA we use the lattice anti-isomorphism between left submodules of A and right submodules
of E. Now k c E corresponds to m C A. Since m contains every left ideal of A except A itself,
k must be contained in every right submodule of E except 0. This shows that kA is an essential
submodule of E. Similarly, E is also the injective hull of Ak.
Lemma 1.1.17 Every artinian A-module can be embedded in a finite direct sum of copies of E.
Proof. Let M be an artinian module. We consider the set of all morphisms from M to finite direct
sums of E. From the descending chain condition, we can choose such a morphism # : M -+ E"
so that its kernel is minimal amongst all such morphisms. Then # is injective, for suppose not. Let
x $ 0 be in the socle of ker #. Then since E is the injective hull of k, we can find a morphism
M -- E with 0 (x) 5 0. Then M > E+ 1 has a smaller kernel than 0, a contradiction.
Hence, M embeds in some finite direct sum En.
Putting all these lemmas together yields,
Proposition 1.1.18 To each left artinian A-module M, let F be the filtration
FPM = {m c M|(F-PA)m =0}
Then the functor r/ M "+ (M, F) is an embedding of the category of left artinian A-modules onto
the category A.
Proof. Consider an embedding M -4 E' as in the previous lemma. The above filtration coincides
with the one induced from E" and is complete, cocomplete and locally finite. The dual surjection
A' -+ Mv is in A so M E Obj A. Lemmas 1.1.13 and 1.1.14 ensure that every object of A is of
this form while lemma 1.1.15 ensures that ri is a bijection on Hom-sets.
Hence, we will also let A(A0 ) denote the category of artinian left A-modules. We call the filtration
given in the previous proposition the cogood filtration.
Lemma 1.1.19 The continuous dual is exact on A.
Proof. Let L -+ M -+ N be a sequence of maps in A. If the sequence Nv -- + Mv -- + Lv in A,
is not exact then neither is LvV - MVv -- Nvv since (-)V -* A preserves homology. By
duality (proposition 1.1.5), we are done.
Lemma 1.1.20 A EndA(E, E) with the isomorphism given by a E A maps to left multiplication
by a. Similarly, A EndAo (E, E).
Proof. Proposition 1.1.18 and duality show that the endomorphisms of E are in 1-1 correspondence
with the endomorphisms of A which are right multiplications by elements of A. The lemma follows.
Proposition 1.1.21 On V and A, the continuous dual is represented by E i.e. there exists a
natural isomorphism of functors (-)v __+ HomA(-, E) from M -4 A and from A -- + M.
Proof. We have to show that for each artinian left A-module M, there is an isomorphism r/M
Mv ~ HomAo (M, E) such that for any homomorphism f : M -+ N of artinian left A-modules, the
diagram
Nv 21 Mv
nN t M
HOMA' (fE)
HomAo (N, E) - ( HOmAo (M, E)
commutes. We have seen that every artinian module embeds in a finite direct sum of E's. Hence
we have an exact sequence 0 -+ M - E' -- + E' for some integers m, n. There is a similar
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resolution of N. Both the continuous dual and HomA(-, E) are exact functors so it clearly suffices
to define the isomorphism 77E and prove commutativity of the square when M, N are finite direct
sums of E. This is an immediate consequence of the previous lemma. The case for V is dual (and
easier).
Definition 1.1.22 We define the Matlis dual on modules to be the functor M - Mv HomA (M, E).
Proposition 1.1.21 shows that the Matlis dual can be computed for noetherian or artinian modules
by endowing the module with the good or cogood filtration and then taking the continuous dual.
If M is a bimodule, then there may be some ambiguity as to whether the Matlis dual refers to
the left or right module structure. In this case, we will write out the functor in full, as HomA(-, E)
or HomAo (-, E) accordingly. Fortunately, most of the time, this will not be necessary thanks to
Lemma 1.1.23 If M is a bimodule which is m-torsion on both sides, then HomA(M,E) ~ M*
HomAo (M, E). If M is a bimodule which is noetherian on both sides then HomA (M, E) ~ HomAo (M, E).
In particular, the left and right Matlis duals coincide for extensions of such bimodules.
Proof. Suppose first that M is m-torsion on both sides. The Matlis dual and the k-linear dual both
take direct limits to inverse limits, so it suffices to prove HomA (M, E) = M* for M E A(A). Now
the right continuous dual of M is M* since the filtration on M is discrete by lemma 1.1.13. Hence
HomA (M, E) = M* by the previous proposition. Suppose now that M is noetherian on both sides.
We show the left and right continuous duals are equal. This amounts to showing that the good
filtrations {M(FPA)} and {(FPA)M} of example 1.1.9 define the same topology on M. This is a
consequence of proposition 1.1.10 since the M(FPA) and (FPA)M are bimodules. The last assertion
now follows from exactness of the Matlis dual (lemma 1.1.16).
Let C be the full subcategory of Mod -A consisting of objects which are extensions of noetherian
modules by artinian ones i.e. modules M for which there exists an exact sequence 0 -+ N -+
M -+ N' -+ 0 where N E K and N' E A. If we wish to emphasise that we are dealing with right
modules, we shall write the category as C(A).
Proposition 1.1.24 C is an abelian subcategory of Mod-A which is closed under extensions.
Proof. We first show that C is abelian. C is clearly closed under finite direct sums. We need to
show it contains kernels and cokernels. Consider a morphism f : M -+ N in C. We express M, N
as extensions,
0 - M 1 - M -* M 2 -+ 0
0 -- N1 -- N -+ N 2 -+ 0
where M1 , N, E Obj K and M 2 , N2 E Obj A. Then we can fit f into the diagram,
0 - M 1  - M - M 2  -+ 0
0 - N1  - N -* N 2  -+ 0
by adding the noetherian module f(M1 ) to N1 if necessary. The snake lemma shows that both the
kernel and the cokernel of f are in C.
Consider now an extension
0 -+ M' -- M - M" - 0
where M', M" E Obj C. We wish to show that M is an object in C. Since A and K are closed
under extensions, we may as well assume that M' is artinian and M" is noetherian. Pick a finitely
generated submodule N of M with h(N) = M". Now M/N is isomorphic to a quotient of M' and
so is artinian. Hence M E Obj C.
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Let B -+ C be a ring homomorphism and K be a full abelian subcategory of Mod-B. Suppose
that the full subcategory of C-modules which are in Obj K when considered as B-modules is closed
under extensions. Then we let D*(B) denote the full subcategory of the derived category D*(B)
consisting of complexes with cohomology in K (here * denotes +, -, b or can be omitted). We will
also use K,*(B) to denote the corresponding category of chain complexes. The unadorned tensor
symbol 9 will always mean Ok. We obtain the following version of Matlis duality.
Theorem 1.1.25 (Matlis duality) The Matlis dual defines a duality between H and A which extends
to a duality between C(A) and C(A 0 ). It hence induces a duality between Dc(A) and Dc(A0 ). Let
B and C be k-algebras and M ( D-(B0 0 A) and N E D+(C0 o A). Then there is a natural
isomorphism
RHomA(M, N) ~ RHomAo(NV, MV)
in D+(CO 0 B).
Proof. Propositions 1.1.5 and 1.1.21 show that Matlis duality gives a duality between N and
A. This extends to a duality of C(A) and C(A 0 ) by the 5-lemma. This in turn induces a duality
between Dc (A) and Dc(A') by [H1; chapter 1, proposition 7.1]. The final assertion follows from the
well-known general principle
Proposition 1.1.26 (derived duality) Let B and D be abelian categories with enough projectives
and injectives. Let F : B -* D be a contravariant functor. Let B' and D' be full subcategories of B
and D respectively which are closed under extensions. Suppose that F(B') C D' and that the right
derived functor RF : D, (B) -+ DD, (D) is a category anti-equivalence. Then for M E D- (B) and
N E D, (B), there is a natural isomorphism
RHom(M,N)~ RIomD(RF(N), RF(M))
Proof. First note that we may identify D-(B) x D+(B) with D+(B0 x B). If we let Ab denote
the category of abelian groups then RHomB : D+(B 0 x B) -+ D(Ab) is the right derived functor
of the covariant functor HomB : B' x B -+ Ab. Also, the universal property of derived functors
ensures that R(F x F) = RF x RF. Let T : 1' x B -+ B x B be the canonical twist functor
(M, N) -± (N, M). Then F induces a natural transformation Home -- + HomD o(F x F) o T. Hence
there is a natural transformation in the derived category
RHomL -+ R(Homr o(F x F) oT) -+ RHom- o(RF x RF) o T
We need to show this composite is an isomorphism. Now
R' Hom (M, N) ~ Hom (M, N[i]) ~ HomD (RF(N)[-i], RF(M)) ~ R' Homi (RF(N), RF(M))
where the second isomorphism follows from the fact that RF is a category anti-equivalence. The
natural transformation is thus an isomorphism.
1.2 Local Duality and Dualising Complexes
As before, let (A, m) be a complete local ring satisfying standard hypotheses 1.1.6. In this section
we present a noncommutative local version of local duality. The proofs are similar to the ones in
the graded case given in [Y1] and [VdB1]. Since A is always noetherian, some of the subtleties in
[Y1] and [VdB1] have been avoided.
We denote the m-torsion functor for right modules by Fm and the m-torsion functor for left
modules by Emo. The right derived functors are denoted by H, and H,.. To state the main result,
we need some definitions. Following [AZ; definition 3.7], we define
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Definition 1.2.1 A satisfies x if Rrm(M) has artinian cohomology for every noetherian right A-
module M. By [H1; chapter 1, proposition 7.3], this is equivalent to the fact that Rr. is a functor
from D'g to DI.
Let A -* B be a morphism of k-algebras. We denote the restriction of scalars functor by
resA : Mod -B -- + Mod -A. We will omit the subscript or superscript when there is no confusion.
The restriction functor is exact and so extends to a functor from D(B) --+ D(A). In particular,
given M E D(AC) it makes sense to consider AM and MA.
Mimicking [Y1; definition 3.3] we make the
Definition 1.2.2 An element w in Db(Ae) is said to be a dualising complex for A if
Z. Aw and WA have finite injective dimension i.e. Ext (-,w) = 0 = Exteo(-,w) for all i < 0
and i > 0.
ii. Aw and WA have noetherian cohomology.
iii. The canonical morphisms A -- RHOmA(Ww) and A -+ RHom Wo(Ww) are isomorphisms
in D(Ae).
Let F : Mod -A -+ Mod -k be a functor. Every k-algebra C induces a functor FC : Mod -(A®
C) -- + Mod -C. With this notation we have
Lemma 1.2.3 The restriction functor resA&C preserves projectives and injectives. Hence R*F o
res GO = res Co R*Fc where * is + if F is covariant, - if F is contravariant and can be omitted if
F has finite cohomological dimension.
Proof. ([Y1; lemma 2.1]) The restriction functor res AC has an exact right adjoint Homk(C, -) and
an exact left adjoint - 0 C. Consequently it preserves projectives and injectives. Grothendieck's
theorem on derived functors of composites gives the second assertion.
Dualising complexes induce a duality in the following sense,
Proposition 1.2.4 Let C be a k-algebra. If w is a dualising complex then the functors RHomA(-,w)
and RHomAO (-,w) define a duality between DN(A)(C 0 A) and Db(Ao)(Ao C).
Proof. ([Y1; proposition 3.5]) The finite injective dimension condition on w ensures the functors
map Db to Db while the noetherian cohomology condition ensures DjV maps to D(. Consider the
natural transformations
id -+ HomAo (HomA (-, w), w) , id -- HomA (HomA (-, w), w)
of endofunctors on Mod - (C' 0 A) and Mod - (A 0 0 C) respectively. We must show that the
associated derived functors
id -+ RHomAo (RHomA (-, W), w) , id -- RHomA(RHomA- (-, W), w)
are natural isomorphisms of endofunctors on DN(A)(C 0 A) and D(AO)(A 0 C) respectively.
By the previous lemma, we may restrict scalars and assume C = k. Now noetherian modules
have finitely generated free resolutions. Hence by [HI; chapter I, proposition 7.1(iv)] we need only
check that the natural maps are isomorphisms on finitely generated free modules. This follows from
condition (iii) for a complex to be dualising.
Finally, as in [Y1; definition 4.1] we define,
Definition 1.2.5 Suppose A is complete. A dualising complex w is said to be balanced if Rrm(W)
AV ~ RF0 o (w) in D(Ae).
We let cd denote the cohomological dimension of a functor. The key result is,
Theorem 1.2.6 Let A be a complete local ring satisfying the standard hypotheses 1.1.6. Then the
following are equivalent,
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i. A and A' satisfy x and cd Er, cd Eo are finite.
ii. (Local Duality) There exists w E Db(Ae) satisfying conditions (i),(ii) of 1.2.2 and the following:
given any k-algebra C and complexes M E D(C' 0 A) and N E D(A0 0 C),
HomA(RT,(M),AV) =RHomA(M,w) , HomAo(R o (N),AV) =RHomAo(N,w)
hold in D(A 0 C) and D(C 0 A).
iii. A has a balanced dualising complex.
If these conditions hold then w is the balanced dualising complex and equals
HomA (RIm (A), Av) = HomAO (Rm (A), Av) = HomA (Rrm0 (A), Av) = HomAo (RIo (A), AV)
Definition 1.2.7 A complete local ring with balanced dualising complex is a complete local ring
satisfying 1.1.6 and the equivalent conditions of theorem 1.2.6.
The proof of this theorem will occupy the rest of this section.
We start by proving (i) -> (ii). As in [VdBl], the first step will be to show that for a bimodule,
it does not matter on which side one takes local cohomology. We need several lemmas. Throughout
these, we continue to assume that A is complete local and satisfies standard hypotheses.
Lemma 1.2.8 H' commutes with direct limits. Consequently, direct limits preserve Em-acyclics.
Proof. ([VdB1; lemma 4.3]) Since Hm = l Ext'(A/mP, -) it suffices to show Ext'(A/mP, -)
commutes with direct limits. Let P -- + A/mP -* 0 be a finitely generated free resolution so that
Ext (A/mP, -) Hi HomA(P, -). The lemma now follows from the fact that cohomology and the
HOmA(P 3 , -) commute with direct limits.
Let T(A) be the category of m-torsion modules. We will omit the argument A if it is clear.
Lemma 1.2.9 ([VdB1; lemma 4.4]) The canonical natural transformation RF, -4 id is an iso-
morphism when restricted to the category D+. If cd Em is finite then R m id as endofunctors on
Dr.
Proof. By [HI; chapter 1, proposition 7.1(ii) and (iii)] we need only check RIm(M) ~ M for
M E Obj T. Every torsion module is the direct limit of artinian modules so by the previous lemma
we may assume M E Obj A. Lemma 1.1.17 guarantees that M has an injective resolution consisting
of finite direct sums of Av. The lemma follows since Em(Av) = AV.
Let (B, n) be another complete local ring satisfying the standard hypotheses 1.1.6. Let p be the
maximal ideal n O A + B 0 m of B 0 A. The case we will be interested in is B = A'.
Lemma 1.2.10 REP = Rn o Rm holds in D+(B®&A). The equality extends to D(BOA) if cd Em
and cd En are finite.
Proof. (See [VdB1; lemma 4.5].) An elementary computation shows that IF, = Ea o m. To show
RE,(M) = RE0 o RIm(M), we may replace M with a complex of injectives in Mod -(B 0 A) by
[BN; application 2.4]. It thus suffices to show for any (B0 A)-injective M, that Em(M) is F,,-acyclic.
By lemma 1.2.8, we are done if the functor HomA(A/mP, -) : Mod -(B 0 A) -+ Mod -B maps M
to a B-injective. This follows from exactness of the left adjoint A/mP 0 -.
Lemma 1.2.11 Suppose that A satisfies x. Then R, maps D+ (B 0 A) into D+(B)(B 0 A).
Furthermore, if cd Em is finite, then Rrm maps Dg(A) (B 0 A) -4 DT(B) (B 0 A).
Proof. By [H1; chapter 1, proposition 7.3] we need to show that for every (B 0 A)-module M which
is noetherian over A, H,, (M) is n-torsion. This follows from the X condition and Lenagan's theorem
[GW; theorem 7.10] which is easily proved in this case as follows. Let x E H'(M). Then xA is a
noetherian A-submodule of the artinian A-module H, (M). Hence, xA is finite dimensional over k
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so x(B 0 A) is a finitely generated right B-module. Nakayama's lemma shows that x(ni 0 A) is a
strictly decreasing sequence of right A-modules unless the sequence terminates at 0. The descending
chain condition shows the latter must occur so x is indeed annihilated by a power of n.
We let T(B, A) denote the full subcategory of Mod-(B 0 A) consisting of modules which are m-
torsion and n-torsion. Similarly, we define subcategories A (B, A) = V(A) n A(B) and A(B, A)
A(A) n A( B).
Proposition 1.2.12 There are natural isomorphisms HomA(-, AV) (-)* and HomAa (-, AV)
(-)* of functors on DT(A) and DT(A 0 ) respectively. Hence, the two Matlis duals HomA(-, AV)
and HomA (-, Av) are naturally isomorphic as functors on DT(AO,A)( Ae)
Proof. There is a natural transformation HomA(-, AV) - HomA(-, A*) (-)*. Hence, the first
assertion is a derived version of lemma 1.1.23. By lemma 1.2.3, restriction of scalars commutes with
derived functors so the second assertion follows from the first.
Corollary 1.2.13 If A satisfies x then HomA(RFm(-), AV) ~ HomAo (RFm(-), Av) as functors on
Dg((A) (Ae).
The corollary allows us to write RIPm(M)v unambiguously whenever M has noetherian cohomol-
ogy on the right.
Putting lemmas 1.2.9, 1.2.10 and 1.2.11 together we find,
Theorem 1.2.14 ([VdB1; corollary 4.8]) Suppose that A, B satisfy x. Then RF, = RF, as func-
tors on DB (B 0 A). The equality extends to D.A(B,A)(B 0 A) if cd rm, cd F, are finite.
Proof. The above lemmas show in fact that both RFm, and RF, are naturally isomorphic to RFIP.
We are now ready for the
Proof of (i) =a (ii) of Theorem 1.2.6 [VdB1; theorem 5.1] and [J2; theorem 2.3].
Let w = RIm(A)v which we note by theorem 1.2.14 equals RFmo(A)V. Now w E D(AO) since
RF, takes Db to D and the Matlis dual swaps the artinian and noetherian categories by
theorem 1.1.25. Similarly, w has noetherian cohomology on the right.
Let I be an Ae-injective resolution of A. The IP are A-injective by lemma 1.2.3. Since cd Fm
is finite, we may truncate I to a bounded resolution E of Ae-modules which are Em-acyclic. Let
M E D(C' 0 A) and using [BN; application 2.4], choose a (C' 0 A)-free resolution K of M. Then
RHomA(M, W) = HomA(K, HomA(Em(E), Av)) = HomA(K OA Em(E), AV) = HomA(Em(K OA E), AV)
where the last equality follows from the fact that the KP are A-free and 1m commutes with direct
sums. Now the spectral sequence for a double complex shows that K 0 E is quasi-isomorphic to
M. Furthermore, it is a complex of Em-acyclics since the EP are Em-acyclic and Hi commutes with
direct sums by lemma 1.2.8. Hence, the last term above is HomA (Rrm (M), Av) as was to be shown.
A symmetric argument shows that w represents HomAo (Rrmo (-), Av). Finiteness of the injective
dimension of w now follows from the finiteness of the cohomological dimension of Em.
We move on now to the
Proof of (ii) -> (iii) of Theorem 1.2.6 [VdB1; theorem 6.3].
We must have w = HomA (RFm (A), AV) = HomAo (Rrmo (A), AV). We wish to show that L is
also a balanced dualising complex for A. Since by assumption, W satisfies conditions (i) and (ii)
of definition 1.2.2, we need only verify the third condition and show also that Rm(w) ~ AV
RFmo (w). Using theorem 1.1.25 we see
RHOmA (W, W) = RHOmA (HomAo (Rrm0 (A), AV), w) = RHomAo (HomA (W, Av), Rrm0 (A))
Recall the well-known
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Lemma 1.2.15 ([Yi; (4.7)]) Let B and C be k-algebras. There is a natural isomorphism
RHomA(-, RF,,(-)) -~> RHomA(-, -)
of functors from D-AB 0 A) x D+(C 0 A) - D+(CO 0 B).
Proof. The natural map is induced by the natural map RFm -+ id in the second variable. By
lemma 1.2.3, we may as well assume that B = k = C. By [H1; chapter I, proposition 7.1] it suffices
to prove the map is an isomorphism of functors from T x Mod -A -+ D(k). Now
HomA(-, Fm(-)) = HomA (-, -)
on T x Mod -A so the lemma follows from Grothendieck's theorem and the fact that rm preserves
injectives (see [Y1; (4.7)] or proposition 1.3.5).
Now w E D'(A) by assumption so Matlis duality ensures HomA(w, Av) E D'(y. Hence,
RHOmA (w, U) = RHOmAO (HomA (w, Av), A) = RHOmA (Av, w)
By local duality and lemma 1.1.20, this last term is just
HomA(RFm(Av), Av) = HomA(Av, Av) = A
yielding half of condition (iii) of definition 1.2.2. The other half is symmetric so W is indeed a
dualising complex. To show it is balanced, note that by local duality
HomA(RFm(w), Av) = RHomA(w,w) = A
Hence RFm(w) = Av. Similarly, one can show RFm (w) = Av.
Finally we give the
Proof of (iii) - (i) of Theorem 1.2.6.
We first prove a weak version of local duality in
Claim 1.2.16 Let C be a k-algebra and w a dualising complex such that RFm(W) = Av. Then there
is a natural isomorphism RFm ~ HomAO (RHomA (-, w), Av) of endofunctors on D (C 0 A).
Proof. ([Yi; theorem 4.18]) Since Fm preserves injectives, there is a natural map
0 : Rm - RHomAo (RHomA(-, o), RFm(w))
which we must show is an isomorphism. By lemma 1.2.3, we may suppose that C = k. Let
M E Dh(A). Consider the diagram
RHOmA (A/mP, M) - RHomAo (RHomA (M, w), RHOmA (A/mP, w))
RFm(M) 0 ) RHomAo (RHomA(M, w), RFm(w))
where the vertical arrows are induced from the natural map HomA(A/mP, -) -+ Im. The top map
in the diagram comes from the duality induced by RHOmA (-, w) : D (A) -- D' (A') and is thus
an isomorphism by proposition 1.1.26. To see that the diagram commutes, let P -- A/mP be a
free resolution and assume that M is a bounded below complex of injectives and w is a bounded
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complex of injectives. We have the following commutative diagram of chain complexes
HomA (P, M) - HomAo (HomA (M, w), HomA (P, W))
qisJ 1t qis
HomA (A/mP, M) - HomAo(HomA(M,w),HomA(A/mP,w))
rm (M) - HomAw (HomA(M, w), rm(w))
where qis denotes that the morphisms are quasi-isomorphisms. Localising yields the previous dia-
gram which thus also commutes.
Thus to show that 9 is an isomorphism, it suffices to show # and 0 induce isomorphisms on
cohomology in the limit as p - oo i.e. lim H'(#) and lim H'(0) are isomorphisms for all i. This
p p
is clear for q. For V, note first that RHomA(M, W) c Dhr(A0) and so may be replaced by a finitely
generated free resolution F. We must show that
lirn H' HomAo (F, HomA (A/mP, w)) ~ H HomAD (F, Im (w))
This holds since HomAo (Fi, -) and cohomology commute with direct limits. The claim is thus
proved.
Returning to the proof that (iii) --> (i), the claim shows that the cohomological dimension of Fm
is finite since the right injective dimension of w is. It also shows that Rrm maps Dg(A) to DA(A)
since RHomA(-,W) : D'(A) -+ D' (A') and the Matlis dual maps D' (A') -4 D'(A). Hence
the x condition holds. This proves the right-handed conditions in (i). The left-handed conditions
are proved symmetrically.
This concludes the proof of theorem 1.2.6.
Definition 1.2.17 Let M E D(A). A minimal injective resolution of M is a quasi-isomorphism
M -- I where I is a complex of injectives with the property that the inclusion of cocycles Zi <- IJ
is essential.
The existence of such a resolution for M C D+(A) is guaranteed by [Y1; lemma 4.2]. We wish to
determine the shape of a minimal injective resolution of a balanced dualising complex w, say as a
right module. Since WA has finite injective dimension, we know it must have the form
0 -+ Wd --- W-d±1 -- 4... -4 We -- * 0
for some d, e C Z. We need to introduce some notation.
Definition 1.2.18 For M E D(A), we let sup(M) = sup{iIHz(M) $ 0} and inf(M) = inf{iIH'(M)
0}.
We define the injective dimension of w to be id w := inf(w). By the proof of [H1; chapter I,
proposition 7.6] and local duality, we see that
e = sup {sup RHomA(M, W)} sup {sup Rpm(M)v} = 0
MeMod -A MEMod -A
Minimality of the resolution ensures that there is non-zero cohomology at the -d term so we have
in fact d = id w. Furthermore, local duality shows that
cd Fm = sup {- inf RFn(M)v} = sup {- inf RHomA(M, )} = d
McMod -A MeMod -A
The above computation works equally well for a minimal left injective resolution of w so we obtain,
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Proposition 1.2.19 A minimal injective resolution of a balanced dualising complex w for A has the
form
0 -- Wd - W-d+1 -+ ... 0 wo -- 0
where d = id w = cd Fm = cd ro.
1.3 Regular Local Rings
Throughout this section, let A be a noetherian local k-algebra with residue field k. We assume that
A is complete. If no mention is made of a filtration on A, complete will mean with respect to the
m-adic filtration.
Regular local rings of dimension two were studied in [AS]. We wish to show they are examples
of rings with balanced dualising complexes. First recall,
Definition 1.3.1 ([AS; definition 1.12]) A complete local ring A is regular of dimension two if
gr,., A ~ k(x, y)/(Q) where Q is a quadratic form in x, y which is not the product of two linear
forms.
Recall also,
Definition 1.3.2 Suppose the local ring A has finite global dimension d. Then A satisfies the
Gorenstein condition if RHomA(k, A) = k[-d] where [-d] denotes the shift by d places in the complex.
The Gorenstein condition is equivalent to the following: given a minimal projective resolution
P -+ kA -- 0 of kA, the dual 0 7-A k s- HomA (P, A) is a minimal projective resolution Of Ak.
This characterisation is sometimes referred to as Gorenstein symmetry.
For any element x E A, we will let T denote the image of x in the associated graded ring grm A.
Proposition 1.3.3 (Artin) A complete local ring A is regular of dimension two if and only if it
is a domain which has global dimension two and satisfies the Gorenstein condition. All such rings
satisfy the standard hypotheses 1.1.6 with respect to the m-adic filtration.
Proof. The forward implication and the last assertion have been proved in [AS; lemma 1.4 and
proposition 1.14]. We prove the reverse direction. Consider a minimal projective resolution of kA
which must be of the form
0 -+ A' -- + As -- A -+ kA - 0
Since A is a noetherian domain, the quotient field Q(A) exists so we may tensor the resolution with
Q(A). Additivity of dimension then forces s = r + 1. Furthermore, Gorenstein symmetry implies
that r = 1. Hence the resolution is actually of the form
0 + A >] A2 [x kA - 0
From this we deduce that xA + yA = m and thus x, y are topological generators for A. Gorenstein
symmetry shows that a, b are also topological generators for A.
We wish to show that grm A has no zero divisors of degree one. Suppose this is not the case.
Since the above resolution (*) can be built from arbitrary generators x, y of m, we can assume that
T is a zero divisor in gr, A. Suppose Ty = 0 and let n be the degree of g. We may assume that n is
minimal among all such pairs x, g. Now xg E M,+2 so since x, y are topological generators for A we
obtain, by altering g if necessary, a relation xg + yh = 0 where h E mn+l. Exactness of the resolution
(*) at the A2 term yields an element r E A such that [9] = [ ]r. Now deg r < deg g -deg a = n -1.
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But br = h E M 1f so bf = 0, contradicting the minimality of n. Thus there are no zero divisors of
degree one in gr. A.
Now the monomials m(x, y) in x, y span A topologically so their images in gr_ A span grm A. We
conclude that Y, V are generators for gr, A since now we know that m(Y, V) = m(x, y). Furthermore,
Q := Yi + jb = 0 is a quadratic relation in grm A. If this is a defining relation, then we are done,
for if Q were a product of linear factors, they would give rise to degree one zero divisors in grm A.
Consider another relation which we can write out in the form P := Y9 + Vh = 0. We may suppose
that P is a relation of minimal degree amongst those which are not in the ideal of k(Y, Y) generated
by Q. By changing g and h if necessary, we may assume that in fact xg + yh = 0. As before,
exactness of (*) at the A2 term yields an element r E A such that [] = [flr. Since d,b are
regular, d f and h =3. Furthermore, by minimality of the degree of P, these equalities hold in
k(F, y)/(Q). Hence in k(Y, )/(Q) we have P = Yd T + 1± r = QT = 0. This completes the proof of
the proposition.
Following [ASch; §0] we define
Definition 1.3.4 A complete local domain A, satisfying standard hypotheses with respect to the m-
adic filtration is said to be AS-regular if it has finite global dimension and satisfies the Gorenstein
condition.
If A has finite global dimension, then A is a dualising complex for A. We wish to show that if
A also satisfies the Gorenstein condition then we can modify A into a balanced dualising complex.
For this we need a little more theory.
Recall that an invertible bimodule is a bimodule L for which there exists an inverse bimodule
L 1 , i.e. L OA L- -_ A ~ L OA L. Morita theory ensures that L is finitely generated projective on
the left and right. Since A is local noetherian, rank considerations force LA ~ AA and AL - AA.
Now the only left A-module structure we can impose on AA which is compatible with the right
module structure is a.x = #(a)x for a, x E A where on the left we have scalar multiplication, on the
right we have multiplication in A and 4 is a ring endomorphism. We denote such a bimodule by
A(O). If # is an automorphism, then AA(#) - AA and in fact A(O) is invertible for A(4r-) is an
inverse. The converse is true too for suppose we have an isomorphism AA -2+ AA(#) which maps
1 to e. Then as a runs through the elements of A, #(a)e runs through the elements of A once and
once only. Hence 0 must be an automorphism.
We assume for the rest of the section that A is a complete local ring satisfying standard hypothe-
ses 1.1.6 with respect to some filtration.
The category T(A) of m-torsion modules is closed under direct limits and so by [G; chapitre III,
proposition 8] is a localising subcategory of Mod -A. Hence the quotient functor 7r : Mod -A -- +
(Mod -A)/T(A) has a right adjoint which we shall denote by p. Recall that for every M E
Obj (Mod -A)/T(A), p(M) is m-torsionfree. The following result is well-known.
Proposition 1.3.5 The injective hull of an m- torsion module M is HomA(k, M) 0 Av. Conse-
quently, every injective I in Mod -A has the form HomA(k, I) 0 Av D p(E) where E is an injective
in (Mod -A)/T(A).
Proof. Since A is noetherian, direct limits of injectives are injective. Hence we may extend the
natural essential extension HomA(k, M) -* HomA(k, M) 9 AV to an essential morphism f : M --
HomA (k, M) 0 AV. By construction, the socle of ker f is socle(M) n ker f = 0. Hence ker f = 0 and
f is indeed an essential injection. The last statement now follows from [G; chapitre III, corollaire 2
of proposition 6].
The following result of Yekutieli's shows, amongst other things, a relationship between the Goren-
stein condition and the condition of being balanced.
Proposition 1.3.6 Let w be a dualising complex for A. Then the following are equivalent:
i. RHomA(k,w) ~ k in D(Ae).
ii. RHomAo(k,w) ~ k in D(Ae).
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iii. RFm(w) ~- AV 9 L in D(A') for some invertible bimodule L.
iv. RFmo(w) ~ A' OA L in D(A') for some invertible bimodule L.
Proof. (adapted from [Y1; proposition 4.4]) (i) and (ii) are equivalent for assuming (i), duality
gives RHomA- (k, w) ~ RHomAo (RHomA (k, w), w) ~ k. We now show that (i), (ii) -> (iii). Let I be
a minimal injective resolution of w. Now proposition 1.3.5 shows that Fm(I)A ~ HomA(k, I) & AV.
Minimality ensures that the differentials in HomA(k, I) are zero so condition (i) tells us that r 0(Io) ~
AV and all other Fm(I) are zero. Hence RFm(p) ~ A' as a right module. If we can show that
RFm (w) ~ A' as a left module, then we are done, for then its Matlis dual must be isomorphic to A
as a left module and a right module, and hence invertible as a bimodule. To this end, observe first
that induction on conditions (i) and (ii) imply that RHomA(-, w) and RHomAo (-, w) restrict to a
duality on the subcategory of finite length modules. We denote these restrictions more precisely by
R' HomA (-, w) and Rf HomA- (-, w). Then
HOmA- (k, RFm (w)) = HomA- (k, Rol, (w)) ~ lim HomAo (k, Ro HomA (A/mq, W))
q
~ lim HomA (A/mq, Ro HomAo (k, w)) ~ lim HomA (A/mq, k) = k
q q
From lemma 1.1.20 we have HomA(Av,Av) = A so RFm(p) must be of the form A(O) OA AV
where # is a ring endomorphism of A. We see in particular that Rrm (w) is torsion on the left.
Proposition 1.3.5 and the above socle computation show that RPm(w) embeds in AV as a left A-
module so it remains to see that the embedding is surjective. Observe that the dimension over k of
the right annihilator of mP in Rrm (w) ~ A(#) OA AV is at least the dimension of the right annihilator
of mP in AV since 0 preserves powers of m. Hence ARrm(w) maps onto the whole of AV so (iii)
holds.
Finally, by symmetry, it suffices to show that (iii) - (i). We have by lemma 1.2.15,
RHomA(k,w) ~ RHomA(k, RFm(w)) ~ RHomA(k,Av 0A L) - RHomA(k (A L- 1 ,Av) ~ kv = k
We show finally that the condition of being balanced depends only on the right or left local
cohomology.
Theorem 1.3.7 ([Yi; theorem 4.8]) Let w be a dualising complex with RFm(w) ~ AV as bimodules.
Then w is balanced.
Proof. By the previous proposition, RFtmo (w) ~ Av 3A L for some invertible bimodule L. We need
to prove that L = A. The weak version of local duality as expressed in claim 1.2.16 shows that
HomA (Rrm (A), AV) ~ w in D(Ae). Making repeated use of lemma 1.2.15 yields
L ~ RHomAo (AV, RFmo (w)) ~ RHomAo (AV, w) ~ RHomA(HomAo (w, AV), A) ~
RHOmA (HomAo (w, AV), Rrm(A)) ~ RHomA4 (HomA(RFm (A), AV), w) ~ RHOmAO (w, w) ~ A
as desired.
Corollary 1.3.8 Suppose that A has finite injective dimension as a left module and as a right
module and that RHomA (k, A) ~ k[-d] for some d C Z. Then A has a balanced dualising complex
of the form L[d] where L is an invertible bimodule. Furthermore, d is the injective dimension of A
as a right module or a left module.
Proof. (taken from [Y1; corollary 4.10]) Note first that A[d] is a dualising complex for A. Since it
satisfies condition (i) of proposition 1.3.6 we see that RFm(A)[d] = L-' OA AV for some invertible
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bimodule L. Then RFm(L[d]) = L[d] (A L- 1 OA Av[-d] = Av. Furthermore, L[d] is a dualis-
ing complex which, by the previous theorem, is balanced. From the shape of a minimal injective
resolution of w given in proposition 1.2.19, we see that d = id AA = id A A.
Finally, we prove as promised,
Corollary 1.3.9 Let A be a complete local domain satisfying standard hypotheses with respect to the
m-adic filtration. Then A is AS-regular if and only if it has finite global dimension and a balanced
dualising complex.
Proof. The forward direction follows from the previous corollary. For the reverse direction, first
recall Yekutieli's
Theorem 1.3.10 ([Yi; theorem 3.9]) Let w be a dualising complex for A. Then w' is a dualising
complex for A if and only if w' ~ OA L[d] in D(Ae) for some invertible bimodule L and d E Z
Comment on Proof. The proof in the graded case given in [Y1] carries over to the local case.
Since, A is a dualising complex, the above theorem shows that the balanced dualising complex
is w = L[d] for some invertible bimodule L. Then proposition 1.3.6 shows that RHomA(k, A[d]) = k
so the projective dimension of k is pd k = d. Now pd k = gl.dim A by [McR; corollary 7.1.14] so
the Gorenstein condition does indeed hold.
1.4 Existence Theorems for Balanced Dualising Complexes
In this section, we use theorem 1.2.6 to show how the existence of a balanced dualising complex for
some particular ring, guarantees the existence of a balanced dualising complex of various related
rings. Throughout this section, let (A, m) and (B, n) be complete local rings satisfying standard
hypotheses 1.1.6.
A graded version of the following result has already appeared in [J2; lemma 3.1].
Proposition 1.4.1 Suppose there is a local homomorphism A -- + B such that B is a finite A-
module on the left and on the right. Let res denote the restriction functor from B-modules to
A-modules. Then there is a natural isomorphism
res o RFn ~ Rrm o res
of functors from D+(B) -- D+(A) or from D+(Be) - D+(B 9 A).
Proof. Note first that res o a ~_ rm o res since B is finitely generated over A. Because restriction is
an exact functor, it suffices by Grothendieck's theorem to show that restriction maps any B-injective
I to a IFm-acyclic. Now by proposition 1.3.5, we are reduced to two cases: i) I is n-torsionfree and
ii) I is a direct sum of Bv's. In the first case we consider the spectral sequence
Ext' (Tor A(A/mP, B), I) =-> Extid (A/mP, I)
Since I is B-injective, the sequence collapses to
HomB (Torj (A/mP, B), I) ~ Exti (A/mP, I)
Now Tor (A/mP, B) is finite dimensional over k so since we are assuming that I is n-torsionfree,
the left hand side must be zero. Taking direct limits, we see that RFm(I) = 0. In the second case
RFm(I) = I by lemma 1.2.9 so I is again Fm-acyclic and the proposition follows.
I wish to thank Amnon Yekutieli for suggesting the following proof of the adjunction formula.
Corollary 1.4.2 (Adjunction Formula for Finite Morphisms) Let (A,m) and (B,n) be as in the
previous proposition. If A has a balanced dualising complex WA, then B has a balanced dualising
complex and it is given by
WB ~ RHomA(B,WA) in D(A 0 B)
24
WB ~RHomA0(B,WA) in D(B 0 ®A)
Proof. By theorem 1.2.6, existence of the dualising complex is guaranteed once we show that
cd Fm, cd Emo are finite and A, A0 satisfy x. Every noetherian B-module is noetherian as an A-
module while every B-module which is artinian as an A-module is artinian as a B-module. Hence,
existence of the balanced dualising complex follows from the previous proposition and its left-handed
counterpart.
Now by local duality (theorem 1.2.6) and the previous proposition,
RHomA(B, WA) RFm(B)v ~ RF,(B)v - wB in D(AO o B)
where the second isomorphism holds since the two Matlis duals are just the k-linear duals by propo-
sition 1.2.12. The other adjunction formula is similar.
Lemma 1.4.3 Let (A,m) and (B,n) be as in proposition 1.4.1. For every noetherian B-module M,
HomA (M, Av) ~ HomB (M, B).
Proof. Since M is noetherian as an A-module too, we need only show that the continuous dual of
M as an A-module and as a B-module agree. Equivalently, we must show that the good filtrations
of M as an A-module and as a B-module are cofinal. This follows from lemma 1.1.23 since the
m-adic and n-adic filtrations are cofinal.
The next result was communicated to me by James Zhang,
Corollary 1.4.4 Let (A, m) and (B, n) be as in proposition 1.4.1 and suppose further that the map
A -+ B is split as a morphism of right A-modules and of left A-modules. If B has a balanced
dualising complex WB, then A has a balanced dualising complex wA which is a direct summand of wB
when considered as an object in D(A) or D(A 0 ).
Proof. We wish to verify the x condition and bound the cohomological dimension of Fm. Let M E
Obj V(A) and let N = M OA B E Obj V(B). Since A -4 B splits, there exists a right A-module
M' such that N ~ M D M'. The proposition gives an isomorphism RF,,(N) ~ RFm(M) @ RFm(M')
in D(A). This shows that cd Fm <; cd r, since local cohomology commutes with direct limits. For
the x condition, it suffices to show that every artinian B-module is artinian as an A-module. By
lemmas 1.1.23 and 1.4.3, the Matlis dual of an n-torsion or noetherian B-module M, is the same as
the Matlis dual of M regarded as an A-module. Suppose that M is an artinian B-module. Then
Mv is a noetherian B-module and hence a noetherian A-module. Thus by duality, M is an artinian
A-module. The left-handed conditions are proved similarly.
It remains now to prove the last assertion. Let B ~ A D A' be a direct sum decomposition of
right A-modules. Then we have the following isomorphisms in D(A)
WB R Rn(B)v ~ RFm(B)v ~ RFm(A)v G RFm(A')v ~ WA D RFm(A')v
as desired.
We next give another characterisation of the X condition which is closer to Zhang's original
definition. It is a mild extension of [AZ; proposition 7.7].
Proposition 1.4.5 Let M be a noetherian A-module. Then RFm(M) has artinian cohomology if
and only if Ext (k, M) is finite dimensional for all i. Hence A satisfies X if and only if RHomA(k, -)
is a functor from D'(A) -- + D+(k).
Proof. Let 0 -+ M -+ I be a minimal injective resolution. By proposition 1.3.5, Fm(12 ) =
HomA(k, I) OA AV. But since the resolution is minimal, the differential in HomA(k, I) is zero so
HomA(k, P) = Ext (k, M). The reverse implication follows immediately.
We prove the forward implication by induction on i. The case i = 0 follows from the fact that
HomA(k, M) is m-torsion noetherian and thus finite dimensional. We now prove the inductive step.
Consider the exact sequence
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Taking direct limits of long exact sequences we obtain the exact sequence
lim Ext'- (m/mP, M) -4 Ext' (k, M) -- H,',(M)
To show that Ext (k, M) is finite dimensional, it suffices to prove that it is artinian since it is annihi-
lated by m. Since we are assuming that H (M) is artinian we must prove that I" Ext' I (m/mP, M)
is artinian. Now la Ext- 1 (m/m, M) is the (i-1)-th cohomology of the complex 11 HomA(M/MP, I)
which in turn is a subcomplex of HomA(m, Fm(I)). Hence it suffices to show that HomA (M, Fm(IP-1 )
is artinian. This module is m-torsion as m is finitely generated so by proposition 1.3.5, we need only
show that its socle is finite dimensional. Choose n so that m/M 2 ~ k' as right A-modules. Then
HomA(k, HomA(rn, Fm(I_1 ))) = HomA(k OA m, m(I1))
HomA (M/M 2 , i- 1) = HomA (k, Ii- 1 )n = Ext 47 (k, M)"
which is finite dimensional by the induction hypothesis. This completes the proof of the proposition.
Theorem 1.4.6 ([AZ; theorem 8.8]) Let x E m be a regular normal element. Then A has a balanced
dualising complex if and only if A/xA does.
Proof. Let B = A/xA and n be its maximal ideal. Since A -- + B is a finite local homomorphism
of rings, B has a balanced dualising complex if A does by corollary 1.4.2.
To show the converse, we check the x condition and the cohomological dimension of the torsion
functors. As was noted in [AZ; proposition 3.12(3)], to show the x condition holds for a ring A, it
suffices to show that for every noetherian module M, there exists a non-zero submodule M' such that
RFm(M') has artinian cohomology. Indeed, we may choose M' maximal with respect to the above
property, and observe that we must have M' = M or else we would be able to find a submodule M"
properly containing M', such that RFm(M"/M') and hence RFm(M") have artinian cohomology.
Let L be the invertible bimodule xA. We consider the exact sequence
0 -- + K -- + M OA L -+ M - C 0 (*)
where 1- is the restriction of the module multiplication map and K and C are the kernel and
cokernel respectively. Note that if one identifies M with M &A L via m -+ m OA x then p is just
the multiplication by x map. Now - (A L is a category equivalence which commutes with r,, so
RFm(M OA L)~ RFm(M) OA L.
Note that K is the kernel of a multiplication by x map and so is a noetherian B-module. Hence,
by proposition 1.4.1, RFm(K) = RFa(K) which has artinian cohomology since B satisfies X by
theorem 1.2.6. Thus to verify the x condition we may assume that K = 0. We will use the Ext
condition of the previous proposition. First note that the map Ext' (k, M OA L) -+ Ext' (k, M) is
zero since we have assumed that x annihilates k. Hence the long exact sequence stemming from (*)
breaks up to give the short exact sequences
0 - Ext (k, M) -+ Ext (k, C) -+ Ext- 1 (k, M OA L) -+ 0
It suffices to show that the middle term is finite dimensional. This follows from the previous propo-
sition since C is a noetherian B-module. We have thus verified that A satisfies the x condition. The
x condition for A' follows similarly.
It remains to bound the cohomological dimensions of Fm and Fmo. Let d = cd IF,. We break up
(*) into the short exact sequences
0 -+- K -- M OA L -+ N -+ 0 , 0 -4 N -- M -> C -+ 0
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Let i > d + 1. Then the long exact sequences in cohomology show that
Hm(M) &A L -~+ H,,(N) -24~-+ I(M)
Since Hm (M) is artinian, multiplication by x must annihilate the socle. The above isomorphisms
show that H,(M) has zero socle and thus H,(M) is itself zero. Hence cd Im < cd F, + 1. Similarly,
cd rm is bounded.
1.5 Reflexive and Cohen-Macaulay Modules
In this section, we collect some well-known results about reflexive modules and introduce Cohen-
Macaulay modules. Throughout, let A denote a noetherian ring and D denote the A-linear dual
HomA(-,A) or HomAo (-,A) as the case may be.
Definition 1.5.1 A finitely generated A-module is said to be reflexive if the natural morphism
M -* DD(M) is an isomorphism.
Recall that if A is semiprime Goldie and Q(A) is its ring of fractions, then a module M is said
to be torsionfree if the natural morphism M -- * M OA Q(A) is an injection, and torsion if the map
is zero. There are many ways to characterise torsionfree modules.
Proposition 1.5.2 Let A be a noetherian domain and M be a finitely generated right A-module.
Then
ker(M -4 DD(M)) = ker(M -- + M O® Q(A))
Hence, the following are equivalent:
i. M is torsionfree.
ii. The natural morphism M -- + DD(M) is an injection.
iii. M can be embedded in a finitely generated free module F.
In (iii), the free module F may be chosen so that F/M is torsion.
Proof. We first prove equality of the kernels which will give the equivalence of (i) and (ii).
Let m c ker(M -+ M OA Q(A)) and f E HomA(M, A). Consider the commutative diagram
M fl AI I
f (A Q(A),
M 0DAQ(A) > Q(A)
Since the vertical morphism on the right is injective, f(m) = 0 so ker(M -+ M ®A Q(A)) ;
ker(M -+ DD(M)). Suppose now that rn ker(M -+ M OA Q(A)). Since Q(A) is a skew-field,
we have an isomorphism M (&A Q(A) ~ Q(A)" for some n. Further, as M is finitely generated, we
have a commutative diagram of the form
M > M®AQ(A)
A" n Q(A)n
in Mod -A where A, is left multiplication by some x E Q(A). We must have f(m) 5 0 so we can
find a homomorphism g : Am -- + A such that the composite (g o f)(m) $ 0. Hence m ker(M -+
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DD(M)) and the kernels must coincide. If (i) holds then f above gives the desired embedding of
(iii) with A/f(M) torsion. Conversely, (iii) implies (i) since free modules are torsionfree.
The next proposition gives alternative characterisations of reflexivity.
Proposition 1.5.3 Let A be a noetherian domain and M be a finitely generated right A-module.
The following are equivalent:
i. M is reflexive.
ii. There exists a finitely generated free module F and a torsionfree module G such that M fits
into an exact sequence
0 -- > M -+ F -+ G -- + 0
iii. There exists a reflexive module F and a torsionfree module G such that M fits into an exact
sequence
0 --- M -+ F -- + G -+ 0
Proof. (adapted from [H2; proposition 1.1]) First assume that M is reflexive. Consider a finitely
generated presentation of D(M)
F1 -+ Fo -+ D(M) ---+ 0
Taking the A-linear dual gives an exact sequence
0 -- M -+ D(Fo) -- + D(F1)
This implies condition (ii) by the previous proposition. Free modules are reflexive so (ii) -> (iii).
It only remains to prove (i) assuming (iii). Note that M is torsionfree. Consider the dual exact
sequence
0 -+ D(G) -- * D(F) -- + D(M) -- + N - 0
where N is the appropriate submodule of Ext (G, A). Dualising again we obtain the commutative
diagram
0 -- M -+ F - G 0
D(N) -+ DD(M) -+ DD(F) - DD(G)
where the top row is exact but the bottom row is just a complex which is exact at the DD(M) term.
We first observe that N is torsion. Indeed, by the previous proposition, we can find a finitely
generated free module P containing G with P/G torsion. Since Q(A) is flat over A we have
Q(A) 0A Ext'(G, A) ~ Q(A) 0A Ext2(P/G, A) ~ Ext (P/G A Q (A), Q(A)) 0
N being a submodule of Ext' (G, A) must be torsion. Hence proposition 1.5.2 shows that D(N) = 0
and so the map DD(M) -* DD(F) is injective. The previous proposition also shows that M -+
DD(M) and G -+ DD(G) are injections. A diagram chase now completes the proof.
Proposition 1.5.4 Let A, B be noetherian domains, M, a finitely generated right A-module and L,
a (B, A)-bimodule such that BL is reflexive. Then HomA(M, L) is also a reflexive B-module.
Proof. Consider a presentation
A'm --- A' -+ M -+ 0
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Taking homomorphisms into L gives the exact sequence
0 -+ HomA(M, L) -- L' -- L'
Since L' is reflexive by assumption and every submodule of L" is torsionfree, HomA (M, L) is
reflexive by proposition 1.5.3.
Following [Y2; definition 1.4], we consider the
Definition 1.5.5 Let A be a local ring satisfying standard hypotheses 1.1.6. Given a finitely gen-
erated A-module M, we define the canonical dimension of M to be 6(M) = sup(RFm(M)) and the
depth of M to be depth(M) = inf(RFm(M)).
Definition 1.5.6 Let A be a local ring satisfying standard hypotheses 1.1.6 such that cd Fm is finite.
Let M be a finitely generated A-module. M is said to be Cohen-Macaulay if 6(M) = depth(M). If
depth(M) = cd Fm then M is said to be maximal Cohen-Macaulay.
If A has a balanced dualising complex w, then by local duality we may use RHomA(-, w) instead
of RFm to test if a module is Cohen-Macaulay. A module M is Cohen-Macaulay if and only if its
dual RHomA(M, w) has only one non-zero cohomology group.
Definition 1.5.7 Let A be a complete local ring with balanced dualising complex w. We say that A
is AS-Cohen-Macaulay if w is isomorphic to a shift of a bimodule. If this bimodule is invertible then
we say that A is AS-Gorenstein.
Remark: If A is AS-Cohen-Macaulay then 6(A) = depth(A) and we call the common number the
dimension of A. As an A-module, A is maximal Cohen-Macaulay since a minimal injective resolution
for its dual o has the form
0 -4 W-d -4 LLffid+1 -*.. - w -* 0
where d = cd Fm by proposition 1.2.19.
Remark: By corollary 1.3.8, a complete local ring A satisfying standard hypotheses 1.1.6 is AS-
Gorenstein if and only if A has finite injective dimension on the left and right and RHomA(k, A) ~
k[-d] for some d E Z. In this case, the dimension of A is d which is also the injective dimension of
A as a left or right module. If A is AS-regular, then the dimension of A is also the global dimension
of A by corollary 1.3.9.
Here is another classical result from commutative algebra.
Proposition 1.5.8 Let A be an AS-Cohen-Macaulay domain of dimension two. If M is reflexive
then it is maximal Cohen-Macaulay.
Proof. As per proposition 1.5.3, we consider an exact sequence
0 -+ M -- F -+ G -- 0
where F is finitely generated free and G is torsionfree. We examine the associated long exact
sequence
-+m HO (M) -- + Hm (F) --- Hm (G) -- + Hm'(M) --+ H,',(F)
Now G is m-torsionfree so HD (G) = 0 while F is maximal Cohen-Macaulay by the above remark so
Ho (F) = H'(F) = 0. Hence HO (M) = H,(M) = 0 as was to be shown.
There is a natural noncommutative analogue of the Auslander-Buchsbaum formula. In the graded
case, this has already been established by Jorgensen in [Ji] and presumably the same proof works.
We present a different one.
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Theorem 1.5.9 (Auslander-Buchsbaum formula) Let A be a complete local ring with balanced dual-
ising complex and M be a finitely generated module of finite projective dimension. Then the projective
dimension is given by
pd M = depth(A) - depth(M)
Proof. Consider a minimal free resolution P -- + M -+ 0 of M so that P has the form
... 0 + PS P- 1 + .. + PO + 0 ...
where s = pd(M). Let X be a complex of bimodules representing i of the form
... - -+ X -, -- + 0 -- ...
where r = depth(A). We use HomA(P, X) to compute sup(RHomA(M, W)). The top right corner of
the double complex is
0 0
T T
Hom(PSXr) -+ Hom(P,X) 0
T T
Hom(P' 1,X -r-) - Hom(P'1,X~') + 0
If the natural morphism
4 : Hom(P- 1, Xr") -+ HomA(P, X--)/d HomA(PS, X--r-) ~ Hom(P, X-'/dX-r-)
is not surjective then the double complex has non-zero cohomology in degree s - r. Hence by local
duality, depth(M) = -(s - r) and the proof will be complete. Now the morphism 4 factors via
HomA(P8-1 , X-) --+ Hom(P-1, X-r/dX-r-1) -+ HomA(P', Xr/dX-r-l)
The second morphism in the composition is not surjective since P is minimal and X-r/dX-rl- is
finitely generated on the right. Consequently, # is not surjective either and we are done.
Corollary 1.5.10 Let A be an AS-regular ring (definition 1.3.4). Then every maximal Cohen-
Macaulay module is free.
1.6 Krull-Schmidt Theorem
In this section, we prove a version of the Krull-Schmidt theorem which applies to the rings we will
study in the following chapters. Throughout, A will denote a complete local ring satisfying the
standard hypotheses 1.1.6.
Lemma 1.6.1 Let M be an A-module with a good filtration F. Suppose further that for every
endomorphism f E End(M), f(FPM) C FPM for any p E Z. Then End(M) is a local ring if M is
indecomposable.
Proof. Let E denote the endomorphism ring End(M). We filter E by declaring f e FPE if
f(FqM) C FP+qM for all q. This turns E into a filtered ring with F0 E = E. It is complete since
M is.
We wish to show that any idempotent e of E/FPE can be lifted to E/F 2PE. Let e E E represent
- so that e2 - e E FPE. Then setting x = (I - 2e)(e 2 _ e) E FPE, we see that e + x is an idempotent
modulo F 2 PE lifting e for
(e + X) 2 - (e + X) = (e 2 - e) + (2e - 1)X + 2 = -4(e 2 _ e) 2 + X2
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which lies in F2 PE. Since E is complete, we can by induction lift any idempotent of = E/FIE
to E. E has no non-trivial idempotents as M is indecomposable so neither does B.
Now E embeds in the finite dimensional space HomGr -A(gr M, gr M) where Gr-A denotes the
category of graded A-modules (and degree zero morphisms). Hence E is artinian and E/rad E
cannot have any non-trivial idempotents either. Being semisimple, E/rad P must then be a skew
field. Now F'E C rad E as E is complete so E/rad E B= /rad E and E is indeed local.
Corollary 1.6.2 The category mod - A of noetherian A-modules is Krull-Schmidt.
Proof. By [Jac; theorem 3.6] it suffices to show that the endomorphism ring of any finitely generated
indecomposable A-module M is local. Consider a surjection of the form A' -- + M. The standard
filtration on A' induces a filtration on M for which the lemma applies. The corollary follows.
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Chapter 2
Quotient Surface Singularities
Throughout this chapter we fix a base field k. The aim of this chapter is to study finite group actions
on regular complete local rings of dimension two and their invariant rings.
2.1 The Diamond Lemma for Power Series
We will need Bergman's diamond lemma [B; theorem 1.2] both in its usual algebra form, and in its
power series form. For more information about the algebra form, the reader may wish to look at
theorem 4.2.2 where the result is generalised to monoids in a category. To state the power series
form we need some definitions. Throughout this section, let A be a complete filtered k-algebra with
filtration F. First note the following fact,
Proposition 2.1.1 Let A {ma} C A. Then the following are equivalent:
i. For p E Z, the set A= {ma + FPAlm, ' FPA} ; A/FPA is a k-basis of A/FPA.
ii. The images of the ma E A in grF A form a basis of grF A.
If these hold then every element a E A has a unique representation as a convergent series of the
form a = Em cama where ca G k.
Definition 2.1.2 A subset A C A is said to be a strict topological basis for A if it satisfies the
equivalent conditions of the previous proposition.
Let X1, . . . , X, be a set of indeterminates of degrees di > 0 and let F be the semigroup generated
by the Xi's. We extend the degree map to a semigroup homomorphism deg :F N and set
Fd C F to be the subset of degree d elements. Let P = k((Xi)) denote the power series ring in
the indeterminates X 1,... , Xn. We filter P by setting FPP to be the set of power series of degree
at least p, i.e. every term of the power series has degree at least p. In general, we shall say that
an element a in a filtered object (M, F) has degree r if x E F'M - Fr'+M. This agrees with the
terminology in the previous case where M = P.
Let rj, sj E P. We let (rj - sj) denote the closed ideal generated by the rj - sj and define the
quotient of P with defining relations rj = si to be P/(rj - sj). This notation should not cause
confusion since we will only be interested in complete quotients of P. Using the language of [B;
p.180-181] we may now state the power series version of the diamond lemma:
Theorem 2.1.3 (Diamond Lemma for Power Series) Let P be the noncommutative power series
ring in n indeterminates as above and rj E F, sj C P for j in some index set be such that rj does
not occur as a term in sj. Let A = P/(rj - sj). Suppose there is a semigroup partial ordering <
on F satisfying m1 < m 2 whenever deg m1 > deg m 2 and such that the restriction of < to each Fd
satisfies the descending chain condition. Suppose that each relation rj = sj is compatible with < in
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the sense that every monomial m E F occurring in sj is less than rj. If all the overlap and inclusion
ambiguities can be resolved then A has a strict topological basis of the form,
A = {rim E F has no subword of the form rj }
where in denotes the image of m in A.
Proof. Let F be the filtration on A induced by the degree filtration on P. The theorem follows
from applying the usual diamond lemma on A/FPA by adding relations of the form m = 0 where
m E F has degree at least p.
The strict topological basis provided by this version of the diamond lemma is called the topological
Gr6bner basis.
The two diamond lemmas in tandem provide an effective way of passing between a complete
filtered ring and its associated graded ring as the following proposition shows. To keep notation
straight, given r E P let r(x) be the element obtained by substituting the elements x = x,... ,x
for X1,... X,.
Proposition 2.1.4 Suppose P, A, <,rj, sj are as hypothesised in the previous theorem. Let F be
the filtration on A induced from the degree filtration on P. Consider the degree deg rj part, t3 of
rj - si and let rj - sj = t3 (X) for some new indeterminates X i of degree deg Xi. If all overlap
and inclusion ambiguities can be resolved then the associated graded ring of A is
grF A ~- k(X i)/(-r g)
Conversely, let A be a complete filtered ring with filtration F. Suppose the associated graded ring
grF A ~ k( i)/i - 9j). Suppose also that there is a semigroup partial ordering < on monomials
in Xi satisfying the descending chain condition and compatible with the relations Ty = 9j. Let Xi
be new indeterminates of degree deg X i and rj = T(X), sj = (X). If all overlap and inclusion
ambiguities can be resolved, then there exist power series tj in the Xi of degree greater than deg rj
such that
A k((Xi))/(rj - sj- tj)
Furthermore, if xi are arbitrary lifts of Xi to A, then we may assume by changing the t3 if necessary,
that the isomorphism maps xi to Xi + (rj - sj - t3 ).
Proof. We attack the forward implication first. Let xi denote the image of Xi in A and Ti denote
the image of xi in grF A. Choose A C F so that {m(x)!m E A} is the topological Gr6bner basis
for A obtained from the power series version of the diamond lemma. Note firstly that for m E A,
deg m = deg m(x) for otherwise we can write m(x) as a power series consisting of terms of degree
greater than deg m and then rewrite these as a power series with terms in A of degree greater than deg
m. This would contradict the uniqueness of power series representations given in proposition 2.1.1.
We wish to show that Xi -+ T induces the desired isomorphism. We first show that the i satisfy
the relations rj - sj = 0. By reducing monomials, we may assume that no term of the sf's has ri
as a subword since reduction does not alter grF A nor the ring k(X i)/(ri - s). This implies in
particular that each term of sj lies in A. There are two cases. If deg rj = deg rj (x) = p say, then
(ri - sr)(T) is just the image of rj(x) - sj(x) in FPA/FP+1 A and so is zero. If deg r3 < deg rj(x)
then (ri - s3 )(T) = rj (T) which is zero by the assumption on the degree of r3 (x). We thus conclude
that X T i induces a map q: k(X 2 )/(ri - s ) 4 grF A.
The hypotheses ensure that you can apply the diamond lemma to k(X )/(ri - s3 ) to obtain the
basis {m(X)Im E A}. On the other hand, deg m = deg m(x) form E A shows that grFm(X) =
so the m(T) form a basis for grF A by proposition 2.1.1. Thus 0 restricts to a bijection on Gr6bner
bases and so must be an isomorphism as was to be shown.
For the converse, let xi denote arbitrary lifts of Xi to A. Then fj7(x) - 97(x) = tj(x) for
some power series t3 of degree greater than deg ri. Since A is complete, we obtain a natural map
0 : k((Xi))/(rj - si - tj) -+ A. Now 0 maps the strict topological basis for k((Xi))/(ri - sj - tj)
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obtained in the first half of the proof to the strict topological basis for A obtained using the power
series version of the diamond lemma. Hence # is an isomorphism.
2.2 Group Actions on Regular Rings
In this section we classify certain group actions on regular complete local rings of dimension two.
Throughout, let k denote an algebraically closed field of characteristic zero.
Let x1 , ... , x, be a set of indeterminates of degree one which is totally ordered by a relation <.
Let F be the semigroup generated by the xi's. We need a partial ordering on F in order to apply
the diamond lemmas of the previous section. We will use a right to left version of the lexicographic
ordering on F defined as follows: Let a, b E F be monomials of the same degree. Write a and b as
a product of monomials a = a'xic , b = b'xjc where c has as large a degree as possible. We write
a -< b if xi < xj. As usual, we use the language of [B; p.180-181]. Recall,
Lemma 2.2.1 The relation -< is a semigroup partial ordering on F which satisfies the descending
chain condition.
This is the partial order we use when applying the usual algebra form of the diamond lemma. When
using the power series version of the diamond lemma, we refine the order -< by insisting also that
a -a b if deg a > deg b. There should be no confusion in using the same notation to denote these
two orders since one will only be used for graded algebras and the other for complete local rings.
A monomial xi, . . xi, is said to be in order or ordered if xi, _2 ... > xim. Otherwise, the
monomial is said to be out of order.
For the rest of this section, (B, n) will denote a regular complete local ring of dimension two.
We recall the following result of Artin-Stafford and Cartan. As usual, given r an element of a power
series ring, we let (r) denote the closed ideal generated by r.
Proposition 2.2.2 ([AS; lemma 1.4]) B k((u,v))/(r) where r is one of the following,
i. (r-Plane) r = vu - juv - c for some GIC k - {0}.
ii. (Jordan Plane) r = vu - uv - v 2 - c
and c is a noncommutative power series of degree at least three. Furthermore, if there is a finite
group G acting on B, then one can assume that G acts linearly on u, v i.e. G restricts to an action
on V = ku + kv. Conversely, every ring of the form B ~ k((u,v))/(r) where r is given as in (i) or
(ii) is regular complete local of dimension two.
Proof. Suppose there is a finite group action on B. Then by Maschke's theorem one can lift the
action of G on n/n 2 to a vector subspace V of n so that the natural map V -+ n/n 2 is a G-module
isomorphism. Since B is regular of dimension two, grn B k(U, T))/(Q) for some quadratic form
Q which is not the product of two linear factors. By changing variables, we may assume that
Q is TUi - 4TU or FU -;U - U2. Let u,v be the unique lifts of ;a, T to V. We wish to apply
the converse half of proposition 2.1.4. Order the variables by U < T and consider the order -< of
lemma 2.2.1. We express the relations of grn B in the form -U = q UU or 7VU +T2. In this form, the
relations are compatible with -< and there are no overlap or inclusion ambiguities to resolve. Hence,
proposition 2.1.4 shows that B has the desired presentation.
To see that every ring of the form k((u, v))/(r) with r as above is regular of dimension two, we
need only apply the first half of proposition 2.1.4.
The power series version of the diamond lemma allows us to read off a strict topological basis
for B.
Lemma 2.2.3 B has a strict topological basis of the form {uivi, j 0}.
Note 1: Every automorphism of B must preserve the n-adic filtration and so induces an automor-
phism of the associated graded ring gra B. Hence, every automorphism of B is continuous.
34
Fix V C n such that the natural map V -* n/n 2 is an isomorphism. We say that the group G
acts linearly on B (with respect to V) if the action preserves V.
Note 2: Suppose that G acts linearly on B. Then the action of G on B is determined by the action
of G on gr, B.
Remark: The possible associated graded rings of B namely, B4 = k(u, v)/(vu - quv) and Rj =
k(u, v)/(vu - uv - v2 ) can be nicely interpreted using Van den Bergh's notion of a twisted homo-
geneous coordinate ring (see [AV] or chapter 4 for definitions). In fact, UT ~ B(P', O(1),) where
T E Aut(IF') is multiplication by - and Bi ~ B(FI, O(1),) where T is translation by 1.
Since we are interested in invariant rings, we will only study faithful actions of a finite group
G on B. If G acts linearly on B, then it will be convenient to identify G with a finite subgroup
of GL(V). If furthermore, we are given a basis u, v for V, then we will also identify GL(V) with
GL 2 (k) via the basis u, v.
Lemma 2.2.4 We continue the notation of proposition 2.2.2. Suppose an automorphism a of B
acts linearly and has order d. Then one of the following must hold:
i. B is a v-plane and -= (0j j) where w is a primitive d-th root of unity and r, s E Z.
i. B is ag-plane where i7 -1, d is even and a- (Oa) whereab is a |-th root of unity.
M. B is a i-plane with i = 1.
iv. B is a Jordan plane and a -= w ( ) where w is a d-th root of unity.
Proof. By note 2 above, we need only consider the induced automorphism of a on grnB. Let U, U
be the images of u, v in grnB. For the v-plane where q 5 1, the set of normal degree 1 elements
(together with 0) is the union of kU and kU so these must be a-stable. If a- stabilises each of these
lines then we are in case (i). If o swaps these lines then a (b ) where ab is a 4-th root of unity.
For a to preserve the skew commutation relation Tu = qU of grn B we must have 7 -1. In the
Jordan plane case, kT is the set of all normal elements of degree 1 (plus 0) so must be stable under
G. By Maschke's theorem, there is another a-stable vector space of the form k(i + aU), a E k. We
may replace U with U+ aU since this will not alter the relation 7U = UU+ U2. For o to preserve this
relation, the eigenvectors UT and U2 must have the same eigenvalue. This implies that a is scalar
on kU + kiT and we are done.
Remark: Perhaps the most illuminating way of seeing the classification of actions on grn B is to
view gr, B as a twisted homogeneous coordinate ring B(IP, 0(1),). Now a induces an automorphism
of V which commutes with T. If r is multiplication by q # 1 then it has two fixed points 0 and oco.
If a fixes these then we are in case (i). If -r swaps these, then up to multiplication, T is inversion so
4= -4 and we are in case (ii) or (iii). In the Jordan case, oc is a fixed point of r and thus also of
a. Hence a induces an automorphism of A' which commutes with translation. The only such maps
are translations of which the only one of finite order is the identity.
If G is any finite group acting on B, then the n-adic filtration induces a filtration F on the
invariant ring BG. There is a natural graded ring homomorphism grF BG -+ (gr, B)G. In fact we
have
Proposition 2.2.5 The natural map grF BG - (gr, B)G is an isomorphism.
Proof. The morphism is injective because the filtration is induced. To see surjectivity, consider the
G-module epimorphism nP -+ nP/nP+l. By Maschke's theorem this map splits so fixed elements
lift as desired.
In commutative algebra, the rational double points are the quotients of Spec k[[u, v]] by a finite
subgroup of SL 2. We classify noncommutative analogues in
Proposition 2.2.6 Let u, v be indeterminates and V = ku E kv. Let B = k(u, v)/(vu - ;uv) and
suppose G c SL(V) is a finite group whose action extends to B. Then one of the following holds,
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i. G is a cyclic group of order d generated by - ( 0,) where is a primitive d-th root of
-- G
unity. Furthermore, B is the k-algebra on 3 generators x, y, z subject to the relations
yx=qxy , zx=q dxz , zy = qyz , y = xz (2.1)
where q = qd.
ii. y -1 and G is the binary dihedral group < o-,Tr d = 2 1 cr..1-17 >. Up to
scaling u and v we have o- (= a 2d-th root of unity) and -r= (_01 ). In this case,
-G
B k[x, y].
iii. q = 1 and G is either binary dihedral, tetrahedral, octahedral or icosahedral.
Let B k(u, v)/(vu - uv - v 2) and 1 $ G C SL(V) extend to an action of B as before. Then G is
-G
i1 and B is the k-algebra on 3 generators x, y, z subject to the relations
yx=xy+ xz, zx~xz+2yz+2z2 , zy=yz+z 2  y 2 = xz (2.2)
Proof. We suppose first that B k(u, v)/(vu - iuv).
Case (i) G is diagonal, q 5 1: This is always the case if q 4 ±1 by lemma 2.2.4. Then G must
be as in (i) for the diagonal subgroup of SL 2 is isomorphic to k* and the only finite subgroups of k*
are cyclic. The invariant ring BG is spanned by the u'vi where djj - i. Since u and v are normal,
we see immediately that BG is generated by u uv, ed. Let C be the k-algebra on three generators
X, y, z with defining relations (2.1). We set the degree of x and z to be d and the degree of y to be 2
so that C is a graded algebra. Then there is a surjective graded ring homomorphism q : C -+ B
defined by x - ud y cuv Iz H-+ vd where c = q . Now the relations (2.1) ensure that the
xi y rzi for 0 < r < d span C. Furthermore, the q(x iyrzi) c kUid+rVjd+r are linearly independent
by lemma 2.2.3. Hence q is injective and C B7G
Case (ii) G not diagonal, y -1: Let H be the subgroup of diagonal elements. As was seen in
the previous case, H must be cyclic generated by some automorphism c- = ( ), where an e-th
root of unity and e is the order of H. Let r be a non-diagonal element of G which by the lemma
has the form (b g). Its determinant -ab = 1 so by scaling u and v if necessary, we may assume
a = 1, b = -1. The product of any two off-diagonal elements in G must be diagonal and so lies in
H. Hence G is generated by o- and r. Now T 2 = (-' ) so e = 2d for some d. Computing the
relations satisfied by a and T, we see that G is the binary dihedral group.
To determine BG, first recall from the previous case that BH has a basis consisting of monomials
G -H
Uivi where 2d~j - i. Since T has order two modulo H, BG (id H )(P ). To compute this latter
we consider monomials uivi with 2djJ - i so that in particular, i and j have the same parity. Then
the
Uivi + 7T(UV 3 ) = UV + (l -1)iViuI - . + (l)i+i 3 ivi - + Uiv
form a basis for pG. We wish to show this element lies in the algebra generated by x = uv and
y = u2d + v2d. First note that u2 and v 2 are central in B. In particular, x and y commute. They
are also algebraically independent. Now if j > i then since uj-' is central we see u'vi + ujv=
uivi(vi- + u3-). We show by induction on j - i that this lies in k[x, y]. If j = i then uvi = x
so we may assume i = 0 and j = 21d. From the binomial theorem, we see that (u21d + v2ld) _ y' is a
sum of binomials of the form u2md v2(1-m)d +u2(1-m)dv2md where 0 < m < 1. Hence by the inductive
hypothesis, u21d + V21d also lies in k[x, y]. The case when i > j is similar so RG k[xy].
Case (iii), y = 1: This is the classical commutative case for which we refer the reader to [Pink].
Now assume that B = k(u, v)/(vu - uv - v 2 ). Lemma 2.2.4 shows that the only nontrivial group
G c SL(V) acting on B is {±1}. The invariant ring BG consists of the even degree elements in
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B and thus is generated by u2, UVI, V2 . Let C be the algebra defined by equation (2.2). Checking
relations, we see that there is a graded surjective ring homomorphism C - BG defined by
1
x - 1(u 2 + UV) , y - uv , z -4 2v 22
Injectivity is proved as in (i).
Case (ii) of the proposition is somewhat anomalous. There is no commutative analogue.
We have a converse to the previous proposition:
Proposition 2.2.7 The action of G on V in proposition 2.2.6 extends to an action of G on B.
which is proved by verifying that G preserves the defining relation vu = juv or vu = uv + v2
Whether or not the actions of proposition 2.2.6 will induce actions on a regular complete local
ring B will depend on what the cubic term c of proposition 2.2.2 is. If c = 0 then there will be an
induced action on B.
Definition 2.2.8 A quotient surface singularity is a ring of the form A = BG where G is a finite
group acting on B. If G c SL(V) then A is said to be a special quotient surface singularity.
2.3 The Associated Graded Ring
Throughout this section, let k denote an algebraically closed field of characteristic zero.
Many properties of filtered rings may be deduced from the associated graded ring. This latter is
usually easier to work with. Let B = k(, /T)/(UU-q 4 U) or k(U, ;U)/( U-U-_U 2 ). Proposition 2.2.5
states that the associated graded ring of a special quotient surface singularity has the form BG (where
G is a finite subgroup of SL(ku + kv)). These graded rings were computed in proposition 2.2.6.
There were two cases when the ring was not commutative: let Aq denote the ring defined by the
relations (2.1) of the proposition and A denote the ring defined by the relations (2.2). We study
these two rings in this section.
All rational double points have embedding dimension three. This shows that they are Gorenstein.
We would like a noncommutative version of this result, at least in the associated graded case. As
in previous section, let q = qid. The r6le of the coordinate ring of ambient 3-space will be played by
the ring
S := k(x, y, z)/(yx - qxy, zx - qdxz, zy - qyz)
for Aq and by
T := k(x, y, z)/(yx - xy - xz, zx - xz - 2yz - 2z 2 , zy - yz - z 2 )
for Aj. We study these two rings first.
Lemma 2.3.1 The ordered monomials {xiyizkli, j, k > 0} form a k-basis for S and for T.
Proof. We wish to apply Bergman's diamond lemma. Order the variables by z < y < x. The
relations in S and T yield reductions which replace the out of order monomials yx, zx, zy with sums
of ordered monomials. This reduction is compatible with the order -< of lemma 2.2.1 so we may
apply Bergman's diamond lemma. This will show that the ordered monomials form a basis once we
resolve the overlap ambiguity for the monomial zyx. Using - to denote reductions, we have in Aq,
z(yx) - qzxy - qd+1y qd+2 xyz and (zy)x - qyzx qd+1 yxz z q+2z
which checks out. In Aj we have
z(yx) H-4 zxy + zxz - xzy + 2yzy + 2z 2 y + zXz - xyz + xz 2 + 2y 2 z + 2yz 2 + 2zyz + 2z3 + zxz
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(zy)x -4 yzzx + z2x - yxz + 2y 2 z + 2yz 2 + zxz + 2zyz + 2z 3
k-* xyz + xz 2 + 2y 2 z + 2yz 2 + zxz + 2zyz + 2z 3
which agree as well so we are done.
Let R be a ring, a an automorphism of R and 6 an a-derivation of R i.e. 3 satisfies the skew-
Leibniz rule 6(rs) = r6(s) + 6(r)a(s), r, s E R. Recall that associated to this data, there exists a
ring called the Ore extension R[x; a, 3]. As an R-module, this ring is isomorphic to the free module
Di>ox'R. Multiplication is determined by the rule rx = xa(r) + 6(r) for all r E R. There is a
converse result whose proof we omit.
Lemma 2.3.2 Let R -- + R' be a ring extension such that as an R-module, R' ~ (i>ox 1R for some
x G R'. Suppose there exists an automorphism a of R such that rx - xa(r) G R for all r E R. Then
R' is an Ore extension of R.
Proposition 2.3.3 Let Ro = S or T. Then there exists a chain of subrings Ro D R1 D R 2 D R 3 = k
where Ri is an Ore extension of Rj+1 for i =0,1, 2.
Proof. Let R 2 = k[z] which is an Ore extension of k. The subring R 1 of Ro generated by y and z
(over k) is es;>o y'R 2 as an R 2-module by lemma 2.3.1. Consider first Ro = S. Let a in the previous
lemma be the automorphism of R2 which sends z '-4 qz. The above lemma shows that R 1 is an
Ore extension of R 2 . Let a' be the automorphism of R1 mapping y + qy, z q dz. We conclude
similarly, using lemmas 2.3.1 and 2.3.2 that S is an Ore extension of R 1.
Now consider the case Ro = T. As before, we see that R1 is an Ore extension of R 2 . Let a in
lemma 2.3.2 be the automorphism of R1 which maps y -+ y + z, z -+ z. This is an automorphism
since R1 ~ k(y, z)/(zy - yz - z 2 ). Applying lemma 2.3.2 we conclude that T is an Ore extension of
R1 .
There are surjective ring homomorphisms S -- + Aq and T -+ Aj. The kernels of these maps is
given by the two-sided ideal generated by yd - xz where d is as in (2.1) of proposition 2.2.6 for Aq
and equals 2 for Aj. We wish to show that yd - xz is in fact normal. We need a different ordering
of the monomials. The following is elementary.
Lemma 2.3.4 Let F and F' be semigroups and < a semigroup partial ordering on F' which satisfies
the descending chain condition. Let f : F- IF' be a semigroup homomorphism. Then the induced
order on F defined by a < b whenever f(a) < f(b) is a semigroup partial ordering satisfying the
descending chain condition.
Proposition 2.3.5 The monomials {xiyizk i, k > 0,0 < j < d} form a k-basis for Aq and Aj.
Proof. Let F the free semigroup generated by x, y, z and F' be the free semigroup generated by
u, v. Let f be the semigroup homomorphism from F -+ F' which maps x -* ud , y - uv , z -* v d.
Let -< be the order on F' considered in the previous section which comes from setting v < u. The
partial order < on F we wish to use is that induced from F' via f.
When we apply Bergman's diamond lemma in this case, we have all the reductions that we
used for S and T plus the additional reduction y d 4 xz. These reductions are all compatible with
the new partial order <. The monomials above are precisely the irreducible ones. We need only
resolve overlap ambiguities for the monomials zyx, zyd, ydx and yd+l. We have already resolved the
ambiguity for the monomial zyx in S and T so only the other three need to be resolved.
Consider first Aq.
(zy)yd-I -+ qyzyd-I ... 4 qdydz qd zz2 and z(yd) e zxz qdzz2
which agree while
yd-(yx) 4 qyd-X Y ... H- q Xy - qdx 2 z and (yd)x x xzx z qX2z
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which verifies the second monomial. Finally
y(yd) - yxz -+ qxyz and (yd)y + xzy H-4 qxyz
resolving the last ambiguity.
Now consider Aj. Here d = 2. We check the monomial zy 2.
(zy)y H yzy + z 2y H y 2 z + yz 2 + ZYZ + Z3 _ XZ2 + yz 2 + yz 2 + 2z -xz 2 + 2yz2 + 2z3
z(y 2 ) _4 zxz -* Xz 2 + 2yz 2 + 2z3
For the monomial y2 x we have
y(yx) _ yxy + yzz xy 2 + Xzy + xyz + XZ2 _ X2Z + XYZ + XZ2 + Xyz + XZ2 2Z + 2xyz + 2xz 2
(y 2 )x xzx - X2Z + 2xyz + 2xz 2
which agree as well so it remains to consider y3 :
y(y 2 ) _ yXz xyz + Xz 2  (y 2 )y x zyX xyz + xz 2
which verifies the last overlap check.
Recall that for any graded k-module M = eM,, the Hilbert function of M is hm(n) = dimk M".
Proposition 2.3.6 The element h = y - xz is normal in S and T. Hence Aq S/hS and
A ~- T/hT.
Proof. In S, h skew commutes with x, y and z so the proposition follows. We give a proof for T
which works equally well for S. Lemma 2.3.1 shows that hT(n) = }(n + 2)(n +1) while the previous
proposition shows that hq (n) = 2n + 1. Now h is a regular element since T is an iterated Ore
extension of a domain. This gives an exact sequence,
0 - T[-2] + T -- + T/hT -+ 0
where the [-2] denotes the shift in grading by two. We deduce that
hT/hT(n) = hT(n) - hT(n - 2) = I[(n + 2)(n + 1) - n(n - 1)] = 2n + 1
Since Aj ~ T/ThT has the same Hilbert function, we must have hT = ThT which proves the
proposition.
2.4 Finiteness of Representation Type
Throughout this section let k denote an algebraically closed field of characteristic zero.
Our first goal is to show that quotient surface singularities have balanced dualising complexes so
we may apply the results of chapter 1.
Proposition 2.4.1 Every quotient surface singularity is AS-Cohen-Macaulay of dimension two.
Proof. Let (B, n) be a regular complete local ring of dimension two and let A be the quotient surface
singularity BG (where G is a finite group). Let F be the filtration on A induced from the n-adic
filtration on B. We first show that A is a complete local ring satisfying standard hypotheses 1.1.6
with respect to F. The filtration F is complete since the n-adic filtration is complete on B and
the action of G is continuous. Proposition 2.2.5 shows that grF A ~ (grn B)G so A/FIA ~ k and
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grF A is noetherian by [Mont; corollary 1.12]. This latter implies that the Rees ring D(FPA)tP is
noetherian. Hence A satisfies standard hypotheses 1.1.6. We wish to apply corollary 1.4.4. By
[Mont; corollary 5.9], B is a finitely generated left and right A-module. The inclusion A -* B
is split as a morphism of left A-modules and of right A-modules since we are assuming that the
characteristic of k is zero. Hence corollary 1.4.4 implies that the dualising complex WA of A exists
and is a direct summand of the dualising complex WB of B. Since B is regular of dimension two,
corollary 1.3.8 shows that WB is isomorphic to L[2] where L is an invertible bimodule. Hence, WA
has cohomology in the -2 spot only and A is AS-Cohen-Macaulay of dimension two.
We next establish a noncommutative analogue of the fact that rational double points are Goren-
stein. For this, we will need to introduce the Auslander condition. Below we use the inf function
defined in definition 1.2.18.
Definition 2.4.2 A noetherian ring A satisfies the Auslander condition if for every finitely gener-
ated left or right module M, every i E N and every submodule N C Ext (M, A) we have
inf(RHomA(N, A)) > i
Definition 2.4.3 A noetherian ring A is said to be Auslander-Gorenstein if it has finite injective
dimension and satisfies the Auslander condition. If furthermore, A has finite global dimension then
A is said to be Auslander regular.
For us, the relevance of this notion is given by Levasseur's
Theorem 2.4.4 ([L; theorem 6.3]) Let A be a complete local ring satisfying standard hypothe-
ses 1.1.6. If A is Auslander-Gorenstein then it is AS-Gorenstein.
Proof. Levasseur proves the graded version of this theorem but the same proof works in the complete
local case.
Much is known about Auslander-Gorenstein rings. We will need some results concerning such
rings but first, a
Definition 2.4.5 ([Bj; definition 2.2]) A filtered ring (A, F) satisfies the strong closure condition
if for every finite set of elements x 1 ,... ,x, E A and integers p1,... , pE Z, the ideals x1 (FP1 A) +
. . . + xn(FPn A) and (FP1 A)x1 + . .. + (FP- A)xn are closed.
Theorem 2.4.6 ([Bj; theorem 3.9]) Let (A, F) be a filtered ring which satisfies the strong closure
condition and such that grF A is noetherian. Suppose that grF A is Auslander-Gorenstein of injective
dimension d. Then A is Auslander-Gorenstein of injective dimension ; d.
Theorem 2.4.7 ([L; theorem 3.6(2)]) Let A be a noetherian N-graded algebra. Let x E A be a
homogeneous regular element of positive degree. Then A/xA is Auslander-Gorenstein of injective
dimension d if and only if A is Auslander-Gorenstein of injective dimension d + 1.
Theorem 2.4.8 ([Ba: §1 theorem and definition]) Every commutative Gorenstein ring is Auslander-
Gorenstein.
Let S and T be the rings defined in the previous section.
Corollary 2.4.9 The rings S and T are Auslander regular of global dimension three.
Proof. Since S and T are 3-fold iterated Ore extensions (lemma 2.3.3), Hilbert's syzygies theo-
rem guarantees that S and T have global dimension three. We need to show they are Auslander-
Gorenstein. Now x, y and z are normal in S so applying theorem 2.4.7 three times shows that S is
Auslander-Gorenstein. Also, z is normal in T and T/zT ~ k[x, y] which is commutative Gorenstein
so Levasseur's theorem again shows that T is Auslander-Gorenstein.
Let W= k(T, U)/(TU-q U;U) or k(U,;U)/(U -UU-U 2). Let = BG (where G is a finite subgroup
of SL(ku + kv)).
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Proposition 2.4.10 Let (A, F) be a filtered ring whose associated graded ring is isomorphic to A.
Then A is Auslander-Gorenstein of injective dimension < 2 and hence AS-Gorenstein. If A is a
special quotient surface singularity then the injective dimension actually equals two.
Proof. By proposition 2.2.6 A is either commutative or equals Aq or Aj of the previous section. In
the commutative case, it is well known that q is Gorenstein of injective dimension two and hence
Auslander-Gorenstein. In the other cases, proposition 2.3.6 shows that A is a quotient of the domain
S or T by a normal homogeneous element so by theorem 2.4.7, A is Auslander-Gorenstein of injective
dimension two.
We verify the hypotheses of theorem 2.4.6. We know that grF A is noetherian by proposi-
tion 2.2.5. The strong closure condition follows from [LvO; chapter II, theorem 2.1.2] which states
that every ideal is closed. Hence Bj6rk's theorem shows that A must be Auslander-Gorenstein of
injective dimension at most two. Suppose now that A is a special quotient surface singularity. By
proposition 2.4.1, A has dimension two so the injective dimension of A is two (see the remarks
following definition 1.5.7).
Definition 2.4.11 A complete local ring A with balanced dualising complex is said to have finite rep-
resentation type if the number of isomorphism classes of indecomposable maximal Cohen-Macaulay
modules is finite.
Theorem 2.4.12 Every special quotient surface singularity has finite representation type.
Proof. Let B be a regular complete local ring of dimension two and A = BG (where as usual
G c SL(V)). First note that mod-A is a Krull-Schmidt category by corollary 1.6.2 so it suffices to
show that any indecomposable maximal Cohen-Macaulay module M is a direct summand of B. Let
M' = HomA (M, A). Since A is AS-Gorenstein, A is a dualising complex for A. Furthermore, since M
is maximal Cohen-Macaulay, RHomA(M, A) ~ HomA(M, A) so M is reflexive. Now 0 -+ A -+ B
is split as a sequence of left A-modules so we have a split sequence of right A-modules:
0 -+ HomA (M', A) -+ HomAo (M', B)
Proposition 1.5.4 shows that HomAC (M', B) is a reflexive B-module so by proposition 1.5.8, it is
maximal Cohen-Macaulay and hence free over B (corollary 1.5.10). The theorem follows.
2.5 Regularity in Codimension One
Every commutative quotient singularities is regular in codimension one. In this section we prove an
analogue of this fact for certain special quotient surface singularities.
Let A be a ring. If A is commutative, then regularity in codimension one is traditionally defined
by looking at the localisations at height one primes of A. Unfortunately, noncommutative geometry
tends not to be local so this definition fails for noncommutative rings. An alternative way to define
regularity in codimension one in the commutative case is to consider the scheme X consisting of
Spec A with all the points of codimension two or greater removed. Then A is regular in codimension
one if X is smooth. This suggests,
Definition 2.5.1 Let (A, m) be a two dimensional complete local ring with balanced dualising com-
plex and let T denote the category of m-torsion A-modules. Then A is said to be regular in codi-
mension one if the quotient category Mod-A / T has finite injective dimension.
The category Mod-A / T is sometimes called the punctured spectrum since when A is commu-
tative, it corresponds to the category of quasi-coherent sheaves on Spec A with the closed point
removed.
Let B be a ring and G a finite group which acts on B. Let A = BG. There is a standard
technique for studying the invariant ring A inaugurated by Montgomery in [Mont]. We review some
of the theory, details of which can be found in [Mont] or [McR; chapter 7, section 8].
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Let S be the skew group ring G * B. As a right B-module it is EDEGoB while multiplication
is given by the commutation rule bo- = -(o-(b)). The definition is such that B is naturally a right
S-module. Furthermore, left multiplication by elements of A commute with both the G-action and
right multiplication by elements of B so B is an (A, S)-bimodule.
We wish to set up a Morita context involving S and A. Let e be the idempotent a E - in
S so that eS is a projective S-module. Note that e commutes with elements of A. The Pierce
decomposition shows that Ends(eS) ~ eSe. A simple computation [McR; 7.8.7] shows that there is
an isomorphism A -+ eSe given by a -+ eae = ae = ea. Now eS is an (A, S)-bimodule which by
[McR; proposition 7.8.5] is isomorphic to ABS, the isomorphism being given by e -4 1. This shows
in particular that eS = eB. The Pierce decomposition also shows that Homs(eS, S) = Se. From
this data, we obtain a Morita context
#: eS Os Se - eSe ~ A , : Se OA eS - S
where the maps are appropriate restrictions of the multiplication map in S. The map 0 is always
an isomorphism. Morita theory states that if V) is surjective then the functors - OA eS and - Os Se
define a natural equivalence between Mod-A and Mod-S. This will never occur if G is non-trivial
and B is local with residue field k. We wish to obtain a Morita theory for quotients of Mod-A and
Mod-S.
Given an ideal J of some ring, let J-tors denote the category of J-torsion modules.
Proposition 2.5.2 Let J be an ideal of the ring B and I be an ideal of the ring A = BG. Suppose
that (*) I' C J and J" C IB for some n E N. If S/SeS is J-torsion then - OA eS and - Os Se
induce inverse equivalences between the quotient categories (Mod-A)/(I-tors) and (Mod-S)/(J-tors).
The condition (*) holds if B is a noetherian algebra over a field k, G acts by k-automorphisms, J
is the Jacobson radical of B, dimk B/J is finite and I = J n A.
Proof. We first show that the map 0 of the Morita context is an isomorphism modulo J-torsion.
By hypothesis, it is surjective so we need only show that K := ker b is J-torsion. Now Se is a
projective left S-module so we have an exact sequence
0 -> K os Se -> Se OA eS Os Se -4 Se
The last map is an isomorphism since q : eS Os Se -- + eSe is. Hence K Os Se = 0. This shows
that K ~ K/(K Os Se (A eS) ~ K Os (S/SeS) which is J-torsion so 0 is indeed an isomorphism
modulo J-torsion.
We now show that -Os Se induces a functor from (Mod -S)/(J-tors) -+ (Mod -A)/(I-tors).
By [G; chapitre III, §1, corollaire 2], it suffices to show that the composite
Mod -S - >ese Mod -A -- > (Mod -A)/(I - tors)
is exact and maps J-torsion modules to 0. Exactness holds since Se is projective so we need to
verify that M Os Se is I-torsion whenever M is a J-torsion S-module. This follows from condition
(*) which guarantees that
M Os SeIP = M Os BeI" = M Os BI'e C M Os Je = MJ Os Se
Now we show that -(&AeS induces a functor on quotient categories by showing that the composite
a: Mod -A -^es> Mod -S -> (Mod -S)/(J - tors)
is exact and annihilates I-torsion modules. We know that a is right exact so consider an injection
M -- N of A-modules. Let K := ker(M OA eS -+ N OA eS). Since, Se is a projective S-module
we have an exact sequence,
0 -> K Os Se -- * M OA eS OS Se -* N OA eS Os Se
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Since 0 : eS OA Se -- A is an isomorphism, the map on the right is injective and K os Se = 0.
By the argument in the first paragraph, this shows that K is J-torsion. Hence a is exact. Now let
M be an I-torsion module. Then
M OA eJn C M OA eIB = M 9A IeB = MI 0A eB
so M OA eS is J-torsion so - O eS induces a functor on quotient categories as desired.
To see that the functors - OA eS and - Os Se induce inverse equivalences between quotient
categories, we need to show that the composites - OA eS Os Se and - OS Se OA eS are naturally
equivalent to the identity on the quotient categories. This follows from the fact that # and '{ are
isomorphisms modulo torsion.
Finally, we check the last assertion. We have I C J so it remains to show that J' C IB for
some integer n. The hypotheses ensure that all objects are defined over k. Now B is a finitely
generated right A-module while A/I is finite dimensional over k since it embeds in B/J. Hence
B/IB is finite dimensional and consequently annihilated by a power of J. This completes the proof
of the proposition.
Now let k denote an algebraically closed field of characteristic zero. For the rest of the section,
(B, n) will denote a regular complete local ring of dimension two. The first step towards proving
regularity in codimension one is
Proposition 2.5.3 Let (B, n) be a regular complete local ring of dimension two and S the corre-
sponding skew group ring. The quotient category (Mod-S)/(n - tors) has injective dimension at
most two.
Proof. Using the averaging trick (see [McR; theorem 7.5.6]), we see that gl. dim S = gl. dim B = 2.
It thus suffices to show that the quotient functor 7r : Mod -S -+ (Mod -S)/(n - tors) maps
injectives to injectives. By [G; chapitre III, §3, corollaire 1], 7r has a right adjoint which we shall
denote by p. Furthermore, [G; chapitre III, §3, corollaire 2] states that every injective S-module
has the form I G p(J) where I is the injective hull of an n-torsion S-module and J is an injective
in (Mod -S)/(n - tors). Since 7rp = id, we are reduced to showing that injective hulls of n-torsion
S-modules are n-torsion.
Let M be an n-torsion S-module and E be the injective hull of the underlying B-module MB.
We know already by proposition 1.3.5 that E is n-torsion. Now F = HomB(S, E) is an injective
S-module since Homs (-, F) is naturally isomorphic to the exact functor HomB (-, E). Consider
the sequence of S-module morphisms,
M -* Homs(S, M) -4 HomB(S, M) -+ HomB(S, E) = F
All the maps above are injective so the injective hull of M embeds in F. Since S is finitely generated
and E is n-torsion, F is n-torsion. Hence so is the injective hull of M. This completes the proof of
the proposition.
One can actually show that the injective dimension of (Mod -S)/(n-tors) is at most the injective
dimension of (Mod -B)/T(B). Presumably, this latter is one since when B is commutative, the
corresponding punctured spectrum is a smooth scheme of dimension one.
Let u, v be topological generators for B as in proposition 2.2.2. As in §2.1, we let V = ku + kv
and identify GL(V) with GL 2 using the basis u, v. Let , 7 be primitive d-th roots of unity for
some d E N and o-= ( 0). We first prove regularity in codimension one for the following quotient
singularities,
Proposition 2.5.4 Suppose that the action of o- on V extends to B and let G be the group generated
by a-. Then SeS contains Sn2 d. Hence the quotient singularity A = BG is regular in codimension
one in this case.
Proof. To show SeS D Sn 2d it suffices to show that Uiv2d-i E SeS for 0 < i < 2d. We will prove
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this in the case where i > d. The case i < d is similar. For any 0 < 1 < d, SeS contains
O<r<d O<r<d
Since is a primitive d-th root of unity, we see that SeS also contains _ 11 z = iV2d--i as was
to be shown. Hence SeS D Sn 2d and we may invoke proposition 2.5.2 to conclude that Mod -A/T
is naturally equivalent to (Mod -S)/(n - tors). This has finite injective dimension by the previous
proposition so A is regular in codimension one.
For other examples, we need to reduce the question to the graded case. Let W = gr, B and
ii = grn n. Note that there is an n-adic filtration on S arising from the right B-module structure.
Let S denote the associated graded ring gr, S which is isomorphic to G *B.
Lemma 2.5.5 If 3/Se9 is ii-torsion then S/SeS is n-torsion.
Proof. The lemma follows from the fact that the ideal grn SeS of S contains SeS.
Recall that o E GL 2 is a pseudo-reflection if c- $ 1 and 1 is an eigenvalue for o-.
Proposition 2.5.6 Suppose G is a finite subgroup of GL 2 without pseudo-reflections which acts
linearly on B and B = grn B is commutative. Then BG is regular in codimension one.
Proof. By the previous lemma, it suffices to show that S/SeS is ii-torsion. This is well-known.
We may choose homogeneous elements fi, f2 c A: BG such that B/(fi, f2) is -i-torsion. By [Yos;
lemma 10.7.2], the hypotheses ensure that the map Spec B -+ Spec A is 6tale away from the vertex
ii. This implies in particular that A' = A[fi- 1 ] -+ B' = B[f71 ] for i = 1, 2 is separable. This means
that the multiplication map p: B' OA, B' -- + B' has a section # which is also a (B', B')-bimodule
homomorphism. Let 0(1) = Z xj 0 y3 . Note that for a E G, a 0 1 induces a map B' OA, B' -- + B'.
Hence for any b E B' we have
a(b) o-(xj )yj = (a 0 1)( bxj 0 yj) = (a ® 1)(0(b)) = (a® 1)(xj 0& yj b) = b a-(xj)yj
If o- : 1, then choosing b such that a(b) :4 b shows that Ej a(xj)yj = 0. Let n E N be large enough
that fJnxj, ff yj are in B for all j. Then Se3 contains
Ef go-jy = f onEaC(Xj)yj = f nEXjyj = f2n(p)(1) = f2n
Since B/(f n, f2n) is Ti-torsion, S/SeS must also be ii-torsion.
We have thus shown that every special quotient surface singularity is regular in codimension one
with the possible exception of the rings BG where G is non-diagonal and gr, B is not commutative.
The result is not known in this case but the method of proof above certainly fails as we shall
see presently. Let B = k((u, v))/(vu + uv) and G be the cyclic group of order four generated by
-r (0 _'). The invariant ring A = BG is regular in codimension one since it is just the commutative
power series ring in two variables u2 + v2, uv. However,
Claim 2.5.7 The bimodule S/SeS is not n-torsion.
Proof. We make a change of variables u' = u + iv, v' = u - iv. The action of T is given by
r(u') = iu', r(v') = -iv'. The defining relation in the new variables is 'u' = v'v'. We use
Bergman's diamond lemma to compute a Gr6bner basis with respect to these variables. Checking
the monomial u'u'u' yields a new relation v'v'a' = a'v'v' but otherwise, all overlap ambiguities are
resolved. We hence obtain a Gr6bner basis consisting of monomials of the form 'v'u'v' .. .u'v''... V
or v'u'v'u' v' ... u' 'v' .. .v'. We wish to show that (u'v')" does not lie in SeS for any n E N. Let
xi = (u'v')', yi = xiu', z.-i = v'x-i- 1. Now given any two monomials, Mi1 , M 2 in the Gr6bner basis,
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T3 (M1)m 2 is a monomial which can be rewritten as a scalar multiple of a monomial in the Gr6bner
basis. It will be a scalar multiple of x, if and only if m, = x1, m 2 = Xn-1 or mi = yi, m 2 = z.- 1 . Now
given a, b E B, aeb = 1 Z:o 3 Trj (a)b. Hence if x, E SeS = BeB, then there exist al E k, 0 < 1 i n
and b, E k, 0 < 1 <n such that
3 n 3 n-1
xn = E 1: ajT3Tj (xl)xn-1 + : E b1TjT3 (YI)Zn-1
j=0 1=0 j=0 1=0
= [( aj+lZbj)+(Za+i b)T +(Z a - Z bl)T 2 + (Z ai - i biVjT3]xn
Comparing coefficients of ri we see that we cannot solve for the al, bl. This contradiction shows
that (U'V')n = xn does not lie in SeS for any n.
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Chapter 3
Singularities of Type Ad_1
Throughout this chapter, we fix an algebraically closed field k of characteristic 0.
The approach in the previous chapter for finding noncommutative analogues of rational double
points was to examine invariant rings of noncommutative analogues of k[[x, yll. One problem with
this method is that it is difficult to describe such rings in terms of (topological) generators and
relations.
Properties of filtered rings are often determined by their associated graded rings. This suggests
that nice classes of rings can be defined by imposing a condition on the associated graded ring.
For example, the class of regular complete local rings of dimension two was defined this way (see
definition 1.3.1).
In this chapter, we adopt this approach to define a class of noncommutative analogues of rational
double points. To this end, let B be the associated graded ring of a regular local ring of dimension
two i.e. k(u, v)/(vu - quv) or k(u, v)/(vu - uv - v2 ). Let G be as usual, a subgroup of SL(B 1 )
whose action extends to B. We will say that G is diagonalisable if by changing variables u, v in
a manner which preserves the relation vu = qjuv or vu = uv + v 2 , G can be made into diagonal
subgroup of SL(B). By lemma 2.2.4, if B is not commutative, then G is diagonalisable if and only
if it is diagonal.
Definition 3.1.8 Let A be a complete local ring satisfying standard hypotheses 1.1.6, whose asso-
ciated graded ring grFA B . We say that A is a singularity of type:
" Ad-i if G is a diagonalisable subgroup which is cyclic of order d.
" Dd if G is a binary dihedral group of order 4(d - 2) which is not diagonalisable.
" E 6 , E7 or E8 if G is binary tetrahedral, octahedral or icosahedral respectively.
Often, we will omit the subscript and speak of singularities of type A, D or E accordingly. Note
that by the proof of proposition 2.2.6, if G is diagonal then it is automatically cyclic. Note also that
the binary dihedral group of order four is just the cyclic group of order four. This D3 case is the
only instance where G is cyclic but not diagonalisable.
Note that by proposition 2.2.5 we have,
Remark 3.1.9 Every special quotient surface singularity is a singularity of type A, D or E.
Note: Recall from proposition 2.4.10, that any singularity A of type A,D or E is Auslander-
Gorenstein of dimension two. Furthermore, since B is a domain, grF A is a domain and hence so is
A.
We will concentrate on singularities of type Ad_1 so let A be such a ring. Let Aq be the
graded ring defined by the relations (2.1) of proposition 2.2.6 and Aj the graded ring defined by
the relations (2.2). We call these relations the standard relations for Aq and A. Proposition 2.2.6
shows that the associated graded ring of A is either Aq or Aj. In the first case, we will say that A
is a q-singularity and in the second case we will say that A is a Jordan singularity.
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We wish to determine all singularities of type Ad-1. Let P be the noncommutative power series
ring k((x, y, z)). We set the degree of x and z to be d and the degree of y to be 2. We filter P
using the degree as in §2.1. Our first step will be construct a family of singularities of type Ad-i
depending on a parameter g E kz + F 3P. Note that when d > 3 then kz C F 3P so it plays no role.
The inclusion of kz is to account for Jordan singularities in the d = 2 case.
Theorem 3.1.10 Suppose A is a quotient of P = k((x, y, z)) with the induced filtration and defining
relations,
yx = qxy + xg , zx = (qy + g)d , zy=qyz+gz , yd = zz (3.1)
where g C kz + F 3 P. Then A is a singularity of type Ad-1. It is a Jordan singularity when g 0 F3 P
and q = 1 and a q-singularity otherwise.
N.B. The origin of these relations will be clear from the proof of the next theorem.
Proof. We wish to apply proposition 2.1.4 to determine the associated graded ring of A. We order
monomials as in proposition 2.3.5 and note that the relations 3.1 are compatible with this partial
order. We need to check overlaps for the monomials ydx, zyx, zyd and yd+1
yd-1(yx) _ yd-lx(qy + g) -* yd 2 X (qy + g)2 H-4 ... -* x(qy + g)d
(yd)x - xzx '-+ x(qy + g)d
verifying the overlap check for ydx. The overlap check for zyd is similar so we consider zyx.
z(yx) '-+ zx(qy + g) F4 (qy + g)dl and (zy)x '-* (qy + g)zx - (qy + g)d+l
which also agree. Finally, we have
(yd+l)y F4 xzy - qxyz + xgz and y(yd+l) F-4 yxz -4 qxyz + xgz
This verifies the hypotheses for proposition 2.1.4. Thus if Y, Y, I are the images of x, y, z in grF A and
j is the image of g in F 2 P/F3P, then grF A is the k-algebra with generators Y, Y, and defining
relations
Y2 =qzY + Y7 , Y = (qy + g)d, V =gqY - +y , -T I V
These are in fact defining relations for Aq or Aj too. To see this, observe first that when g E F 3 P so
that g = 0, then the above equations reduce to the standard relations ((2.1) of proposition 2.2.6) for
Aq. Suppose now that g = az for some nonzero a E k. If q = 1 then the linear change of variables
Y - a-2 ,y -4 a-ly ,F-+ gives the standard relations ((2.2) of proposition 2.2.6) for Aj.
Similarly, when q # 1 the linear change of variables
Y F-- Y + a(q + 1)(q - 1)-'y + q(q + 1)2 (q , 1)-2 y + a (q - 1)-1
gives the standard relations ((2.1) of proposition 2.2.6) for q. This finishes the proof of the theorem.
We have a converse result.
Theorem 3.1.11 Any singularity A of type Ad-1 is isomorphic to the quotient of P = k((x, y, z))
with defining relations (3.1) of theorem 3.1.10. More precisely, let z, y, z be generators of grFA
satisfying the standard relations for Aq or A 1 and x, y, z be lifts of Y, V, z to A. Suppose the last
relation yd = xz holds. If A is a q-singularity then there exists g C F3 A such that the other relations
in (3.1) also hold. If A is a Jordan singularity then there exists h G F3 A such that the relations in
(3.1) hold with g = z + h.
Proof. Suppose first that A is a q-singularity. We saw in proposition 2.3.5 that the hypotheses for
Bergman's diamond lemma were satisfied for grFA. Hence, we may apply proposition 2.1.4 which
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shows that A is a quotient of P with defining relations:
(*) yx=qxy+z' , zx=q dy d+ y' , zy =q yz + x' , yd = Xz +'
where x', z' E Fd+3A , y', W' E F 2 d+1A. Observe that in the last relation we can eliminate the higher
order term as follows. First note that propositions 2.3.5 and 2.1.1 yield the topological Gr6bner basis
{xiyizkj i, k > 0, 0 < j < d} for A. Hence, since the degree r of w' is at least 2d + 1, we can write
W' = Xi + x z with 1,.i E FrdA. Replacing x with x1 = x +2 and z with zi = z + i we find
yd = x 1 zi - W where w" = ir E F2r-2dA which is deeper in the filtration than w'. Iterating this
procedure produces the desired elimination so henceforth we shall assume that w' = 0.
We now determine some consequences of associativity.
(yd)x = xzx = qdxyd +x' -- qdx 2 z + xy'
This also equals,
d-1
(y...(yx)...) qdX 2 z+ qiyd-1-iz'y
i=0
Similarly,
qxyz + z'z = yz y(yd) = (yd)y = xzy = qxyz + xx'
This yields two "diamond lemma" equations,
d-1
xy'~ = id-1-iz'yiXYq Yd l j (3.2)
i=O
z'z = XX' (3.3)
Writing out x' and z' in terms of the Gr6bner basis and comparing coefficients in equation (3.3), we
see we must have x' = gz and z' = xg for some g E FA. Note that by induction, y'x = x(qy + g)'
so (3.2) gives,
d-1
xy =E qix(qy + g)d-l-igyi
i=0
Since A is a domain, we may left cancel by x and then use the noncommutative binomial theorem
to deduce
y' = (qy + g)d - qyd
proving the theorem when A is a q-singularity.
Suppose now that A is a Jordan singularity. As in the previous case, we may apply proposi-
tion 2.1.4 to deduce that A is a quotient of P with defining relations
yX =X y + Xz + ' , zx = y 2 + 2yz + 2z2 + YI , zy=yz+z 2 +X' yd= Xz + W
As before, we may change variables to eliminate w'. We consider some consequences of associativity.
Xyz + Xz2 + z'z = yXZ = y3 = XZY=Xyz + Xz2 + XX'
Hence we get xx' = z'z as in equation (3.3). It is thus possible to find h C F 3 P such that
' = hz, z' = xh. This gives all the relations in (3.1) except the second one. We determine y' by
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considering the monomial zy 2
z(y 2) zXz y 2 z + 2yz 2  2z 3 + y'z
(zy)y = yzy + z 2 y + hzy = y 2z + yz 2 + yhz + zyz + z3 + zhz + hyz + hz 2 + h2z
= y 2 z + yz 2 +yhz+yz 2 + z 3 + hz2 + z 3 +zhz+hyz+ hz 2 + h2z
On comparing these two equations we see that
y' yh+2hz+ zh+hy+ h2
Substituting back in gives
zx= y 2 + 2yz + 2z2 + yh + 2hz + zh + hy + h2
We compare this with the right hand side of the corresponding relation in (3.1):
(y + z + h) 2  y 2 + yz + zy + z 2 + yh + hz + zh + hy + h2
= y2 + 2yz + 2z2 + yh + 2hz + zh + hy + h2
Since these coincide, we are done.
We now consider the question of when a q-singularity of type Ad_1 is a special quotient surface
singularity, that is, we wish to find smooth d-fold covers of "Spec A". Recall that q C k is said to
be generic with respect to d-th roots of unity if 1 is the only power of q which is a d-th root of unity.
This is equivalent to the fact that either q is not a root of unity or q is a primitive n-th root of unity
where n is coprime to d. Note for such q, the geometric sums d_-O1 q% are non-zero for every 1 E Z.
To simplify notation, we will suppress the P in FPP and denote it by just FP.
Theorem 3.1.12 Let q C k be generic with respect to d-th roots of unity and A be a q-singularity
of type Ad_1. Let q be any d-th root of q which is also generic with respect to d-th roots of unity.
(N.B. Such a i always exists). Then there exists a complete regular local ring of dimension two,
B = k((u, v))/ (vu - quv - c) such that A _ BG where G is the cyclic group < o- > of order d which
acts on B via, 01 : u _ Eu , v - e--1v for any primitive d-th root of unity e.
Proof. By theorem 3.1.11 we may assume A has the relations (3.1). We consider g in the relations as
a noncommutative power series in x, y, z. There are many choices for g and we pick one at random.
We set P = k((u, v)) where u, v have degree one and let G act by o- : u - eu, v a ev. Let F be
the natural filtration on P induced by degree. We need to find x, y, z, c E PG such that x, y, z satisfy
relations (3.1) modulo the relation vu = quv + c. It turns out that we may choose y = q(1-d)/2UV
where q(1-d)/2 denotes either of the two square roots of q(1-d). The key reduction in the proof of
the theorem is the following lemma.
Lemma 3.1.13 Let y = qU--d)/ 2uv,xo = ud,z 0 = Vd,co = 0. It suffices to find inductively
xi, zi, ci E pG such that the following equations hold,
yxi qxiy + xigi mod (ri) + kudv 2+i + F d+3+i
ziy qyzi + gizi mod (ri) + uFl+iVd + Fd+3 +i M
y d x zi mod(ri)
where ri = vu - ijuv - ci, gi = g(xi,y,zi) and also xi+ 1 = xi,zi+1 = zi mod F d++i and
ci+1 = ci mod F 3+i. The congruences hold when i = 0.
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Proof. We need to deal simultaneously with all the regular complete local rings P/(ri) so it is
convenient to work in P as follows. Recall from lemma 2.2.3 that the diamond lemma on P/(ri)
yields a topological Grdbner basis consisting of the monomials {uv' }. The diamond lemma actually
gives more. It gives a projection pi E Endk (P) onto the completion of the linear span of the Grdbner
basis such that, for a, b E P, a = b mod (ri) if and only if pi(a) = pi(b). This projection comes from
the reduction system "replace the submonomial vu with quv + ci" (see [B; p.180] or theorem 4.2.2).
Also, for any p E N, the congruence a = b mod (ri) + FP is equivalent to pi(a) = pi(b) mod FP since
the pi's do not decrease degree. In general, the computation of pi(a) involves an infinite number of
replacements vu -* quv + ci but the computation of pi (a) modulo FP stops after a finite number of
replacements.
Let x, z, c be the limits of {xi}, {zi}, {ci} and p E EndkP the projection associated to c. We wish
to show that B = P/(r) is the sought for "smooth d-fold cover" of the theorem. Note that since
c,, c E pG, G acts on P/(ri) and P/(r).
Theorem 3.1.11 shows there exists j E PG such that,
yiX qxjy + xij mod (ri)
ziy E qyz + zi mod (ri) (*)
yd xizi mod(ri)
We compare the first congruence with the first congruence of (t). Note that the lowest degree term
of pi(xi(gi - j)) is the product of ud with the lowest degree term of pi(gi - j). Hence
pi(gi - j) 0 mod kv2+i ± F3 +i
Similarly, comparing the second congruences of (*) and (t) we find
pi(gi - y) 0 mod uF+ + F3+i
Now the intersection of kv2+i + F3+i and uFl+i + F3+i is F 3+i so in fact gi mod (ri) + F 3+i
and the first two congruences of (t) become,
yxi E qxiy + xig mod (ri) + F +3+i (3.4)
ziy qyzi + gizi mod (ri) + Fd+3+i (3.5)
We can now show that A ~ BG. It is clear that BG is (topologically) generated by the images of
x, y, z in B so it suffices to show they satisfy the desired defining relations. Now let g also denote
g (x, y, z). Modulo Fd+3 +i we have,
0 = pi(yxi - qxiy - xigi) = pi(yx - qxy - xg) = p(yx - qxy - xg)
The last congruence follows from the fact that if W is of degree > d+ 2 then p(W) - pi(W) E Fd+3+i
since c = ci mod F 3+i. Hence in B we have yx = qxy + xg which is the first of the defining relations
in (3.1). Similarly we have yd = xz so we may apply theorem 3.1.11 to find relations
yx = qxy + xg' , zx = (qy + g')d , zy = qyz + g'z
Since B is a domain we must have g = g' verifying the lemma.
We now return to the proof of the theorem for which we need to verify the inductive step in the
lemma. We may assume the congruences (3.4), (3.5) and the last congruence of (t) hold for some
particular value of i and set ci+1 = ci + Ac, xi+1 = xi + Ax, zi+1 = zi + Az where Ac E F 3+ipG
and Ax, Az E Fd+1+ipG are to be solved for. We may replace the last congruence in (t) with the
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weaker congruence
y - Xizi mod (ri) + F2 d+l+i (3.6)
since, by the argument in theorem 3.1.11, we can alter xi and zi in degrees > d + 1 + i to obtain
y d =izi mod (ri).
For the rest of the proof, it may be helpful to keep in mind that we are only interested in Ac
modulo F4 +i and Ax, Az modulo Fd+2 +i and that the congruences (t) we wish to solve lead to
linear congruences.
We consider the first congruence in (*) and determine the effect of replacing ci with ci+1. As has
been noted already, any term W of degree > d + 3 satisfies pi(W) = pi+ (W) mod Fd+4 +i. This
accounts for all terms in the congruence except the lowest degree terms of yxi and xiy. The lowest
degree term of xiy is ud+1v which is already in lexicographic order so we deal with the former,
d
Pi((1-d)/2UV)Ud) qUd(1-(ld)/ 2 UV) ± 7(1-d)/ 2 pi( -1 jciud-)
j=1
d
qud(-(ld)/ 2UV) + (1-d)/ 2 pi(Z E jlujCi+ud)- _
j=1
d
q(1 d)/2, j--1 Uj(,AC)Ud-j)
j=1
d
pi+1 (((1 -d)/2 UV)Ud) _ (1-d)/2 1 -1 j (Ac)udi) mod Fd+4+i
j=1
which yields,
d
yxi qxjy + xig + q(1--d)/2 E4-1 j(Ac)ud- mod (ri+1) + Fd+4 +i
j=1
We carry out a similar computation with the other congruences in (*). The second is similar to the
first so we consider the last. Set t(n) = n(n + 1) to be the n-th triangular number. Again, the key
term will be the lowest degree one,
p,((q(1-d)/2UV)d) -t(d-l)p(U(qUV + C)d-V)
=-q- t(d-1)p,(U[(qUV + C,)d-1 _ (qUV)d-I]V + jd-1U(UV)d-1V)
d-1
=-4- t(d--1) p(Et(d-1)-t(i)Ud-j[(qUV + c,)j _ (qUV)j]Vd-j) + U d Vd
j=1
Now the pi's preserve left multiplication by u and right multiplication by v so we may concentrate
on the square bracketed term,
pi[(quv + ci)j - (quv)]= p [(quv + Ci+1 - Ac)j - (quv)']
pi[(quv+ ci+1)j - (quv)j] - pi[ ' - (uv)1 -( Ac)(uvi-']
11
mod F 2j+ 2+i
pi+i[(iuV + ci+1)3 - (uv)J] - pi+1[q- L(v) 1(Ac)(UV)i-I]
mod F2j+2+i
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Substituting back in and reversing the above computation for i + 1 instead of i gives,
d-1 3
p((q(1-d)/2UV)d) P±1 ((71-d)/ 2uv)d) [- (AC)(u)ivd-
mo1 =1
mod F 2d+2+i
Hence,
d-1 j
d J-1-t(j) di (uv)-1 (Ac)(UV-lvd-i
j=1 1=1
Incorporating also the effect of changing xi, zi to xi+, zi+1 we find,
YXi+1
Zi+1Y
mod (ri+1) + F 2d+2+i
d
qxi+ + l 1i+1 + 4(1Ad)/2 -- C + - x) - q(Ax)y
j=1
mod (ri+1 ) + Fd+4+i
d
qyzi+1 + jzi+1 + (1+ (Az)y - qy(Az)
=1
mod (ri+1) + F d+4+i
(t)
d-1 3
yd -xi+ 1 zi+1 + -SJ-1-t()udj (uv-1 (AC)(uv-Vd- - (AX)zi+i - X,+1(AZ)
j=1 l=1
mod(ri+1) + F2d+2+i
Let Ag = pi(gi - ) which, as was noted in the proof of the lemma, lies in F3+ipG. Note that since
g C F 3 we have 9j+1 - gi C F4 +i. Also,
mod F 4+i
Hence on comparing the congruences (f) with the desired ones (t) and (3.6), we see the theorem
amounts to solving,
d
Ei1 i(Ac)ud-i + y(AX) - q(Ax)y
j~1
d
E -vd-i(Ac)v I + (Az)y - qy(Az)
j=1
mod (ri+1) + kudv 3+i + Fd+4+i
(3.7)
mod (ri+1) + uF 2 +ivd + Fd+4+i
(3.8)
d-1 3
0 -1t -t(j)ud-j(uv)1 -(A)(v)j-vd-i - (AX)zi+ - xi+1 (Az) mod (ri+1 ) + F2 d+2 i
j=1 1=1
(3.9)
The above congruences are linear in Ax, Az, Ac, Ag and admit the trivial solution when Ag E F4 +i.
Hence, we may assume Ag = u3v7 where / + -y = 3 + i. There are two cases:
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Xi+1 (Ag) 4(1-d)/2
(Ag)zi+1 q (1-d)/2
Pi+ 1(gi+1 - Pi (gi+1 - )
Case 1 3 > 0: Let Ax = 0 and Ac = auv-. Note that Ac E F3+pG since Ag E F3+ipG. Since,
d d
Pi±1 S ~u ji(Ac)ud-i) =a(5 jj-1+,(d-j))ud+0v mod Fd+4 +i
j=1 j=I
solving (3.7) depends on the invertibility of Z_ 1 .j1+y(d-). But our hypothesis on - guaran-
tees this geometric sum is non-zero. Now Pi+1 of the double sum term in (3.9) is a multiple of
ud+0-1vd+y-1 modulo F2d+2+i so we may solve (3.9) by setting Az to be an appropriate multiple
of u3-1vd+-1. Note that Az E Fd+1+ipG as was required. Finally, to check (3.8) we need only
observe that Pi+1 of every term lies in uPvd.
Case 2 3 = 0: Let Az = 0. As in the previous case we can solve (3.8) to find Ac = av7 and (3.9) to
obtain Ax as some multiple of ud-1vY-1. The verification of (3.7) is as in the previous case.
This completes the proof of the theorem.
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Chapter 4
Twisted Multihomogeneous
Coordinate Rings
4.1 Introduction
Given a projective scheme X over a field k and an ample invertible sheaf L on X, one can construct
the homogeneous coordinate ring
B = ioHO(X,Lo')
which reflects the geometry of X in the sense of Serre's theorem (see [FAC; chapter III §2] or [EGA;
§2.7]). In [AV], Van den Bergh defined a noncommutative version of this ring by using the same
formula but replacing the invertible sheaf with its noncommutative analogue, an invertible bimodule
(see below for definitions). Furthermore, this twisted homogeneous coordinate ring, denoted by
B(X; L), reflects the geometry of X in the same way the commutative coordinate ring does. This
tight connection with geometry enabled Artin and Van den Bergh to prove that B(X; L) is noetherian
when L is ample.
Let B = B(X; L) and m = B1 D B 2 e ... denote its augmentation ideal. Then one expects the
Rees algebra B[mt] to be noetherian since, algebro-geometrically, it corresponds to a blowing up.
Similarly, since the tensor product corresponds to the fibre product, one expects the tensor product
of twisted homogeneous coordinate rings to be noetherian. The main goal of this paper is to prove
these two facts along the lines of [AV] by interpreting these rings from a geometric standpoint.
In both the case of the Rees algebra and the tensor product, the resulting algebra is bigraded,
which in commutative algebra corresponds to biprojective geometry. Given two line bundles L, M
on the projective scheme X one can form the bihomogeneous coordinate ring,
B(X; L, M) = EDgoH 0(X, LO' 0 Mod)
We mimic this construction replacing L and M with invertible bimodules. The only obstacle is that
M9L and L 9M are not necessarily isomorphic, let alone canonically isomorphic, so it is unclear how
to define multiplication. The construction of the twisted bihomogeneous coordinate ring thus involves
the additional data of a commutation relation, which is a bimodule isomorphism q : MOL -* LOM.
We in fact construct multi-homogeneous coordinate rings from an arbitrary number of invertible
bimodules. It turns out that the Rees algebra and tensor product of twisted homogeneous coordinate
rings are indeed examples of such rings. We show that the multi-homogeneous coordinate ring reflects
the geometry as per Serre's theorem if the invertible bimodules satisfy some analogue of ampleness.
Unfortunately, such rings are not automatically noetherian. However, we do give a criterion for the
ascending chain condition (ACC) to hold which includes the case of the Rees algebra and tensor
product of twisted homogeneous coordinate rings.
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4.2 Bimodule Generators and Relations
We wish to construct a bimodule algebra analogous to the construction of algebras via generators
and relations. Before recalling Van den Bergh's notion of a bimodule algebra we consider algebras
in a general setting.
Let C be a monoidal, abelian category with infinite direct sums. For the definition of a monoidal
category we refer the reader to [Ml; Chapter 7, Section 1]. Let the bifunctor from the monoidal
structure be called tensor product and be denoted by 0. Assume that the tensor product is right
exact in each variable and commutes with infinite direct sums. Hence C is essentially a tensored
category in the sense of [M2; Section 6] except that we do not insist that the tensor product be
commutative, but we do require infinite direct sums and the compatibility of such sums with tensor
products. We define the free algebra on L 1 , ... , L, E C to be,
T = T(L1, .. . , L,) := Lil . L ik (4.1)
where the indices i3 E . ... , s} and k E N. As usual, when k = 0, we get the empty tensor product
which we define to be the two-sided identity I, of 0. In future, we will omit the tensor symbol if its
meaning is clear. Now T is naturally graded by the free semigroup F on s generators. For v E F we
will denote the v-th graded component by T,.
Recall that an algebra or monoid in C is an object A in C equipped with a multiplication morphism
p : A 0 A -a A and a unit morphism I -+ A, such that the usual compatibilities hold (see [Ml;
Chapter 7, Section 3] for details). The object T(L 1,... , L,) is naturally an algebra in C. The unit
map is precisely the identification of I with Te where e is the identity in F. Since tensor products
commute with infinite direct sums, the multiplication map can be defined by giving morphisms
p,, : T, 0 T - T-* ,. We define p,,, to be the canonical isomorphism.
Let Caig denote the category of algebras in C and let A be an object in Caig. Suppose we are
given a set of objects {U0 } 0 gJ in C and sets of morphisms {#0,i : U, -+ A}IjEj in C. Even though
the Ua's are only objects in C, we can still speak of the coequaliser in Caig of the diagram,
where a runs through J and the 0,,i run through J,. The coequaliser in Cag is an object B in Caig
equipped with a morphism r : A -+ B in Cag which firstly; satisfies the property that given any
two maps 0,,jq5 : U, -* A in the diagram, we have the equality r o a,i = 7r o q$,j in C and
secondly; B is the universal object in Caig with respect to this property.
We define a relation on T to be a morphism of the form q U -+ T where U is a subobject of
T (in C).
Definition 4.2.1 Let l = {#0 : U, -+ T} be a set of relations on T = T(L 1,... , Ls). We define
the algebra with generators Li and relations ( to be the coequaliser in Caig of the diagram
U, T
where i, is the canonical inclusion. We denote this algebra by T(L)/(1).
Hence T(L)/(4) is the "largest" quotient algebra of T which identifies the domains of the 0,'s with
their images.
Example 1 We show here, how an algebra over a field k defined by generators and relations, can
be constructed in this setting. Let C be the category of vector spaces over k and 0 be the usual
tensor product. The category Cag of algebras in C is precisely the category of k-algebras. Let
A be the algebra with generators xi for i = 1,... ,n and relations r, = s,, where r, and s, are
noncommutative polynomials in the xi. Let Li = kxi, U, = kr, and 0" : U, -+ T be the map
which sends r, -+ s,. Then A ~ T(L)/(,).
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We will only be interested in relations which are of the form # : T, -- T, where v E F and the
image lies in the sum of finitely many graded components of T. We shall call such relations monic.
Since 0 is a bifunctor, we may for each monic relation 4' T, -+ T, consider the morphism
i # in : T0 i = T 0T, O Tn -+ T D T 0 T where , 1 E F and ij, in are the natural inclusions.
Abusing notation, we will let i 0 # 0 in also denote the composite,
T Vn 9 T o T s T >T
where p is the multiplication map. We extend this is to an endomorphism 1 0 0 0 1. of T defined
componentwise by,
(1 ( (911) IT" i, if v' # vrj(140# 1,)0 yo 1)o 0 # n) if V'= vT
Let D be the smallest subcategory of C with one object T and containing the morphisms 1 4 00ln
for all , 7 E F and 0 E 4).
As usual, it is convenient to have a notion of a Gr6bner basis and hence also a version of the
diamond lemma. We translate the appropriate notions in [B] to our context. Let < be a partial
order on F. We say that a morphism of the form # : Tv -+ T is decreasing (with respect to <) if it
has image in , <, Tv,. We say that the monic relations 4P are decreasing if every relation in 4) is
decreasing. Given two morphisms fi, f2 in C, we say the categorical confluence or diamond condition
holds for them in D if there exist morphisms gi, g2 in D such that g fi = 92f2. In the applications,
fi and f2 will always have the correct codomain T, for composition.
Now suppose < is a semigroup partial ordering on F with the descending chain condition (see [B;
p.180] for definitions) and 4P is decreasing with respect to this ordering. This ensures in particular,
that each i9 0 O9in is decreasing for , j E F and # c 4). Let A C F be the subset of elements which
are not of the form ATI for any , 77, A E F with Tx the domain of some relation. Let v E F - A.
Then there are , 7 E F and # G 4E such that T, is the domain of iZ 04D 0 in. We factor iC 04 0 9 in
into T, -+ OIpEMTjI -- + T where M c F is chosen to be as small as possible. If the image
of i 0 9# 0 in does not lie in XAcATX, then there is some p E M which is the domain of some
ic 9 0' i , where ', 77' E F and 0' E 4. We can ask again whether or not the image of the
composite (1 , 0 95' 0 In') o (i 0 # 0 in) lies in OAEATA and if not, compose it with another map
of the form 1 , 0 #" 0 1 , with i", 7" E F and " E 4). Continuing in this fashion, the descending
chain condition ensures the process terminates. We shall call the resulting composite map a terminal
morphism from T. - T. By definition, the image of a terminal morphism lies in OXEATA.
Example 2 As an illustration, we shall construct the Jordan affine plane A = k(x, y)/(yx - xy - x2)
(k a field) in two different ways. As in example 1, let C be the category of vector spaces over
k. One possibility for constructing A is to use two generators Li = kx and L 2 = ky. Then F
can be taken to be monomials in L, and L 2 . Let 4) consist of a single monic relation given by
q : L 2L 1 -+ T(L1 , L 2 ) : y -F xy + X2 . Then A ~ T(L 1 , L 2)/(4). Furthermore, if we order the set
of monomials F lexicographically, then (I is decreasing. Another way to construct A is to have just
the one generator L = kx @ ky. Let 4) consist of the single monic relation # : LL -- 4 T defined by
X2 4 X2 , Xy 4 Xy , yX 4 Xy + X2 2 4 Y2
We still have A ~ T(L)/(4)), but we cannot order F so that # is decreasing.
The desired version of Bergman's diamond lemma is,
Theorem 4.2.2 Let < be a semigroup partial ordering on F with the descending chain condition.
Let L1 ,... , L, E C generate the free algebra T and 4 be a set of decreasing monic relations on T.
Let D denote the category with one object T, defined above. For any I,, E F  assume further that
the following two conditions hold,
(OV) If there are two distinct relations $1, $2 E 4) whose domains are respectively Tgn and T,7( then
the morphisms, i 0 9'2 and #1 0 i( satisfy the confluence condition in D.
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(IN) If there are two distinct relations $1, $2 E -41 whose domains are respectively Tryg and T, then
01 and i 9 02 (9 i( satisfy the confluence condition in D.
Then we have the following isomorphism in C,
T (L)/ T\
where A is the subset of r defined above. Furthermore, the universal morphism 7r : T -+ T/(4) is
a projection which, on each graded component Tu, can be defined by any terminal morphism from
T, -+ T .
Conversely, suppose $1, $2 E & have domains T ,, and T,, as in (OV). Choose morphisms 91, 92
Mor D so that g1 o (01 0 iC) and 92 0 (i 0 q2) are terminal. If g1 o ($1 0 ic) # 92 0 (iZ 0 $2) then
T(L)/(,) is a proper quotient of (eDsATA. A similar statement can be made for the case (IN).
Comment on Proof. Bergman's diamond lemma [B; theorem 1.2] is the case where C is the
category of k-modules, k a commutative ring, and the generators are free rank one modules. The
proof given there is actually set up in the context given above and so generalises to the desired
theorem painlessly.
Remark: 1. We have seen that there is an algorithm for finding terminal morphisms. Hence, the
converse half of the diamond lemma provides a simple procedure for verifying the hypotheses (OV)
and (IN). We will refer to this as checking overlaps or inclusions as the case may be.
2. We will call the set of graded components {T}EACA a Grdbner basis for T(L)/(4).
3. In the example of the Jordan affine plane, the diamond lemma only applies to the first construc-
tion. In general, we expect that the more we can decompose the generators Li, the more information
we can extract from the diamond lemma.
We return now to the study of bimodule algebras. Fix a noetherian base scheme S. All morphisms
and products will be considered over S unless otherwise stated. Let X be an S-scheme of finite type
and pri,pr2 :X x X -+ X, and pri: X x X x X -+ X x X for 1 < i < j 5 3 be the canonical
projections. Recall,
Definition 4.2.3 ([VdB2]) An (Os - central) Ox- bimodule is a quasi-coherent sheaf M on X x X
where pr1 , pr2 are relatively locally finite, i.e. given any coherent subsheaf L of M, then if Z is the
support of L we have pr1Iz,pr2|z finite. Given two such bimodules, L and M we define the tensor
product to be L 09o M := prl3 *(pr*2L Oox, pr*3 M) . We define the tensor product of an Ox -module
M with a bimodule L by M OOx L = pr2*(pr*M 00, L). An Ox-bimodule algebra is an algebra
B in the category of Ox -bimodules. A (right) B-module is a quasi-coherent sheaf M on X equipped
with a morphism M Oox B -- + M satisfying the usual module axioms.
The category of Ox-bimodules is an abelian category with infinite direct sums. Furthermore, the
tensor product and the bimodule Ox furnish the category with a monoidal structure (see [VdB2;
proposition 2.5]). Finally, 0 is right exact [VdB2; proposition 2.6] and it commutes with infinite
direct sums. Hence, given a set of bimodule generators L 1 ,... , L, and relations 1 we may form
the corresponding Ox-bimodule algebra with relations, B = T(L)/(4). Since bimodules are in
particular sheaves, we can consider their global sections as well as their higher sheaf cohomology.
As was noted in [VdB2; p.452], H 0 (B) is an O(S)-algebra for any Ox-bimodule algebra B. The
multiplication is given by the composition HH(B) 9 H 0(B) - HO(B -) H'0) H0 (B). The unit
map is given by H 0(Os) -+ H 0 (Ox) Ho(1)) H 0 (B). Ring axioms follow from the corresponding
axioms for bimodule algebras and functoriality.
4.3 Twisted Multi-Homogeneous Coordinate Rings
We shall assume henceforth that our base scheme S is the spectrum of an algebraically closed field
k and that X is projective. Suppose now that the generating bimodules L 1 , . . . , L, are invertible
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bimodules in the sense of [AV], i.e. they are units in the semigroup of Ox-bimodules. We consider
monic relations of the form qij : LjLi 4 LiLj for all 1 < i < j < s which are all (Ox-bimodule)
isomorphisms. These shall be referred to as commutation relations for the Li. They are said to be
compatible if in Hom(LkLjLi, LiLjLk) we have,
(0ir 0 1L) a (1Li 0 Oik) 0 (/-k 0 ILJ = (1Li 0 k) 0 (Oik (0 Lj) a (1Lk 0 3i )
This is of course nothing more than the overlap hypothesis (OV) in theorem 4.2.2. Case (IN) of
theorem 4.2.2 does not arise. We partially order the set F lexicographically. This ordering satisfies
the hypotheses of theorem 4.2.2 (see for example [B; p.186]).
Definition 4.3.1 The twisted multi-homogeneous coordinate ring on X with respect to the in-
vertible bimodules L1 ,... L, and compatible commutation relations D = {/lij} is defined to be the
k-algebra H0 (T(L 1,... , Ls)/(I')). We denote this algebra by B(X; L 1 ,... , L,; $ij) omitting argu-
ments qij, Li and X when they are understood.
One obtains the commutative multi-homogeneous coordinate ring when the Li's are invertible
sheaves and the commutation relations are the canonical morphisms 5ij : LjLi -+ LiLj which map
s 0 t F- t 0 s for every section s of Lj and t of Li.
We apply theorem 4.2.2 to T(L)/(+). First note that one can define for each graded component
Ty, the degree in Li. Hence, we can also define the multi-degree as the s-tuple of degrees in the Li's.
Now, T(L)/(b) = ni...,n, >0Bn....n.,, where Bnl,...,n, = L" ... L,. This is a Z-graded ring.
Note that since the commutation relations #ij are isomorphisms, theorem 4.2.2 gives a canonical
isomorphism between all graded components of a given multi-degree. Hence, we can take for Bl,...,n,
any graded component T, with multi-degree (ni,... , n,). It will often be convenient to do this and
we shall do so in future without further comment. Taking global sections we obtain a similar
decomposition of B(X; L 1,... , L,; #ij) into multi-graded components.
As an exercise, we shall unravel the definition of a twisted multi-homogeneous coordinate ring
in the case where there are only two invertible bimodules, expressing our result in the pre-[AV]
language of say the [ATV] paper. We need some basic facts from [AV; lemma 2.11]. Recall that
every invertible bimodule has the form L, := 7r*L where L is an invertible sheaf on X, o is an
automorphism of X and 7r, : G -+ X the first projection of the graph G C X x X of o- to X.
Clearly H0 (L,) - H 0(L). Let Lq, M, be two such invertible bimodules. We have a tensor product
formula for invertible bimodules (see [AV; lemma 2.14]), namely, LM, = (L 0 o-*M),,. Hence
for there to be a commutation relation between L, and Mr, we must have a sheaf isomorphism
# : M 0 r*L 4 L 0 a*M and To- = oT. There are no overlap checks so we may construct a twisted
bihomogeneous coordinate ring from this data. From the previous paragraph we see using the tensor
product formula that,
B(X; L, M,; 0) = H(L 0 o-*L 0... o-l*L 09 o*M 9 (o7i)*M 9 ... 0(ar)*M) (4.2)
i,j>o
where by abuse of notation we have used # to represent the bimodule isomorphism induced by the
sheaf isomorphism and we have chosen the Grdbner basis. In [AV; equation (1.2)], the multiplication
rule was given by the map
H 0 (L 0 . .. 0 (oiril -)*M) 0 H 0 (L 0 .. .0 (oi2i 2)* ) -+
H 0 (L 0 . . .0 (oiT - 1)*M 0 (oi Ti)* L . . . 0 (i+i2,Ti+i2-1)*M)
which sends
a & b- a (aoil Ti)*b
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Of course the right hand side must be identified with its image in H0 (T(L,, M,)/(0)). Alternatively,
if one wishes to convert this back into the Gr6bner basis as in equation (4.2) then one needs to
compose this with the map,
H0 (L 0 ... ®9 (o-ril )*M 9 oril )*L 0 ... (il+i2Til+i2-1)*M) -~+
HO(LM,1L' Mg2) 1"(L') H0(LT+%Mg1+i2) _~+
H 0 (L 0 ... 9 (ori+i2-1)*L 0 (o.il+2)*M 0 ... 0& (o.+i2Tili2-1)*M)
where the first and last morphisms are the canonical ones and 7r is the universal morphism of
theorem 4.2.2 appropriately restricted. For example, multiplication of the (2, 1)-graded piece with
the (1, 1)-graded piece is given by a 0 b -+ (idL®&,*L O 2 * 0 9 id(,3,)*M)(a 0 (o2 T) *b).
One can see from this computation that multiplication in the [ATV] language of invertible sheaves
and their twists is considerably more complicated than in the language of invertible bimodules. There
are several conceptual advantages in working with invertible bimodules as opposed to invertible
sheaves and their twists. For example, the definition of a commutation relation is much more
transparent in the bimodule setting and associativity is an immediate consequence of the definition
of multiplication.
We now turn our attention to generalising Serre's theorem along the lines of [AV; theorem 3.12].
To this end we define,
Definition 4.3.2 Let > denote the partial order on Z' defined by taking the product order of
the usual order on each Z. The expression "for i1 ,... , E Zs large enough" will mean for
all (i 1 ,... ,is) (m1,... , m) for some fixed m 1,... m,. We say that the generating bimodules
L1,... , L, for a twisted multi-homogeneous ring form a right ample set if given any coherent sheaf
F on X, we have Hq (FL" ... L"-) = 0 for q > 0 and i 1 ,... ,is large enough.
We leave it to the reader to define left ample. Ample will mean left and right ample.
Definition 4.3.3 We say that a Z-graded object M in an abelian category is first quadrant bounded
if M ...i = 0 for i,,... ,i, large enough. Direct limits of such objects are said to be torsion. Let
tors denote the category of torsion Z-graded right B-modules.
Let A be an Ox-bimodule algebra graded by a group G. If e is the identity of G, assume that
Ae Ox. We say that A is strongly G-graded if the multiplication map restricts to surjections
A9 0 Ah - Agh for all g,h E G.
Let Gr - B denote the category of (multi-)graded right B-modules and Ox - Mod denote the
category of quasi-coherent sheaves on X. Then Serre's theorem in this case is,
Theorem 4.3.4 Let B be a twisted homogeneous coordinate ring with respect to a right ample set
of invertible bimodules L 1 ,... , L, and compatible commutation relations 4= {= i }. There exists a
strongly Z*-graded bimodule algebra S such that T(L)/(4) = S>o. Further, B has the property that
the functors
H(- ox 13)>o : Ox - Mod -+ Gr - B
(-OBB) ): Gr-B -+ 0 x -Mod
are adjoint and induce inverse category equivalences between Ox - Mod and Gr - Bltors.
N.B. For a right B-module M, M OB B is defined to be the sheaf associated to the presheaf
U F4 M B B(X x U).
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Proof. The proof in the Z-graded case given in [AV] carries over readily. The desired category
equivalence comes from composing the following equivalences-
Ox - Mod -- 4 Gr - 8: F - F &Ox B
Gr - B -- Ox - Mod: M -+M 0
and,
Gr - 13 -- + Gr - B/(tors) : M HO(M);>o
Gr - B/(tors) -- + Gr - B : M M OB B
We first construct the ring B. Let Mi for i = 1,... ,s be the inverses of the Li. We consider a
bimodule algebra with generating bimodules Li, Mi, i 1,... , s and monic relations of the form:
qij : LjLj -- + LjLj # : MM -~- M ,M
#i : Li Mi -~+ Ox #:My Li ~+Ox
:Mj i Li LA Mj #'-Y:L -4i~ MiLj
to be defined below.
We need first observe that inverting an invertible bimodule L is a functor on the category of
invertible bimodules and isomorphisms. This follows from the tensor product formula, which gives
the inverse of L as Lv _ (9.1*(pri*L)v),-i where a is the automorphism whose graph is Supp L.
We observe also that for arbitrary invertible bimodules L and M, (LM)V is canonically isomorphic
to MvLv.
We can now give the defining relations. We define #y. by applying the inverse functor to #ij
and using the canonical isomorphism above. For any invertible bimodule L and open U C X, let
L(U) = L(U x X). Note that Lv(oU) = L(U)v for U small enough and a the above automorphism.
There is a canonical map #L : L 0 Lv ~+ Ox defined by s 0 t E L(U) 90(,U) Lv(aU) maps to
t(s) C Ox (U) for all U sufficiently small. Define #i = #t . Similarly, there is a canonical map
0' : Lv 0 L -- + Ox defined by s O t E Lv(U) 0ox ,-1U) L(a-U) maps to s(t)0" E Ox(U). We
set ' = #'L. We define 0' to be the composite,
1 ,& ,& 1095'
:ML> LM ML ->))----~ L MjMLj - LiMj
We obtain from 0' by applying the inverse functor.
We wish to show that the diamond lemma holds in this case so that B 1,.z L" ... L'
where if i < 0 then L' denotes M7-. The case (IN) of theorem 4.2.2 does not arise. There are
overlap checks for the monomials LkLjLi, LkLjMi, LkLjMj, LkMjLi, LkMjLj, LkMkLj, LkMkLk,
MkLkL 3 , MkLjLi for i < j < k. The other overlap checks are for monomials obtained from the
above ones by swapping M with L. Note that the set of defining relations is self-dual in that
applying the inverse functor to any defining relation yields another. Hence, checking overlaps for
any monomial verifies the overlap check for the monomial obtained by swapping L with M so we
need only consider the 9 monomials above. The overlap check for LkLjLi was hypothesised while
that for LjMjLj is easily verified on sections. We carry out the somewhat tedious verification of
the others.
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For the monomial LkMkLj we must show the maps,
LkMkLj O (43)
and
1®go 101 O)-0
LkMkL 3  >7 ' LkLjMjMkLj - + LLjMk Mj L
kl LjLkMkMjL- Lj (4.4)
are equal. The last map of this composite is equal to,
LjLkMkMLj >L LML j "> L3
by the overlap check for LjMjLj. Tracing the maps in (4.4) we see it suffices to show that the two
maps,
(LkLj)(LkL) OX
and
(LkL )(LkLj)v >jk ®9 jk) (LjLk)(LiLk)V 
5Lj L )
are equal. This can be checked on sections. Checking overlaps for the other monomials where two
of the indices are the same is done by a similar (or easier) argument.
We now check the overlap for MkLjLi i.e. equality of the two maps
I I
1 MLLL > MkLiLj > LiMk L0j0 iLjMk
02 :Mk LjLj >j 9 Lj Mk L >0i LjLiMk -jLf L Mk
It suffices to show that these are equal respectively to,
MkLL 2 - MkLLiLMk MkLiLjL-
MkLiLkLjMk +MkLLiLMk LiLjMk
and
MkL 3 Li k MkLLiaMk MkL-LkL-Mk
MkLkLjLiMk -+ MkLkLiLjMk - LiLjMk
since V) =' by the overlap check for LkLjLi. We first show that the two maps,
MkLiLjLk -- LiLjMkLk + LjLj (4.5)
and
MkLiLjLk -- MkLkLiLj -+ LjLj (4.6)
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are equal. We compare with the two maps
MkL i LjLk -+ MkLiLkMkLjLk '4 LiLj (4.7)
where the top map comes from commuting the Lk's through Li, Lj and then contracting with <'k,
and the bottom from commuting the Mk's. These two maps are equal to (4.5) and (4.6) respectively,
by the overlap check for LkMkLk and MkLkMk. However, the two maps in (4.7) are equal by the
overlap check for MkLkLi and MkLkL 3 .
Now consider the last part of the map V) consisting of
MkLi LLkMk - MkLkLijMk -- LijM
This equals the map
MkLiLjLkMk --- + LIsjMk~kMk LiLjMk
by what we just proved. This in turn equals
MkLi43 LkMk ---+ LiLMkLkMk _k LiLjMk
by the overlap check for MkLkMk. From this we see that 01 = 0'. A symmetrical argument
shows 02 = V4 as desired. The overlap check for LkLjMi follows by a similar argument comparing
the requisite maps with the "two" maps MiLiLkLjMi ' MiLjLkLiMi and the overlap check for
LkMjLi by considering M 3 LiLgLjMy 4 MLiLjLkAM1 . Hence, theorem 4.2.2 is applicable and
we find that B is a strongly graded algebra with B>o = T(L)/(<b).
We return now to the two category equivalences mentioned at the beginning of the proof. We
prove the first of these in,
Lemma 4.3.5 We have a natural category equivalence,
Ox - Mod++ Gr- B: F -+ F 0 B, M 0 - M
Proof. This holds true for any B strongly graded so we shall prove it in this setting. Firstly, it is
clear that the composed functor F H-+ (F oo 3)0 is naturally isomorphic to the identity functor on
Ox - Mod. For the reverse composition, we have a natural transformation XM : M 0 0 B -- + M
from the multiplication map. Note that XM is surjective since the composite M, B-, 0 B, -+
M 0 0 B, -- + M is for any v e Z. Let k = ker XM. Then IC, = im(C 0 B-v ® B, + k,) = 0
since IC, 0 B_ -+ IO = 0. Hence, XM is an isomorphism.
Finally, we leave it to the reader to verify that the proof of the category equivalence Gr - B +
Gr - B/tors given in [AV] carries over without change. In the course of the proof, the following fact
was established whose multi-graded analogue we will need.
Lemma 4.3.6 Assume the hypotheses of the theorem hold. If F is a coherent Ox-module then
F 0 B, is generated by global sections for v C Z' large enough.
Proof. The proof is as in [AV; proposition 3.2(ii)].
4.4 Examples
In this section we give some examples of naturally occurring twisted bihomogeneous coordinate rings.
Throughout this section we shall assume that our base scheme is the spectrum of the algebraically
closed field k.
Example 4.4.1 Some Ore extensions of twisted homogeneous coordinate rings
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Let X be a projective scheme over k and L a right ample invertible bimodule on X. Suppose T is
an automorphism of X such that there is a bimodule isomorphism q : O 0 L - L ( 0,. We
can then consider the twisted bihomogeneous coordinate ring B = B(X; L, 0T, ;). The (i, j)-th
graded component of B is Bij = H0 (X, L'Oj). But every section in H0 (X, L'Oj) has the form
aD 10, 0 ... 0 10, where a E H0 (X, L') and 10, = pr*lox = pr*lox E O, (X x X). Hence if
we write t for the element 10, E B0 1 then right multiplication in B by ti maps Bio isomorphically
onto Bij. We see immediately that B is an Ore extension of the twisted homogeneous coordinate
ring B(X; L). Note that L, 0, form a right ample set.
Example 4.4.2 Rees algebras of twisted homogeneous coordinate rings
Let X be a projective scheme over k and L a right ample invertible bimodule on X. Let R = B(X; L).
We consider B = B(X; L, L; 4) where # : L 0 L -+ L 0 L is the identity map. Then Bij =
H 0 (X, Lt+j) so B = oD, 3 >oRi+jt. where t is just a place marker to distinguish the different graded
components. However, unraveling the definition of multiplication in B we see that the equality above
is actually a ring isomorphism if in the right hand side, t is treated as a central indeterminate. Hence
B is the Rees algebra R[mt] where m is the augmentation ideal m = B1 D B 2 0 ... . Furthermore,
the pair L, L is right ample.
Example 4.4.3 Tensor products of twisted homogeneous coordinate rings
Let X and Y be projective schemes over k and L,, MT be right ample invertible bimodules on X,Y
respectively. Let pri, pr2 be the projections from X x Y to X and Y respectively and let & o- x ly
and -T 1 x x T. Observe that 6 and i commute. Also, since pri = pri o and pr2 = pr 2 0 & there
are canonical isomorphisms of sheaves on X x Y,
pr*M 0 Ir*pr*L -~+ pr*M 0 pr*L -:4 pr*L 0 pr*M -~+ pr*L 0 &*pr*M (4.8)
Thus if we let pr*(L,) denote (pr*L)& and pr*(MT) denote (pr*M)T then we have a bimodule
isomorphism # pr MT 0 pr* L, -4 pr* MT 0 pr* L, and so can form the twisted bihomogeneous
coordinate ring B = B(X x Y;pr*L,pr*M; #). The (i, j)-th graded component of B in this case
is
HO(X x Ypr*L, (9 ... (D &-*pr* L 0 pr* M (9 ... 0; -i-'*pr* M)
which by the Kiinneth formula is B(X; L,)i Ok B(Y; MT)j. In fact, from (4.8) we see that we have
B = B(X ; L,) Ok B(Y; MT) as algebras.
4.5 A Criterion for ACC
Throughout this section, X will be a projective scheme over k.
Serre's category equivalence was used in [AV; theorem 3.14] to give a proof that the twisted
homogeneous coordinate ring with respect to a right ample invertible bimodule is right noetherian.
It is not surprising that this fails in the multigraded case.
Example 4.5.1 Non-noetherian B(X; L, M)
We in fact have a commutative example. Let X be a smooth curve of positive genus g. Let L be a
line bundle of degree 0 such that no tensor power of L is isomorphic to 0 xand M a line bundle of
degree greater than g - 1. Then L, M form an ample set of line bundles. However, the (i, 0)-graded
component of B = B(X; L, M) for i > 0 is zero while all other graded components are non-zero.
Let I = B>o be the augmentation ideal of the associated Z-graded algebra. Then 1/12 contains a
copy of the infinite dimensional vector space 0g>oBii. Thus, B is not finitely generated and hence
not noetherian.
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The problem here is that L does not define a map into projective space. To eliminate this
possibility we consider the following condition on an invertible bimodule L, on X,
(*) There exists a projective scheme Y over k with an automorphism o- and a o-equivariant
morphism f : X -* Y. There also exists a line bundle L' on Y such that L = f*L' and such that
L' is right ample.
We have the following sufficient criterion for a twisted bihomogeneous coordinate ring to be right
noetherian.
Theorem 4.5.2 Let X be a projective scheme over k and L,, MT a right ample set of invertible
bimodules on X with some commutation relation 0 : MTL, -* LM,-. Suppose that L, and M,
satisfy (*). Then B(X; La, MT; 0) is right noetherian.
Proof. We first show
Claim 4.5.3 Under the hypotheses of the theorem we have that e@>i,0Hq (X, L'Mj) is a noetherian
B(X; L,)- module for all j, q, io and similarly E;>30 Hq (X, LT Mj) is a noetherian B(X; M)- module
for all i, q, jo.
Proof. We first observe that there is a natural ring homomorphism B(Y; L' ) + B(X; L,).
Recall that B(Y, L') is right noetherian by [AV; theorem 3.14]. Now Di > Hq(X, L'M,) is a right
B(X; L,)-module by functoriality of cohomology. It suffices to show it is finitely generated over
B(Y; L' ). Let g = f o Ti and consider the Leray spectral sequence,
EP' = HP(Y, R ( M o oi-l*M rT*L o ... 0 Tr*0i-l*L))
i>io
> H+q(X, @M 0 ... 9 0T-l*M 0 rj*L 0 ... 0 Ti* L)
i>io
From the projection formula [EGA 0111; proposition 12.2.3] we see the E[] term is,
HP(Y, 0DR g*(M 0 ... 0T j*M) 0 L' 0 ... 9 or* LV)
Since L' is right ample the spectral sequence degenerates in high degree to give isomorphisms
E2 -~+ H-4(BiL M) in (Gr - B(Y; L',))/tors by naturality of the spectral sequence. However,
under the category equivalence (Gr -B(Y; L'))/tors -+ Oy - Mod , E2 corresponds to the coherent
sheaf Rqg* (M o ... Ti-l*M) and so must be finitely generated as was to be shown. A symmetrical
argument fixing i instead of j completes the claim.
We show now how the proof of the ascending chain condition in [AV; p. 261-263] pushes through to
the bigraded case under the given hypotheses. Let I be a bigraded right ideal of B = B(X; La, MT).
It suffices to show that I is finitely generated.
Recall from theorem 4.3.4 that we have two adjoint functors, Gr - B --- + Ox - Mod : M H-4
(MOB B)o and Ox -Mod - Gr -B : F - H 0(F0B)>0 . Composing the two yields an endofunctor
M 4 M of Gr - B. We have a natural transformation 71M :M - M which is an isomorphism
modulo torsion.
Now rB is an isomorphism so the injection I " B factors through qi : I -+ I. Hence, TI is an
injection. Now, 71 has torsion cokernel so it suffices to prove the following two lemmas,
Lemma 4.5.4 I is finitely generated.
Lemma 4.5.5 Given an exact sequence 0 -* M1 -+ M 2 - M 3 -- + 0 in Gr- B with M 2 finitely
generated and M3 torsion, then M1 is also finitely generated.
Proof.(4.5.4) Since (- O B)o : Gr - B/tors -+ Ox - Mod is one of the inverse equivalences in
theorem 4.3.4, (I OR B)o is a subsheaf of Ox. It thus suffices to show that for any coherent sheaf
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F on X, Hq(F 09 B)>o for q E N is finitely generated. We achieve this by downward induction on
q. The case for large q is clear by Grothendieck's vanishing theorem. By lemma 4.3.6, we have a
surjective map Oy -+ F 0 B, for some n E N and some v E Z2 sufficiently large. Tensoring by a
shift of S yields the exact sequence
0 -+ KC -+ P -+ F (9 8 -- + 0
where P is a finite sum of shifts of B. Further, by the equivalence of categories Ox - Mod ++
Gr - B, we see that K ~KO 0 B where KO is a coherent Ox-module. We have an exact sequence
Hl(P)>o -+ Hq(F 0 B);>o -+ H+1(1C)>o. By induction, we can assume the last term to be
finitely generated so it remains to observe that Hq(B);>" is too, for any w E 2. The following fact
was proved in [AV; p.261-262] for the case q = 0, s = 1:
Lemma 4.5.6 For each u E Z, (s E N) large enough, there exists v E Z' such that the multiplication
map Hq(B)u Ok H0 (B), _ H- ( )u+v, is surjective whenever v' > v.
Proof. For q > 0 the statement is trivial as ampleness ensures H(L3)u = 0 for u large enough so
we assume q = 0. By lemma 4.3.6, Bu is generated by sections for u large enough. This gives an
exact sequence
0 -+ g -* H0 (B3) Ok OX - 13u -* 0
Choosing v so that Hq(g 0 3,) = 0 whenever v' > v and q > 0 gives the lemma.
Returning to the proof of lemma 4.5.4, fix u > w large enough that lemma 4.5.6 holds. Then
H(3)> is generated by the graded components Hq(3)., where w' is not greater than or equal to
v+ u. But Hq(B)>,/H, (B);,>v+u is finitely generated since it has a filtration with finitely generated
factors by our claim (4.5.3). This shows that Hq(B);>. is finitely generated verifying the lemma.
Proof.(4.5.5) Since M 3 is finitely generated torsion, we may choose v E Z2 large enough so that
M, D (M 2);>v. We write M2 as a quotient of a finite sum of shifts of B, say (D7 1 B(vi), where
n E N,v, E Z2. Now, M 2 /(M 2 ) v is a quotient of oB(vi)/B(vi);>, and so is a noetherian module
by our claim. It thus suffices to show that (M 2)>, is finitely generated or that B(vi);>, = B>v+v is
finitely generated. This has already been verified above. So ends the proof of the theorem.
On applying the theorem to example 4.4.1, we recover a special case of Hilbert's basis theorem.
The theorem also applies to example 4.4.2 giving
Corollary 4.5.7 Let L be a right ample invertible bimodule on a projective scheme X over k. Then
the Rees algebra B[mt] of B = B(X; L) is right noetherian.
Corollary 4.5.8 Let L,, M, be right ample invertible bimodules on projective schemes X and Y
respectively. Then the tensor product B(X; L,) Ok B(Y; M,) of the twisted homogeneous coordinate
rings is right noetherian.
Proof. Using the notation of example (4.4.3) we see pr*L,,pr*M, satisfy (*) so the hypotheses of
the theorem hold provided they form a right ample set. We verify this latter now. Let L := pr*L
and let a, r also denote the automorphisms gr x 1, 1 x T of X x Y. Let F be a coherent sheaf on
X x Y. As in claim 4.5.3 we consider the Leray spectral sequence,
HP(Y, Rpr2 *(F g L 0 ... 0 oa-*L) 0 M o ... 0 rl*M) => Hp+q(X x Y, FLI4 )
It suffices to show that for i, j large enough, the first term vanishes whenever p > 0 or q > 0.
Pick ample line bundles Ox (1), Oy (1) on X and Y respectively and let (9(m, n) pr* Ox (m) 0
pr*Oy(n). We will make use of the exact sequence,
0 -- + K -+ (O(n, n1) -- F -+ 0
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where the sum in the middle is finite. We first show that for any coherent sheaf F on X x Y,
Rqpr2*(F 0 L 9 ... 0 o-l*L) = 0 for q > 0 and i large enough, by downward induction on q.
Grothendieck's vanishing theorem [EGA III; corollary 4.2.2] again dispenses with the large q case
and, assuming inductively the result for q + 1 and K, we see it suffices to prove the result for
F = O(n, n). But,
Rq r 2*(O(n, n) ® . . . o *L) = Oy(n) (9 Rpr2 *(O(n, 0) 9 L 0 ... 0 o.-l*L)
Oy (n) D Hq (X, L 0... 0 c *L(n))
by the projection formula and the commutativity of cohomology with flat base change (see [EGA
III; proposition 1.4.15]). Right ampleness of L, now ensures the last term is zero for i large enough.
We now show that
Ej0 = HP(Ypr2 (F0 ... -l*L) 9 M 0 ... 0 Tj-l*M) = 0
for i, j large enough. We use downward induction on p. By the previous paragraph, for i large
enough, we have an exact sequence,
0 -- + pr2 ( K 0 L 0 ... 0-* L)+Pr2* (e (ni , ni ) 0 L (9 . .. 0 a1*
-4+ Pr2 ( F 0 L 0 ... 0 a-'*-L) -- + 0
Tensoring this sequence by MO... 0ri-l*M and considering the long exact sequence in cohomology
we are again reduced to the case F = O(n, n). But then
EPO= HP(Y,y(n)0 H(X,0x(n)0 L...0 o-l*L)3M0...9Tj-l*M)
which by ampleness is zero for j large enough independent of i. This completes the proof of the
corollary.
Corollary 4.5.9 The tensor product of 3-dimensional Artin-Schelter regular algebras is noetherian.
Proof. Let A 1 , A 2 be Artin-Schelter regular algebras of dimension 3. From [ATV; proposition 6.7(i)
and theorem 6.8(i)] we know there exist normal homogeneous elements gi E Ai of positive degree or
0 for i = 1, 2 such that Ai/(gi) is the twisted homogeneous coordinate ring of a projective scheme
with respect to an ample invertible bimodule. Thus corollary 4.5.8 together with its left-handed
companion show that (A 1 0 A 2 )/(g 0 1,1 0 92) is noetherian. Since g, 0 1 and 1 0 92 are normal,
the result follows from two or fewer applications of [ATV; lemma 8.2].
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