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We analyse the divergences of the three-loop partition function at fixed area in 2D quantum gravity.
Considering the Liouville action in the Kähler formalism, we extract the coefficient of the leading
divergence ∼ AΛ2(lnAΛ2)2. This coefficient is non-vanishing. We discuss the counterterms one can and
must add and compute their precise contribution to the partition function. This allows us to conclude
that every local and non-local divergence in the partition function can be balanced by local counterterms,
with the only exception of the maximally non-local divergence (lnAΛ2)3. Yet, this latter is computed
and does cancel between the different three-loop diagrams. Thus, requiring locality of the counterterms
is enough to renormalize the partition function. Finally, the structure of the new counterterms strongly
suggests that they can be understood as a renormalization of the measure action.
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1 Introduction
The coupling of conformal matter and two-dimensional quantum gravity is a subject which has been
deeply studied, with a broad variety of approaches, from the discrete – triangulations [1] and matrix
models [2] [3] [4] [5] – to the continuum approaches [6] [7] [8]. In the continuum approach, most of
the computations have been done within the conformal gauge. When the conformally coupled matter is
integrated out, one ends up with the Liouville action as an effective gravity action. An interesting object
to characterize is the partition function at fixed area Z[A], where A is the area of a Riemann surface
of genus h. In the conformal gauge, g = e2σg0, where σ is the conformal factor and g0 a background
metric, Z[A] may be formally written as
Z[A] =
∫
Dσ exp
(
−κ
2
8pi
SL − Scosm
)
δ
(
A−
∫
d2x
√
g0 e
2σ
)
where κ2 = 26−c3 . One of the main difficulties when computing the partition function lies in the
complicated non-flat measure Dσ for the conformal factor.
KPZ were the first to characterize this partition function at fixed area [6] for a two-dimensional
quantum gravity. They derived the scaling law
Z[A] ∼ e−µ2cAAγstr−3
and a formula for the string susceptibility γstr, in the light-cone gauge for genus zero. Working in the
conformal gauge, [7] and [8] managed to generalize the KPZ formula for surfaces of arbitrary genus,
making several simplifying assumptions and using consistency conditions:
γstr = 2 + 2 (h− 1)
√
25− c√
25− c−√1− c .
While alternative derivations such as [9] and [10] for c ≤ 1 and h = 0 have more recently been obtained,
no obvious way to circumvent the so-called “c = 1 barrier”, stating that this formula turns complex for
1 < c < 25, has yet been found.
The recent development of efficient multi-loop regularization methods on curved space-times [11]
opened the way for a precise and well-defined perturbative computation of this fixed-area partition
function in the Kähler formalism where the conformal factor is traded for the (Laplacian of the) Kähler
potential as the basic quantum field. In [12] the string susceptibility was computed in this framework
up to one loop for surfaces of arbitrary genus using a somewhat more general quantum gravity action in-
cluding the Liouville and Mabuchi actions; the latter corresponds to possible couplings to non-conformal
matter. Of course, for conformal matter only, the one-loop KPZ result was reproduced. This was to be
expected since the non-trivial nature of the quantum gravity integration measure only shows up at two
and higher loops.
In [13] this computation was then extended to two loops with the Liouville action only. The regu-
larized fixed-area partition function depends on the cut-off Λ and the area A through divergent terms of
the form AΛ2, lnAΛ2,
(
lnAΛ2
)2 and AΛ2 lnAΛ2. While the first term only contributes to the divergent
cosmological constant (which can be adjusted by a corresponding local counterterm), and the coefficient
of the second term determines γstr, the third and fourth terms are unwanted, non-local divergences.
Quite non-trivially, all contributions to the third term added up to zero ! However, this was not the case
for the AΛ2 lnAΛ2 divergences which remained. As carefully argued in [13] one can and must introduce
local counterterms other than just the cosmological constant. Such local counterterms then also con-
tribute, via one-loop diagrams, to the two-loop partition function. In particular, they can cancel the
AΛ2 lnAΛ2 divergences, but they could not cancel any
(
lnAΛ2
)2 divergences. Happily, the latter can-
celled among themselves without any need of counterterms. The precise coefficients of the counterterms
were determined up to regulator-independent finite constants by requiring that the two-point function
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of the Kähler fields, or equivalently of 〈e2σe2σ〉, be finite and regulator-independent. Their contributions
to the partition function was exactly the one required to make it finite and regulator-independent. Yet,
two finite “renormalization” constants – on which the two-loop contribution to γstr depends – remained
undetermined. By a locality argument, one of these renormalization constants was fixed, precisely to
the value consistent with the KPZ value of γstr. However, the other renormalization constant had no
particular reason to be fixed to the KPZ value, thus allowing a one-parameter family of quantization
schemes which could eventually open the possibility to go beyond the c = 1 barrier.
The presence of this free parameter is intriguing and a natural question is whether the structure of the
counterterm action introduced at two-loops is enough to cancel also the divergences at three (and higher)
loops or whether new counterterms, with additional undetermined finite renormalization constants are
required. This is the motivation for the present paper. In section 2, the Liouville action, measure and
(two-loop) counterterm actions are expanded to the order relevant for the computation of the partition
function at three loops. In particular, this leads to new vertices. Then the three-loop vacuum diagrams
are enumerated. As could be expected, there is quite a large number of these diagrams. In section 3,
the allowed divergences are investigated in some detail and the leading divergence ∼ AΛ2 (lnAΛ2)2 is
fully computed with the result
lnZ[A]
∣∣∣leading div
3−loop
=
AΛ2
4piκ4
(
lnAΛ2
)2 (− 26R1[ϕ] + 132R2[ϕ]− 216R3[ϕ] + 96R4[ϕ]) ,
where the Ri[ϕ] are four different regulator dependent constants.1 Since this divergence does not cancel,
new counterterms are required.
Section 4 is dedicated to the discussion of such new counterterms that contribute via two-loop
diagrams to the three-loop partition function, and in particular to the freedom to adjust them to
cancel the divergences in the partition function. Of course, to really determine the coefficients of these
counterterms one needs to compute the three (and four)-point functions at one loop and the two-point
function at two loops and to require them to be finite and regulator independent. (Actually, just as
in [13], this would fix the diverging, as well as the finite regulator-dependent parts of the counterterm
coefficients, but not certain finite “renormalization constants”.) While this computation is beyond the
scope of the present paper, it is already interesting to check if every divergence can be cancelled through
the introduction of local counterterms. We call a counterterm local if it is a local expression in the Kähler
field and if its coefficient is local. In particular, a counterterm coefficient involving lnAΛ2 is not local.
However, coefficients proportional to 1A are allowed in the first place, since such terms already naturally
appear through the measure action. (It is interesting though to require their absence from the combined
counterterm and measure action, a condition that we will refer to as the “strong locality condition”.)
At two loops, such local counterterms could cancel all the two-loop divergences but
(
lnAΛ2
)2. Thus,
for consistency, this divergence had to cancel by itself, which was the case, as already mentioned above.
The same situation repeats itself at three loops where the counterterms generate exactly the necessary
terms to cancel all divergences of the three-loop partition function, except for a
(
lnAΛ2
)3 divergence
which, if present, cannot be cancelled by a local counterterm. This divergence is present in individual
three-loop diagrams but we show that the different contributions cancel among themselves. This is an
encouraging result meaning that all the non-local divergences appearing through the computation of
the partition function may be offset by local counterterms. We end with a discussion of how many
counterterm parameters one expects to be fixed and how many free finite “renormalization constants"
remain after imposing cancellation of the divergences, of any regulator dependence and requiring the
strong locality condition.
1 In the general spectral cut-off regularization scheme used, one introduces quite arbitrary regularization functions ϕ
and then Ri[ϕ] =
∫∞
0
dα1 . . . dαi ϕ(α1) . . . ϕ(αi)
1
α1+...+αi
.
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2 Three-loop framework
2.1 The Kähler formalism
In two dimensions, any metric g on a compact Riemann surface may be written in the conformal gauge
in terms of a reference metric g0 and the conformal factor σ. Moreover, in two dimensions all the metrics
are Kähler’s, so that one can rewrite the metric in terms of the Kähler potential φ (and the background
metric g0):
g = e2σg0 , e
2σ =
A
A0
(
1− 1
2
A0∆0φ
)
(2.1)
where A and A0 are the areas of the metrics g and g0 respectively and ∆0 denotes the Laplacian for the
reference metric.
Throughout this paper, we will consider the Liouville action,
SL [σ] =
∫
d2x
√
g0 [σ∆0σ +R0σ] . (2.2)
The classical saddle points of this action are the constant curvature metrics g∗ of arbitrary area A and
genus h. Thus, choosing the background metric g0 to be a constant curvature metric of given area A0,
the Liouville action may be trivially rewritten in terms of σ and the rescaled g∗, ∆∗, R∗ as
SL [σ] =
∫
d2x
√
g∗ [σ∆∗σ +R∗σ] , (2.3)
where
g∗ =
A
A0
g0 , ∆∗ =
A0
A
∆0 , R∗ =
A0
A
R0 =
8pi(1− h)
A
. (2.4)
The field considered in the following will not be exactly the Kähler potential but rather
φ˜ =
κ
8
√
pi
A∆∗φ (2.5)
which appears naturally when writing both the Liouville and the measure actions in the Kähler formal-
ism. The explicit introduction of the factor containing κ, where
κ2 =
26− c
3
, (2.6)
allows the loop-counting parameter 1
κ2
to appear clearly in the expansion of the action performed later-
on. Note that the relation (2.1) defines A and φ˜ uniquely for given σ.
In quantum gravity one needs to integrate over the space of metrics modulo diffeomorphisms. As
emphasized in [12, 13], the integration measure Dσ over the conformal factor σ is not the measure of a
free field. Using the parametrization (2.1) induces a non-trivial measure [12,13]:
Dσ = dA√
A
[
Det′
(
1− 4
√
pi
κ
φ˜
)−1]1/2
D∗φ˜ (2.7)
where D∗φ˜ is the standard free field integration measure in the background metric g∗ deduced from
the metric ‖δφ˜‖2∗ =
∫
d2x
√
g∗δφ˜2. The notation Det′ means that the zero-modes are not taken into
account when computing the determinant, which is consistent with the fact that φ˜ has no zero-mode.
The measure D∗φ˜ can be expressed in the traditional way by expanding φ˜ in eigenmodes of the Laplace
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operator ∆∗. Choosing 0 = d∗0 < d∗1 ≤ d∗2 ≤ · · · to be the eigenvalues of ∆∗ and ψr its eigenfunctions,
that are chosen to be real, then
φ˜ =
∑
r>0
crψr , ∆∗ψr = d∗rψr ,
∫
d2x
√
g∗ψrψs = δrs , (2.8)
and the measure is defined as
D∗φ˜ =
∏
r>0
dcr . (2.9)
The study made in [13] showed that the insertion of a counterterm action was required for the
finiteness of the two-point function. Therefore, the quantum gravity partition function at fixed area one
considers as a starting point for the present work is
Z[A] =
e−µ2cA√
A
∫
D∗φ˜
[
Det′
(
1− 4
√
pi
κ
φ˜
)−1]1/2
exp
(
−Sct − κ
2
8pi
SL
[
σ[A, φ˜]
])
=
e−µ2cA√
A
∫
D∗φ˜ exp
(
−Smeasure − Sct − κ
2
8pi
SL
[
σ[A, φ˜]
])
. (2.10)
The measure action is thus defined as
Smeasure = −1
2
ln
[
Det′
(
1− 4
√
pi
κ
φ˜
)−1]
=
1
2
Tr ln
(
1− 4
√
pi
κ
φ˜
)
. (2.11)
2.2 Three-loop expansions of the actions
To compute the partition function at three loops, one has to expand the Liouville, the measure and the
two-loop counterterm actions around the classical saddle points up to order κ−4. The classical solutions
σcl are simply the constants e2σcl = AA0 . Hence, from (2.1),
σ − σcl = 1
2
ln
(
1− 4
√
pi
κ
φ˜
)
, σcl =
1
2
ln
A
A0
. (2.12)
σcl being a constant, it disappears from the Laplacian term in (2.3). Moreover, the curvature term being
linear, one has
SL[σ] = SL[σcl] + SL[σ − σcl] = 4pi(1− h) ln A
A0
+ SL
[
1
2
ln
(
1− 4
√
pi
κ
φ˜
)]
. (2.13)
Expanding the logarithm straightforwardly leads to the expansion of the Liouville action as relevant
for the 3-loop computation:
κ2
8pi
SL [σ] =
κ2
2
(1− h) ln A
A0
+
∫
d2x
√
g∗
1
2
φ˜(∆∗ −R∗)φ˜
+
∫
d2x
√
g∗
[√
4pi
κ
φ˜2(∆∗ − 2
3
R∗)φ˜+
2pi
κ2
φ˜2∆∗φ˜2
+
16pi
3κ2
φ˜3∆∗φ˜− 4pi
κ2
R∗φ˜4
]
+
∫
d2x
√
g∗
[
16pi3/2
κ3
[
φ˜4
(
∆∗ − 4
5
R∗
)
φ˜+
2
3
φ˜3∆∗φ˜2
]
+
(8pi)2
κ4
[
4
5
φ˜5
(
∆∗ − 5
6
R∗
)
φ˜+
1
2
φ˜4∆∗φ˜2 +
2
9
φ˜3∆∗φ˜3
]
+O(κ−5)
]
.
(2.14)
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The first term in the first line gives the classical contribution while the second term of the first line
yields the one-loop determinant studied in [12]. This latter term also provides a standard propagator
for the present three-loop investigation, namely G˜(x, y) = 〈x| (∆∗ −R∗)−1 |y〉′, where the tilde on G
and the prime indicate that the zero-mode is excluded. The second and third lines provide the vertices
relevant for the two-loop vacuum diagrams computed in [13]. The last two lines yield the quintic and
sextic vertices which appears only at three (or higher)-loop computations. Note that the propagator
does not carry any factor of κ, while the vertices involve various powers of 1κ in such a way that an
L-loop diagram is acompanied by a factor 1
κ2(L−1) . In particular, in (2.14) we have displayed all the
Liouville vertices contributing to vacuum diagrams with up to three loops. They can be grouped as
follows. Two quintic vertices
= −16pi
3/2
κ3
(
∆∗ − 4
5
R∗
)
, = −16pi
3/2
κ3
2
3
∆∗ (2.15)
and three sextic vertices
= −(8pi)
2
κ4
4
5
(
∆∗ − 5
6
R∗
)
, = −(8pi)
2
κ4
1
2
∆∗ , = −(8pi)
2
κ4
2
9
∆∗ (2.16)
for the “pure three-loop” contribution. The bold parts of the vertices encode the ∆∗ acting on one or
several propagators. For example, for the two quintic vertices, the
(
∆∗ − 45R∗
)
in the first vertex acts
on the single propagator connected to the bold line, while in the second one ∆∗ may act either on the
product of the two propagators connected to the bold part of the vertex on the right or on the three
other ones. The vertices already used to compute the two-loop vacuum diagrams in [13] are one cubic
and two quartic vertices:
= −
√
4pi
κ
(
∆∗ − 2
3
R∗
)
, = −8pi
κ2
2
3
∆∗ , = −8pi
κ2
1
4
(∆∗ − 2R∗) . (2.17)
As it was already the case at two loops, the non-trivial measure action also contributes to the vacuum
diagrams. To determine the expansion of the measure action (2.11) up to three loops, one needs to
evaluate the trace of an operator O, which was done in [13]: Tr′O =
∫
d2x
√
g∗
∑
r>0
ψ2r (x)O(x). Hence,
Smeasure =
∫
d2x
√
g∗
∑
r>0
ψ2r (x)
(
−
√
4pi
κ
φ˜− 4pi
κ2
φ˜2 − 32pi
3/2
3κ3
φ˜3 − 32pi
2
κ4
φ˜4 +O(κ−5)
)
. (2.18)
∑
r>0
ψ2r (x) is a formal writing which has to be regularized in a consistent way. After regularization, and
since the considered metrics are of constant curvature, this quantity becomes independent of x. Since φ˜
has no zero-mode, the first term in the action drops out. This action provides a quadratic, a cubic and
a quartic vertex:
=
4pi
κ2
∑
r>0
ψ2r (x) , =
16pi3/2
κ3
2
3
∑
r>0
ψ2r (x) , =
(8pi)2
κ4
1
2
∑
r>0
ψ2r (x) . (2.19)
As already mentioned in section 1, counterterms are required for the two-point function to be finite at
one loop, as well as for the partition function to be finite at two loops [13]. This two-loop counterterm
action is thus to be considered also for the three-loop computation:
Sct =
8pi
κ2
∫
d2x
√
g∗
[cφ
2
φ˜(∆∗ −R∗)φ˜+ cR
2
R∗φ˜2 +
cm
2
φ˜2
]
(2.20)
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where [13]
cφ(Λ, αi) =
1
2pi
[
3
2
ln
α2α3
(α2 + α3)2
− 1− 2α2α3
(α2 + α3)2
]
+ ĉφ ,
cR(Λ, αi) =
1
2pi
[
3
2
ln
α2α3
(α2 + α3)2
− 19
12
− 2α2α3
(α2 + α3)2
]
+
ĉR
2pi
,
cm(Λ, αi) =
Λ2
2pi
(
2
α2 + α3
− 5
2α2
)
+
ĉm
A
. (2.21)
The ĉφ, ĉR and ĉm are regulator independent constants, while the other parts of these counterterms are
to be understood as c[ϕ] =
∫∞
0 dα2dα3ϕ(α2)ϕ(α3)c(α2, α3). Note that they are local, as suitable for
counterterms, except for cm because of the term 1A . Such a non-local term, however, naturally appears
in the measure action (2.31), making this counterterm measure-like and hence acceptable. Moreover,
imposing the “strong locality condition”, i.e. locality on the joint measure and counterterm action up to
two loops fixed ĉm = −1. This value of the counterterm will be used in the following. The counterterm
action provides a quadratic vertex:
= −4pi
κ2
[cφ(∆∗ −R∗) + (cRR∗ + cm)] . (2.22)
Note that all these vertices are normalized without including any symmetry factors so that one has
to count all possible contractions when evaluating the diagrams.
2.3 Diagrams
We now enumerate all “three-loop” vacuum diagrams. More precisely, we give all diagrams contributing
at order 1
κ4
. This involves genuine three-loop diagrams made from the Liouville vertices only, as well
as two-loop and one-loop diagrams involving also the vertices from the measure or counterterm action.
Combining all these vertices gives twenty-nine types of vacuum diagrams, each of them receiving con-
tributions from subdiagrams. Fifteen of these diagrams come from pure Liouville contributions, nine
involve the measure and six the two-loop counterterms . The decomposition of the diagrams is detailed
hereafter.
The sextic vertices give one diagram, the “flower diagram", which may be written as the sum of five
subdiagrams:
= 15 + 9 + 6
+ 3 + 12 .
The weight factors in front of the different subdiagrams take into account the multiplicity of the diagram,
including the symmetry factors and the contractions. Combining the quintic and cubic vertices yields
two types of diagram:
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composed of respectively eight and ten subdiagrams. Using two quartic vertices gives two diagrams:
made of respectively five and eleven subdiagrams. Five types of diagrams are built by a quartic vertex
and two cubic vertices:
These diagrams consist of thirteen subdiagrams each for the diagrams of the upper line, and of seventeen,
ten and eighteen subdiagrams for the bottom line, from left to right. Finally, the last five pure Liouville
diagrams come from using four cubic vertices:
composed of eleven, thirteen, six, six and eighteen subdiagrams, from left to right and from top to
bottom.
The measure and counterterm vertices contribute to fourteen diagrams. They may be classified according
to the corresponding “two-loop” terminology. In [13] there were four types of diagram: the “figure-eight”,
the “setting sun”, the “glasses” and the “measure” diagrams. At the three-loop order, there are three
“figure-eight-like” diagrams,
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three “setting sun-like” diagrams,
five “glasses-like” diagrams
and finally three “measure-like” diagrams.
From left to right, both the “figure-eight” and “setting sun” diagrams have respectively one, four and
five contributions. Concerning the “glasses” diagrams: the upper diagram has two contributions, and,
from left to right, the diagrams in the second line have respectively four and three contributions, and
the diagrams involving the counterterms six and four respectively. Finally, the “measure” diagram on
the right gets two contributions whereas both diagrams involving the measure vertex have no other
subdiagram.
2.4 Regularization
The sums appearing in the diagrams, such as
∑
r>0
ψ2r (x) encountered in the measure action or the Green’s
function G˜(x, y) =
∑
r>0
ψr(x)ψr(y)
λr
, are formal writings of expressions which need to be regularized. The
regularization scheme used in the present paper is the spectral cut-off approach developed in [11]. This
regularization scheme was used in the two-loop study of the partition function and details can be found
in [13]. The sums are regularized by inserting a rather arbitrary2 regulator function ϕ and a cut-off
Λ→∞
G˜(x, y)→
∫ ∞
0
dαϕ(α)
∑
r>0
e−
α
Λ2
λr ψr(x)ψr(y)
λr
, (2.23)
λr being the eigenvalues of the operator D∗ = ∆∗−R∗ appearing in the propagator. The tilde indicates
that the zero-mode is excluded. The regularized quantities, and in particular the regularized Green’s
2 The function ϕ must obey the obvious normalization condition
∫∞
0
dαϕ(α) = 1, as well as certain regularity require-
ments at 0 and ∞, but is otherwise arbitrary.
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function, are related to the heat kernel or “hatted heat kernel” defined in [11]:
K˜(t, x, y) =
∑
r>0
e−λrt ψr(x)ψr(y) ,
̂˜
K(t, x, y) =
∫ ∞
t
dt′K˜(t′, x, y) =
∑
r>0
e−λrt
λr
ψr(x)ψr(y) . (2.24)
These quantities satisfy the following relations:
− d
dt
̂˜
K(t, x, y) = Dx
̂˜
K(t, x, y) = Dy
̂˜
K(t, x, y) = K˜(t, x, y) . (2.25)
Furthermore, these sums are convergent for t > 0, even for x→ y. For large Λ, t = α
Λ2
is small and the
well-known small t-expansion of the heat kernel can be used, see [11]:
K˜(t, x, y) =
e−
l2
4t
4pit
[
a0(x, y) + a1(x, y)t+ a2(x, y)t
2 + ...
]− eR∗t
A
,
̂˜
K(t, x, y) = G˜(x, y)− 1
4pi
∑
k≥0
ak(x, y)t
k Ek+1
( l2
4t
)
+
∫ t
0
dt′
eR∗t
′
A
. (2.26)
Due to the exponential term e−l2/4t, where l is the geodesic distance between x and y, this small
t-expansion is also a short distance expansion and normal coordinates around x or y can be used.
These expansions lead to the following expressions for the heat kernel K˜ and “hatted heat kernel” ̂˜K at
coinciding points with the zero-modes excluded:
K˜(t, x, x) =
1
4pit
[
1 +
(
7
6
R∗ − 4pi
A
)
t+
(
41
60
R∗ − 4pi
A
)
R∗t2
]
+O(t2) ,
̂˜
K(t, x, x) =
1
4pi
[
− lnµ2t+ 4piG˜ζ(x)− γ −
(
7
6
R∗ − 4pi
A
)
t
]
+O(t2) . (2.27)
Note that R∗ is a constant curvature and, hence, K˜(t, x, x) does not depend on x. Furthermore, µ is
an arbitrary scale and G˜ζ(x) is the “Green’s function at coinciding points”, obtained through a specific
ζ-function regularization scheme. It coincides, up to an additive constant, with the result obtained
by subtracting the logarithmic short-distance singularity of G˜(x, y) and by taking y → x. Its area
dependence is given by
G˜Aζ = G˜
A0
ζ +
1
4pi
ln
A
A0
, (2.28)
such that ̂˜K may be rewritten as
̂˜
K(
α
Λ2
, x, x) =G˜A0ζ (x) +
1
4pi
[
lnAΛ2 − lnA0µ2 − lnα− γ −
(
7
6
R∗ − 4pi
A
)
α
Λ2
]
+O(Λ−4) . (2.29)
Despite the appearance and as explained in [13], the ̂˜K do not depend on the arbitrary µ and A0 but
only on AΛ2, as well as on α and on various dimensionless moduli characterizing the geometry of the
Riemann surface and coded in G˜ζ .
Furthermore, since the zero-modes are excluded from the sums, the following integrals vanish:∫
d2x
√
g∗(x)K˜(t, x, y) =
∫
d2x
√
g∗(x)
̂˜
K(t, x, y) = 0 . (2.30)
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As an example, using K˜(t, x, x) to regularize
∑
r>0 ψr(x)
2, the measure action becomes
Smeasure =
∫
d2x
√
g∗
1
4pi
(
Λ2
α
+
7
6
R∗ − 4pi
A
+O(Λ−2)
)(
−4pi
κ2
φ˜2 − 32pi
3/2
3κ3
φ˜3 − 32pi
2
κ4
φ˜4 +O(κ−5)
)
.
(2.31)
This structure is very similar to those of the counterterm action and in particular to those of the cm
term (2.21).
In the sequel of this paper, when computing the regularized diagrams, all propagators are replaced
as
G˜(xi, yi)→ G˜ϕ(xi, yi) =
∫ ∞
0
dαi ϕ(αi)
̂˜
K
(
ti =
αi
Λ2
, xi, yi
)
. (2.32)
To simplify the notation, we will not write the
∫∞
0 dα1ϕ(α1) . . .
∫∞
0 dαnϕ(αn) and simply replace each
propagator by ̂˜K(ti, xi, yi) with the understanding that ti = αiΛ2 .
3 On the divergences
3.1 Expected divergence structure
All vacuum diagrams are dimensionless and can depend on A and Λ only through the dimensionless
combination AΛ2. They contribute various divergences to the partition function. Standard power
counting shows that any loop-diagram has a superficial degree of divergence equal to 2. This means that
divergences such as AΛ2
(
lnAΛ2
)# are allowed. To have a more precise idea of the leading divergence,
consider a diagram with I internal lines and V vertices. Each internal line, that is to say each regularized
propagator ̂˜K, gives a logarithmic divergence, according to (2.29). Besides, each vertex, carrying a
Laplacian, transforms such a propagator into the corresponding heat kernel K˜ thanks to (2.25), leading
to a quadratic divergence (2.27). Each vertex also implies an integration over the manifold. Due to the
term e−l2/4t in the heat kernel (2.26), every integration contributes a factor ti ∼ 1Λ2 at most. (The
subtraction of the zero-mode terms ∼ eR∗tA does not change the final conclusion.) For the last integration,
however, all quantities to be integrated only depend on one point, hence no Gaussian integration can
be performed and one just gets a factor of A. Putting everything together, the leading singularity of
this L-loop vacuum diagram is
(
lnAΛ2
)I−V (
Λ2
)V
A
(
1
Λ2
)V−1
=
(
lnAΛ2
)L−1
AΛ2 (3.1)
since I−V = L−1 for every diagram. Therefore, the leading divergence at three loops is AΛ2 (lnAΛ2)2.
Note that the vertices not only contain a Laplacian but also terms ∼ R∗ ∼ 1A . Picking the contribution
coming from V − V ′ Laplacians and V ′ terms ∼ R∗ leads to the divergence(
lnAΛ2
)I−V+V ′ (
Λ2
)V−V ′
A−V
′
A
(
1
Λ2
)V−1
=
(
lnAΛ2
)L−1+V ′ (
AΛ2
)1−V ′
. (3.2)
For V ′ > 1 this is vanishing. This means that the subleading divergence with the largest power of
logarithms is
(
lnAΛ2
)L. Consequently, the expected divergences in lnZ[A] are
lnZ[A]
∣∣
3−loop =d1AΛ
2
(
lnAΛ2
)2
+ d2AΛ
2 lnAΛ2 + d3AΛ
2 + d4
(
lnAΛ2
)3
+ d5
(
lnAΛ2
)2
+ d6 lnAΛ
2
+ d7 +O
(
lnAΛ2
AΛ2
)
. (3.3)
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Note that the term ∼ lnAΛ2, although divergent, has a physical meaning. Indeed, once all other diver-
gences cancelled by appropriate counterterms, one has lnZ[A]
∣∣
3−loop+CT = d˜6 lnAΛ
2 + d˜7 +O
(
lnAΛ2
AΛ2
)
so that
lim
Λ→∞
Z[A]
Z[A0]
∣∣∣
3−loop+CT
=
(
A
A0
)d˜6
, (3.4)
showing that d˜6 is the three-loop plus counterterm, order 1κ4 , contribution to γstr.
3.2 Cancellation of the Λ4 divergence
Moreover, contrary to the preceeding, somewhat naive power counting argument, one observes “un-
expected” Λ4 divergences appearing in the diagrams indicated in Tab. 1. They appear through the
following integrals:
J ij =
∫
d2x
√
g∗(x)d2y
√
g∗(y)K˜ (ti, x, x) K˜(tj , y, y)
̂˜
K(tm, x, y)
̂˜
K(tn, x, y) ,
J i,jk =
∫
d2x
√
g∗(x)d2y
√
g∗(y)K˜ (ti + tj , x, x) K˜(tk, y, y)
̂˜
K(tm, x, y)
̂˜
K(tn, x, y) ,
J i,jk,l =
∫
d2x
√
g∗(x)d2y
√
g∗(y)K˜ (ti + tj , x, x) K˜(tk + tl, y, y)
̂˜
K(tm, x, y)
̂˜
K(tn, x, y) , (3.5)
where i, j, k, l, m and n are different. From (2.27) one gets the leading divergences
J ij ∼
Λ4
αiαj
J , J i,jk ∼
Λ4
(αi + αj)αk
J and J i,jk,l ∼
Λ4
(αi + αj)(αk + αl)
J , (3.6)
with J =
∫
d2x
√
g∗(x)d2y
√
g∗(y)
̂˜
K(tm, x, y)
̂˜
K(tn, x, y). Thus these Λ4 divergences come with three
different structures in the αi. We display all these unwanted divergences in Tab. 1. When summing
them up, all three structures (3.6) cancel and there is no net Λ4 divergence !
Total
J ij 9 -3 -15
1
4
5
2
25
4 0
J i+jk -12 12 2 10 -2 -10 0
J i+jk+l 4 -8 4 0
Table 1: Λ4 contributions from the diagrams
3.3 A simple computation: the flower diagram
The true leading divergence contributing to the partition function at three loops is in AΛ2
(
lnAΛ2
)2.
As already emphasised, the main goal of this work is to investigate this leading divergence, check that
it does not “miraculously” cancel between the diagrams and determine the structure of the required
counterterms.
Out of the twenty-nine vacuum diagrams displayed in section 2.2, only the fourteen diagrams shown
in Fig. 1 contribute to the leading divergence in AΛ2
(
lnAΛ2
)2. Note that all the diagrams with a single
propagator between two vertices (i.e. one-particle reducible) do not contribute, as it was already the
12
Figure 1: Relevant diagrams for the leading divergence in AΛ2
(
lnAΛ2
)2
case in [13]. This is because there is no zero-mode and a single propagator connecting two parts of a
vacuum diagram should carry only the zero-mode.3
Consider again the flower diagram made from the sextic vertices, whose decomposition in subdia-
grams was given in the previous section. Since only one vertex is involved, no integration has to be
done to extract the divergences and it is the second simplest diagram to compute. (The simplest is the
figure-eight diagram coming from the quartic measure vertex.) The first subdiagram may be written in
our regularization as:
I = −4
5
(8pi)2
κ4
∫
d2x
√
g∗
̂˜
K (t1, x, x)
̂˜
K (t2, x, x)
[(
∆x∗ −
5
6
R∗
) ̂˜
K(t3, x, z)
]
x=z
= −4
5
(8pi)2
κ4
∫
d2x
√
g∗
̂˜
K (t1, x, x)
̂˜
K (t2, x, x)
(
K˜(t3, x, x) +
1
6
R∗
̂˜
K(t3, x, x)
)
, (3.7)
where (2.25) was used. The second subdiagram is slightly more complicated, because of the Laplacian
acting on several propagators:
I = −2
9
(8pi)2
κ4
∫
d2x
√
g∗
̂˜
K (t1, x, x)
[
∆x∗
( ̂˜
K (t2, x, x)
̂˜
K(t3, x, z)
)]
z=x
. (3.8)
The Laplacian term gives[
∆x∗
( ̂˜
K (t2, x, x)
̂˜
K(t3, x, z)
)]
z=x
=
̂˜
K (t2, x, x)
[
∆x∗
̂˜
K(t3, x, z)
]
z=x
+ ∆x∗
̂˜
K (t2, x, x)
̂˜
K(t3, x, x)
− 2gij∗ ∂xi ̂˜K (t2, x, x) [∂xj ̂˜K(t3, x, z)]
z=x
=
̂˜
K (t2, x, x) K˜(t3, x, x) +R∗
̂˜
K(t2, x, x)
̂˜
K(t3, x, x)
+ ∆x∗
̂˜
K (t2, x, x)
̂˜
K(t3, x, x)− gij∗ ∂xi ̂˜K (t2, x, x) ∂xj ̂˜K(t3, x, x) .
(3.9)
3In flat space, by momentum conservation, such a propagator would carry zero momentum. In our curved geometry
the argument is more complicated and such one-particle reducible diagrams can still be non-vanishing, but using (2.30)
one can show that they do not contribute to the present computation.
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Inserting (3.9) into (3.8), and integrating the last term by parts leads to:
I = −2
9
(8pi)2
κ4
∫
d2x
√
g∗
̂˜
K (t1, x, x)
[ ̂˜
K (t2, x, x) K˜(t3, x, x) +R∗
̂˜
K (t3, x, x)
̂˜
K(t2, x, x)
+
1
2
̂˜
K (t3, x, x) ∆
x
∗
̂˜
K(t2, x, x)
]
. (3.10)
Similarly, the third and fifth subdiagrams give
I =− 2
9
(8pi)2
κ4
∫
d2x
√
g∗
[
∆x∗
( ̂˜
K(t1, x, z)
̂˜
K(t2, x, z)
̂˜
K(t3, x, z)
)]
z=x
=− 2
3
(8pi)2
κ4
∫
d2x
√
g∗
̂˜
K (t1, x, x)
[ ̂˜
K (t2, x, x) K˜(t3, x, x) +R∗
̂˜
K (t3, x, x)
̂˜
K(t2, x, x)
− 1
4
̂˜
K (t3, x, x) ∆
x
∗
̂˜
K(t2, x, x)
]
,
I =− 1
2
(8pi)2
κ4
∫
d2x
√
g∗
̂˜
K(t1, x, x)
[
∆x∗
( ̂˜
K(t2, x, z)
̂˜
K(t3, x, z)
)]
z=x
=− (8pi)
2
κ4
∫
d2x
√
g∗
̂˜
K (t1, x, x)
[ ̂˜
K (t2, x, x) K˜(t3, x, x) +R∗
̂˜
K (t3, x, x)
̂˜
K(t2, x, x)
− 1
8
̂˜
K (t3, x, x) ∆
x
∗
̂˜
K(t2, x, x)
]
, (3.11)
while one reads directly the fourth subdiagram
I = −1
2
(8pi)2
κ4
∫
d2x
√
g∗
̂˜
K(t1, x, x)
̂˜
K(t2, x, x)∆
x
∗
̂˜
K(t3, x, x) . (3.12)
The overall contribution from the flower diagram is thus
I = 15 I + 9 I + 6 I + 3 I + 12 I
=− (8pi)
2
κ4
∫
d2x
√
g∗
̂˜
K (t1, x, x)
̂˜
K (t2, x, x)
[
30K˜(t3, x, x) + 20R∗
̂˜
K(t3, x, x)
]
. (3.13)
(Note that the ̂˜K ̂˜K∆ ̂˜K terms have cancelled.) The leading divergence of the second term is in (lnAΛ2)3.
These divergences will be discussed in a seperate subsection where we show that all
(
lnAΛ2
)3 divergences
cancel between the different diagrams. The first term on the right-hand-side of (3.13) contributes to
the leading divergence, giving − 30
piκ4
AΛ2
(
lnAΛ2
)2 ∫∞
0 dα3
ϕ(α3)
α3
.
3.4 Leading divergence of the partition function per diagram
We have just seen that the contribution of the flower diagram to the leading divergence of the partition
function is
I =
AΛ2
piκ4
(
lnAΛ2
)2 [−30
α1
]
+O(Λ2 lnAΛ2) . (3.14)
The only other diagram involving only one vertex is one of the measure “figure-eight” diagrams. It
contributes
I =
AΛ2
piκ4
(
lnAΛ2
)2 [3
2
1
α1
]
+O(Λ2 lnAΛ2) . (3.15)
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There are six diagrams built from two vertices that contribute to the leading singularity: ,
, , , and . The integrals to perform are similar to those done in [13]
to compute the two-loop vacuum diagrams. It is rather straightforward to obtain:
I =
AΛ2
piκ4
(
lnAΛ2
)2 [ 18
α1 + α2
]
+O(Λ2 lnAΛ2) ,
I =
AΛ2
piκ4
(
lnAΛ2
)2 [18
α1
+
9
α1 + α2
]
+O(Λ2 lnAΛ2) ,
I =
AΛ2
piκ4
(
lnAΛ2
)2 [24
α1
+
48
α1 + α2
]
+O(Λ2 lnAΛ2) ,
I =
AΛ2
piκ4
(
lnAΛ2
)2 [− 2
α1
]
+O(Λ2 lnAΛ2) ,
I =
AΛ2
piκ4
(
lnAΛ2
)2 [− 3
α1
]
+O(Λ2 lnAΛ2) ,
I =
AΛ2
piκ4
(
lnAΛ2
)2 [−15
α1
+
12
α1 + α2
]
+O(Λ2 lnAΛ2) . (3.16)
As always, according to our regularization scheme (2.23) and (2.32), these expressions are to be under-
stood as multiplied with the regulator functions
∏
i ϕ(αi) and integrated
∏
i
∫∞
0 dαi . For instance I
contributes as AΛ
2
piκ4
(
lnAΛ2
)2
c , with c = 24
(∫∞
0 dα1
ϕ(α1)
α1
+ 2
∫∞
0 dα1dα2
ϕ(α1)ϕ(α2)
α1+α2
)
being a number
once the regularization function ϕ(α) is chosen.
Note that that the results for the diagrams involving the counterterm vertex, I in (3.16) and I
in (3.17) below, does not depend on the free (two-loop) renormalization constants ĉφ and ĉR since the
latter do not contribute to the leading divergence. In the next section we will carefully study the full
contributions of the counterterms to all divergences and then, of course, the result will depend on ĉφ
and ĉR.
When considering three vertices or more, computations become more technical. While for and
it is easy to get:
I =
AΛ2
piκ4
(
lnAΛ2
)2 [7
2
1
α1
]
+O(Λ2 lnAΛ2) ,
I =
AΛ2
piκ4
(
lnAΛ2
)2 [35
2
1
α1
− 14
α1 + α2
]
+O(Λ2 lnAΛ2) , (3.17)
with and already, one stumbles over the same kind of technical difficulties as those faced when
computing the one-loop two-point Green’s function at coinciding points in [13]. One of the integrals
encountered in is for instance∫
d2x d2y d2z
√
g∗(x)g∗(y)g∗(z)
̂˜
K(t1, x, z)K˜(t2, x, z)
̂˜
K(t3, y, z)K˜(t4, y, z)K˜(t5, x, y) .
Trouble comes from the fact that the three K˜s in the integral force the three variables x, y and z to be
all close to each other. For instance, integrating over y through the term K˜(t4, y, z) requires to Taylor
expand
K˜(t5, x, y) = K˜(t5, x, z) + (y − z)i∂izK˜(t5, x, z) +
1
2
(y − z)i(y − z)j∂iz∂jzK˜(t5, x, z) + ... (3.18)
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When x, y and z are close, such that l2(x, y) ∼ l2(x, z) ∼ 1
Λ2
, all terms in the expansion give contributions
of the same order. One gets:∫
d2xd2yd2z
√
g∗(x)g∗(y)g∗(z)
̂˜
K(t1, x, z)K˜(t2, x, z)
̂˜
K(t3, y, z)K˜(t4, y, z)K˜(t5, x, y)
=
∫
d2xd2z
√
g∗(x)g∗(z)
̂˜
K(t1, x, z)K˜(t2, x, z)
̂˜
K(t3 + t4, z, z)
×
[
K˜(t5, x, z)− t4
(
− dK˜(t, x, z)
dt
∣∣∣∣∣
t=t5
+R∗K˜(t5, x, z)
)
+
t24
2
(
d2K˜(t, x, z)
dt2
∣∣∣∣∣
t=t5
− 2R∗ dK˜(t, x, z)
dt
∣∣∣∣∣
t=t5
+R2∗K˜(t5, x, z)
)
+ ...
]
− 1
A
∫
d2xd2yd2z
√
g∗(x)g∗(y)g∗(z)
̂˜
K(t1, x, z)K˜(t2, x, z)
̂˜
K(t3, y, z)K˜(t5, x, y) . (3.19)
As just explained, the terms + . . . contribute at the same order and cannot be dropped. Keeping only
the terms that contribute to the leading singularity AΛ2
(
lnAΛ2
)2, we have∫
d2xd2yd2z
√
g∗(x)g∗(y)g∗(z)
̂˜
K(t1, x, z)K˜(t2, x, z)
̂˜
K(t3, y, z)K˜(t4, y, z)K˜(t5, x, y)
=
∫
d2xd2z
√
g∗(x)g∗(z)
̂˜
K(t1, x, z)K˜(t2, x, z)
̂˜
K(t3 + t4, z, z)
∞∑
n=0
tn4
n!
dnK˜(t, x, z)
dtn
∣∣∣∣∣
t=t5
. (3.20)
Furthermore,∫
d2x
√
g∗(x)
̂˜
K(t1, x, z)K˜(t2, x, z)
dnK˜(t, x, z)
dtn
∣∣∣∣∣
t=t5
=
(−1)n n!
(4pi)2
(
Λ2
α2 + α5
)n+1
lnAΛ2 +O(Λ2n+2) ,
(3.21)
so that one can easily resum all the terms. Therefore, the previous integral contributes to the leading
divergence by:
AΛ2
(4pi)3
(
lnAΛ2
)2 ∞∑
n=0
(−1)n αn4
(α2 + α5)
n+1 =
AΛ2
(4pi)3
(
lnAΛ2
)2 1
α2 + α5 + α4
. (3.22)
Of course, this is valid for α4α2+α5 < 1. However, the initial expression was symmetric under exchange of
α2 and α4 (upon also exchanging α1 and α3). Hence, if α4α2+α5 > 1 one simply exchanges the roles of α2
and α4 in the derivation (since now α2α4+α5 < 1) and one gets the same result.
Considering carefully each integral, finally one gets4 for and :
I =
AΛ2
piκ4
(
lnAΛ2
)2 [−21
α1
− 12
α1 + α2
− 24
α1 + α2 + α3
]
+O(Λ2 lnAΛ2) ,
I =
AΛ2
piκ4
(
lnAΛ2
)2 [− 42
α1 + α2
− 46
α1 + α2 + α3
]
+O(Λ2 lnAΛ2) . (3.23)
4 Note again that the αi are to be multiplied with ϕ(αi) and integrated. This implies that any expression involving
several αi can be symmetrized and that one can also rename the indices. In particular, the 1α2+α5+α4 in (3.22) has been
rewritten as 1
α1+α2+α3
.
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One encounters similar problems for the diagrams with four vertices and . Taylor expanding
leads to series of divergent contributions. In addition to the series (3.22), one obtains
∞∑
n=0
∞∑
m=0
(
n+m
n
)
(−1)n+m α
n
1α
m
2
(α3 + α4)
n+m+1 =
1
α1 + α2 + α3 + α4
. (3.24)
More details on the integrals generating such series are given in the appendix. Thus, one gets:
I =
AΛ2
piκ4
(
lnAΛ2
)2 [ 14
α1 + α2
+
16
α1 + α2 + α3 + α4
]
+O(Λ2 lnAΛ2) ,
I =
AΛ2
piκ4
(
lnAΛ2
)2 [ 16
α1 + α2 + α3
+
8
α1 + α2 + α3 + α4
]
+O(Λ2 lnAΛ2) . (3.25)
Looking at (3.15), (3.16) and (3.17) one observes that the total leading contribution coming from
the measure vanishes. Note that this was not the case for the two-loop contribution.
Adding the contributions of all the vacuum diagrams, (3.14), (3.15), (3.16), (3.17), (3.23) and (3.25),
one gets the coefficient d1 of AΛ2
(
lnAΛ2
)2 in the logarithm of the partition function, cf (3.3):
d1 =
1
4piκ4
[
−26
α1
+
132
α1 + α2
− 216
α1 + α2 + α3
+
96
α1 + α2 + α3 + α4
]
. (3.26)
We see that the leading divergence in AΛ2
(
lnAΛ2
)2 is not vanishing and new counterterms will be
required. They should be determined by ensuring that the one-loop three-point and four-point functions,
as well as the two-loop two-point function be all finite. The computation of these one-loop n-point
functions is beyond the scope of this paper, but it is nevertheless already interesting to look at the
possible counterterms one could consider and to calculate their contributions to the various divergences
of the partition function. This will be done in the next section.
3.5 Cancellation of the (lnAΛ2)3 divergence
Below, when we compute the counterterm contributions to the three-loop partition function, we will
see that local counterterms with local coefficients (i.e. not involving explicitly lnAΛ2) cannot give
contributions to the
(
lnAΛ2
)3 divergence. Now, it is easy to see that such (lnAΛ2)3 divergences are
present in individual three-loop diagrams. In particular, this was the case for the flower diagram, see
(3.13) and the remarks that followed. The only way to ensure finiteness of the partition function then is
that these individual divergences cancel between the three-loop vacuum diagrams. Among the twenty-
nine diagrams, eight contribute to the
(
lnAΛ2
)3 divergence. Their contributions are not too difficult
to compute. We display the result in Tab. 2. Indeed, when summed, they vanish! This is similar to
what happened for the
(
lnAΛ2
)2 divergence in the two-loop partition function, and one expects the(
lnAΛ2
)L divergence to cancel in the L-loop partition function.
Total
8(1−h)
piκ4
(
lnAΛ2
)3 -20 18 18 60 -42 -86 26+43 24+23 0
Table 2:
(
lnAΛ2
)3 contributions from the diagrams
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4 Counterterms
There are several types of counterterms one may add in the three-loop computation. Cubic or quartic
counterterms lead to diagrams similar to the ones generated by the cubic and quartic measure vertices.
One may also expand the coefficients of the quadratic counterterms already present in the two-loop
computation of [13] and consider their κ−4 contributions. Of course, only local counterterms will be
introduced. This means, on the one hand, that the counterterms are polynomial in the Kähler field
φ˜ with only finitely many derivatives acting on them, and, on the other hand, that the coefficients of
these counterterms are local expressions. In particular, a counterterm coefficient involving the area
e.g. through lnAΛ2 is non-local. However, following [13], we do allow for counterterm coefficients ∼ 1A
since they are already present in the measure action due to the absence of the zero-mode. Remarkably,
imposing a “strong locality condition”, i.e. absence of these 1A terms, on the joint measure and coun-
terterm action of the two-loop computation [13] fixed one of the two finite renormalization constants
(namely ĉm) precisely to the KPZ value. In this section, we will write out the counterterms contribut-
ing to the partition function at the same order as the three-loop diagrams, i.e. at order 1
κ4
and give
their diverging contributions to lnZ[A]. Since the divergences in AΛ2 can always be absorbed in the
cosmological constant they will be ignored in the following. Similarly, we will not spell out the finite
contributions of the counterterms.
4.1 Cubic conterterms
The new counterterms one may introduce are cubic and quartic ones. The allowed cubic counterterm
action is
Scct =
16pi3/2
κ3
1
2
∫
d2x
√
g∗
[
fφφ˜
2(∆∗ −R∗)φ˜+ fRR∗φ˜3 + fmφ˜3
]
(4.1)
where
fφ = f
(1)
φ ,
fR = f
(1)
R ,
fm = f
(1)
m Λ
2 +
f
(2)
m
A
. (4.2)
By dimensional analysis, the coefficients f (1)i and f
(2)
i are dimensionless “numbers". As already empha-
sized in the two-loop analysis of [13] they may depend on the regularization through the αi and are then
to be integrated with the given ϕ(αi), resulting in a number. But they do not depend on the cut-off
Λ2. The action (4.1) contributes via the two two-loop diagrams and at the same
order in κ−4 as the three-loop diagrams studied above.
We first show that the glasses diagram gives no relevant contribution. It may be written
as a sum of four subdiagrams. One gets:
I =
1
4
(8pi)2
κ4
∫
d2x
√
g∗(x)d2y
√
g∗(y)
̂˜
K(t1, x, x)
̂˜
K(t2, y, y){
fφ
(
−dK˜(t,x, y)
dt
)
t=t3
+ [fφR∗ + 3 (fm + fRR∗)] K˜(t3, x, y)
+3R∗ (fm + fRR∗)
̂˜
K(t3, x, y)
}
. (4.3)
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Integrating and taking into account the absence of zero-modes leads to:
I =
(4pi)2
κ4
{
fφ
∫
d2x
√
g∗ G˜ζ∆∗G˜ζ
+ 3 (fm + fRR∗)
(∫
d2x
√
g∗ G˜ζ(x)2 − 1
A
∫
d2xd2y
√
g∗(x)g∗(y) G˜ζ(x)G˜ζ(y)
)
+3 (fm + fRR∗)R∗
∫
d2xd2y
√
g∗(x)g∗(y) G˜ζ(x)
̂˜
K(t3, x, y)G˜ζ(y)
}
. (4.4)
Using the scaling relation (2.4) and (2.28), one may rewrite this as
I =
(4pi)2
κ4
{
fφ
∫
d2x
√
g0 G˜
A0
ζ ∆0G˜
A0
ζ
+ 3
(
A
A0
fm + fRR0
)(∫
d2x
√
g0 G˜
A0
ζ (x)
2 − 1
A0
∫
d2xd2y
√
g0(x)g0(y) G˜
A0
ζ (x)G˜
A0
ζ (y)
)
+3
(
A
A0
fm + fRR0
)
R0
∫
d2xd2y
√
g0(x)g0(y) G˜
A0
ζ (x)
̂˜
K0(
A0
A
t3, x, y)G˜
A0
ζ (y)
}
.
(4.5)
The first term is obviously independent of the area A and thus of no interest here. The only A de-
pendence in the second line comes from the AA0 fm term through
f
(1)
m
A0
AΛ2. However, the parenthesis
being A independent, this term can be included in the cosmological constant and is not significant.
The last term is slightly more subtle to handle because of the remaining ̂˜K0(A0A t3, x, y) term. For the
non divergent counterterms f (1)R and
f
(2)
m
A , the short-distance logarithmic singularity in
̂˜
K0(
A0
A t3, x, y)
being integrable, one may take the limit t3 → ∞. Doing so leads to an A independent quantity.
Finally, doing a finite expansion in x − y in the integral yields either A-independent or 1
Λ2
-terms or
terms that vanish exponentially as Λ → ∞. Thus, the remaining quadratically divergent counterterm
Λ2f
(1)
m only leads to terms finite or to be included in the cosmological constant. None of these terms
is of any interest here. This glasses diagram thus gives no contribution to the pertinent divergences of
the partition function (3.3). Note that diagrams with a single propagator joining two or three loops
were already discarded from the diagrams contributing to the leading divergence in the previous section.
The setting sun diagram gets two contributions according to which line of the cubic coun-
terterm vertex is connected to the bold part of the cubic Liouville vertex. Thus one obtains
I =
(8pi)2
κ4
∫
d2x
√
g∗(x)d2y
√
g∗(y){
fφ
̂˜
K(t1, x, y)
[
1
2
̂˜
K (t2, x, y)
(
−dK˜ (t, x, y)
dt
)
t=t3
+ K˜ (t2, x, y) K˜ (t3, x, y)
]
+
1
2
[(fφ + 3fR)R∗ + 3fm]
̂˜
K (t1, x, y)
̂˜
K (t2, x, y) K˜ (t3, x, y)
+
R∗
2
(fRR∗ + fm)
̂˜
K (t1, x, y)
̂˜
K (t2, x, y)
̂˜
K (t3, x, y)
}
. (4.6)
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This leads to the following divergences:
I =
1
κ4
{
6 f (1)m AΛ
2
(
lnAΛ2
)2
+
[
8
α2 + α3
f
(1)
φ + 12 f
(1)
m (b1 − ln(α2 + α3))
]
AΛ2 lnAΛ2
+
[
6 f (2)m +
(
4 f
(1)
φ + 6 f
(1)
R − 6 α3 f (1)m
)
AR∗
] (
lnAΛ2
)2
+
[
16
(f (1)φ
3
− α3 f (1)m
)
AR∗ − α2α3
α2 + α3
(
8
α2 + α3
f
(1)
φ + 12 f
(1)
m
)
AR∗ − 48pi
(
f
(1)
φ − 2 α3 f (1)m
)
+ 2
(
6 f (2)m +
(
4 f
(1)
φ + 6 f
(1)
R − 6 α3 f (1)m
)
AR∗
)
(b1 − ln(α2 + α3))
]
lnAΛ2
}
(4.7)
where
b1 =
4pi
A0
∫
d2x
√
g0(x) G˜
A0
ζ (x)− γ − lnA0µ2 (4.8)
is a constant independent of A. The expression (4.7) is the full contribution from the cubic counterterms
to the diverging part of the partition function.
4.2 Quartic counterterms
The quartic counterterm action is
Sqct =
(8pi)2
κ4
1
2
∫
d2x
√
g∗
[
qφφ˜
3(∆∗ −R∗)φ˜+ q̂φφ˜2(∆∗ − 2R∗)φ˜2 + qRR∗φ˜4 + qmφ˜4
]
(4.9)
with
qφ = q
(1)
φ ,
q̂φ = q̂
(1)
φ ,
qR = q
(1)
R ,
qm = q
(1)
m Λ
2 +
q
(2)
m
A
. (4.10)
Again, the coefficients q(j)i may depend on the αk but not on the cutoff Λ. This action gives a “figure-
eight” diagram :
I =
(8pi)2
κ4
∫
d2x
√
g∗
{
−3
2
(
qφ
̂˜
K(t1, x, x)K˜ (t2, x, x) + (qRR∗ + qm)
̂˜
K (t1, x, x)
̂˜
K (t2, x, x)
)
+ q̂φ
(
−2 ̂˜K (t1, x, x) K˜ (t2, x, x) +R∗ ̂˜K (t1, x, x) ̂˜K (t2, x, x))} , (4.11)
which contributes as
I =
1
κ4
{
− 6 q(1)m AΛ2
(
lnAΛ2
)2 − [ 1
α1
(
6 q
(1)
φ + 8 q̂
(1)
φ
)
+ 12 q(1)m (b1 − lnα1)
]
AΛ2 lnAΛ2
−
[
6 q(2)m +
(
−4 q̂(1)φ + 6 q(1)R
)
AR∗
] (
lnAΛ2
)2 − [(7
6
AR∗ − 4pi
)(
6 q
(1)
φ + 8 q̂
(1)
φ − 12 α1 q(1)m
)
+ 2
(
6 q(2)m +
(
−4 q̂(1)φ + 6 q(1)R
)
AR∗
)
(b1 − lnα1)
]
lnAΛ2
}
(4.12)
with b1 given in (4.8).
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4.3 Quadratic two-loop counterterms
The quadratic counterterms (4.13) did contribute via one-loop diagrams to the two-loop partition func-
tion, but also via two-loop diagrams to the three-loop partition function as shown in the above com-
putation. However, as always, the counterterm coefficients get contributions at different orders in
perturbation theory. If we call cφ, cR and cm the coefficients in (2.21), we may add to them an addi-
tional piece 1
κ2
c′φ,
1
κ2
c′R and
1
κ2
c′m, so that ctotφ = cφ+
1
κ2
c′φ+O( 1κ4 ), etc. Overall, the c′ are accompanied
by a factor 1
κ4
and they contribute via one-loop diagrams to the three-loop partition function. Thus we
also add the following counterterm action
Squad’ct =
8pi
κ4
∫
d2x
√
g∗
[
c′φ
2
φ˜(∆∗ −R∗)φ˜+ c
′
R
2
R∗φ˜2 +
c′m
2
φ˜2
]
, (4.13)
where, again,
c′φ = c
′(1)
φ ,
c′R = c
′(1)
R ,
c′m = c
′(1)
m Λ
2 +
c
′(2)
m
A
. (4.14)
The counterterm action (4.13) then provides a new one-loop diagram of order κ−4:
I = −1
2
(8pi)
κ4
∫
d2x
√
g∗
[
c′φK˜(t, x, x) +
(
c′RR∗ + c
′
m
) ̂˜
K(t, x, x)
]
(4.15)
leading to the following divergences:
I =
1
κ4
(
−c′(1)m AΛ2 lnAΛ2 −
(
c′(2)m + c
′(1)
R R∗A
)
lnAΛ2
)
. (4.16)
Moreover, two parameters of the two-loop counterterms (2.21) are still unconstrained: ĉφ and ĉR.
Although only ĉR appears in the two-loop partition function, both may contribute to the divergent part
of the partition function at three loops, through the diagrams , , and . Their
diverging contributions are displayed below:
I =
1
κ4
{
− 2
α1
ĉφ AΛ
2 lnAΛ2 − 2
(7
6
AR∗ − 4pi
)
ĉφ lnAΛ
2
}
,
I =
1
κ4
{(
−10
α1
+
8
α1 + α2
)
ĉφ AΛ
2 lnAΛ2 +
[
2AR∗ ĉφ
ĉR
pi
+ 2
(
7
6
AR∗ − 4pi
)
ĉR
2pi
+ 4AR∗
(
ĉφ +
ĉR
2pi
)(
3
(
ln(α1 + α2)− lnα1
)
− 19
12
− 2α1α2
(α1 + α2)2
)]
lnAΛ2
}
,
I =
1
κ4
{
12
(
1
α1
+
1
α1 + α2
)
ĉφ AΛ
2 lnAΛ2 + 12AR∗
(
ĉφ +
ĉR
2pi
)(
lnAΛ2
)2
+
[
12AR∗
(
ĉφ +
ĉR
2pi
)(
2 b1 − lnα1 − ln(α1 + α2)
)
+ 24
(7
6
AR∗ − 4pi
)
ĉφ
+ 24AR2∗ ĉR
∫
d2xd2y
√
g∗(x)g∗(y)
̂˜
K (t1, x, y)
̂˜
K (t2, x, y)
]
lnAΛ2
}
, (4.17)
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and
I =
1
κ4
{
− 8
( 1
α1 + α2
+
2
α1 + α2 + α3
)
ĉφ AΛ
2 lnAΛ2 −
(
18 ĉφ + 7
ĉR
pi
) (
lnAΛ2
)2
+
[
− 24AR2∗ ĉR
∫
d2xd2y
√
g∗(x)g∗(y)
̂˜
K (t1, x, y)
̂˜
K (t2, x, y)− 2
(
18 ĉφ + 7
ĉR
pi
)
b1
+ 4AR∗
[(
ĉφ +
ĉR
2pi
)( 2α1α2
(α1 + α2)2
+ 3 ln(α1 + α2)
)
+ 6
(
ĉφ +
ĉR
3pi
)
ln(α1 + α2 + α3)
]
+ 4
[
36pi ĉφ +AR∗
( ĉR
2pi
−
(8
3
+
14
9
α21 + α
2
2 + α
2
3
(α1 + α2 + α3)2
)
ĉφ
)]]
lnAΛ2
}
. (4.18)
None of these contains a AΛ2(lnAΛ2)2 divergence and this is why these finite counterterm coefficients
ĉφ and ĉR did not contribute to our computation in section 3.
4.4 Total counterterm contribution to the partition function
Since the glasses diagram has no divergence other than in AΛ2, the total contribution one could get
from the counterterms to the three-loop partition function is given by summing (4.7), (4.12), (4.16),
(4.17) and (4.18). Recalling AR∗ = 8pi(1− h), cf. (2.4), one gets:
lnZ[A]CT3−loop =
1
κ4
{
Ω1 AΛ
2
(
lnAΛ2
)2
+ Ω2 AΛ
2 lnAΛ2 + Ω3
(
lnAΛ2
)2
+ Ω4 lnAΛ
2
}
(4.19)
with
Ω1 = 6
(
f (1)m − q(1)m
)
Ω2 = − 16
α1 + α2 + α3
ĉφ +
1
α1 + α2
(
8 f
(1)
φ + 12 ĉφ
)
− 1
α1
(
6 q
(1)
φ + 8 q̂
(1)
φ
)
− c′(1)m
+ 2 Ω1 b1 − 12
(
f (1)m ln(α1 + α2)− q(1)m lnα1
)
Ω3 = Ω
(a)
3 + Ω
(b)
3 + Ω
(c)
3
Ω
(a)
3 = −6 q(2)m +
(
4 q̂
(1)
φ + 12
(
ĉφ +
ĉR
2pi
)
− 6 q(1)R
)
8pi (1− h)
Ω
(b)
3 (α1) = 6 f
(2)
m +
(
4 f
(1)
φ − 6
(
ĉφ +
ĉR
2pi
− f (1)R + α1 f (1)m
))
8pi (1− h)
Ω
(c)
3 = −12
(
ĉφ +
ĉR
3pi
)
8pi (1− h)
Ω4 = 2 Ω3 b1 − 2
(
Ω
(a)
3 lnα1 + Ω
(b)
3 (α1) ln(α1 + α2) + Ω
(c)
3 ln(α1 + α2 + α3)
)
+ 4pi
(
1− 7
3
(1− h)
)(
6 q
(1)
φ + 8 q̂
(1)
φ + 12 α1 f
(1)
m + 12 ĉφ − 12 f (1)φ + 2 α1 Ω1
)
+ 8pi (1− h)
(
26
3
(
ĉφ − f (1)φ
)
+
12α21
α1 + α2
f (1)m −
8α1α2
(α1 + α2)
2 f
(1)
φ +
56
3
α21
(α1 + α2 + α3)2
ĉφ
)
+ 8pi (1 + 14 (1− h)) ĉφ −
(
c′(2)m + 4 ĉR + 8pi (1− h) c′(1)R
)
+ 16 (1− h) ĉφ ĉR (4.20)
where b1 was defined in (4.8).
This is the total contribution to the three-loop partition function of the counterterms that have not
been previously fixed by the order 1
κ2
(“two-loop”) computation of [13]. Requiring the one-loop two-point
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function to be finite and regulator independent fixed cm and parts of cφ and cR. Thus, only their so-far
undetermined regularization-independent parts ĉφ and ĉR have been included in (4.20).
One way to determine some of these counterterms is to compute the two-loop two-point function
(order 1
κ4
) and the one-loop three-point function (order 1
κ3
) and one-loop four-point function (order
1
κ4
) and to require them to be finite and regularization independent. Imposing finiteness will com-
pletely determine certain combinations of the counterterm coefficients, while imposing regularization
independence of the finite terms will fix certain other combinations up to constants.
The computations of the two-loop two-point function and of the one-loop three-point and four-point
functions clearly are beyond the scope of this work. However, without actually doing this computation,
there are still interesting remarks we can make. We can rather easily determine the contributions of
the counterterms to these n-point functions. This will tell us which combinations of the counterterm
coefficient would be fixed by such a computation. We will find that the relevant combinations are indeed
the same as those appearing in the Ωi of the three-loop partition function. Although “expected”, this is
by no means obvious and constitutes a nice consistency check.
It is straightforward to see that the cubic and quartic counterterms contribute to the diverging parts
of the three- and four-point functions as∣∣∣∣∣∣
CT
div
= −48pi
3/2
κ2
f (1)m Λ
2
∫
d2x
√
g∗
̂˜
K (t1, a, x)
̂˜
K (t2, b, x)
̂˜
K (t3, c, x) ,
∣∣∣∣∣
CT
div
= −12(8pi)
2
κ4
q(1)m Λ
2
∫
d2x
√
g∗
̂˜
K (t1, a, x)
̂˜
K (t2, b, x)
̂˜
K (t3, c, x)
̂˜
K (t4, d, x) . (4.21)
Thus finiteness of these functions fixes both f (1)m and q
(1)
m and hence, Ω1. Finiteness of the two-point
function at one loop (order 1
κ2
) was already imposed in [13] and resulted in the determination of cm
to this order. Here we will only consider its two-loop 1
κ4
part. We find that the contributions of the
counterterms to the diverging part of the two-loop two-point function is∣∣∣CT
1
κ4
,div
=
8pi
κ4
{(
ρ1 Λ
2 lnAΛ2 + ρ2 Λ
2 + ρ3
lnAΛ2
A
)∫
d2x
√
g∗
̂˜
K (t1, a, x)
̂˜
K (t2, b, x)
+ ρ4 Λ
2
∫
d2x
√
g∗ G˜A0ζ (x)
̂˜
K (t1, a, x)
̂˜
K (t2, b, x)
+ ρ5 lnAΛ
2 ̂˜K (t1, a, b)} , (4.22)
with
ρ1 = 2 Ω1 , ρ2 = Ω2 + F
[
αi, f
(1)
m , q
(1)
m
]
, ρ3 = 2
(
Ω3 + 6 α2 f
(1)
m AR∗
)
,
ρ4 = 8pi Ω1 , ρ5 = −
(
6 q
(1)
φ + 8 q̂
(1)
φ + 12 α1 f
(1)
m + 12 ĉφ − 12 f (1)φ
)
. (4.23)
The expression F
[
αi, f
(1)
m , q
(1)
m
]
can be computed straightforwardly, but its exact form is irrelevant for
the present discussion. Finiteness of the two-point function at order 1
κ4
then fixes all combinations
ρ1, . . . ρ5. Since F is a known function of the already determined f
(1)
m and q
(1)
m this then fixes Ω2 and Ω3,
as well as the combination 6 q(1)φ + 8 q̂
(1)
φ + 12 ĉφ − 12 f (1)φ .
Thus, all the coefficients Ω1, Ω2 and Ω3 of the diverging parts of the counterterm contributions to
the partition function (4.19) are exactly determined by the requirement of the finiteness of the two-loop
two-point function and of the one-loop three-point and four-point functions ! Obviously, we expect this
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determination to be such that (4.19) precisely cancels the divergences of the genuine three-loop part of
this partition function, as was indeed the case for the two-loop computation of [13].
Let us next discuss Ω4 which is the counterterm contribution to the order 1κ4 part of γstr. With the
f
(1)
m , q
(1)
m and the ρi been fixed, also Ω1, Ω2 and Ω3 are fixed and we consider Ω
(a)
3 as a function of Ω
(b)
3
and Ω(c)3 , i.e. of Ω
(b)
3 , ĉφ and ĉR. (Note that the second line in the expression of Ω4 can be expressed
though ρ5 and Ω1.) Thus Ω4 depends on the following six undetermined constants: Ω
(b)
3 , ĉφ, ĉR, f
(1)
φ ,
c
′(2)
m and c
′(1)
R .
Furthermore, one may require the “strong locality condition” that the non-local terms in the measure
(2.31) and counterterm actions (4.13), (4.1), (4.9) cancel out. This fixes q(2)m , f
(2)
m and c
′(2)
m as
q(2)m = −1 , f (2)m = −
4
3
, c′(2)m = 0 , (4.24)
since the corresponding 1A terms in (2.21), (4.2) and (4.10) are
4pi
A
[
2
√
pi
κ3
(
f (2)m +
4
3
)
φ˜3 − 1
κ4
c′(2)m φ˜
2 +
8pi2
κ4
(
q(2)m + 1
)
φ˜4
]
= 0 . (4.25)
Thus, among the six undetermined constants in Ω4, only c
′(2)
m is fixed, and we end up with five free
finite renormalization constants on which Ω4 depends: Ω
(b)
3 , ĉφ, ĉR, f
(1)
φ , and c
′(1)
R . We conclude that in
addition to the undetermined ĉR which already entered as a free parameter in the two-loop expression
of γstr, at three loops γstr depends on four additional undetermined parameters.
Finally, as anticipated in section 3, none of the counterterms contributes to the
(
lnAΛ2
)3 divergence.
The only way to generate such divergences would be by introducing non-local counterterm coefficients
that already involve a factor of lnAΛ2. However, as repeatedly argued, such counterterms should be
forbidden. Then, since there is no possible counterterm for a
(
lnAΛ2
)3 divergence, such a divergence is
required to cancel in the first place between the three-loop vacuum diagrams. As shown above, this is
indeed the case.
5 Discussion
The purpose of our work was to check if and which new counterterms are required at three loops. We
have therefore computed the leading divergence of the three-loop partition function at fixed area, cf
(3.26). It does not vanish and thus genuine three-loop counterterms are required. It is interesting to
note that the two-loop computation already pointed to the insertion of new counterterms at three loops.
Indeed, the counterterms inserted at two loops have a strong similarity with the measure terms at two
loops. Yet, at three loops, the measure action gives rise to cubic and quartic vertices unlike the two-loop
counterterm vertices. Therefore, one could have expected additional counterterms to be needed. This
argument can be generalized to all orders, as the measure action gets additional structures at every
order in the loop expansion. If the counterterms are to be understood as a renormalization of the
measure action, the latter itself coming from the regularization of the measure for the metrics, then new
counterterms have to be introduced at every order in the perturbation series. On the other hand, what
is really surprising and encouraging is that if one requires the counterterms to be local, in particular that
no counterterm coefficient with a lnAΛ2 divergence is allowed, then all the divergences may be offset
but the
(
lnAΛ2
)3 divergence. However, as we showed, this divergence cancels out between the three-
loop diagrams, meaning that local counterterms are enough to balance all the non-local divergences.
Moreover, the required counterterm action has a structure similar to those of the measure action,
supporting the understanding of counterterms as a renormalization of the measure.
Nevertheless, with no other way to discriminate the counterterms than to forbid (lnAΛ2)-like non-
local terms, many new free parameters appear. At three loops, doing so gives rise to twelve new
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parameters. Imposing the divergences to vanish in the one-loop three- and four-point functions and in
the two-loop two-point function fixes two parameters and three combinations of the parameters. We
found that with these parameters and combinations of parameters fixed, the diverging part of the three-
loop partition function is also completely fixed with no additional adjustable parameter remaining.
Obviously, as was the case at two loops, we expect this to happen in precisely such a way that all
divergences in the three-loop partition function cancel, except for the (lnAΛ2)-piece that yields the
three-loop contribution to the string susceptibility. Indeed, this is the only coefficient of the three-loop
partition function which contains undetermined finite renormalization constants. More precisely, it
depends on six unconstrained renormalization constants. We argued that there are two different notions
of locality of the counterterm coefficients: while coefficients involving lnAΛ2 were excluded, we did allow
coefficients proportional to 1A since such non-local terms already appeared through the measure action.
Introducing such 1A counterterms in precisely such a way as to cancel the corresponding
1
A terms in the
measure action was referred to as “strong locality condition”. Imposing this condition fixes one of the six
free parameters in the contribution to the string susceptibility, leaving us with five free renormalization
constants on which the three-loop contribution to γstr depends. One of these free renormalization
constants was already present in the two-loop string susceptibility, so that at three-loops, four new
constants play a role.
Several additional requirements should be considered, such as the condition that neither the n-
point functions nor the partition function should depend on the choice of regularization. In particular,
the regularization function ϕ(αi) satisfies
∫∞
0 dαiϕ(αi) = 1 and certain regularity conditions at 0 and
infinity, but is otherwise arbitrary. Its choice should not impact any final, physical result. This means
that all the dependence in the αi must disappear in the end. Although important, this argument is
not enough to fully determine the counterterms, in particular it cannot fix any α-independent pieces.
Another criterion is the background independence. Physical results must not depend on the background
metric g0 arbitrarily chosen to write the Liouville action, define the conformal factor σ and thus the
Kähler field φ˜. The eigenmodes of ∆∗ are also defined through this choice of the reference metric. One
way to check for background independence is to derive the cocycle identities for the various actions.
It is easy to check that the Liouville action satisfies this condition. Formally, the same is true for the
measure action. However, as usual, the need to introduce an explicit regularization, making reference
to a background metric, obscures the background independence and makes it difficult to be verified.
It could well be that some indirect criterion for background independence fixes some or all of our free
renomalization constants.
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A Appendix
When computing the diagrams , , and , one gets infinite series of terms contributing to
the coefficients of AΛ2
(
lnAΛ2
)2. The details of the computation of these series are described hereafter.
For the sake of brevity, notational short-cuts are defined: dν(x) = d2x
√
g∗(x),
̂˜
Ki(x, y) =
̂˜
K(ti, x, y)
and ̂˜Ki,j(x, y) = ̂˜K(ti + tj , x, y).
Among the series of diverging contributions appearing in these four diagrams, some may be straight-
forwardly computed by Taylor expanding the terms, as was done in section 3. These integrals are
hereafter noted by J . Namely, they are:
J
(1)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(x, z)K˜2(x, z)
̂˜
K3(y, z)K˜4(y, z)K˜5(x, y) ,
J
(2)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(x, z)
̂˜
K2(x, z)
̂˜
K3(y, z)K˜4(y, z)
(
− d
dt5
K˜5(x, y)
)
,
J
(3)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(x, z)
(
− d
dt2
K˜2(x, z)
) ̂˜
K3(y, z)K˜4(y, z)
̂˜
K5(x, y) ,
J
(4)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(x, z)
̂˜
K2(x, z)
̂˜
K3(y, z)
(
− d
dt4
K˜4(y, z)
)
K˜5(x, y) ,
J
(1)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(z, z)K˜2(x, z)
̂˜
K3(x, y)K˜4(x, y)K˜5(y, z) ,
J
(2)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(z, z)K˜2(x, z)
̂˜
K3(x, y)
(
− d
dt4
K˜4(x, y)
) ̂˜
K5(y, z) ,
J
(3)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(z, z)
̂˜
K2(x, z)
̂˜
K3(x, y)K˜4(x, y)
(
− d
dt5
K˜5(y, z)
)
,
J
(1)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x, y)K˜2(x, y)K˜3(y, z)
̂˜
K4(z, w)K˜5(z, w)K˜6(x,w) ,
J
(2)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x, y)
(
− d
dt2
K˜2(x, y)
) ̂˜
K3(y, z)
̂˜
K4(z, w)
(
− d
dt5
K˜5(z, w)
) ̂˜
K6(x,w) ,
J
(3)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x, y)K˜2(x, y)
̂˜
K3(y, z)
̂˜
K4(z, w)K˜5(z, w)
(
− d
dt6
K˜6(x,w)
)
,
J
(4)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x, y)K˜2(x, y)
̂˜
K3(y, z)
̂˜
K4(z, w)
(
− d
dt5
K˜5(z, w)
)
K˜6(x,w) . (A.1)
Note that J (1) was already computed in section 3. It is useful to define:
Bn(ta, tb, tc;x) =
∫
dν(z)
̂˜
Ka(x, z)
̂˜
Kb(x, z)
dn
dtnc
K˜c(x, z) ,
Cn,m(ta, tb, tc;x) =
∫
dν(z)
̂˜
Ka(x, z)
dn
dtnb
K˜b(x, z)
dm
dtmc
K˜c(x, z) ,
Dn(ta, tb, tc;x) =
∫
dν(z)
̂˜
Ka(z, z)
̂˜
Kb(x, z)
dn
dtnc
K˜c(x, z) ,
En,m(ta, tb, tc;x) =
∫
dν(z)
̂˜
Ka(z, z)
dn
dtnb
K˜b(x, z)
dm
dtmc
K˜c(x, z) . (A.2)
The only divergence investigated here is the one in AΛ2
(
lnAΛ2
)2, which cannot appear unless two ̂˜Ks
are present, since the logarithmic divergence comes from such terms (2.29). The terms without at least
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two ̂˜Ks after doing the expansions are thus discarded in the following. Remembering that t = α
Λ2
, the
previous integrals may then be rewritten as:
J
(1)
=
∫
dν(x)
̂˜
K3,4(x, x)
∞∑
n=0
tn4
n!
C0,n(t1, t2, t5;x) ,
J
(2)
=−
∫
dν(x)
̂˜
K3,4(x, x)
∞∑
n=0
tn4
n!
Bn+1(t1, t2, t5;x) ,
J
(3)
=
∫
dν(x)
̂˜
K3,4(x, x)
[
−B1(t1, t2, t5;x) +
∞∑
n=0
tn+14
(n+ 1)!
C1,n(t1, t2, t5;x)
]
,
J
(4)
= J
(2)
+
∫
dν(x)
1
4pi
Λ2
α3 + α4
B0(t1, t2, t5;x) ,
J
(1)
=
∫
dν(x)
̂˜
K3,4(x, x)
∞∑
n=0
tn4
n!
E0,n(t1, t2, t5;x) ,
J
(2)
= J
(1)
+
∫
dν(x)
1
4pi
Λ2
α3 + α4
D0(t1, t2, t5;x) ,
J
(3)
=−
∫
dν(x)
̂˜
K3,4(x, x)
∞∑
n=0
tn4
n!
Dn+1(t1, t2, t5;x) ,
J
(1)
=
∫
dν(x)
̂˜
K1,2(x, x)
∑
n,m≥0
tn2
n!
tm5
m!
En,m(t4 + t5, t3, t6;x) ,
J
(2)
= J
(1)
+ 2
∫
dν(x)
1
4pi
Λ2
α1 + α2
D0(t4 + t5, t3, t6;x) + J
1,2
4,5 ,
J
(3)
=
∫
dν(x)
̂˜
K1,2(x, x)
∑
n,m≥0
tn+12
(n+ 1)!
tm5
m!
En,m+1(t4 + t5, t3, t6;x) + J
(3)
,
J
(4)
= J
(3)
+
∫
dν(x)
1
4pi
Λ2
α4 + α5
D0(t1 + t2, t3, t6;x) , (A.3)
where all the terms in O(AΛ2 lnAΛ2) are discarded. The fact that the αi (and thus ti) are dummy
variables that can be renamed and are symmetrized, has been used to simplify the writings of J (2) and
J
(3). Finally, the term J1,24,5 in J
(2) is the term proportional to Λ4 defined in (3.5). All contributions ∼ Λ4
have been discussed in section 3.2 and are summarized in Tab. 1. At present we are only interested in the
other types of divergences and thus we will simply drop the term J1,24,5 in the following. We conjecture:
Bn(ta, tb, tc;x) =

(−1)nΛ2n
(4pi)2
(n− 1)!
[
1
(αa+αc)
n + 1(αb+αc)n
]
lnAΛ2 +O(Λ2n) if n ≥ 1 ,
1
(4pi)2
(
lnAΛ2
)2
+O(lnAΛ2) if n = 0 .
(A.4)
αa and αb being dummy variables, this may be rewritten as
Bn(ta, tb, tc;x) =

2 (−1)
n(n−1)!
(4pi)2
(
Λ2
αb+αc
)n
lnAΛ2 +O(Λ2n) if n ≥ 1 ,
1
(4pi)2
(
lnAΛ2
)2
+O(lnAΛ2) if n = 0 .
(A.5)
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Likewise,
Dn(ta, tb, tc;x) =

(−1)n(n−1)!
(4pi)2
(
Λ2
αb+αc
)n
lnAΛ2 +O(Λ2n) if n ≥ 1 ,
1
(4pi)2
(
lnAΛ2
)2
+O(lnAΛ2) if n = 0 .
(A.6)
and
Cn,m(ta, tb, tc;x) = En,m(ta, tb, tc;x) =
(−1)n+m
(4pi)2
(n+m)!
(
Λ2
αb + αc
)n+m+1
lnAΛ2 +O(Λ2n+2m+2) .
(A.7)
From (2.25), one observes that
C1,n(ta, tb, tc;x) =
d
dtb
C0,n(ta, tb, tc;x) = − d
2
dt2b
Bn(ta, tb, tc;x) , E0,n(ta, tb, tc;x) = − d
dtb
Dn(ta, tb, tc;x) ,
(A.8)
which is verified by the above expressions, before considering the symmetries between the αi. Putting
everything together and remembering once more that the αi are dummy variables, one gets:
J
(1)
=
AΛ2
(4pi)3
(
lnAΛ2
)2 1
α1 + α2 + α3
,
J
(1)
= J
(3)
=
1
2
J
(2)
= J
(1)
,
J
(3)
= J
(2)
= J
(1)
+
AΛ2
(4pi)3
(
lnAΛ2
)2 1
α1 + α2
,
J
(4)
= 2J
(1)
+
AΛ2
(4pi)3
(
lnAΛ2
)2 1
α1 + α2
,
J
(3)
= J
(1)
=
AΛ2
(4pi)3
(
lnAΛ2
)2 1
α1 + α2 + α3 + α4
,
J
(2)
= J
(1)
+ 2
AΛ2
(4pi)3
(
lnAΛ2
)2 1
α1 + α2
J
(4)
= J
(1)
+
AΛ2
(4pi)3
(
lnAΛ2
)2 1
α1 + α2
, (A.9)
up to subleading divergences.
One encounters also integrals such as
L =
∫
dν(x)dν(y)dν(z)
̂˜
K1(z, z)
̂˜
K2(x, y)
̂˜
K3(x, y)K˜4(x, z)
(
− d
dt5
K˜5(y, z)
)
(A.10)
whose explicit computation requires to Taylor expand a product of two ̂˜K or K˜. We denote such
integrals by L. Integrating over z around x through the exponential term in K˜4(x, z), see (2.26), leads
us to Taylor expand ̂˜K1(z, z) ddt5 K˜5(y, z) in (z− x) around x. After integration, one gets terms such as:∫
dν(x)dν(y)
̂˜
K2(x, y)
̂˜
K3(x, y)∂
x
i1 . . . ∂
x
ir
̂˜
K1(x, x)∂
x
j1 . . . ∂
x
js
(
− d
dt5
K˜5(x, y)
)
(A.11)
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with r + s even. If s is odd, then the function ̂˜K2(x, y) ̂˜K3(x, y)∂xj1 . . . ∂xjs (− ddt5 K˜5(x, y)) is odd and
performing the integral over y kills the contribution: r and s have to be even. Since K˜(t, x, x) depends
on x only through G˜A0ζ (x), see (2.29), for r ≥ 2, ∂xi1 . . . ∂xir
̂˜
K1(x, x) does not contribute to the leading
divergence by neither a factor lnAΛ2 nor Λ2. The diverging contributions may thus only come from the
integral over y. However, applying s derivatives on ddt5 K˜5(x, y) for any even s leads to terms similar to
(−1) s2
(
d
dt5
)1+ s
2
K˜5(x, y). Integrating over y one gets B1+ s
2
(t2, t3, t5;x) which only produces one of the
two lnAΛ2 of the leading divergence. The only terms contributing to AΛ2
(
lnAΛ2
)2 are thus the terms
with r = 0 and s even.
Thus, up to subleading divergences, the previous integral gives:
L =−
∫
dν(x)
̂˜
K1(x, x)
∞∑
n=0
tn4
n!
Bn+1(t2, t3, t5;x) = J
(2)
. (A.12)
Similarly, one may compute
L
(1)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x, y)
̂˜
K2(x, y)K˜3(y, z)
̂˜
K4(z, w)K˜5(z, w)
(
− d
dt6
K˜6(x,w)
)
,
=−
∫
dν(x)dν(y)dν(z)
̂˜
K1(x, y)
̂˜
K2(x, y)K˜3(y, z)
̂˜
K4,5(z, z)
∞∑
n=0
tn5
n!
(
d
dt6
)n+1
K˜6(x, z) ,
=−
∫
dν(x)dν(y)
̂˜
K1(x, y)
̂˜
K2(x, y)
̂˜
K4,5(y, y)
∑
n,m≥0
tm3
m!
tn5
n!
(
d
dt6
)n+m+1
K˜6(x, y) ,
= 2 J
(1)
,
L
(2)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x, y)
̂˜
K2(x, y)K˜3(y, z)
̂˜
K4(z, w)
(
− d
dt5
K˜5(z, w)
)
K˜6(x,w) ,
= L
(1)
+
1
4pi
Λ2
α4 + α5
∞∑
n=0
tn6
n!
∫
dν(x)Bn(t1, t2, t3;x) ,
= L
(1)
+
AΛ2
(4pi)3
(
lnAΛ2
)2 1
α4 + α5
, (A.13)
up to O(AΛ2 lnAΛ2) terms.
Since at least two ̂˜Ks are needed to obtain the two lnAΛ2 of the leading divergence, it is easy to
compute
L
(1)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x,w)
̂˜
K2(y, w)K˜3(z, w)K˜4(x, y)K˜5(x, z)K˜6(y, z) . (A.14)
Indeed, integrating over w through K˜3(z, w) requires to Taylor expand
̂˜
K1(x,w)
̂˜
K2(y, w). The only
term in this expansion keeping the structure of the ̂˜Ks and thus contributing to the leading divergence
is the first one: ̂˜K1(x, z) ̂˜K2(y, z). Thus,
L
(1)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(x, z)
̂˜
K2(y, z)K˜4(x, y)K˜5(x, z)K˜6(y, z) +O(AΛ2 lnAΛ2)
= J
(1)
+O(AΛ2 lnAΛ2) . (A.15)
Similarly, in
L
(2)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x,w)K˜2(y, w)K˜3(z, w)K˜4(x, y)K˜5(x, z)
̂˜
K6(y, z) , (A.16)
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if any partial derivative acts on one of the two ̂˜Ks through the Taylor expansion, the (lnAΛ2)2 are lost.
Thus,
L
(2)
=
∫
dν(x)dν(y)dν(z) K˜4(x, y)K˜5(x, z)
̂˜
K6(y, z)
̂˜
K1(x, z)
∞∑
n=0
tn3
n!
dn
dtn2
K˜2(y, z) ,
=
∫
dν(x)
̂˜
K1,5(x, x)
∑
n,m≥0
tn3
n!
tm5
m!
Cn,m(t6, t2, t4;x) = J
(1)
, (A.17)
up to subleading terms. It is possible to compute
L
(3)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x, y)K˜2(x, z)
(
− d
dt3
K˜3(y, z)
) ̂˜
K4(x,w)
̂˜
K5(y, w)K˜6(z, w) ,
L
(4)
=
∫
dν(x)dν(y)dν(z)dν(w) K˜1(x, y)
̂˜
K2(x, z)
(
− d
dt3
K˜3(y, z)
) ̂˜
K4(x,w)
̂˜
K5(y, w)K˜6(z, w) ,
L
(5)
=
∫
dν(x)dν(y)dν(z)dν(w)
(
− d
dt3
K˜1(x, y)
) ̂˜
K2(x, z)K˜3(y, z)
̂˜
K4(x,w)
̂˜
K5(y, w)K˜6(z, w) ,
(A.18)
with the same reasoning. In these three integrals, integrating over w implies to Taylor expand a product
of two ̂˜Ks. Since there are only three ̂˜Ks in these integrals, this means that, if one wants to extract
the leading divergence with two lnAΛ2, one shall only keep in the Taylor expansion the terms with the
derivatives acting on one ̂˜K. Up to subleading terms, one has
L
(3)
= J
(3)
+ L
(3a)
+ L
(3b)
,
L
(3a)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(x, y)K˜2(x, z)
d
dt3
K˜3(y, z)
̂˜
K4(x, z)
∞∑
n=0
tn+16
(n+ 1)!
dn
dtn5
K˜5(y, z) ,
L
(3b)
=
∫
dν(x)dν(y)dν(z)
̂˜
K1(x, y)K˜2(x, z)
d
dt3
K˜3(y, z)
̂˜
K5(y, z)
∞∑
n=0
tn+16
(n+ 1)!
dn
dtn4
K˜4(x, z) . (A.19)
Integrating over x in L(3a) leads to∫
dν(z)
̂˜
K2+4(z, z)
∞∑
n=0
tn+16
(n+ 1)!
C1,n(t1, t3, t5; z) = J
(1) − AΛ
2
(4pi)3
(
lnAΛ2
)2 1
α1 + α2
, (A.20)
while integrating over y in L(3b) transforms one of the two remaining ̂˜Ks, resulting in a O(AΛ2 lnAΛ2)
term. L(4) and L(5) are computed in a similar way. Summing up:
L
(3)
= 2J
(1)
, L
(4)
= J
(1)
+ 2J
(1)
, L
(5)
= J
(1)
+ J
(1)
. (A.21)
The same idea is used to compute
L
(3)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x, z)
̂˜
K2(x, z)
(
− d
dt3
K˜3(y, z)
) ̂˜
K4(y, w)
̂˜
K5(y, w)
(
− d
dt6
K˜6(x,w)
)
,
L
(6)
=
∫
dν(x)dν(y)dν(z)dν(w)
̂˜
K1(x, y)
̂˜
K2(x, z)
(
− d
dt3
K˜3(y, z)
) ̂˜
K4(z, w)
̂˜
K5(y, w)
(
− d
dt6
K˜6(x,w)
)
,
(A.22)
the requirement is then to leave two of the four ̂˜Ks without derivatives. Among such terms, one gets
also subleading terms not considered here. In the end, one obtains:
L
(3)
= 2L
(6)
= 4J
(1)
. (A.23)
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