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CONCENTRATION INEQUALITIES FOR
SMOOTH RANDOM FIELDS
1
Denis Belomestny and Vladimir Spokoiny
Duisburg-Essen University and WIAS Berlin, Moscow Institute of Physics and
Technology
In this note we derive a sharp concentration inequality for the supre-
mum of a smooth random field over a finite dimensional set. It is shown
that this supremum can be bounded with high probability by the value
of the field at some deterministic point plus an intrinsic dimension of the
optimisation problem. As an application we prove the exponential in-
equality for a function of the maximal eigenvalue of a random matrix is
proved.
1 INTRODUCTION
Concentration inequalities is a quite active field of research, which is driven by
numerous applications, see Ledoux (2001) and Lugosi (2005) for an overview.
Concentration inequalities have been used in many fields of both pure and
applied mathematics, including stochastic optimization, random matrix the-
ory, geometric functional analysis, randomized algorithms, statistics, machine
learning and compressed sensing. A typical situation where the concentra-
tion inequalities are useful is the case where one is interested in probabilistic
bounds for a random variable which is the solution of a (stochastic) optimiza-
tion problem. This type of problems appear in statistics and stochastic opti-
misation. Many statistical estimators (e.g. the maximum-likelihood estimator)
are solutions to random optimization problems. There is a substantial sta-
tistical literature dealing with concentration in statistics, see Massart (2000)
for an overview. On the stochastic optimisation side let us mention the bin
packing problem and the travelling salesman problem where the concentration
approach leads to rather sharp probabilistic bounds for the quantities of inter-
est. For example, in the bin packing problem we are given n items of sizes
in the interval [0,1] and are required to pack them into the fewest number
of unit-capacity bins as possible. In the stochastic version, the item sizes are
independent random variables in the interval [0,1].
In this note we prove rather general and sharp concentration inequality for
smooth random fields. As a simple corollary of the main result we get a sharp
exponential inequality for a convex function of the maximal eigenvalue of a
random matrix.
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2 MAIN SETUP
Let G(x ;θ ), θ ∈ Θ ⊆ IRp be a family of real valued functions on IRn and let X
be a random vector in IRn. The purpose of this paper is to derive exponential
probability bounds for the random variable:
sup
θ∈Θ
G(X ,θ ).
First we make the following assumptions.
(GC) The function G(x ,θ ) is smooth in θ for any x ∈ IRn and the mean func-
tion M(θ )
def
= IEG(X ,θ ) is three times continuously differentiable in θ .
Denote
θ ∗
def
= argmax
θ∈Θ
M(θ ).
There is a positive definite symmetric matrix D∗ and a positive number
r0 > 0 such that
∇2M(θ ) −D∗, |θ − θ ∗| = r, r> r0. (2.1)
(VI) There is a symmetric positive definite matrix V0 such that
Var
∇θG(X ,θ ∗)	  V 20
and
V 20  ǫ−2 I , a2D20  V 20
with ∇2M(θ ∗) = −D20, a small parameter ǫ ∈ (0,1/2) and a ∈ IR.
Introduce a centred random field:
ζ(θ )
def
= G(X ;θ )− IEG(X ;θ )
and a local elliptic neighbourhood of θ ∗ via
Θ0(r)
def
= {θ ∈ Θ : ‖V0(θ − θ ∗)‖ ≤ r}.
Finally we make two integrability assumptions.
(ED) There exists a constant ω0 such that it holds for all θ ∈ Θ0(r) and all
r≤ r0 ,
sup
γ∈IRp
log IE exp

λ
γ⊤{∇ζ(θ )−∇ζ(θ ∗)}
ω0ǫr‖V0γ‖

≤ ν20λ2/2, |λ| ≤ g.
2
(Er) It holds for any λ > 0,
sup
γ∈IRp
log IE exp

λ
γ⊤∇ζ(θ )
‖V0γ‖

≤ ν20λ2/2.
DISCUSSION Under (GC) the second order Taylor expansion of the function
M(θ ) at θ ∗ gives
M(θ ) = M(θ ∗) +
1
2
(θ − θ ∗)⊤∇2M(θ ∗)(θ − θ ∗) + R(θ )
with
R(θ )
‖θ − θ ∗‖2 = O(‖θ − θ
∗‖), ‖θ − θ ∗‖ → 0.
Then under (VI)2(M(θ )−M(θ ∗))‖D0(θ − θ ∗)‖2 + 1
≤ δ0ǫr, θ ∈ Θ0(r) (2.2)
for some δ0 > 0. The condition (2.1) basically means that M is globally con-
cave and together with the Taylor expansion
M(θ ) = M(θ ∗) + (θ − θ ∗)⊤∇2M(θ ∗ +α(θ − θ ∗))(θ − θ ∗), α ∈ (0,1)
gives
M(θ )−M(θ ∗)≤ − λmin(D
∗)
λmax(V
2
0 )
r2
def
= −b∗r2 (2.3)
if ‖θ − θ ∗‖ = r.
3 MAIN RESULT
Define for IB
def
= D−1
0
V 20 D
−1
0
p
def
= tr(IB), v2
def
= 2 tr(IB2), λ0
def
= ‖IB‖∞ = λmax
 
IB

.
Theorem 3.1. Under assumptions (GC), (VI), (ED) and (Er)
IP

sup
θ∈Θ
G(X ,θ )> G(X ,θ ∗) +λ0p/2+ cλ0(v
p
x + x)

≤ e−x ,
for any x > 0 satisfying ǫ
p
(x + 3p) < 1 and some constant c depending on
ν0, b
∗, δ0 and ω0 only.
3
APPLICATIONS (MAXIMAL EIGENVALUE) Let A = (ai j)
p
i, j=1
be a Hermitian ran-
dom matrix with a positive definite symmetric mean matrix IEA and let
G(A,θ )
def
= θ⊤Aθ − f (‖θ‖2), θ ∈ Θ
with Θ = {θ ∈ IRp : |θ | < R} for some large enough R > 0 and a nonnegative
monotone increasing smooth function f . Let f ∗ be the Legendre transform of
f , then
sup
θ∈Θ
G(A,θ ) = f ∗(λmax(A)).
Since M(θ )
def
= IEG(A,θ ) = θ⊤ IEAθ − f (‖θ‖2),
sup
θ∈Θ
M(θ ) = f ∗(λmax(IEA))
and the maximum is attained in the point θ ∗ =
p
r∗ep, where ep is the eigen-
vector of the matrix IEA corresponding to its largest eigenvalue and r∗ > 0
solves the equation f ′(r∗) = λmax(IEA). Moreover
∇2M(θ ) = IEA− f ′(‖θ‖2) I − f ′′(‖θ‖2)θθ⊤
and as a result
∇2M(θ ∗) = IEA− λmax(IEA) I − f ′′(r∗) r∗epe⊤p
def
= −D20
for some positive definite matrix D0, provided f
′′(r∗)> 0. Hence the assump-
tion (GC) is fulfilled if f is globally convex. Assume
sup
‖θ‖=r∗
sup
γ∈IRp
log IE exp

λ
γ⊤(A− IEA)θ
‖V0γ‖

≤ ν20λ2/2, (3.1)
where V0 = Var(Aθ
∗) . Our main result implies
IP

f ∗(λmax(A)) − f ∗(λmax(IEA))≥
λ0p
2
+ (θ ∗)⊤(A− IEA)θ ∗ + cλ0(v
p
x + x)

≤ e−x(3.2)
with p= tr
 
D−20 V
2
0

and v2 = tr
 
D−40 V
4
0

. Furthermore it follows from (3.1)
IP

(θ ∗)⊤(A− IEA)θ ∗ >px‖V0θ ∗‖

≤ eν20 /2e−x . (3.3)
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Combining (3.2) with (3.3), we get
IP

f ∗(λmax(A)) − f ∗(λmax(IEA))≥
λ0p
2
+
p
x‖V0θ ∗‖+ cλ0(v
p
x + x)

≤ (1+ eν20 /2) e−x .(3.4)
Let us compare the above inequality with the known results on the maximal
eigenvalue of a random Hermitian matrix. For example, in Mackey at el. (2012)
an exponential inequality for the spectral norm of a bounded Hermitian random
matrix A is derived via the method of exchangeable pairs. In particular, it is
shown that if A= X1+ . . .+ Xn, where X1, . . . ,Xn are independent identically
distributed Hermitian p× p matrices satisfying
X 2k  B2, k = 1, . . . ,n, (3.5)
then
IP(λmax(A− IEA)> t) ≤ p · exp

−t2/2σ2

(3.6)
with σ2 = n
2
B2 +Var(X1) . The inequality (3.6) is in fact equivalent to the
following one
IP

λmax(A− IEA)>
p
2(x + log p)σ

≤ exp (−x) (3.7)
In our setting with f (x) = nx2 we get r∗ = λmax(IEA)/(2n) = λmax(IEX1)/2,
V 20 = λmax(IEA)Var(Aep)/(2n)
= n ·λmax(IEX1)Var(X1ep)/2
D20 = n ·λmax(IEA)(I + 2epe⊤p − IEX1/λmax(IEX1))
and
D−20 V
2
0 = (I + 2epe
⊤
p − IEX1/λmax(IEX1))−1Var(X1ep)/2.
Hence p = c1 · p and v = c2 · p for some constants c1 and c2 not depending
on n and p. Furthermore,
‖V0θ ∗‖=
p
n ·λmax(IEX1)
e⊤p Var1/2(X1ep) .
and the inequality (3.4) transforms to
IP

λ2max(A)−λ2max(IEA) ≥ c(
p
nx + x + p)

≤ (1+ eν20 /2) e−x (3.8)
with some constant c > 0 not depending on p and n.
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Note that in the domain λmax(A+ IEA)> 1, p/n < 1 the inequality (3.8) is
more accurate than (3.7). Moreover, while the condition (3.5) basically means
that A is bounded with probability 1, our assumption (3.1) only requires a
sub-gaussian behaviour of A− IEA.
4 PROOF OF THE MAIN RESULT
Proof. Denote Z(θ ,θ ∗)
def
= G(X ,θ )− G(X ,θ ∗). We get from Proposition 4.2,
Lemma 4.3 and Lemma 4.4
sup
θ∈Θ0(r)
Z(θ ,θ ∗) ≤ sup
θ∈Θ
Zε(θ ,θ
∗) +♦ε(r)
≤ ‖ξε‖2/2+♦ε(r)
= ‖ξ‖2/2+ ‖ξε‖2 −‖ξ‖2	/2+♦ε(r)
≤ ‖ξ‖2/2+ τε
2(1−τε)
‖ξ‖2 +♦ε(r)
=
‖ξ‖2
2(1−τε)
+♦ε(r)
Now Proposition 4.5 implies
IP

sup
θ∈Θ0(r0)
Z(θ ,θ ∗) >
λ0 · z(x, IB)
2(1−τε)
+ 6ν0ω0ǫr0
 
1+
p
x+ 3p
2 ≤ 4e−x,
where z(x, IB) is given by (4.5). Next, we shall prove that there is r0 > 0 and
a deterministic upper function u(θ )≥ 0 such that
IP

sup
θ∈Θ\Θ0(r)

Z(θ ,θ ∗) + u(θ )
	 ≥ 0≤ e−x (4.1)
for r> r0 and x> 0 . The inequality (4.1) then implies
IP

sup
θ 6∈Θ0(r0)
Z(θ ,θ ∗)≥ 0

≤ e−x.
A possible way of checking the condition (4.1) is based on a lower quadratic
bound for the negative expectation M(θ ) in the sense of condition (2.3).
Lemma 4.1. Suppose (GC) and (Er). Let, for r≥ r0 ,
6ν0
p
x+ 3p ≤ rb∗,
with x+ 3p ≥ 2.5. Then
IP

sup
θ 6∈Θ0(r)
Z(θ ,θ ∗)≥ 0

≤ e−x.
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Proof. The result follows from Theorem 5.8 with µ = b
∗
3ν0
, t(µ) ≡ 0 , U (θ ) =
Z(θ ,θ ∗)− IEZ(θ ,θ ∗) and M(θ ,θ ∗) = M(θ )−M(θ ∗)≥ b∗
2
‖V0(θ −θ ∗)‖2 .
It follows now from Lemma 4.1 that the inequality
sup
θ∈Θ
Z(θ ,θ ∗) ≤ sup
θ∈Θ0(r0)
Z(θ ,θ ∗)
holds with probability at least 1−e−x. As a result we get the desired inequality.
4.1 AUXILIARY RESULTS
Let δ,̺ be nonnegative constants. Introduce for a vector ε = (δ,̺) the fol-
lowing notation:
Zε(θ ,θ
∗)
def
= (θ − θ ∗)⊤∇ζ(θ ∗)−‖Dε(θ − θ ∗)‖2/2
= ξ⊤ε Dε(θ − θ ∗)−‖Dε(θ − θ ∗)‖2/2, (4.2)
where ∇ζ(θ ∗) =∇θG(X ,θ ∗) by ∇M(θ ∗) = 0 and
D2ε = D
2
0(1− δ)−̺V 20 , ξε
def
= D−1ε ∇G(X ,θ ∗).
Here we implicitly assume that with the proposed choice of the constants δ and
̺ , the matrix D2ε is non-negative: D
2
ε ≥ 0 . The representation (4.2) indicates
that the process Zε(θ ,θ
∗) has the quadratic local structure. Now, given r , fix
some δ ≥ δ0ǫr and ̺ ≥ 3ν0ω0ǫr with the value δ0 from (2.2) and ω0 from
condition (ED) . Finally set ε = −ε , so that D2ε = D20(1+ δ) +̺V 20 .
Proposition 4.2. Assume (ED) and (VI) . Let for some r , the values ̺ ≥
3ν0ω0ǫr and δ ≥ δ0ǫr be such that D20(1− δ)−̺V 20 ≥ 0 . Then
Zε(θ ,θ
∗)−♦ε(r)≤ Z(θ ,θ ∗)≤ Zε(θ ,θ ∗) +♦ε(r), θ ∈ Θ0(r),
with Zε(θ ,θ
∗),Zε(θ ,θ
∗) defined by (4.2). The error terms ♦ε(r) and ♦ε(r)
satisfy
IP
 
̺−1max{♦ε(r),♦ε(r)} ≥
 
1+
p
x+ 3p
2≤ exp −x. (4.3)
Proof. Consider for fixed r and ε= (δ,̺) the quantity
♦ε(r)
def
= sup
θ∈Θ0(r)

Z(θ ,θ ∗)− IEZ(θ ,θ ∗)− (θ − θ ∗)⊤∇Z(θ ,θ ∗)− ̺
2
‖V0(θ − θ ∗)‖2
	
.
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As δ ≥ δ0ǫr , it holds −M(θ )≥ (1−δ)D20 and Z(θ ,θ ∗)−Zε(θ ,θ ∗)≤♦ε(r) .
Moreover, in view of ∇M(θ ∗) = 0 , the definition of ♦ε(r) can be rewritten as
♦ε(r) = sup
θ∈Θ0(r)

ζ(θ )− ζ(θ ∗)− (θ − θ ∗)⊤∇ζ(θ ∗)− ̺
2
‖V0(θ − θ ∗)‖2
	
.
Now the claim of the theorem can be easily reduced to an exponential bound
for the quantity ♦ε(r) . We apply Theorem 5.6 to the process
U (θ ,θ ∗) = 1
ω0ǫr

ζ(θ )− ζ(θ ∗)− (θ − θ ∗)⊤∇ζ(θ ∗)	, θ ∈ Θ0(r),
and H0 = V0 . Condition (ED) follows from (ED) with the same ν0 and g in
view of ∇U (θ ,θ ∗) = ∇ζ(θ )−∇ζ(θ ∗)	/ωǫr . So, the conditions of Theo-
rem 5.6 are fulfilled yielding (4.3) in view of ̺ ≥ 3ν0ω0ǫr .
Lemma 4.3. It holds
sup
θ∈Θ
Zε(θ ,θ
∗)≤ sup
θ∈IRp
Zε(θ ,θ
∗) = ‖ξε‖2/2
Lemma 4.4. Define ξ
def
= D−10 ∇ζ(θ ∗). Suppose (VI) and let τε
def
= ǫr0(δ0 +
3ν0ω0a
2)< 1 . Then
‖ξε‖2 −‖ξ‖2 ≤
τε
1−τε
‖ξ‖2, ‖ξ‖2 −‖ξε‖2 ≤
τε
1+τε
‖ξ‖2.
Proposition 4.5. Let (ED) hold with ν0 = 1. Then IE‖ξ‖2 ≤ p , and for each
x> 0
IP
 ‖ξ‖2 ≥ λ0 · z(x, IB) ≤ 2e−x, (4.4)
where z(x, IB) is defined by
z(x, IB)
def
=
(
p+ 2vx1/2, x≤ v/18,
p+ 6x v/18< x.
(4.5)
Proof. It holds
IE‖ξ‖2 = IE trξξ⊤
= trD−10

IE∇ζ(θ ∗){∇ζ(θ ∗)}⊤D−10 = trD−20 Var∇ζ(θ ∗)	
and γ⊤Var
∇ζ(θ ∗)	γ ≤ γ⊤V 20 γ and thus, IE‖ξ‖2 ≤ p . The deviation bound
(4.4) is proved in Corollary 5.2.
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5 APPENDIX
The proofs of the results below can be found in Appendix A and Appendix B of
Spokoiny (2011).
5.1 DEVIATION PROBABILITY FOR QUADRATIC FORMS
Assume that
log IE exp
 
γ⊤ξ
≤ ‖γ‖2/2, γ ∈ IRp, ‖γ‖ ≤ g. (5.1)
This section presents a general exponential bound for the probability IP
 ‖IBξ‖>
y

with a given matrix IB and a vector ξ obeying the condition (5.1). We as-
sume that IB is symmetric. Define important characteristics of IB
p= tr(IB2), v2 = 2 tr(IB4), λ∗
def
= ‖IB2‖∞
def
= λmax(IB
2).
For simplicity of formulation we suppose that λ∗ = 1 , otherwise one has to
replace p and v2 with p/λ∗ and v2/λ∗ . Let g be given in (5.1). Define wc
by the equation
wc(1+wc)
(1+w2c )
1/2
= gp−1/2.
Define also µc = w
2
c /(1+ w
2
c ) ∧ 2/3 . Note that w2c ≥ 2 implies µc = 2/3 .
Further define
y2c = (1+w
2
c )p, 2xc = µcy
2
c + logdet{Ip −µc IB2}. (5.2)
Theorem 5.1. Let a random vector ξ in IRp fulfill (5.1). Then for each x< xc
IP
 ‖IBξ‖2 − IE‖IBξ‖2 > (2vx1/2)∨ (6x),‖IBξ‖ ≤ yc ≤ 2exp(−x).
Moreover, for y≥ yc , with gc = g−
p
µcp= gwc/(1+wc) , it holds
IP
 ‖IBξ‖> y ≤ 8.4exp −xc − gc(y− yc)/2.
Let us now describe the value z(x, IB) ensuring a small value for the large
deviation probability IP
 ‖IBξ‖2 > z(x, IB) . For ease of formulation, we sup-
pose that g2 ≥ 2p yielding µ−1c ≤ 3/2 . The other case can be easily adjusted.
Corollary 5.2. Let ξ fulfill (5.1) with g2 ≥ 2p . Then it holds for x ≤ xc with
xc from (5.2):
IP
 ‖IBξ‖2 − IE‖IBξ‖2 ≥ z(x, IB) ≤ 2e−x+ 8.4e−xc ,
z(x, IB)
def
=
(
2vx1/2, x≤ v/18,
6x v/18< x≤ xc.
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For x> xc
IP
 ‖IBξ‖2 ≥ zc(x, IB) ≤ 8.4e−x, zc(x, IB) def= yc + 2(x− xc)/gc2.
5.2 SOME RESULTS FOR EMPIRICAL PROCESSES
This chapter presents some general results of the theory of empirical processes.
We assume some exponential moment conditions on the increments of the pro-
cess which allows to apply the well developed chaining arguments in Orlicz
spaces; We, however, follow the more recent approach inspired by the notions
of generic chaining and majorizing measures due to M. Talagrand; see e.g. Tala-
grand (2005). The results are close to that of Bednorz (2006). We state the re-
sults in a slightly different form and present an independent and self-contained
proof. The first result states a bound for local fluctuations of the process U (υ)
given on a metric space Υ . Then this result will be used for bounding the
maximum of the negatively drifted process U (υ)−U (υ0)−ρd2(υ,υ0) over
a vicinity Υ◦(r) of the central point υ0 . The behavior of U (υ) outside of the
local central set Υ◦(r) is described using the upper function method. Namely,
we construct a multiscale deterministic function u(µ,υ) ensuring that with
probability at least 1− e−x it holds µU (υ) + u(µ,υ)≤ z(x) for all υ 6∈ Υ◦(r)
and µ ∈M , where z(x) grows linearly in x .
Let d(υ,υ′) be a semi-distance on Υ . We suppose the following condition
to hold:
(Ed) There exist g > 0 , r0 > 0 , ν0 ≥ 1 , such that for any λ ≤ g and
υ,υ′ ∈ Υ with d(υ,υ′)≤ r0
log IE exp

λ
U (υ)−U (υ′)
d(υ,υ′)

≤ ν20λ2/2. (5.3)
Formulation of the result involves a sigma-finite measure π on the space
Υ which is often called the majorizing measure and used in the generic chaining
device; A typical example of choosing π is the Lebesgue measure on IRp . Let
Υ ◦ be a subset of Υ , a sequence rk be fixed with r0 = diam(Υ
◦) and rk =
r02
−k . Let also Bk(υ)
def
= {υ′ ∈ Υ ◦ : d(υ,υ′) ≤ rk} be the d -ball centered at
υ of radius rk and πk(υ) denote its π -measure:
πk(υ)
def
=
ˆ
Bk(υ)
π(dυ′) =
ˆ
Υ ◦
1I
 
d(υ,υ′)≤ rk

π(dυ′).
Denote also
Mk
def
= max
υ∈Υ ◦
π(Υ ◦)
πk(υ)
k ≥ 1.
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Finally set c1 = 1/3 , ck = 2
−k+2/3 for k ≥ 2 , and define the value Q(Υ ◦) by
Q(Υ ◦)
def
=
∞∑
k=1
ck log(2Mk) =
1
3
log(2M1) +
4
3
∞∑
k=2
2−k log(2Mk).
Theorem 5.3. Let U be a separable process following to (Ed) . If Υ ◦ is a d -ball
in Υ with the center υ◦ and the radius r0 , i.e. d(υ,υ
◦) ≤ r0 for all υ ∈ Υ ◦ ,
then for λ ≤ g0
def
= ν0g
log IE exp
n λ
3ν0r0
sup
υ∈Υ ◦
U (υ)−U (υ◦)o ≤ λ2/2+Q(Υ ◦).
Due to the result of Theorem 5.3, the bound for the maximum of U (υ,υ0)
over υ ∈ Br(υ0) grows quadratically in r . So, its applications to situa-
tions with r2 ≫ Q(Υ ◦) are limited. The next result shows that introducing
a negative quadratic drift helps to state a uniform in r local probability bound.
Namely, the bound for the process U (υ,υ0)− ρd2(υ,υ0)/2 with some pos-
itive ρ over a ball Br(υ0) around the point υ0 only depends on the drift
coefficient ρ but not on r .
Theorem 5.4. Let r∗ be such that (Ed) holds on Br∗(υ0) . Let also Q(Υ ◦)≤ Q
for Υ ◦ = Br(υ0) with r ≤ r∗ . If ρ > 0 and z are fixed to ensure
p
2ρz ≤
g0 = ν0g and ρ(z− 1)≥ 2 , then it holds
log IP

sup
υ∈B
r
∗ (υ0)

1
3ν0
U (υ,υ0)−
ρ
2
d2(υ,υ0)

> z

≤ −ρ(z− 1) + log(4z) +Q.
Moreover, if
p
2ρz > g0 , then
log IP

sup
υ∈B
r
∗ (υ0)

1
3ν0
U (υ,υ0)−
ρ
2
d2(υ,υ0)

> z

≤ −g0
p
ρ(z− 1)+ g20/2+ log(4z) +Q.
This result can be used for describing the concentration bound for the max-
imum of (3ν0)
−1U (υ,υ0)−ρd2(υ,υ0)/2 . Namely, it suffices to find z ensur-
ing the prescribed deviation probability. We state the result for a special case
with ρ = 1 and g0 ≥ 3 which simplifies the notation.
Corollary 5.5. Under the conditions of Theorem 5.4, for any x≥ 0 with x+Q ≥
4
IP

sup
υ∈B
r
∗ (υ0)
n 1
3ν0
U (υ,υ0)−
1
2
d2(υ,υ0)
o
> z0(x,Q)

≤ exp −x,
11
where with g0 = ν0g≥ 2
z0(x,Q)
def
=
( 
1+
p
x+Q
2
if 1+
p
x+Q ≤ g0,
1+

2g−10 (x+Q)+ g0
	2
otherwise.
(5.4)
Let us now discuss the special case when Υ is an open subset in IRp , the
stochastic process U (υ) is absolutely continuous and its gradient ∇U (υ) def=
dU (υ)/dυ has bounded exponential moments.
(ED) There exist g> 0 , ν0 ≥ 1 , and for each υ ∈ Υ , a symmetric non-negative
matrix H(υ) such that for any λ≤ g and any unit vector γ ∈ IRp , it holds
log IE exp
n
λ
γ⊤∇U (υ)
‖H(υ)γ‖
o
≤ ν20λ2/2.
Consider the local sets of the elliptic form Υ◦(r)
def
= {υ : ‖H0(υ− υ0)‖ ≤ r} ,
where H0 dominates H(υ) on this set: H(υ) H0 .
Theorem 5.6. Let (ED) hold with some g and a matrix H(υ) . Suppose that
H(υ) H0 for all υ ∈ Υ◦(r) . Then
IP

sup
υ∈Υ◦(r)
n 1
3ν0
U (υ,υ0)−
1
2
‖H0(υ−υ0)‖2
o
≥ z0(x, p)

≤ exp(−x),
where z0(x, p) coincides with z0(x,Q) from (5.4) for Q = c1p .
The previous result can be explained as a local upper function for the pro-
cess U (·) . Indeed, in a vicinity Br∗(υ0) of the central point υ0 , it holds
(3ν0)
−1U (υ,υ0) ≤ d2(υ,υ0)/2+ z with a probability exponentially small in
z . Now we extend this local result to the whole set Υ using multiscaling
arguments. For simplifying the notations assume that U (υ0) ≡ 0 . Then
U (υ,υ0) = U (υ) . We say that u(µ,υ) is a multiscale upper function for
µU (·) on a subset Υ ◦ of Υ if
IP

sup
µ∈M
sup
υ∈Υ ◦

µU (υ)− u(µ,υ)	 ≥ z(x)≤ e−x,
for some fixed function z(x) . An upper function can be used for describing
the concentration sets of the point of maximum eυ = argmaxυ∈Υ ◦U (υ) ; see
Theorem 5.8 below.
The desired global bound requires an extension of the local exponential
moment condition (Ed) . Below we suppose that the pseudo-metric d(υ,υ′)
is given on the whole set Υ . For each r this metric defines the ball Υ◦(r)
by the constraint d(υ,υ0) ≤ r . Below the condition (Ed) is assumed to be
fulfilled for any r , however the constant g may be dependent of the radius r .
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(Er) For any r , there exists g(r) > 0 such that (5.3) holds for all υ,υ′ ∈
Υ◦(r) and all λ≤ g(r) .
Condition (Er) implies a similar condition for the scaled process µU (υ) with
g = µ−1g(r) and d(υ,υ′) replaced by µd(υ,υ′) . Corollary 5.5 implies for
any x with 1+
p
x+Q ≤ g0(r)
def
= ν0g(r)/µ
IP

sup
υ∈Br(υ0)
n µ
3ν0
U (υ)− 1
2
µ2r2
o
> z0(x,Q)

≤ exp −x. (5.5)
Let now a finite or separable set M and a function t(µ)≥ 1 be fixed such that∑
µ∈M
e−t(µ) ≤ 2. (5.6)
One possible choice of the set M and the function t(µ) is to take a geometric
sequence µk = µ02
−k with any fixed µ0 and define t(µk) = k = − log2(µk/µ0)
for k ≥ 0 .
Putting together the bounds (5.5) for different µ ∈M yields the following
result.
Theorem 5.7. Suppose (Er) and (5.6). Then for any x ≥ 2 , there exists a
random set A(x) of a total probability at least 1− 2e−x , such that it holds on
A(x) for any r
sup
υ∈Br(υ0)
sup
µ∈M(r,x)
h µ
3ν0
U (υ)− 1
2
µ2r2 − 1+px+Q+ t(µ)	2i < 0,
where
M(r,x)
def
=

µ ∈M : 1+
p
x+Q+ t(µ)≤ ν0g(r)/µ
	
.
Let M(υ) be a deterministic boundary function. We aim at bounding the
probability that a process U (υ) hits this boundary on the set Υ . This precisely
means the probability that supυ∈Υ
U (υ)− M(υ)	 ≥ 0 . An important obser-
vation here is that multiplication by any positive factor µ does not change the
relation. This allows to apply the multiscale result from Theorem 5.7. For any
fixed x and any υ ∈Br(υ0) , define
M∗(υ)
def
= sup
µ∈M(r,x)
n 1
3ν0
µM(υ)− 1
2
µ2r2 − 2t(µ)
o
.
Theorem 5.8. Suppose (Er) , (5.6), and x+Q ≥ 2.5 . Let, given x , it hold
M∗(υ)≥ 2(x+Q), υ ∈ Υ .
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Then
IP

sup
υ∈Υ
U (υ)−M(υ)	 ≥ 0≤ 2e−x.
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