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Sentiment-based predictions of
housing market turning points
with Google trends
Marian Alexander Dietzel
International Real Estate Business School (IRE/BS),
University of Regensburg, Regensburg, Germany
Abstract
Purpose – Recent research has found significant relationships between internet search volume and
real estate markets. This paper aims to examine whether Google search volume data can serve as a
leading sentiment indicator and are able to predict turning points in the US housing market. One of the
main objectives is to find a model based on internet search interest that generates reliable real-time
forecasts.
Design/methodology/approach – Starting from seven individual real-estate-related Google search
volume indices, a multivariate probit model is derived by following a selection procedure. The best
model is then tested for its in- and out-of-sample forecasting ability.
Findings – The results show that the model predicts the direction of monthly price changes correctly,
with over 89 per cent in-sample and just above 88 per cent in one to four-month out-of-sample forecasts.
The out-of-sample tests demonstrate that although the Google model is not always accurate in terms of
timing, the signals are always correct when it comes to foreseeing an upcoming turning point. Thus, as
signals are generated up to sixmonths early, it functions as a satisfactory and timely indicator of future
house price changes.
Practical implications – The results suggest thatGoogle data can serve as an earlymarket indicator
and that the application of this data set in binary forecasting models can produce useful predictions of
changes in upward and downward movements of US house prices, as measured by the Case–Shiller
20-City House Price Index. This implies that real estate forecasters, economists and policymakers
should consider incorporating this free and very current data set into their market forecasts or when
performing plausibility checks for future investment decisions.
Originality/value – This is the first paper to apply Google search query data as a sentiment indicator
in binary forecasting models to predict turning points in the housing market.
Keywords Forecasting, Real estate, Sentiment, Google trends, Online search query data,
Turning points
Paper type Research paper
1. Introduction
Being able to explain the behaviour of house prices and foreseeing their future
progression constitutes one of the key issues for real estate forecasters. Housing
represents the largest share of wealth of an average household, and the industry itself
constitutes about 18 per cent of gross domestic product in the USA. In 2006, the bursting
of the US housing bubble triggered one of the largest global economic crises ever
(Kouwenberg and Zwinkels, 2014). These facts alone highlight the magnitude and
significance of the housingmarket. Hence, changes in house prices are relevant to awide
number of stakeholders such as developers, owners and tenants at a regional level, but
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also for lenders, politicians and economists at a national level, and in the case of the
recent US housing bubble, even at a global level.
The Case–Shiller Home Price Index is regularly quoted by major financial
information providers, as it is a recognised indicator for the US housing market and
thereby the state of the economy. Shiller (2008) states that over the past decades, housing
booms and busts have always been accompanied by substantial psychological
elements, and therefore, cannot be explained fully by underlying more fundamental
economic factors. This brings him to the conclusion that house prices reflect buyer
willingness to pay and that, therefore, a change in this willingnessmust per se impact on
prices. Hence, in his view, it would bewrong towork on the basis thatmarkets are driven
solely by fundamentals, just because the underlying “sentiment” cannot be measured
accurately. Up to this point, a variety of research has been dedicated to predicting
housingmarkets with either sentiment or leading indicators (Weber and Devaney, 1996;
Nanda, 2007; Croce and Haurin, 2009; Marcato and Nanda, 2014). While leading
economic indicators (e.g. export orders, real money supply M0, industrial production,
etc.) are usually available at an early point of time and are therefore quite suitable for
producing forecasts, they are largely detached from the housing market. Furthermore,
researchers have, so far, failed theoretically to explain the leading characteristics of such
indices, particularly when it comes to the time lag between indicator and housing
market. This is different for sentiment indices, as they are specifically geared towards
finding out about people’s attitudes and expectations towards the market. Nonetheless,
these indicators come with some drawbacks that should be mentioned at this point.
First, survey-based indicators are time-consuming and expensive with regard to data
collection. Consequently, they are inevitably publishedwith a delay of up to twomonths.
Another issue is the reliability of the responses, as it is impossible to ensure that the
person answering the questionnaire is actually the one who was designated to do so.
Respondents may also be concerned about the anonymity of their answers, potentially
leading to biased results.
This paper makes use of a fairly new kind of sentiment data, namely, Google search
volume. After a seminal article from Ginsberg et al. (2009), Google search data have
found their way into the field of economic science research for several reasons. First,
Google provides its data freely andwith a delay of only two days through the toolGoogle
Trends. Second, it offers researchers variousways to extract information from “society”,
as a wide assortment of interests from online searchers can be downloaded over the
period since 2004. Moreover, the abovementioned issues concerning anonymity and
reliability are not as severe in this context. Lastly, the sample size is vast in comparison
to other sentiment indicators, as Google is the unchallenged leading search engine in the
USA, with a market share of 67.3 per cent, constituting about 12.1 billion explicit
searches as of August 2014[1]. The challenge in using Google data, however, lies in the
extraction of search volume indices (SVI) to use them for forecasting purposes. While a
handful of studies have established the relationship between Google data and the
housing market by applying vector-autoregressive models (Hohenstatt et al., 2011;
Hohenstatt and Kaesbauer, 2014; Dietzel et al., 2014), this is the first paper to put search
volume indices to the test in binary forecasting models to explicitly look into the future
direction changes of US house prices. Accordingly, this is the first article applying
probit models specifically geared to predict swings in the housing market.
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The basic idea is straightforward and in line with existing research. The real estate
market is heterogeneous and less efficient than most other asset markets (Clayton,
1998;Clayton et al., 2009). Hence, in preparation of a home purchase or sale, people gather
a significant amount of information about the market, the economy, specific locations,
financing conditions, agents, etc. before making a transaction. It follows that the more/
less households that gather information, the greater the chance of an increase/decrease
in transactions and consequently in prices over time, depending on the relationship
between searches and the market (i.e. whether certain searches are conducted by
individuals willing to sell or to buy). For illustrative purposes, Exhibit 1 plots the
relationship between Google search data and the housing market as annual differences
of the Google search volume index for the real estate category and the Case–Shiller
20-City Home Price Index, respectively.
Although mere graphical inspection tends to be vague, one can reasonably assume a
leading character of Google datawith respect to the house price index in terms of turning
points. These characteristics will be examined more thoroughly in the remainder of this
paper which is structured as follows.
Section 2 contains a summary of the relevant literature. Section 3 introduces the data
tool Google Trends and explains the extractions and transformation of the search
volume data, as well as the conversion of the Case–Shiller Home Price Index into a
binary time series. Section 4 highlights the models used for this research and describes
the variable selection process for the multivariate probit models. Section 5 presents the
in- and out-of-sample forecast results. Section 6 concludes.
2. Literature review
Predicting the future has always been a field of great interest among economists. The
appeal of knowing what will happen is linked to various issues related to money or
financial stability. However, due to a progressively more globalised world, which leads
to ever more complex intertwinements of economies, financial markets and all sorts of
events, the forecastability of markets and other considerations have certainly not
become easier over time. A number of studies have been directed at finding early signals
of changes in asset prices or economic activity. For this purpose, various leading
indicators, such as surveys of consumer confidence and expectations, certain economic
or financial series like the real money supply or export orders and synthetic indicators
like the spread between short- and long-term interest rates, have been identified
(Matysiak and Tsolacos, 2003; Krystalogianni et al., 2004; Anderson et al., 2007;
Bandholz and Funke, 2003; Banerjee andMarcellino, 2006; Lemmens et al., 2005; Taylor
and McNabb, 2007). Many of these leading indicators are intended to reflect investor
sentiment, which can be categorised into direct measures (i.e. Conference Board
Consumer Index[2] or the University of Michigan Consumer Sentiment Index[3]) and
indirect measures. The most common of the latter kind are mutual fund flows (Randall
et al., 2003; Brown et al., 2003; Frazzini and Lamont, 2008), trading volume (Amihud,
2002; Jones and Lamont, 2002; Barber et al., 2009), market volatility (Whaley, 2009;
Kaplanski and Levy, 2014) and closed-end fund discounts (Lee et al., 1991; Chopra et al.,
1993; Neal and Wheatley, 1998). More recently, a number of articles have established
Google search volume as a new kind of sentiment indicator with a pronounced ability to
predict changes in the economy, stock markets and retail or house sales (Choi and
Varian, 2012; Drake et al., 2012; Da et al., 2013; Preis et al., 2013).
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Especially in terms of predicting housing markets, a wide range of literature finds
that sentiment plays a significant role in pricing and that future price expectations
cannot always be explained by fundamentals alone. Clayton (1996, 1997, 1998)
investigates in a series of studies the price efficiency of single-detached houses and
multifamily condominiums. He concludes that a model based on fundamentals fails to
fully capture asset price dynamics, particularly during volatile market phases. His
empirical results, which focus on the Vancouver housing market, point clearly towards
a rejection of the null hypothesis of rational expectations, perfect markets and no risk
premium. In 2007, Shiller (2007) examined a broad array of evidence of the recent
housing boomandwarned that theUShousingmarketwas due to correct (substantially)
because the boom in prices could not be explained by fundamentals such as rent
increases or construction costs. This is confirmed by Wheaton and Nechayev (2008),
who also empirically observed that the price appreciation of US homes could not be fully
explained by demand fundamentals. Shiller (2007) further explains these exuberances
through a psychological theory he describes as a feedback mechanism or social
epidemic. In essence, he argues that an ongoing rise in prices may lead to somewhat
distorted public conceptions and ideas that lead to speculative interest in the markets,
which, in turn, causes prices to rise even further, as these public conceptions are
reproduced. The rally ends when it becomes evident that feedback cannot go on forever,
causing public interest and thus prices to drop sharply. Case and Shiller (2003) survey
households about their expectations of future prices, and find that average households
certainly do include speculative elements into their predictions. Such elements comprise,
for example, purchase decisions that are influenced by “excitement”, the fear that a
delay in purchase would lead to not being able to afford a home at a later point in time or
the extent of talk about real estate in the community. Weber and Devaney (1996) test
whether the University of Michigan’s Index of Consumer Sentiment and the Index of
Housing Sentiment can be used to forecast the market for new homes, and come to the
conclusion that the market is indeed influenced to some degree by consumer attitudes
and perceptions. Nanda (2007) finds that the Housing Market Index (HMI) from the
National Association of Home Builders, which gauges builder sentiment, provides early
signals about the state of themarket and therefore has significant explanatory power for
the prediction of housing starts and permits. Two years later, Croce and Haurin (2009)
compare the commonly used HMI and a housing-specific “Good Time To Buy (GTTB)”
indicator, which they extract from the Survey of Consumers from the University of
Michigan, with respect to the forecasting abilities of those two indicators towards home
sales, housing starts and permits. Their results indicate that the sentiment index
(GTTB) performs better than the HMI. Jurgilas and Lansing (2013) state that the latest
house price bubble in the USA was driven by over-optimistic attitudes towards price
changes, which caused credit institutions to relax their lending standards. They further
conclude that by measuring people’s opinions about future prices, economists can gain
information about the existence of a bubble. By orthogonalizing a number of sentiment
measures against a broad set of housing market fundamentals, Ling et al. (2014) find
that the sentiment measures predict house price appreciation in the following quarters,
even after accounting for the change in fundamentals and in market liquidity.
Regressing excess residential market return per risk on fundamental factors in an error
correction model, Jin et al. (2014) show that non-fundamental consumer sentiment plays
a significant role in the pricing pattern of residential properties. They conclude that
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non-fundamental-based consumer sentiment affects house prices and can lead to
euphoric behaviour. Marcato and Nanda (2014) use a vector auto-regression framework
to test the efficacy of several real estate sentiment indices and other economic indicators.
In linewith existing research, theirmain conclusion is that real estate sentiment conveys
valuable information for predicting forthcoming returns.
Asmentioned above,more andmore studies useGoogle search volume as a new form
of sentiment. and particularly in the case of property markets, as online search interest
is regarded as reflecting buyer interest before making a purchase. Dietzel et al. (2014)
focus on commercial real estate and find that the inclusion of Google search volume
indices into forecastingmodels can reduce forecasting errors by up to 54 and 35 per cent
for prices and transactions, respectively. Beracha and Wintoki (2013), Hohenstatt et al.
(2011) and Hohenstatt and Kaesbauer (2014), on the other hand, concentrate on
residential real estate markets. Their main findings include that housing-related search
interest at national and mean statistical area (MSA) levels Granger-causes abnormal
price movements in the housing markets, such that the inclusion of Google data into
fundamental housing market models significantly improves the explanatory power for
prices and transactions and that the subcategory for “Home Financing”, filtered by
mortgage approvals, serves as a potential stress indicator for market soundness. In a
related research, Wu and Brynjolfsson (2014) conduct out-of-sample tests and provided
evidence that a simple linear forecasting model based on Google search volume would
outperform the predictions of experts from the National Associations of Realtors by 23.6
per cent. Rochdi and Dietzel (2015), for the first time, apply Google search volume to the
real estate investment trust (REIT) market and show that real-estate-related search
indices have the ability to predict weekly market movements and would have
outperformed a buy-and-hold strategy for theREITmarket by over 15 per cent p.a. They
conclude that there is a connection between real-estate-related search interest and REIT
market investor behaviour.
Generally, the amount of literature on predicting markets and forecasting models is
large. The majority of studies, however, conduct point forecasts, that is, they try to
predict the exact value of an index or economic indicator. Yet, point forecasts are often
very limited in their informative value, as the results tend to be rather vague and are
prone to a large margin of error. Tsolacos et al. (2014) point out that directional (binary)
forecasting models are of greater use in practice than point forecasts, when it comes to
determining the probability of an upcoming increase or decrease in market movement
(i.e. market turning points), as the derived signals are to some extent more explicit than
those derived frompoint forecasts. They furthermore state that especially probitmodels
are suitable for directional forecasts, as they are specifically geared towards forecasting
binary dependent variables. This, of course, is particularly due to the fact that binary
models only describe two distinctly different situations and hence yield very clear
signals, i.e. a phase of growth or decline. The current article concentrates on the latter
group of models (probit models), as it concentrates primarily on whether the housing
market will switch from a growth phase to one of decline and vice versa.
Originally, turning point forecasts (e.g. probit or logit models) have their basis in the
business cycle and finance literature. Estrella andMishkin (1998) were one of the first to
apply leading indicators in a probit model to predict US recessions. Using a similar
methodology, Filardo (1999), as well as Chauvet and Potter (2005), use the yield curve in
different specifications of a probit model to do the same thing. Among other financial
IJHMA
9,1
112
D
ow
nl
oa
de
d 
by
 U
N
IV
ER
SI
TA
ET
SB
IB
LI
O
TH
EK
 R
EG
EN
SB
U
RG
 A
t 0
1:
25
 2
1 
A
pr
il 
20
16
 (P
T)
variables, Nyberg (2010a) uses the spread between long- and short-term interest rates in
an extended dynamic version of the probit model used by Estrella andMishkin (1998) to
predict recessions in Germany and the USA. He reports an outperformance over the
standard static model and that the spread between two countries can serve as a useful
additional predictor. In terms of predicting the direction of stock markets, Nyberg
(2010b) applies a binary-dependent dynamic probit model to forecast monthly excess
stock returns. He states that the results would have outperformed a buy-and-hold
strategy. In a related context and by applying a similar methodology as Estrella and
Mishkin (1998), Chen (2009) investigates the suitability of macroeconomic variables in
predicting recession phases in the Standard&Poor’s S&P 500 Index. He finds that yield
curve spreads and inflation rates perform best in foreseeing US stock market
downturns.
In terms of real-estate-related research, there is a substantial body of literature on
housing market activity, but articles particularly interested in upswings, downswings
and turning points are rather rare.While Croce andHaurin (2009) test Granger-causality
and apply a Bayesian predictor to produce housingmarket turning point forecasts, most
other articles in this field use probit models and mostly on commercial real estate
markets. Krystalogianni et al. (2004) test 25 leading indicators in univariate and
multivariate probit models to predict changes in UK property capital values for office,
industrial and retail markets. They find the outcome to be satisfactory, although not all
phases of decline are captured by the model over a quarterly observation period from
1986 to 2002. Tsolacos (2012) applies monthly European Economic Sentiment
Indicators, which are based on various business and consumer surveys, to predict
turning points in rental growth for three large European office locations, namely,
London, Paris and Frankfurt. The results are convincing and provide evidence that
sentiment indices are able to generate advance signals for periods of change in office
rents. Tsolacos et al. (2014) test four leading indicators within a probit and a Markov
switching framework for their ability to generate early signals of the directional
movement of rental values in the US commercial real estate market. They come to the
conclusion that despite the better goodness-of-fit of the Markov switching models, the
probit models are, on average, more suitable for generating advance signals for
upcoming rent increases or declines. The current study includes two innovations, as it is
the first to examine the relationship between housing market turning points and
(Google) sentiment data, and it applies a binary (probit) forecasting model on the Case–
Shiller House Price Index.
3. Data
3.1 Internet search query data
Since 2008, Google provides access to data about (searcher) interest in specific queries
over time. The data commence in January 2004 and are freely available through the tool
Google Trends (www.google.com/trends/). The search volume indices are not provided
in absolute numbers, but in normalised and scaled values ranging from 100 to 0, where
100 always represents the highest relative search volume. Therefore, the scaling
procedure changes the search indices to a certain degree, with new data points coming
in every week, and especially when a new peak or low has been reached.
Google Trends provides its users with a number of different filtering options, which
are helpful tools for finding information about specific search interests in a more
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efficient and directed way. The first set of filters are geographical, allowing the user to
look at searches on global, national, state orMSA levels. Also, Google provides category
(e.g. Real Estate) and subcategory (e.g. Real Estate Listings) filters. Users have three
options, as they can decide between downloading an SVI for a specific search term either
unfiltered or from within a category or simply an entire category by itself. A fairly new
feature is the “topics” application, which clusters all kinds of searches belonging to a
certain topic (e.g. “Home”). Finally, users can apply the timefilter option and choose their
observation period. For this research, all SVI have been downloaded for a time span
from January 2004 to June 2014 andwere only downloaded for searches within the USA.
Exhibit 2 gives an overview of the search indices applied in this study.
While the real estate category, its three subcategories (Property Inspections and
Appraisals, Agencies and Listings), keywords for the housing market and the topic for
“Home”, are all intended to reflect overall interest in the US housing market, the
subcategory Construction and Maintenance is thought to represent the supply side.
3.2 Sampling noise
Due to the considerably high number of absolute searches, Google Trends only
approximates its SVI froma representative sub-sample of the entire universe of searches
within the abovementioned filters. However, this sub-sample varies over time. In short,
when a search index is downloaded for an unchanged observation period, but at
different points in time (with a few days in between), it might experience slight
changes[4]. This inconsistency has already been noted by Carriere-Swallow and Labbé
(2013), Da et al. (2011, 2013), Baker and Fradkin (2011) and Preis et al. (2013). Hence, all
Google search volume indices used for this current research were downloaded on three
different occasions and averaged into one index to account for sampling noise (Preis
et al., 2013).
3.3 Smoothing, seasonality and detrending
Search volume is measured daily and made available weekly; hence, there is a natural
amount of fluctuation and noise in the data. Because the purpose of this study is to find
a forecasting model for a monthly index, all Google SVI were first converted into
monthly data and smoothed into a three-month moving average to reduce the impact of
short-term erratic fluctuations. These fluctuations could stem from trivial events that
impact on internet usage over short periods of time, such as good/bad weather, bank
holidays or simply events that gain the attention of themasses and, consequently, cause
a short-term decline in relative search interest for real estate-related searches, as other
events are temporarily of greater interest to the public (e.g. sports events, elections,
media scandals, etc.). Furthermore, the forecasted index in this paper, namely, the Case–
Shiller-20-City Index, is measured as a weighted three-month moving average.
In particular, because of the summer vacation and holiday season, during which
people spend less time in front of their computers, Google indices are usually
characterised by seasonal effects. As a consequence, all SVI were adjusted for
seasonality, using the X-12-Arima method developed by the US Bureau of the Census.
Another issue with Google search volume is the fact that search interest in a
particular term is always calculated in relation to the total number of overall searches
that were conducted during the viewed time span, which is why many search indices
experience a falling trend. This is not necessarily because of a decreasing number of
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searches for real estate-related terms, for instance, but rather because the number of
Google searches overall has increased rapidly over the past years, while the number of
real-estate-related searches has remained largely the same or at least experienced lower
growth rates in total. An unwanted side-effect of this is non-stationarity in the time
series. To resolve this issue, all SVI were detrended by applying the Hodrick–Prescott
filter and only the cyclical component is retained (Hodrick and Prescott, 1997). All
abovementioned adjustments were made to the raw indices directly downloaded from
Google Trends. The summary statistics including the unit root tests for all Google
search volume indices can be found in Appendix 1.
3.4 Housing market data
As a proxy for the US housing market, the Case–Shiller 20-City Index is one of the most
familiar and commonly used house price measures. It captures the 20 largest MSAs of
the USA and thereby represents the most important and influential markets that affect
national housing prices. The observation period ranges from January 2004 to June 2014.
To gain a better understanding of sustainable house price changes, the seasonally
adjusted version provided by Thomson Reuters Datastream is used. This is because
short-term seasonal effects potentially conceal underlying changes in the market. As it
is the convention in existing literature on probit models, growth periods are described
with 0, periods of decline with 1[5]. Thus, from the given index, a binary time series is
then generated as follows:
Pt  0, if PIndex,t  PIndex,t1, phase of price growth1, if PIndex,t  PIndex,t1, phase of price decline (1)
where PIndex is the Case–Shiller 20-City Index described above and Pt is the binary time
series used as the dependent variable for the probit models in this analysis.
Thismethod of dating phases of contraction or expansion is somewhat different from
those in the existing literature, such as Krystalogianni et al. (2004), who first convert the
time series into a three-month moving average and then date turning points based on
specific requirements like continuous price declines or rises for at least six months after
the turn. Because the Case–Shiller Indices are reported as moving averages anyway, for
this present paper, the capital values series are left in their raw form and simplemonthly
changes provide the signals (see above). This, of course, meansmore changes in the time
series over the entire observation period and makes it harder for forecasting models to
predict, but, at the same time, it more closely resembles actual market behaviour as
would be observed in practice. Moreover, due to the limited length of the observation
period, it provides more variance which, in turn, provides better raw data for a
regression analysis. Exhibit 3 depicts the respective phases of growth and decline.
4. Probit models
As alreadymentioned, probit models are among themost practical methodologies when
it comes to dating and predicting changingmarket climate or turning points, as they are
geared specifically towards generating directional forecasts. The underlying idea is that
the dependent variable is dichotomous and can, therefore, only take two values (0 and 1
as is the convention in the literature on probit models, 1 should resemble a phase of
negative growth; Tsolacos, 2012; Krystalogianni et al., 2004). Here, the probit method is
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applied to compute the probability that a contraction in prices will take place at a certain
point in time t as:
Pr(Pt  1X)  Pr(Pt  1x1…xk) (2)
where, as stated above:
Pt 1 for a period of declining prices; Pt 0 otherwise; and the vector X represents
a set of explanatory variables (x1…xk) which contains the Google search volume indices
(Google SVI).
The empirical probit model is therefore defined as:
Prt[Rt  1]  ( 	 
1x1,ti 	 …	
kxk,ti 	 t) (3)
Prt is the predicted probability of declining prices for period t, and is estimated by ,
which is the cumulative density function of the normal distribution. The constant is
denoted as , 
 stands for the coefficients [1…k] of the k[6] independent variables and t
resembles the normally distributed error term. The lag length of the independent
variables is denoted as i, which, as described in the following section, is varied from 1 to
12 in univariate probit models to determine the optimum lag orders.
4.1 Univariate probit models
Given the number of variables being examined in this analysis, it is reasonable to first
run univariate probit models with every search index to determine the optimal lag
lengths of the series and to find out whether the Google indicators are significant. The
general form for the univariate probit models looks as follows:
Prt[Rt  1]  ( 	 
xti 	 t) (4)
A total of seven univariate probit models, each with a different Google index as the
independent variable are estimated. x denotes the Google variable and i resembles the
lags and is varied between 1 and 12, as it is likely that a one-year period provides enough
time for the housing market to adapt to the changes in real-estate-specific interest with
a reasonable degree of accuracy (Hohenstatt et al., 2011). Interpreting the results may, at
first sight, seem somewhat counter-intuitive. This is because variables with positive
coefficients are inversely correlated to the movement of the house price index. This
stems from how the literature defines a phase of decline with a value of 1 in the binary
time series. Hence, a rise of the dependent variable (i.e. the probability for a decline in
prices) suggests falling prices. In summary, an increase in Google search indices with
positive coefficients and under consideration of the suggested respective lag order,
points towards a decrease of the house price index and vice versa. Exhibit 4 depicts the
results.
The optimal lag order was determined by minimizing the Akaike Information
Criterion (AIC). As shown in Exhibit 4, all Google variables are significant at the 1 per
cent significance level. The results provide an initial impression of the search behaviour.
Search indices with positive z-statistics are positively related to the probability of
decreasing prices. The results suggest that search indices with the most explanatory
power for phases of decline at higher lag orders (G_RE, G_AG and G_APR with 10, 11
and 12, respectively) are probably conducted by people who are willing to sell, as
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indicated by the positive z-statistic. On the other hand, the explanatory power of
searches by potential buyers (negative z-stat) is highest at only four lags (G_LIST and
G_HOM). This could be interpreted (cautiously) asmeaning that themarket reaction, on
average, to an increase in willing buyers is faster than to an increase in willing sellers.
The SVI for the housing market, with a lag of only one month, is assumed to represent
short-term searcher concern about the state of the housing market. The case of the
construction SVI (G_CONS) is straightforward, as it represents the supply side and a
rise in supply usually takes pressure off prices. These preliminary results form the basis
for specifying the multivariate models in the forthcoming section.
4.2 Multivariate probit models
As a next step, combinations of the explanatory variables are tested in multivariate
probits as to how much the models’ goodness-of-fit and forecasting ability can be
improved. The lag orders from the variables are chosen, as suggested by the AIC in
the univariate models from the previous section (Exhibit 4). Hence, the used Google
indicators are applied with the derived lag specification as shown in Section 4.1.
From this point forward, a selection procedure is applied which operates as follows.
As a first step, it starts with a given variable and its determined lag order, e.g. the
Real Estate Category with a lag order of 10. Every additional variable now has to
decrease the AIC measure and all coefficients have to be statistically significant at
the 10 per cent level of significance or less. The maximum number of explanatory
variables in the probit model is limited to three[7]. The estimation equation is as
follows:
Prt  ( 	 
1GAPRT12 	 
2GLISTt4 	 
2GCONSt9 	 t) (5)
Exhibit 5 shows the regression output of the best performing model as indicated by the
lowest AIC.
The selected model contains variables for the Google real estate subcategories “Real
Estate Appraisals” (G_APR), “Real Estate Listings” (G_LIST) and the Business &
Industrial subcategory for “Construction” (G_CONS). Thus, the model incorporates the
buyer side (G_LIST), the seller side (G_APR) as well as the supply side (G_CONS), as
explained in the previous section. All presented variables are significant at the 1 per cent
significance level. TheMcFadden’sR2 value represents the equivalent to 2 in an ordinary
least squares regression.
To determine whether the model is well-specified, goodness-of-fit tests based on the
Andrews (1988) test statistic are carried out. The Andrews test groups the data into n
1, 2, …, N groups. Because the dependent variable is binary, there are 2N possible ways
any observation can fall. The 2N vector of the actual number of observations is then
compared to those predicted from the model and put into quadratic form. If the model is
specified correctly, this quadratic form follows an asymptotic  2 distribution. As
presented in Exhibit 6, the goodness-of-fit tests are statistically significant for different
estimation samples, which suggests that the estimated model is correctly specified over
the entire observation period.
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5. Forecast performance
5.1 In-sample forecasts
Now that a well-specified probit model has been selected, the next step is to evaluate its
forecasting abilities. Preliminary tests with models containing more than three input
variables have shown that models with high explanatory power are not necessarily
suitable for forecasting purposes, especially when it comes to predictingmarket turning
points. First, the selected model is tested for its gains over a constant probability model,
also referred to as the naïve model, which makes predictions based only on a constant
probability, i.e. it assumes rising prices for every observation period. Exhibit 7 presents
the prediction results in contrast to the constant probability model.
As can be seen on the right-hand-side of Exhibit 7, among the 112 observation
periods a total of 55 periods experienced negative growth, which reflects a proportion of
49.1 per cent. Following this, the cut-off point is set to 0.5, whichmeans that probabilities
of 50 per cent and above are intended to indicate falling house prices. The model
achieves total in-sample prediction correctness, i.e. the percentage of correct forecasts, of
89.3 per cent, which translates to correctly predicting 100 out of the 112 monthly
observations within the observation period. It thereby achieves a significant gain over
the naïvemodel of 38.4 per cent, which is only able to correctly predict 50.9 per cent of all
periods. Furthermore, the mean-squared forecasting error is calculated, reflecting not
only the correctness of the predictions (at the given cut off point) but providing insight
into the overall accuracy of the predictions:
MSE  1
ni1
n
(Ai,t	m  Fi,t	m)2 (6)
where t is the point of time at which the prediction is made, m marks the prediction
horizon, Ai,t	m denotes the actual realisations (as derived from the Case–Shiller House
Price index) at time t 	 m and Fi,t	m the forecasts. Because of the binary character of
the probit model, Ai can only be either 1 or 0. Fi resembles a probability and can,
therefore, only range between 0-100 per cent. n denotes the number of observations
within the forecast period. The in-sample MSE is reported at 0.07. Exhibit 8 plots the
in-sample forecast results for March 2005 to July 2014.
As is clearly evident, the few incorrect predictionsweremostly around actual turning
points, e.g. the beginning of negative growth phases in May 2006, March 2007 or the
latest, one starting in May 2014.
Especially the beginning of the extreme drop in prices of 2006 following the bursting
of the housing bubble would have been indicated by distinct signals with probabilities
around 100 per cent. The only time the model suggests a switch from falling to rising
prices a bit too soon, is the period around the beginning of 2012, when after a 20-month
recession, prices started to pick up again in February 2012. Appendix 3 shows the
forecast results in comparison to the actual realisations of the Case–Shiller House Price
Index.
5.2 Out-of-sample forecasts
Because one of the objectives of this study is to find a forecasting model that can be
applied in practice, the model under review also needs to be tested for its out-of-sample
forecasting performance. This is necessary, as it is the only way to realistically re-enact
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real-time conditions in terms of data availability. The lowest lag order of our model is
four months (Real Estate Listings subcategory), which automatically determines the
maximum out-of-sample forecasting horizon. Thus, 1- to 4-month out-of-sample
forecasts are conducted as “real-time” predictions. This means that, first, the model is
estimated from the start of the observation sample up to June 2008. This can be
considered as the estimation or training period. The model is then used to perform
rolling projections one to four months ahead, starting from July 2008. This procedure is
repeated over and over again, adding one more observation to the estimation (training)
period with every new forecast, and thereby extending the training period with each
extra step. From this point onwards, regressions are rolled through every following
month, until the end of the estimation period in June 2014. Hence, the entire
out-of-sample forecast period ranges from July 2008 to June 2014, which comprises a
total of six years (72 observations).
By way of example, equation (7) shows the forecast equation for the first
one-month-ahead out-of-sample prediction for July 2008.
Estimation sample January 2004-June 2008:
Pr2008m07  ( 	 
1G_APR2007m07 	 
2G_LIST2008m03 	 
3G_CONS2007m10
	 2008m07)
(7)
The equation resembles the same lag structure as in equation (5). Note that the predicted
probability is one month ahead of the estimation sample and thus “out-of-sample”. As
mentioned above, the variable with the lowest lag order G_LIST (four lags) determines
the maximum forecast horizon (Tsolacos, 2012). For an estimation sample of January
2004-June 2008, this would be October 2008. As the model is recursive, the presented
equation variables in equation (7) advance one month with every further step.
During the out-of-sample period of six years, three phases of negative growth took
place, as can be seen in Exhibit 9. The two- to four-month-ahead forecast results can be
found in Appendices 2 and 3.
Overall, the prediction accuracy of the one-month-ahead out-of-sample forecasting
model for this time period is 88.9 per cent and thus only slightly less than the in-sample
prediction accuracy. As expected, the MSE of 0.082 is slightly larger than that in the
in-sample forecast. Very similar to the in-sample forecasts, most of the incorrect
predictions occur towards the beginning or end of a negative growth phase. In
accordancewith the in-sample results, themodel, for example, already suggests a switch
from decline to growth in October 2011, although prices did not start to rise until
February 2012. Similarly, but not quite as early, it would have predicted a switch one
month ahead early inMay 2009 andApril 2014. Although not very strong (71 and 53 per
cent), the only exceptions where incorrect predictions do not occur around an actual
turning point are two false signals in February and March 2013. Thus, one important
finding should be mentioned; apart from the two false signals that have just been
pointed out, the remaining incorrect predictions are always early, and never late. This is
an important fact, when it comes to judging the model’s ability as an early indicator of
upcoming switches from a phase of price growth to one of decline and vice versa. The
results for the two- to four-month forecasts are in line with this finding (Appendices 2
and 3).
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As it has now been established that a probit model based on real-estate-specific
Google search volume data is able to deliver satisfactory forecasting results and can be
used to predict turning points in prices of the US housing market, another handy
advantage of Google data should be mentioned. While the Case–Shiller House Price
Index is released with an approximate two-month delay, Google search volume data are
available after only two days. This means a time advantage of nearly two months in
addition to the four-month prediction horizon of the suggested model. As outlined in
Exhibit 10, with respect to forecasting the Case–Shiller House Price Index, the first two
months can (due to the time delay) be considered a “nowcast”, and the following four
months an actual “forecast”. Consequently, because the model is based on Google data
only, the prediction horizon increases to six months.
6. Conclusion
The world has fairly recently experienced and suffered from the devastating economic
aftermath of a bursting real estate bubble in the USA. This demonstrated the incredible
impact the housing market can have on an economy and how important it is to monitor
its development. If the pending major price correction of the US housing market had
been indicated to a broader public in 2005, politically driven economic adjustments
might have prevented, or at least alleviated, one of the worst economic crises since the
early twentieth century.
This paper focuses on analysing turning points in the housingmarket, which, to date,
is a fairly under-researched subject. Furthermore, it deploys a relatively new set of
sentiment indicators, namely, Google search volume, which offers some advantages
over other more common sentiment indicators, particularly in terms of availability,
timing and its high degree of flexibility in extracting information. One of the main
objectives is to find a forecasting model that is able to produce reliable real-time
predictions of turning points in the US housing market.
For this purpose, binary probit models, which are geared specifically towards
predicting directional changes, are used as a forecasting tool.While Krystalogianni et al.
(2004), Tsolacos (2012) andTsolacos et al. (2014) confirm the usefulness of probit models
for turning-point predictions in the commercial real estate market, this paper is the first
to apply this methodology to the housing market, and with promising results. After
selecting a multivariate probit model, which is based on three individual
real-estate-related Google search indices, a number of in- and out-of-sample tests
provide evidence that online search data serve as a robust indicator for predicting
directional changes in the housing market. The out-of-sample-forecast tests of one- to
four-month forecasts demonstrate that the selected model correctly predicts 89 per cent
of the time.Most importantly, however, apart from two false predictions (assuming a cut
off point at 0.5) in 2012, the model indicates every upcoming turning point correctly,
while the few signals that are slightly off on the timing are always early, but never late.
This clearly indicates that real-estate-specific internet search interest has the ability to
serve as a robust indicator for future upcoming house price changes. Moreover, due to
the immediate availability of Google data, in contrast to the two-month-delayed Case–
Shiller House price index, the effective prediction horizon increases to six months.
The results are relevant to a large number of stakeholders in the housing market,
including developers, policymakers and, of course, prospective buyers and sellers.With
respect to its applicability in practice, particularly investors with short investment
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horizons (“house flipping”) and also lenders can potentially profit from the presented
concept. Especially in light of the recent US housing bubble that mainly resulted from
the combination of high loan-to-equity ratios and rapidly declining prices, lenders have
learned for the future and will very likely adjust their pricing and lending standards
more carefully and prudently, and in accordance with the market outlook.
Because the effective prediction horizon is six months, the findings of this research
could also be relevant to investors who trade Case–Shiller House-Price-Index-based
derivatives (futures and options) as offered by the CME group. Because the expiration
dates are February, May, August and November, six months could potentially be long
enough for an investor to estimate whether or not those products are fairly priced.
Future research should exploit the unique features of Google search volume data and
make use of the flexibility of search indices, which can be configured very individually
by simply combining different search queries. This, in combination with an intelligent
use of filters (e.g. regional and topic filters), creates the opportunity to take the present
research to an MSA/city level and thus become more appealing to private and
institutional investors or local policymakers, given the heterogeneity of local real estate
markets across the USA. Particularly, the respective relationships between very liquid
and dynamic markets (e.g. San Francisco, NYC), in comparison to more stable markets
which experience lower levels of market activity, and region-specific Google search
volume constitute an interesting field for further research.
Notes
1. According to comScore, the market share of Google sites is 67.3 per cent with approximately
12.1 billion explicit searches: www.comscore.com/Insights/Market-Rankings/comScore-
Releases-August-2014-US-Search-Engine-Rankings
2. www.conference-board.org/data/consumerconfidence.cfm
3. www.sca.isr.umich.edu/
4. The changes in the search indices are minor and practically negligible, especially when
converted to monthly data. The joint correlation of every search index used in this present
study across the index downloads from different days lies above 0.99.
5. In the case of an unchanged index (i.e. a growth rate of zero per cent), the binary time series is
ascribed a value of zero.
6. In this current research, k is set to a maximum of three in the multivariate probit models.
7. The analysis was limited to three explanatory variables, as goodness-of-fit tests showed that
models including more than three variables are largely over-specified. Furthermore,
parsimonious models, which are also preferred by the literature (Tsolacos et al., 2014),
perform better in out-of-sample forecasts, which was also confirmed in preliminary tests.
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Note: This graph depicts the Case-Shiller House Price Index and the Google search volume
index for the real estate subcategory in terms of annual changes
Figure E1.
Case–Shiller House
Price Index vs
Google real estate
category
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Table E1.
Google search
volume indices
Google search indices
SVI
Regression
label Category Sub-category Topic
Individual search
terms
Real estate category G_RE Real estate – –
Property inspections
and appraisals
subcategory
G_APR Real estate Property inspections
and appraisals
– –
Real estate agencies
subcategory
G_AG Real estate Real estate agencies – –
Real estate listings
subcategory
G_LIST Real estate Real estate listings – –
Keywords housing
market
G_K_HM No category filter Housing market
real estate market
real estate trends
Construction G_CONS Business
and
industrial
Construction and
maintenance
– –
Home (building
function)
G_HOM Real estate – Topic: building
function
–
Notes: This table presents the Google search volume indices (SVI) used in this analysis. The columns
indicate whether the SVI are derived from categories or subcategories as offered by Google or whether they
are based on individual search terms. The SVI for Home (Building function) is a topic which is similar to a
category, but more selective as it captures all searches that are related to “home” and “house”, etc.
Table E2.
Case–Shiller House
Price Index phases of
growth and decline
Case–Shiller price growth and decline
Phase of increase Phase of decrease
2004m01 2006m03
2006m04 2006m10
2006M11
2006M12
2007M01 2007M03
2007M04 2009M05
2009M06 2010M05
2010M06 2012M01
2012M02 2014M04
2014M05 2014M06
Notes: This table shows the phases of growth and decline in house prices, as measured by the 20-City
Case–Shiller House Price Index during the observation period from January 2004 to June 2014
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Exhibit 4
Exhibit 5
Table E3.
Univariate probit
models
Optimum lag lengths
Search volume index
Regression
label Lag z-stat p-value AIC Relationship
Real estate category G_RE k 10 2.690 0.009 1.356 
Property inspections and
appraisals subcategory
G_APR k 12 4.681 0.000 1.149 
Real estate agencies
subcategory
G_AG k 11 5.533 0.000 1.087 
Real estate listings
subcategory
G_LIST k 4 3.126 0.002 1.326 
Keywords housing
market
G_K_HM k 1 3.962 0.000 1.253 
Construction G_CONS k 9 5.251 0.000 1.123 
Home (building function) G_HOM k 4 3.536 0.001 1.301 
Notes: This table shows the optimum lag length as indicated by the AIC and the respective test
statistics for significance for all SVI. A negative (““) relationship as indicated by the test statistic
means that at the given lag order, an increase in search volume is related to a rising probability of a price
decline and vice versa
Table E4.
Best performing
multivariate probit
model
Selected model regression output
Variable Coefficient z-Statistic p
Constant 0.788 2.999 0.003
G_APR(12) 52.950 3.741 0.000
G_LIST(4) 105.016 4.371 0.000
G_CONS(9) 147.380 5.253 0.000
McFadden R-squared 0.659
AIC 0.544
Prob(LR statistic) 0.000
Observations 112
Sample period: 2005M03 2014M06
Note: Regression output for the best multivariate probit model as indicated by the minimum AIC
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Exhibit 7
Table E5.
Andrews’ test
statistics
Andrews test statistic across sub-periods
Estimation sample Andrews statistic p chi-square(10)
2004m01 2014m6 34.284 0.000
2004m01 2012m6 37.678 0.000
2004m01 2010m6 21.838 0.016
2004m01 2008m6 21.775 0.016
Notes: The table presents Andrews’ Test statistics and p-values for different time periods across the
observation period. The tests are significant at the 5% level or less. The results indicate that the model
is well specified
Table E6.
Expectation –
prediction evaluation
against a constant
probability model
Expectation – prediction evaluation
Estimated equation Constant probability
Cut-off point (C) 0.5 Dep 0 Dep 1 Total Dep 0 Dep 1 Total
Probability (Dep 1)C 51 6 57 57 55 112
Probability (Dep 1)C 6 49 55 0 0 0
Total 57 55 112 57 55 112
Correct 51 49 100 57 0 57
% Correct 89.47 89.09 89.29 100 0 50.89
% Incorrect 10.53 10.91 10.71 0 100 49.11
Total Gain* 10.53 89.09 38.39
Percent Gain** NA 89.09 78.18
Notes: *Change in “% Correct” from default (constant probability) specification; **Per cent of
incorrect (default) prediction corrected by equation; This table shows the gains of the probit model
(left-hand side) over a constant probability model, i.e. over a model which bases its predictions on the
same probability over the whole observation period. The probit model is able to improve the prediction
accuracy to 89.29%, which is 38.39% better than the constant probability model (50.89%)
IJHMA
9,1
128
D
ow
nl
oa
de
d 
by
 U
N
IV
ER
SI
TA
ET
SB
IB
LI
O
TH
EK
 R
EG
EN
SB
U
RG
 A
t 0
1:
25
 2
1 
A
pr
il 
20
16
 (P
T)
Exhibit 8
0%
20%
40%
60%
80%
100%
20
05
M
03
20
05
M
05
20
05
M
07
20
05
M
09
20
05
M
11
20
06
M
01
20
06
M
03
20
06
M
05
20
06
M
07
20
06
M
09
20
06
M
11
20
07
M
01
20
07
M
03
20
07
M
05
20
07
M
07
20
07
M
09
20
07
M
11
20
08
M
01
20
08
M
03
20
08
M
05
20
08
M
07
20
08
M
09
20
08
M
11
20
09
M
01
20
09
M
03
20
09
M
05
20
09
M
07
20
09
M
09
20
09
M
11
20
10
M
01
20
10
M
03
20
10
M
05
20
10
M
07
20
10
M
09
20
10
M
11
20
11
M
01
20
11
M
03
20
11
M
05
20
11
M
07
20
11
M
09
20
11
M
11
20
12
M
01
20
12
M
03
20
12
M
05
20
12
M
07
20
12
M
09
20
12
M
11
20
13
M
01
20
13
M
03
20
13
M
05
20
13
M
07
20
13
M
09
20
13
M
11
20
14
M
01
20
14
M
03
20
14
M
05
20
14
M
07
In-sample Forecast
Period of negative growth Forecast 50% Cutoff
Notes: This table depicts the in-sample forecasts of the probit model. Periods of declining
prices as measured by the Case-Shiller House Price Index are shaded in grey. The dashed line
indicates the 50 per cent cut-off mark. The prediction accuracy is 89.3 percent, the MSE is
0.070. Please note that the last month of the Case-Shiller House Price Index (July 2014) was
not included in the analysis as it was released subsequent to the research. It is only included
in the graph for illustrative purposes
Figure E2.
In-sample forecast
results
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out-of-sample forecast (one month ahead)
Period of negative growth Forecast cut off (50%)
Notes: This table depicts the 1-month-ahead out-of-sample forecasts of the probit
model. Periods of declining prices as measured by the Case-Shiller House Price
Index are shaded in grey. The dashed line indicates the 50 per cent cut off mark. The
prediction accuracy is 88.9 per cent, the MSE is 0.082. Please note that the last
month of the Case-Shiller House Price Index (July 2014) was not included in the
analysis as it was released subsequent to the research. It is only included in the graph 
for illustrative purposes
Figure E3.
Out-of-sample
forecast results (one
month ahead)
Case-Shiller HPI
Google search data
nowcast forecast
T0 T3T-1 T4T2T1T-3T-4T-n T-2
4 months
6 months
(today)
forecast
Forecast Timeframe
Notes: Due to the almost immediate availability of search volume
data in contrast to the two month delayed Case-Shiller House Price
Index, the Google forecasting model has an additional time
advantage of those two months. This increases the prediction
horizon to six months
Figure E4.
Forecast timeframe
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Appendix 1
Table A1.
Summary statistics
and unit root test
statistics for Google
search volume
indices
Summary statistics
G_AG G_APR G_CONS G_HOM G_K_HM G_LIST G_RE
Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Median 0.000 0.003 0.000 0.241 0.151 0.002 0.001
Maximum 0.040 0.078 0.024 5.970 10.735 0.037 0.040
Minimum 0.038 0.050 0.025 6.554 7.058 0.073 0.037
SD 0.018 0.025 0.011 2.414 3.387 0.020 0.015
Skewness 0.086 0.753 0.011 0.116 0.472 0.686 0.056
Kurtosis 2.194 3.700 2.449 3.148 3.746 3.718 2.965
JarqueBera 3.508 14.251 1.573 0.389 7.481 12.395 0.072
Probability 0.173 0.001 0.455 0.823 0.024 0.002 0.965
Unit root tests (ADF) 2.392 2.371 2.414 3.422 3.019 3.822 2.759
Critical value at 1% 2.584
Critical value at 5% 1.944
Critical value at 10% 1.615
Sum 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Sum Sq. Dev. 0.038 0.079 0.015 716.950 1411.369 0.051 0.026
Observations 124 124 124 124 124 124 124
Notes: This table presents the summary statistics as well as the test statistics of the augmented
Dickey–Fuller unit root tests for all Google SVI used in this research. All indices were adjusted for
seasonality (X-12 Arima method), de-trended (Hodrick–Prescott filter) and are stationary at a 5%
confidence level or less
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Out-of-sample forecast (two months ahead)
Period of negative growth Forecast cut off (50%)
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Out-of-sample forecast (three months ahead)
Period of negative growth Forecast cut off (50%)
(continued)
Figure A1.
Out-of-sample
forecast results (two
to four months
ahead)
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Out-of-sample forecast (four months ahead)
Period of negative growth Forecast cut off (50%)
Notes: The tables below depict the 2-month, 3-month and 4-month-ahead out-of-sample
forecasts of the selected probit model. Periods of declining prices as measured by the
Case-Shiller House Price Index are shaded in grey. The dashed line indicates the 50
percent cut off mark. The prediction accuracy for the two-, three.- and four-month
forecasts are 88.7 per cent (MSE 0.096), 88.6 per cent (MSE 0.100) and 88.4 per cent
(MSE 0.106), respectively. Please note that the last month of the Case-Shiller House
Price Index (July 2014) was not included in the analysis as it was released subsequent
to the research. It is included in the graphs for illustrative purposes only Figure A1.
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Table A2.
Forecast results
Forecast results
Period
Case –
shiller
index
Growth (0)/
Decline (1)
In-sample
forecasts
(%)
One-month
out-of-sample
(%)
Two-month
out-of-sample
(%)
Three-month
out-of-sample
(%)
Four-month
out-of-sample
(%)
2005M03 183.3 0 48.9
2005M04 185.5 0 52.2
2005M05 187.6 0 13.3
2005M06 189.5 0 58.2
2005M07 191.4 0 4.3
2005M08 193.3 0 5.7
2005M09 195.6 0 17.3
2005M10 197.9 0 3.2
2005M11 200.1 0 2.1
2005M12 202.2 0 0.0
2006M01 203.8 0 0.1
2006M02 205.4 0 13.4
2006M03 206.4 0 57.4
2006M04 206.6 0 73.9
2006M05 206.5 1 90.0
2006M06 205.8 1 87.3
2006M07 204.9 1 97.9
2006M08 204.0 1 99.7
2006M09 203.6 1 90.8
2006M10 203.5 1 78.2
2006M11 203.6 0 34.8
2006M12 203.5 1 17.6
2007M01 203.7 0 0.7
2007M02 204.1 0 26.1
2007M03 204.3 0 58.4
2007M04 202.8 1 99.8
2007M05 201.0 1 99.8
2007M06 198.8 1 99.9
2007M07 196.8 1 100.0
2007M08 194.8 1 100.0
2007M09 193.1 1 100.0
2007M10 190.9 1 99.9
2007M11 187.9 1 99.7
2007M12 185.1 1 99.4
2008M01 182.1 1 95.4
2008M02 178.5 1 98.4
2008M03 175.6 1 82.5
2008M04 172.4 1 48.4
2008M05 169.5 1 79.4
2008M06 167.2 1 83.1 Start of recursive out-of-sample forecast
2008M07 164.4 1 82.4 71
2008M08 162.0 1 74.2 66 59
2008M09 159.1 1 87.4 91 88 84
2008M10 156.2 1 80.1 83 81 79 76
(continued)
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Table A2.
Forecast results
Period
Case –
shiller
index
Growth (0)/
Decline (1)
In-sample
forecasts
(%)
One-month
out-of-sample
(%)
Two-month
out-of-sample
(%)
Three-month
out-of-sample
(%)
Four-month
out-of-sample
(%)
2008M11 153.6 1 87.0 86 84 83 79
2008M12 150.7 1 75.4 57 54 53 51
2009M01 147.7 1 91.3 94 92 90 89
2009M02 145.6 1 77.0 69 67 61 59
2009M03 143.3 1 100.0 100 100 100 100
2009M04 141.6 1 86.5 94 94 93 93
2009M05 140.8 1 57.9 50 48 48 45
2009M06 141.3 0 1.7 0 0 0 0
2009M07 142.2 0 0.2 0 0 0 0
2009M08 143.4 0 0.0 0 0 0 0
2009M09 144.0 0 0.0 0 0 0 0
2009M10 144.7 0 0.0 0 0 0 0
2009M11 145.4 0 2.7 0 0 0 0
2009M12 146.2 0 0.7 0 0 0 0
2010M01 146.9 0 0.4 0 0 0 0
2010M02 146.9 0 0.2 0 0 0 0
2010M03 147.0 0 0.0 0 0 0 0
2010M04 147.2 0 0.0 0 0 0 0
2010M05 147.3 0 3.9 0 0 0 0
2010M06 147.0 1 98.1 99 99 99 99
2010M07 146.3 1 100.0 100 100 100 100
2010M08 145.3 1 100.0 100 100 100 100
2010M09 144.4 1 100.0 100 100 100 100
2010M10 143.5 1 100.0 100 100 100 100
2010M11 143.1 1 100.0 100 100 100 100
2010M12 142.9 1 100.0 100 100 100 100
2011M01 142.5 1 100.0 100 100 100 100
2011M02 142.1 1 100.0 100 100 100 100
2011M03 141.4 1 100.0 100 100 100 100
2011M04 141.0 1 100.0 100 100 100 100
2011M05 140.5 1 100.0 100 100 100 100
2011M06 140.4 1 98.5 97 97 97 97
2011M07 140.1 1 99.8 100 100 100 100
2011M08 139.7 1 96.4 98 98 98 98
2011M09 139.1 1 100.0 100 100 100 100
2011M10 138.4 1 32.2 6 6 6 6
2011M11 137.7 1 48.1 37 16 16 16
2011M12 137.2 1 1.1 0 0 0 0
2012M01 137.1 1 13.1 27 6 3 0
2012M02 137.1 0 0.9 4 3 0 0
2012M03 137.8 0 0.3 1 1 1 0
2012M04 138.4 0 0.6 0 0 0 0
2012M05 139.7 0 2.2 1 1 1 1
2012M06 141.0 0 2.8 1 1 1 1
2012M07 141.6 0 0.3 0 0 0 0
2012M08 142.4 0 0.0 0 0 0 0
(continued)
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Table A2.
Forecast results
Period
Case –
shiller
index
Growth (0)/
Decline (1)
In-sample
forecasts
(%)
One-month
out-of-sample
(%)
Two-month
out-of-sample
(%)
Three-month
out-of-sample
(%)
Four-month
out-of-sample
(%)
2012M09 143.2 0 2.9 3 3 3 3
2012M10 144.3 0 8.9 13 14 14 14
2012M11 145.4 0 10.4 20 21 21 21
2012M12 146.9 0 31.1 47 48 48 49
2013M01 148.4 0 16.0 30 32 34 34
2013M02 150.0 0 48.5 71 73 75 75
2013M03 152.6 0 31.4 53 62 64 66
2013M04 154.9 0 3.4 8 11 15 17
2013M05 156.5 0 16.6 28 30 37 45
2013M06 157.8 0 21.9 31 36 37 45
2013M07 159.0 0 29.2 35 38 42 43
2013M08 160.6 0 4.2 5 6 7 9
2013M09 162.2 0 18.6 21 21 23 25
2013M10 164.0 0 2.7 3 3 3 4
2013M11 165.4 0 0.6 1 1 1 1
2013M12 166.7 0 0.0 0 0 0 0
2014M01 168.0 0 3.0 3 3 4 4
2014M02 169.3 0 8.1 9 9 9 9
2014M03 171.5 0 24.2 26 27 27 27
2014M04 171.6 0 80.0 82 83 83 83
2014M05 171.0 1 89.0 89 91 91 91
2014M06 170.5 1 100.0 100 100 100 100
Notes: The table depicts the in-sample and out-of-sample forecast results of the selected probit model. Periods of declining
prices as measured by the Case–Shiller House Price Index are shaded in grey. The prediction accuracy for the in-sample and
the one-, two-, three- and four-month out-of-sample forecasts are 89.3% (MSE 0.070), 88.9% (MSE 0.082), 88.7% (MSE 0.096),
88.6% (MSE 0.100) and 88.4% (MSE 0.106), respectively
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