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Pricing Derivatives in a Regime Switching Market with Time
Inhomogeneous Volatility∗
Milan Kumar Das† Anindya Goswami‡ Tanmay S. Patankar§
Abstract: This paper studies pricing derivatives in an age-dependent semi-Markov modulated market.
We consider a financial market where the asset price dynamics follow a regime switching geometric Brownian
motion model in which the coefficients depend on finitely many age-dependent semi-Markov processes. We
further allow the volatility coefficient to depend on time explicitly. Under these market assumptions, we
study locally risk minimizing pricing of a class of European options. It is shown that the price function can
be obtained by solving a non-local B-S-M type PDE. We establish existence and uniqueness of a classical
solution of the Cauchy problem. We also find another characterization of price function via a system of
Volterra integral equation of second kind. This alternative representation leads to computationally efficient
methods for finding price and hedging. Finally we analyse the PDE to establish continuous dependence
of the solution on the instantaneous transition rates of semi-Markov processes. An explicit expression of
quadratic residual risk is also obtained.
Keywords: semi-Markov processes, Volterra integral equation, non-local parabolic PDE, locally risk
minimizing pricing, optimal hedging
Classification No: 60K15, 91B30, 91G20, 91G60.
1 Introduction
In 1971 Black, Scholes and Merton considered a mathematical model of asset price dynamics to find an
expression of price of a European option on the underlying asset. In their model, the stock price process is
modeled with a geometric Brownian motion. The drift and the volatility coefficients of the price are taken as
constants. Since then, numerous different improvements of their theoretical model are being studied. Regime
switching models are one such extension of the Black-Scholes-Merton(B-S-M) model. In regime switching
model it is assumed that the market has finitely many hypothetical observable possible economic states and
those are realized for certain random intervals of time. The key market parameters are assumed to depend
on those regimes or states and the state transitions are modeled by a pure jump process. Extensive research
has been done to study markets with Markov-modulated regime switching [1],[2],[3],[4],[5],[11],[12],[14],[16].
There are also some further generalization, carried out by several authors by introducing jump discontinuities
in the asset dynamics along with Markov regimes. In all these works the possibility of switching regimes is
restricted to the class of finite state Markov Chains.
In comparison with Markov switching, the study of semi-Markov modulated regime switching is relatively
uncommon. In this type of models one has opportunity to incorporate some memory effect of the market.
In particular, the knowledge of past stagnancy period can be fed into the option price formula to obtain
the price value. Hence this type of models have greater appeal in terms of applicability than the one with
Markov switching. The pricing problem with semi-Markov regimes was first correctly solved in [7]. It is
important to note that the regime switching models lead to incomplete markets. Since there might be
multiple no arbitrage prices of a single option, one needs to fix an appropriate notion to obtain an acceptable
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price. Option pricing with a special type of semi-Markov regime is studied in [7] using Fo¨llmer Schweizer
decomposition [6]. There it is shown that the price function satisfies a non-local system of degenerate
parabolic PDE. In a recent paper [10] the same problem for a more general class of age-dependent processes
is studied. An age-dependent process {Xt}t≥0 on X := {1, . . . , k} ⊂ R is specified by its instantaneous
transition rate function λ : {(i, j) ∈ X 2|i 6= j}× [0,∞)→ (0,∞) and is defined by the strong solution of the
following system of stochastic integral equations
Xt = X0 +
∫
(0,t]
∫
R
hλ(Xu−, Yu−, z)℘(du, dz) (1.1)
Yt = t−
∫
(0,t]
∫
R
gλ(Xu−, Yu−, z)℘(du, dz), (1.2)
where ℘(du, dz) is a Poisson random measure with intensity dudz, independent of X0 and
hλ(i, y, z) :=
∑
j∈X\{i}
(j − i)1Λij(y)(z), gλ(i, y, z) :=
∑
j∈X\{i}
y1Λij(y)(z),
where for each y ≥ 0, and i 6= j, Λij(y) are the consecutive (with respect to the lexicographic ordering on
X × X ) left closed and right open intervals of the real line, each having length λij(y). We clarify that if
{(Xt, Yt)}t≥0 is the solution of (1.1)-(1.2), then Xt is called the age-dependent process and Yt is called the
age process. It is shown in (Th. 2.1.3, [17]) that an age dependent process is a semi-Markov process.
In both the papers [7] and [10], all the market parameters, namely spot interest rate r, drift coefficient
µ and volatility coefficient σ depend on a single semi-Markov process. We recall that although the joint
process of two independent Markov processes is Markov, the same phenomena is not valid for semi-Markov
case. For this reason, assumption of a single semi-Markov process to derive both r and σ is rather restrictive.
To overcome this restriction, in this paper, we consider a componentwise semi-Markov process (CSM), which
is a wider class of pure jump processes than those in [7] and [10]. A pure jump process X on a finite state
space S is called a CSM if there is a bijection Γ : S → Xn+1 for some non-empty finite set X , and some
non-negative integer n such that each component of Γ(X) is semi-Markov process, independent to each other.
To model the regimes of the market, we consider a CSM {Xt}t≥0 on X
n+1, where X l, the lth component of
X , is an age-dependent process with instantaneous rate functions λl, for every l = 0, . . . , n. We denote the
age process of X l as Y l and Y defined as (Y 0, . . . , Y n) is the age process of X .
In many regime switching models of asset price dynamics, the volatility coefficients do not posses explicit
time dependence (see [1],[2],[3],[4],[5],[7],[11],[12],[14],[16]). In such time homogeneous models the volatility
σ can take values from a finite set only. Such models fail to capture many other stylized facts including
periodicity feature of σ. In the present model, we allow σ to be time inhomogeneous.
In this paper, we consider a market with one locally risk free asset with price S0, and n risky assets
with prices {Sl}l=1,...,n, and address locally risk-minimizing pricing for a contingent claim K(ST ). Here
we consider a wide range of functions K : Rn+ → R+, which includes vanilla basket options. We show
that the price of the claim at time t, when (Slt, X
l
t , Y
l
t ) is (s
l, xl, yl), for each l, is a function ϕ of (t, s =
(s1, s2, . . . , sn), x = (x0, x1, . . . , xn), y = (y0, y1, . . . , yn)) and that satisfies a Cauchy problem. In order to
write the equation we use a notation Rljv, for a vector v ∈ R
n+1 to denote the vector v+(j− vl)el, in which
the lth component of v is replaced with j. The system of PDE is given by
∂ϕ
∂t
(t, s, x, y) +
n∑
l=0
∂ϕ
∂yl
(t, s, x, y) + r(x)
n∑
l=1
sl
∂ϕ
∂sl
(t, s, x, y) +
1
2
n∑
l=1
n∑
l′=1
all
′
(t, x)slsl
′ ∂2ϕ
∂sl∂sl
′ (t, s, x, y)
+
n∑
l=0
∑
j 6=xl
λlxlj(y
l)
[
ϕ(t, s, Rljx,R
l
0y)− ϕ(t, s, x, y)
]
= r(x) ϕ(t, s, x, y), (1.3)
defined on
D := {(t, s, x, y) ∈ (0, T )× (0,∞)n ×Xn+1 × (0, T )n+1 | y ∈ (0, t)n+1},
and with conditions
ϕ(T, s, x, y) =K(s); s ∈ [0,∞)n; 0 ≤ yl ≤ T ; xl ∈ X , l = 0, 1, . . . , n, (1.4)
2
where the diffusion coefficient a := (all
′
)n×n is continuous in t.
We note that (1.3) is a linear, parabolic, degenerate and non-local PDE. The non-locality is due to the
occurrence of the term ϕ(t, s, Rljx,R
l
0y), where R
l
0y need not be same as y in general. We establish existence
and uniqueness of the classical solution in this paper. We also find a Volterra integral equation of second
kind, which is equivalent to the PDE. Using the Banach fixed point Theorem, we show the integral equation
has a unique solution. Thus we show that one can find the price function by solving the integral equation
which is computationally more convenient than solving the PDE. We also obtain an expression of optimal
hedging involving integration of price function.
This observation essentially leads to a robust computation of optimal hedging. Finally we carry out a
sensitivity analysis to establish continuous dependence of solution of the PDE (1.3)-(1.4) on transition rate
functions. This result assures close approximation of price when instantaneous rate is approximated by a
consistent estimator as in [9].
The rest of this paper is arranged in the following manner. We present model description in Section
2. In this section we first study a class of componentwise semi-Markov processes and then we describe the
the asset price dynamics. We have also shown that under admissible strategies the market is arbitrage free.
Section 3 presents the approach of option pricing. In this section we state the main result of the paper. In
Section 4, we establish the existence, uniqueness and regularity of solution of a Volterra integral equation
which is shown to be equivalent to the PDE in the next section. Section 5 deals with the well-posedness of
the PDE. In this section we also derive certain properties of the solution and its derivative. Using the results
of earlier sections, F-S decomposition of contingent claim is obtained in Section 6. In Section 7 we present a
sensitivity analysis of the solution to the PDE. We end this paper by calculating the quadratic residual risk
in Section 8. Proof of some lemmata are given in Appendix.
2 Model description
This section consists of two subsections. In the first subsection we study a class of CSM processes. In the
subsequent subsection we consider a market whose prices are governed by the CSM. Finally we show that,
the market is arbitrage free by constructing an equivalent martingale measure.
2.1 Componentwise semi-Markov process
Let X = {1, . . . , k} ⊂ R. For every l = 0, 1, . . . , n, consider a C1 function λl : X × X × [0,∞) → (0,∞)
satisfying the following
Assumptions(A1)
(i) λlii(y¯) = −
∑
j 6=i λ
l
ij(y¯),
(ii) y¯ 7→ λlij(y¯) is continuously differentiable,
(iii) if Λli(y¯) :=
y¯∫
0
∑
j 6=i
λlij(v)dv, then lim
y¯→∞
Λli(y¯) =∞.
For each l = 0, . . . , n, let us consider a system of equations by replacing ℘ by ℘l, λ by λl in (1.1) and (1.2),
where ℘l are independent Poisson random measures with intensity dtdz, defined on a complete probability
space (Ω,F,P). That is,
X lt = X
l
0 +
∫
(0,t]
∫
R
hl(X ls−, Y
l
s−, z)℘
l(ds, dz) (2.1)
Y lt = t−
∫
(0,t]
∫
R
gl(X ls−, Y
l
s−, z)℘
l(ds, dz), (2.2)
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where hl = hλl and g
l = gλl . It is shown in [17] using the results of [13] that there exists an a.s unique
strong solution to equations (2.1)-(2.2) and the process Z lt := (X
l
t , Y
l
t ) is a time homogeneous strong Markov
process. We denote the Xn+1 valued process as Xt whose lth component is X
l
t. Similarly we denote
Yt = (Y
0
t , . . . , Y
n
t ). Thus Xt is a CSM process.
Consider for each l = 0, . . . , n; F l : [0,∞) → [0, 1] a differentiable function and defined as F l(y¯|i) :=
1 − e−Λ
l
i(y¯), where Λli is as in (A1)(iii). Let f
l(y¯|i) := d
dy¯
F l(y¯|i) and for each j 6= i, plij(y¯) :=
λlij(y¯)
|λl
ii
(y¯)|
with
plii(y¯) = 0 for all i and y¯. Set pˆ
l
ij :=
∞∫
0
plij(y¯)dF
l(y¯|i). In addition to (A1)(i)-(iii), we make the following
assumption
(A1) (iv) the matrix (pˆlij)k×k is irreducible.
From the definition of F l and assumptions (A1)(ii)-(iii), we observe 0 < F l(y¯|i) < 1 ∀y¯ > 0 and F l(y¯|i) ↑ 1
as y¯ →∞. It can easily be verified that λlij(y¯) = p
l
ij(y¯)
f l(y¯|i)
1−F l(y¯|i)
hold for i 6= j. Let T ln denote the time of n
th
transition of X lt and n
l(t) denote the total number of transitions upto time t of X lt i.e. n
l(t) := max{n : T ln ≤
t}. Hence T l
nl(t) ≤ t ≤ T
l
nl(t)+1 and from (2.2) Y
l
t = t−T
l
nl(t). It is shown in [8] that F
l(.|i) is the conditional
c.d.f of the holding time of X l and plij(y¯) is the conditional transition probability matrix. Let τ
l(t) be the
duration after which X lt would have a transition. Note that τ
l(t) is independent of every component of X
other than lth one. Let Fτ l(·|i, y¯) be the conditional c.d.f of τ
l(t) given X lt = i and Y
l
t = y¯. We note that
this c.d.f does not depend on t since (Xt, Yt) is time homogeneous. Therefore, τ
l(t) + Y lt is the duration of
X lt at present state between two transitions. Let ℓ(t) be the component of Xt where the subsequent jump
happens. Let Fτ l|l(·|x, y) be the conditional c.d.f of τ
l(t) given Xt = x, Yt = y and ℓ(t) = l and fτ l|l(·|x, y)
be the conditional p.d.f of τ l(t) given Xt = x, Yt = y and ℓ(t) = l. From now we denote P (·|Xt = x, Yt = y)
by Pt,x,y(·) and the corresponding conditional expectation as Et,x,y(·). We wish to compute Pt,x,y(ℓ(t) = l)
i.e. the conditional probability of observing next jump to occur at the lth component given, Xt = x and
Yt = y. We compute this probability and some other conditional distribution and density functions in the
following lemma.
Lemma 2.1. Let Pt,x,y(ℓ(t) = l), Fτ l|l(v|x, y), fτ l|l(v|x, y) be as above. Then the following hold
(i) Pt,x,y(ℓ(t) = l) =
∞∫
0
∏
m 6=l
1− Fm(s+ ym|xm)
1− Fm(ym|xm)
f l(s+ yl|xl)
1− F l(yl|xl)
ds,
(ii) Fτ l|l(v|x, y) =
v∫
0
∏
m 6=l
(1− Fm(s+ ym|xm))f l(s+ yl|xl)ds
∞∫
0
∏
m 6=l
(1− Fm(s+ ym|xm))f l(s+ yl|xl)ds
, and
fτ l|l(v|x, y) =
∏
m 6=l(1−F
m(v+ym|xm))f l(v+yl|xl)
∞∫
0
∏
m 6=l
(1− Fm(s+ ym|xm))f l(s+ yl|xl)ds
. Furthermore, fτ l|l(v|x, y) is differentiable
with respect to v and we denote the derivative by f ′
τ l|l(v | x, y) and
(iii) fτ l|l(0|x, y)Pt,x,y(ℓ(t) = l) =
f l(yl|xl)
1−F l(yl|xl) = fτ l(0|x
l, yl).
The proof can be found in the appendix.
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2.2 Asset price dynamics
We assume that r : Xn+1 → [0,∞), µl : [0, T ] × Xn+1 → R, and σl : [0, T ]× Xn+1 → Rn are continuous
functions for each l = 1, . . . , n. We consider a frictionless market consisting of one locally risk free asset
and n risky assets which may be referred to as stocks. Let S0t be the price of money market account, with
floating interest rate r(Xt) at time t. Therefore its value at time t is given by
dS0t = r(Xt)S
0
t dt, S
0
0 = 1. (2.3)
The prices of the lth stock governed by Xt is given by the following stochastic differential equation
dSlt = S
l
t

µl(t,Xt)dt+ n∑
j=1
σlj(t,Xt) dW
j
t

 (2.4)
Sl0 = sl, sl ≥ 0,
where {W jt }t≥0 are n independent standard Wiener processes defined on (Ω,F, P ) independent of {℘
l}nl=0.
Here µl and σl = (σl1, . . . , σ
l
n) represent the growth rate and volatility coefficient of l
th asset respectively. We
define the volatility matrix σ(t, x) := (σll′(t, x))ll′ with σ
l(t, x) its lth row vector and we denote (S1t , . . . , S
n
t )
by St . Let {Ft}t≥0 be the completion of filtration generated by St, Xt satisfying the usual hypothesis.
Let a(t, x) := σ(t, x)σ(t, x)∗ =
(∑n
i=1 σ
l
i(t, x)σ
l′
i (t, x)
)
ll′
denote the diffusion matrix, where ∗ denotes the
transpose operation. Then a(t, x) is continuous on [0, T ].
Assumption(A1)(v) We assume that σ(t, x) is invertible for each (t, x) ∈ [0, T ]×Xn+1.
The SDE (2.4) has a unique strong solution with positive continuous paths and is given by
Slt = sl exp

 t∫
0
(
µl(u,Xu)−
1
2
all(u,Xu)
)
du+
∑n
j=1
t∫
0
σlj(u,Xu) dW
j
u

 , for l ≥ 1. (2.5)
Then from (2.5),
ln
Slt+v
Slt
=
∫ t+v
t
(µl(u,Xu)−
1
2
all(u,Xu)) du +
∫ t+v
t
n∑
j=1
σlj(t,Xt)dW
j
t .
We define Z := (Z1, . . . , Zn), where for each l = 1, . . . , n, Z l := ln
Slt+v
Slt
. Clearly the conditional distribution
of Z given St = s,Xt = x, Yt = y, ℓ(t) = m, τ
m(t) = v is conditional normal with mean z¯ := (z¯1, . . . , z¯n),
where
z¯l :=
∫ t+v
t
(µl(u, x)−
1
2
all(u, x)) du, (2.6)
and covariance matrix Σ with Σll
′
:= cov
(
Z l, Z l
′
)
. i.e
Σll
′
= E
[∫ t+v
t
σl(u,Xu) dWu ×
∫ t+v
t
σl
′
(u,Xu) dWu
∣∣∣St = s,Xt = x, Yt = y, ℓ(t) = m, τm(t) = v
]
=
∫ t+v
t
all
′
(u, x)du. (2.7)
In (2.6) and (2.7), we have used the fact that the process X remains constant on [t, t + v) provided ℓ(t) =
m, τm(t) = v hold for some m. We summarize the above derivation in the following Lemma where, we use
a function θ : (0,∞)n × (0,∞)× (0,∞)n ×Xn+1 × (0,∞)→ R given by
θ(ς ; t, s, x, v) :=
1√
(2π)n|Σ|ς1ς2 . . . ςn
exp
(
−
1
2
∑
ll′
Σ−1ll′ (z
l − z¯l)(zl
′
− z¯l
′
)
)
, (2.8)
5
where |Σ| is the determinant of Σ, zl = ln( ς
l
sl
) and s ∈ (0,∞)n, t ≥ 0, x ∈ Xn+1, v > 0 and Σ−1ll′ is the ll
′th
element of Σ−1 for l = 1, . . . , n.
Lemma 2.2. If St satisfies (2.4), then for any v > 0, t ≥ 0,
(i) P
((
Slt+v
Slt
≤ ςl
)
l=1,...,n
∣∣∣∣St = s,Xt = x, Yt = y, ℓ(t) = m, τm(t) = v
)
=
∫
∏
n
l=1(0,ςl)
θ(r; t, s, x, v)dr,
(ii) the conditional expectation is given by
E
[
Slt+v
Slt
∣∣∣∣St = s,Xt = x, Yt = y, ℓ(t) = m, τm(t) = v
]
= e
∫
t+v
t
µl(u,x)du,
(iii) the conditional covariance is given by
cov
(
Slt+v
Slt
,
Sl
′
t+v
Sl
′
t
∣∣∣∣St = s,Xt = x, Yt = y, ℓ(t) = m, τm(t) = v
)
= e
∫
t+v
t
(
µl(u,x)+µl
′
(u,x)
)
du
(
e
∫
t+v
t
all
′
(u,x)du − 1
)
.
Lemma 2.3. Let {Slt}t≥0 be as in (2.4) and {F
X
t }t≥0 be the filtration generated by X.
(i) Then for each l = 1, . . . , n, and t ≥ 0,
E
[
Slt
∣∣∣∣FXt
]
≤ sle
∫
t
0
µl(u,Xu)du.
(ii) For each l, E
(
Slt
2
∣∣∣∣FXt
)
<∞ for all t.
Proof. (i) Let T li be as in section 2.1,
E
[
Slt
Sl0
∣∣∣∣FXt
]
= E

 ∞∏
i=1
Sl
T l
i
∧t
Sl
T l
i−1∧t
∣∣∣∣FXt


= E

 lim
N→∞
N∏
i=1
Sl
T l
i
∧t
Sl
T l
i−1∧t
∣∣∣∣FXt


≤ lim
N→∞
E

 N∏
i=1
Sl
T l
i
∧t
Sl
T l
i−1∧t
∣∣∣∣FXt

 ,
by Fatou’s lemma. Now since for each i = 1, . . . , n,
Sl
T l
i
∧t
Sl
T l
i−1
∧t
are conditionally independent to each other given
time t, and using Lemma (2.2)(ii) the above limit can be rewritten as lim
N→∞
∏N
i=1 e
∫ Tl
i
∧t
T l
i−1
∧t
µl(u,Xu)du
, which
is same as e
∫
t
0
r(Xu)du.
(ii) In a similar line of proof (i), using Lemma (2.2)(iii), the proof follows.
We denote the joint process (Sˆ1t , . . . , Sˆ
n
t ) by Sˆt, where Sˆ
l
t is given by (S
0
t )
−1Slt and represents the dis-
counted lth stock price. For each l,
dSˆlt = Sˆ
l
t

 n∑
j=1
σlj(t,Xt) dW
j
t +
(
µl(t,Xt)− r(Xt)
)
dt

 , (2.9)
6
with Sˆl0 = sl.
To show that the market is arbitrage free under admissible strategy, we seek existence of an equivalent
martingale measure ([15], Th. 7.1). Consider γl(t, x) :=
∑n
j=1 (σ
−1(t, x))
l
j
(
µj(t, x) − r(x)
)
for each l =
1, . . . , n. Under (A1)(v)and the continuity assumption on parameters, the Novikov’s condition ([13], Th.
5.3) holds, i.e., for every t ∈ [0, T ],
E
[
exp
(
1
2
n∑
l=1
∫ t
0
γ2l (u,Xu) du
)]
<∞.
Hence
Zt := exp
(
−
n∑
l=1
∫ t
0
γl(u,Xu) dW
j
u −
1
2
n∑
l=1
∫ t
0
γ2l (u,Xu) du
)
,
is a square integrable martingale and EZT = 1. Consider an equivalent measure P
∗ defined by dP ∗ = ZT dP .
It is easy to check that P ∗ is a probability measure. Hence by Girsanov’s Theorem ([15], Th. 5.5) W¯t is a
Wiener process under the probability measure P ∗, where W¯ lt =W
l
t +
∫ t
0
γl(u,Xu)du. Thus (2.4) becomes
dSlt = S
l
t

r(Xt)dt+ n∑
j=1
σlj(t,Xt) dW¯
j
t

 .
Therefore under P ∗, the discounted stock price Sˆlt is a martingale and hence P
∗ is an equivalent martingale
measure. This proves that the market has no arbitrage under admissible strategies. The class of admissible
strategy is presented in the next section.
3 Pricing Approach
If ξlt denotes the number of units invested in the l
th stock at time t and εt denotes the number of units
of the risk free asset, then π = {πt = (ξt, εt)}t∈[0,T ] is called a portfolio strategy. For t ∈ [0, T ], Vt(π) :=∑n
l=1 ξ
l
tS
l
t + εtS
0
t is said to be value process of the portfolio and the discounted value process is given by
Vˆt(π) = ξtSˆt + εt.
Definition 3.1. A portfolio strategy π = {πt = (ξt, εt), 0 ≤ t ≤ T } is called admissible if it satisfies the
following conditions
(i) ξt = (ξ
1
t , . . . , ξ
n
t ) is an n-dimensional predictable process and for each l = 1, . . . , n,
∑
ll′
∫ T
0
ξltS
l
ta
ll′ (t,Xt)S
l′
t ξ
l′
t dt <∞.
(ii) ε is adapted, and E(ε2t ) <∞ ∀ t ∈ [0, T ].
(iii) P (Vˆt(π) ≥ −a, ∀ t) = 1 for some positive a.
An admissible strategy π is called hedging strategy for an FT measurable claim H if VT (π) = H . For
example, the claim associated to a European call option on S1 is H = (S1T −K)
+, where K is the strike price
and T is the maturity time. To price and hedge an option, an investor prefers an admissible hedging strategy
which requires minimal amount of additional cash flow. In [6] the notion of “optimal strtegy” is developed
based on this idea. There the initial capital is referred as locally risk-minimizing price of the option. It is
shown in [6] that if the market is arbitrage free, the existence of an optimal strategy for hedging a claim H ,
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is equivalent to the existence of Fo¨llmer Schweizer decomposition of discounted claim Hˆ := S0T
−1
H in the
form
Hˆ = H0 +
n∑
l=1
∫ T
0
ξHˆt (l)dSˆ
l
t + L
Hˆ
T , (3.1)
where H0 ∈ L
2(Ω,F0, P ), L
Hˆ = {LHˆt }0≤t≤T is a square integrable martingale starting with zero and orthog-
onal to the martingale part of St, and ξ
Hˆ
t (l) = (ξ
Hˆ
t (1), . . . , ξ
Hˆ
t (n)) satisfies A2 (i). Further ξ
Hˆ(l), appeared
in the decomposition, constitutes the optimal strategy. Indeed the optimal strategy π = (ξt, εt) is given by
ξt :=ξ
Hˆ
t ,
Vˆt :=H0 +
n∑
l=1
∫ t
0
ξlu dSˆ
l
u + L
Hˆ
t , (3.2)
εt :=Vˆt −
n∑
l=1
ξltSˆ
l
t,
and S0t Vˆt represents the locally risk minimizing price at time t of the claim H . Thus the Fo¨llmer Schweizer
decomposition is the key thing to settle the pricing and hedging problems in a given market. We refer to
[18] for more details. In this paper we are interested to price a special class of contingent claims, of the form
H = K(ST ), where we make the following assumptions on K : R
n
+ → R+.
Assumptions (A2):
(i) K(s) is Lipschitz continuous function.
(ii) There exists c1 ∈ R
n, and c2 > 0 such that |K(s)− c
∗
1s| < c2 for all s ∈ R
n
+.
This class includes claims of all types of basket options consisting finitely many vanilla options. As an
example, a typical basket call option has a claim (
∑n
l=1 clS
l
t − K¯)
+, where K¯ is the strike price.
Our primary goal in this paper is to obtain expressions for locally risk-minimizing price process and the
optimal strategy corresponding to a claim K(ST ). To this end we study the Cauchy problem (1.3)-(1.4) and
obtain expressions of price and hedging using solution of (1.3)-(1.4). We state this result as theorems at the
end of this section. But before that we introduce some notation and definition. We define a linear operator
Dt,yϕ(t, s, x, y) := lim
ε→0
1
ε
{ϕ(t+ ε, s, x, y + ε1)− ϕ(t, s, x, y)},
where dom(Dt,y), the domain of Dt,y, contains all measurable functions ϕ on D such that above limit exists
for every (t, s, x, y) ∈ D. We rewrite (1.3) using the above notation
Dt,yϕ(t, s, x, y) + r(x)
n∑
l=1
sl
∂ϕ
∂sl
(t, s, x, y) +
1
2
n∑
l=1
n∑
l′=1
all
′
(t, x)slsl
′ ∂2ϕ
∂sl∂sl
′ (t, s, x, y)
+
n∑
l=0
∑
j 6=xl
λlxlj(y
l)
[
ϕ(t, s, Rljx,R
l
0y)− ϕ(t, s, x, y)
]
= r(x) ϕ(t, s, x, y). (3.3)
Now we define the meaning of classical solution of the PDE.
Definition 3.1. We say, ϕ : D → R is a classical solution of (3.3)-(1.4) if ϕ ∈ dom(Dt,y), twice differen-
tiable with respect to s and for all (t, s, x, y) ∈ D, (3.3)-(1.4) are satisfied.
Theorem 3.2. Under assumptions (A1)(i)-(v), the initial value problem (3.3)-(1.4) has a unique classical
solution in the class of functions with at most linear growth.
We establish this at the end of section 5. We present the locally risk-minimizing strategy in terms of the
solution to the PDE (3.3)-(1.4). The proof of the following Theorem is deferred to Section 6.
8
Theorem 3.3. Let ϕ be the unique classical solution of (3.3)-(1.4) in the class of functions with at most
linear growth and (ξ, ε) be given by
ξlt :=
∂ϕ
∂sl
(t, St, Xt−, Yt−) ∀ l = 1, . . . , n, and εt := e
−
∫
t
0
r(Xu)du
(
ϕ(t, St, Xt, Yt)−
n∑
l=1
ξltS
l
t
)
. (3.4)
Then
1. (ξ, ε) is the optimal admissible strategy,
2. ϕ(t, St, Xt, Yt) is the locally risk minimizing price of the claim K(ST ) at time t.
In order to study the well-posedness of solution of the PDE (3.3)-(1.4), we study a Volterra integral
equation of second kind. We prepare ourself by showing the existence and uniqueness of solution of the
integral equation in the next section.
4 Volterra Integral Equation
For each x, consider the following Cauchy problem which is known as B-S-M PDE
∂ρx(t, s)
∂t
+ r(x)
n∑
l=1
sl
∂ρx(t, s)
∂sl
+
1
2
n∑
l=1
n∑
l′=1
all
′
(t, x)slsl
′ ∂2ρx(t, s)
∂sl∂sl
′ = r(x)ρx(t, s) (4.1)
for (t, s) ∈ (0, T )×(0,∞)n and ρi(T, s) = K(s), for all s ≥ 0. This has a classical solution with at most linear
growth (see [15]), provided K is of at most linear growth. We would like to mention that ρx is infinitely
many times differentiable with respect to s.
For ζ ∈ Rn, let ‖ζ‖1 denote the norm
∑n
l=1 |ζ
l|. Let
B := {ϕ : D¯ → R,measurable | ‖ϕ‖L := sup
D¯
|ϕ(t, s, x, y)|
1 + ‖s‖1
<∞}. (4.2)
Let C2s (D) := C
0,2,0(D) be the set of all measurable functions on D, which are also twice differentiable with
respect to s.
Let Σ be an n×n matrix, whose elements are as in (2.7). We further use the notation Σ, |Σ| and Σ−1 as
in (2.8). By replacing µl(u, x) by r(x) in (2.6), we define a function α : (0,∞)n× (0,∞)× (0,∞)n×Xn+1×
(0,∞)→ R by
α(ς ; t, s, x, v) =
1√
(2π)n|Σ|ς1ς2 . . . ςn
exp
(
−
1
2
∑
ll′
Σ−1ll′ (z
l − z¯l)(zl
′
− z¯l
′
)
)
, (4.3)
where zl = ln( ς
l
sl
), and z¯l :=
∫ t+v
t
(r(x) − 12a
ll(u, x)) du for s ∈ (0,∞)n, t ≥ 0, x ∈ Xn+1, v > 0 and Σ−1ll′ is
the ll′th element of Σ−1 for l = 1, . . . , n. It is clear from (4.3) that α(ς ; t, s, x, v) is a log-normal density
with respect to ς variable for a fixed (t, s, x, v). The mean of the corresponding log-normal distribution is
e
∫
t+v
t
r(x)du = er(x)v.
Consider the following integral equation
ϕ(t, s, x, y) =
n∑
l=0
Pt,x,y(ℓ(t) = l)
(
ρx(t, s)
(
1− Fτ l|l(T − t | x, y)
)
+
∫ T−t
0
e−r(x)vfτ l|l(v | x, y)×
∑
j 6=xl
plxlj(y
l + v)
∫
Rn+
ϕ
(
t+ v, ς, Rljx,R
l
0(y + v1)
)
α(ς ; t, s, x, v) dς dv
)
. (4.4)
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Lemma 4.1. The integral equation (4.4) has a unique solution in B (as in (4.2)).
Proof. We first note that a solution of (4.4) is a fixed point of the operator A and vice versa, where
Aϕ(t, s, x, y) :=
n∑
l=0
Pt,x,y(ℓ(t) = l)
(
ρx(t, s)
(
1− Fτ l|l(T − t | x, y)
)
+
∫ T−t
0
e−r(x)vfτ l|l(v | x, y)×
∑
j 6=xl
plxlj(y
l + v)
∫
Rn+
ϕ
(
t+ v, ς, Rljx,R
l
0(y + v1)
)
α(ς ; t, s, x, v) dς dv
)
.
It is simple to verify that for each ϕ ∈ B, Aϕ : D¯ → R is measurable. To prove that A is a contraction in B,
we need to show that for ϕ1, ϕ2 ∈ B, ‖Aϕ1−Aϕ2‖L ≤ J‖ϕ1−ϕ2‖L where J < 1. In order to show existence
and uniqueness in the prescribed class, it is sufficient to show that A is a contraction in B. Then the Banach
fixed point Theorem ensures existence and uniqueness of the fixed point in B. To show that for ϕ1, ϕ2 ∈ B,
‖Aϕ1 −Aϕ2‖L ≤ J‖ϕ1 − ϕ2‖L where J < 1, we compute
‖Aϕ1 −Aϕ2‖L =sup
D
∣∣∣∣Aϕ1 −Aϕ21 + ‖s‖1
∣∣∣∣
=sup
D
∣∣∣∣
n∑
l=0
Pt,x,y(ℓ(t) = l)
∫ T−t
0
e−r(x)vfτ l|l(v | x, y)
∑
jl 6=xl
plxljl(y
l + v)×
∫
Rn+
(ϕ1 − ϕ2)(t+ v, ς, R
l
jx,R
l
0(y + v1))
α(ς ; t, s, x, v)
1 + ‖s‖1
dς dv
∣∣∣∣
≤ sup
D
∣∣∣∣
n∑
l=0
Pt,x,y(ℓ(t) = l)
∫ T−t
0
e−r(x)vfτ l|l(v | x, y)
∑
jl 6=xl
plxljl(y
l + v)×
∫
Rn+
(1 + ‖ς‖1) sup
(t′,ς′,x′,y′)∈D
[
(ϕ1 − ϕ2)(t
′, ς ′, x′, y′)
1 + ‖ς ′‖1
]
α(ς ; t, s, x, v)
1 + ‖s‖1
dς dv
∣∣∣∣
=sup
D
∣∣∣∣
n∑
l=0
Pt,x,y(ℓ(t) = l)
∫ T−t
0
e−r(x)vfτ l|l(v | x, y)‖ϕ1 − ϕ2‖L
α¯(t, s, x, v)
1 + ‖s‖1
dv
∣∣∣∣,
where α¯(t, s, x, v) :=
∫
Rn+
(1 + ‖ς‖1)α(ς ; t, s, x, v) dς . Replacing µ
l(u, x) by r(x) in Lemma 2.3(i), we get
α¯(t, s, x, v) = 1 + ‖s‖1e
r(x)v.
Thus, ‖Aϕ1 −Aϕ2‖L ≤ J‖ϕ1 − ϕ2‖L, where
J =sup
D
∣∣∣∣
n∑
l=0
Pt,x,y(ℓ(t) = l)
∫ T−t
0
e−r(x)vfτ l|l(v | x, y)
1 + ‖s‖1e
r(x)v
1 + ‖s‖1
dv
∣∣∣∣
≤ sup
D
∣∣∣∣
n∑
l=0
Pt,x,y(ℓ(t) = l)
∫ T−t
0
fτ l|l(v | x, y) dv
∣∣∣∣
=sup
D
∣∣∣∣
n∑
l=0
Pt,x,y(ℓ(t) = l)Fτ l|l(v | x, y)
∣∣∣∣
< sup
D
∣∣∣∣
n∑
l=0
Pt,x,y(ℓ(t) = l)
∣∣∣∣ = 1,
using r(x) ≥ 0 and the fact that F l(y|i) < 1 for all l, x, y and i. Thus A is a contraction in B. This completes
the proof.
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Remark 4.1. By a direct substitution t = T in the (4.4), we obtain ϕ(T, s, x, y) = K(s). It is interesting to
note that we do not have to impose any other boundary conditions for existence and uniqueness of solution
of (4.4). We can directly obtain other boundary values by substituting the boundary in the integral equation.
Next we state some differentiability results of the coefficients (4.4) in the following Lemma. The Proof
of this lemma is given in the appendix.
Lemma 4.2. Let Fτ l|l(T − t|x, y) and Pt,x,y(ℓ(t) = l) be as in Lemma 2.1 and α(ς ; t, s, x, v) as in (4.3).
Then
(i) Fτ l|l(T − t|x, y) and Pt,x,y(ℓ(t) = l) are in dom(Dt,y), and
Dt,yPt,x,y(ℓ(t) = l) =
n∑
r=0
fτr(0|x
r, yr)Pt,x,y(ℓ(t) = l)− fτ l(0|x
l, yl)
Dt,yFτ l|l(T − t|x, y) =fτ l|l(0|x, y)(Fτ l|l(T − t|x, y)− 1).
(ii) fτ l|l(t|x, y) is in dom(Dt,y).
(iii) α(ς ; t, s, x, v) is C1 in t, v, and infinite time differentiable in s.
Lemma 4.3. Let ϕ ∈ B be the solution of the integral equation (4.4). Then (i) ϕ ∈ dom(Dt,y) ∩ C
2
s (D),
and (ii) ϕ(t, s, x, y) is non-negative.
Proof. (i) Using the smoothness of ρx for each x, the first term on the right hand side of (4.4) is in
dom(Dt,y) ∩ C
2
s (D). Thus it is enough to check the desired smoothness of
βl(t, s, x, y) =
∫ T−t
0
e−r(x)vfτ l|l(v | x, y)
∑
j 6=xl
plxlj(y
l+ v)
∫
Rn+
ϕ
(
t+ v, ς, Rljx,R
l
0(y + v1)
)
α(ς ; t, s, x, v) dς dv.
First we check the applicability of Dt,y. It is easy to see that Dt,yβl(t, s, x, y) is the limit of the following
expression
1
ε
[ ∫ T−t−ε
0
e−r(x)vfτ l|l(v | x, y + ε1)
∑
j 6=xl
plxlj(y
l + v + ε)
∫
Rn+
ϕ
(
t+ v + ε, ς, Rljx,R
l
0(y + (v + ε)1)
)
×
α(ς ; t+ ε, s, x, v) dς dv −
∫ T−t
0
e−r(x)vfτ l|l(v | x, y)
∑
j 6=xl
plxlj(y
l + v)
∫
Rn+
ϕ
(
t+ v, ς, Rljx,R
l
0(y + v1)
)
×
α(ς ; t, s, x, v) dς dv
]
.
After a suitable substitution, the above expression becomes∫ T−t
ε
e−r(x)v
∑
j 6=xl
plxlj(y
l + v)
∫
Rn+
ϕ
(
t+ v, ς, Rljx,R
l
0(y + v1)
)
β¯ε(v, ς ; t, s, x, y)dς dv
−
1
ε
∫ ε
0
e−r(x)vfτ l|l(v|x, y)
∑
j 6=xl
plxlj(y
l + v)
∫
Rn+
ϕ
(
t+ v, ς, Rljx,R
l
0(y + v1)
)
α(ς ; t, s, x, v) dς dv, (4.5)
where
β¯ε(v, ς ; t, s, x, y) :=
1
ε
(
er(x)εfτ l|l(v − ε | x, y + ε1)α(ς ; t+ ε, s, x, v − ε)− fτ l|l(v | x, y)α(ς ; t, s, x, v)
)
.
Now the above defined β¯ε can be rewritten as
1
ε
[ (
er(x)ε − 1 + 1
) (
fτ l|l(v − ε | x, y + ε1)− fτ l|l(v | x, y + ε1) + fτ l|l(v | x, y + ε1)− fτ l|l(v | x, y)
+fτ l|l(v | x, y)
)
×
(
α(ς ; t+ ε, s, x, v − ε)− α(ς ; t, s, x, v − ε) + α(ς ; t, s, x, v − ε)− α(ς ; t, s, x, v) + α(ς ; t, s, x, v)
)
−fτ l|l(v | x, y)α(ς ; t, s, x, v)
]
. (4.6)
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Due to the continuous differentiability results in Lemma 2.1(ii) and Lemma 4.2(ii),(iii), we can use the mean
value Theorem to rewrite (4.6) as
[ (
εr(x)er(x)ε0 + 1
)(
−f ′τ l|l(v − ε1 | x, y + ε1) +
n∑
i=1
∂
∂yi
fτ l|l(v | x, y + ε21) +
1
ε
fτ l|l(v | x, y)
)
×
(
εαt(ς ; t+ ε3, s, x, v − ε)− εαv(ς ; t, s, x, v − ε4) + α(ς ; t, s, x, v)
)
−
1
ε
fτ l|l(v | x, y)α(ς ; t, s, x, v)
]
,
for some ε0, ε1, ε2, ε3, ε3 < ε. After some rearrangement of terms in the above expression, we get
β¯ε(v, ς ; t, s, x, y) =α(ς ; t, s, x, v)
(
r(x)er(x)ε0fτ l|l(v|x, y) − f
′
τ l|l(v − ε1 | x, y + ε1) +
n∑
i=1
∂
∂yi
fτ l|l(v | x, y + ε21)
)
+ fτ l|l(v | x, y)
(
αt(ς ; t+ ε3, s, x, v − ε)− αv(ς ; t, s, x, v − ε4)
)
+ εGε(v, ς ; t, s, x, y),
where
Gε(v, ς ; t, s, x, y) :=r(x)e
r(x)ε0
(
−f ′τ l|l(v − ε1 | x, y + ε1) +
n∑
i=1
∂
∂yi
fτ l|l(v | x, y + ε21)
)
×
(εαt(ς ; t+ ε3, s, x, v − ε)− εαv(ς ; t, s, x, v − ε4) + α(ς ; t, s, x, v))
+
(
r(x)er(x)ε0fτ l|l(v | x, y)− f
′
τ l|l(v − ε1 | x, y + ε1) +
n∑
i=1
∂
∂yi
fτ l|l(v | x, y + ε21)
)
×
(αt(ς ; t+ ε3, s, x, v − ε)− αv(ς ; t, s, x, v − ε4)) .
We also recall from (8.17) and (8.18) that
αt(ς ; t, s, x, v) = α(ς ; t, s, x, v)O(log
2 |ς |) and αv(ς ; t, s, x, v) = α(ς ; t, s, x, v))O(log
2 |ς |),
where |ς | := maxi |ςi|. The expression in (4.5) has two additive terms. For showing convergence of the
first term, we intend to use above expressions for applying dominated and Vitali’s convergence theorems in
various cases. For that, as ϕ ∈ B, it would be sufficient if we have the following three results,
(a) v 7→
∫
Rn+
(c∗1ς + c2) log
2 |ς |α(ς ; t, s, x, v)dς is bounded and left continuous,
(b) t 7→
∫
Rn+
(c∗1ς + c2) log
2(|ς |)α(ς ; t, s, x, v)dς is continuous uniformly with respect to v,
(c) ‖ς‖2α(ς ; t+ ε1, s, x, v + ε2) is uniform integrable and tight w.r.t. ς for ε1, ε2 ≪ 1.
To prove the result (a), we introduce a function B(v) :=
∫
Rn+
(c∗1ς + c2) log
2(|ς |)α(ς ; t, s, x, v)dς. Now for ε > 0
using the mean value theorem, there exist a 0 < ε′ < ε such that
1
ε
(B(v)−B(v − ε)) =
∫
Rn+
(c∗1ς + c2) log
2(|ς |)αv(ς ; t, s, x, v − ε
′)dς
≤
∫
Rn+
(
c3‖ς‖
2
2 + c4
)
α(ς ; t, s, x, v − ε′)dς,
for some positive constants c3, c4. Now Lemma 2.2(iii) suggests that the right hand side is bounded in v
on [ε, T ]. This implies that B is left continuous. Using the similar reasoning the boundedness of B also
follows from Lemma 2.2(iii). Similarly one can prove the result (b). In order to prove (c), we first recall
that a family of normal random variables with bounded mean and variance is uniformly integrable and tight.
Therefore (c) follows as here a product of a polynomial and a lognormal density function appears.
Now we address the convergence of the second term of (4.5). Clearly the result (a) implies boundedness
of v 7→
∫
Rn+
ϕ
(
t+ v, ς, Rljx,R
l
0(y + v1)
)
α(ς ; t, s, x, v) dς , which assures the desired convergence. Thus βl ∈
dom(Dt,y) and hence ϕ ∈ dom(Dt,y).
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Now we discuss the smoothness with respect to s. First we observe that αsl′ (ς ; t, s, x, v) =
1
sl
′O(log(|ς |))α(ς ; t, s, x, v).
Since ϕ ∈ B, using uniform integrability and tightness of 1
sl
′+ε
‖ς‖2α(ς ; t, s+ε, x, v) and uniform boundedness
of v 7→
∫
Rn+
1
sl
′+ε
‖ς‖2α(ς ; t, s+ ε, x, v)dς for ε≪ 1, we conclude the differentiability of βl(t, x, y) with respect
to sl. Similarly we can establish existence of partial derivatives of any higher order successively. Thus one
can obtain twice continuous differentiability of βl.
(ii) We have already shown that A : B → B is a contraction. From the form of equation (4.1), and non-
negativity of K, it is clear that (4.1) admits a non-negative solution. Since all the coefficients in equation
(4.4) are non-negative, it follows that Aϕ ≥ 0 for ϕ ≥ 0. Furthermore, we have shown that A has a fixed point
in B. It can be easily argued that this fixed point is, in fact, non-negative. Hence, ϕ is non-negative.
5 The Partial Differential Equation
In this section we establish Theorem 3.2, i.e uniqueness and existence of (3.3)-(1.4). Before addressing that
it is important to clarify few issues regarding boundary conditions. At s = 0 facet the partial derivative with
respect to s disappear. Since the nature of the domain is triangular, it can be shown by using the method
of characteristic that the initial condition would lead to a solution to (3.3)-(1.4). It can also be shown that
the PDE would have no solution if we impose a boundary condition which is not obtain from the initial
condition. We refer ([17],pp.32) for more details. Let W˜ be a standard n-dimensional Brownian motion on
a probability space (Ω˜, F˜ , P˜ ). For each l = 1, 2, . . . , n, let S˜lt satisfies
dS˜lt = S˜
l
t

r(Xt)dt+ n∑
j=1
σlj(t,Xt)dW˜
j
t

 , S˜0 > 0, (5.1)
where Xt is the age-dependent process given by equations (2.1) and (2.2) on (Ω˜, F˜ , P˜ ) and σ
l is the lth row
of σ. We denote S˜t := (S˜
1
t , . . . , S˜
n
t ).
Proposition 5.1. (i) The Cauchy problem (3.3)-(1.4) has a generalized solution, ϕ. (ii) Under assumption
(A1)(i)-(iv), ϕ solves the integral equation (4.4).(iii) ϕ ∈ B.
Proof. (i) Let S˜t be the strong solution of the SDE (5.1). Let F˜t be the filtration generated by S˜t and
Xt, that satisfies the usual hypothesis. Since (t,Xt, Yt) is Markov, then the process (t, S˜t, Xt, Yt) is Markov
process. Let A be the infinitesimal generator of (t, S˜t, Xt, Yt) , where
Aϕ(t, s, x, y) =Dt,yϕ(t, s, x, y) + r(x)
n∑
l=1
sl
∂ϕ
∂sl
(t, s, x, y) +
1
2
n∑
l=1
n∑
l′=1
all
′
(t, xl)slsl
′ ∂2ϕ
∂sl∂sl
′ (t, s, x, y)
+
n∑
l=0
∑
j 6=xl
λlxlj(y
l)
[
ϕ(t, s, Rljx,R
0
l y)− ϕ(t, s, x, y)
]
, (5.2)
for every function ϕ which is compactly supported C2 in s and C1 in y. Let
Nt := E[e
−
∫
T
t
r(Xu)duK(S˜T ) | S˜t = s,Xt = x, Yt = y]. (5.3)
The above expectation is finite due to (A2)(ii) and Lemma 2.3. Thus (5.3) suggests thatNt is a F˜t martingale.
Since K(s) has at-most linear growth, and S˜t has finite expectation, (5.3) suggests that E|Nt| <∞ for each
t. Hence using the Markov semigroup of (t, S˜t, Xt, Yt) the PDE has a generalized solution ϕ : D → R
measurable given by
ϕ(t, s, x, y) := E[e−
∫
T
t
r(Xu)duK(S˜T ) | S˜t = s,Xt = x, Yt = y]. (5.4)
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(ii) By conditioning (5.4) on transition times, we get
ϕ(t, S˜t, Xt, Yt)
= E
[
E
[
e−
∫
T
t
r(Xu) duK(S˜T ) | S˜t, Xt, Yt, l(t) = l
]
| S˜t, Xt, Yt
]
=
n∑
l=0
Pt,x,y(ℓ(t) = l) E
[
e−
∫
T
t
r(Xu) duK(S˜T ) | S˜t, Xt, Yt, l(t) = l
]
=
n∑
l=0
Pt,x,y(ℓ(t) = l) E
[
E
[
e−
∫
T
t
r(Xu) duK(S˜T ) | S˜t, Xt, Yt, l(t) = l, τ
l(t)
]
| S˜t, Xt, Yt, l(t) = l
]
.
Now,
E
[
E
[
e−
∫
T
t
r(Xu) duK(S˜T ) | S˜t, Xt, Yt, l(t) = l, τ
l(t)
]
| S˜t, Xt, Yt, l(t) = l
]
= P [τ l(t) > T − t]ρx(t, S˜t) +
∫ T−t
0
E
[
e−
∫
T
t
r(Xu) duK(S˜T ) | S˜t, Xt, Yt, l(t) = l, τ
l(t) = v
]
fτ l|l(v | Xt, Yt) dv.
We note that
E
[
e−
∫
T
t
r(Xu) duK(S˜T ) | S˜t, Xt, Yt, l(t) = l, τ
l(t) = v
]
= e−r(Xt)v
∑
jl 6=Xl
plXljl(Y
l + v)
∫
Rn+
E
[
e−
∫
T
t+v
r(Xu) duK(S˜T ) | S˜t+v = ς,Xt+v = R
l
jx,
Yt+v = R
l
0y, l(t) = l, τ
l(t) = v
]
α(ς ; t, s, x, v) dς.
Therefore
ϕ(t, S˜t, Xt, Yt)
=
n∑
l=0
Pt,x,y (ℓ(t) = l)
(
ρx(t, S˜t)
(
1− Fτ l|l(T − t | Xt, Yt)
)
+
∫ T−t
0
e−r(Xt)vfτ l|l(v | Xt, Yt)×
∑
j 6=xl
plxlj(y
l + v)
∫
Rn+
ϕ
(
t+ v,Rlςls,R
l
jx,R
l
0y
)
α(ς ; t, s, x, v) dς dv

 .
Using (A1)(iv), and since λlij(y) > 0 for i 6= j, we can replace (S˜t, Xt, Yt) by the generic variable (s, x, y) in
the above relation. As a conclusion, ϕ is a solution of (4.4).
(iii) To show ϕ is of at-most linear growth, it is sufficient to show for all (t, s, x, y) ∈ D |ϕ(t, s, x, y)−c∗1s| ≤ c2,
where c1, c2 is as in (A2)(ii). We note that, if S˜t is the solution of (5.1), e
−
∫
t
0
r(Xu)duS˜t is a F˜t martingale.
Therefore by using the Markov property of S˜t, Xt, Yt, and the fact e
−
∫
t
0
r(Xu)du is F˜t-measurable, we obtain
E
[
e−
∫
T
t
r(Xu)duS˜T
∣∣S˜t, Xt, Yt] =E [e− ∫ Tt r(Xu)duS˜T ∣∣F˜t]
=e−
∫
t
0
r(Xu)duE
[
e−
∫
T
0
r(Xu)duS˜T
∣∣F˜t]
=S˜t.
Using this equality, (5.4) and (A2)(ii), we have
|ϕ(t, s, x, y) − c∗1s|
=
∣∣∣∣E [e− ∫ Tt r(Xu)duK(S˜T ) | S˜t = s,Xt = x, Yt = y]− c∗1E [e− ∫ Tt r(Xu)duS˜T | S˜t = s,Xt = x, Yt = y]
∣∣∣∣
≤ E
[
[e−
∫
T
t
r(Xu)du|K(S˜T )− c
∗
1S˜T | | S˜t = s,Xt = x, Yt = y
]
≤ c2.
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This completes the proof.
Proof of Theorem 3.2: Proposition 5.1 implies that the PDE (3.3)-(1.4) has a generalized solution which
is in B, and also solves the integral equation. Lemma 4.1 suggests that the integral equation has only one
solution in B. Finally Lemma 4.3 asserts that this unique solution of the integral equation is in dom(Dt,y)∩C
2
s .
Therefore using the above results, we conclude that (3.3)-(1.4) has a generalized solution which is in the
domain of the operators in (3.3). Hence the generalized solution (5.4) solves (3.3)-(1.4) classically. To prove
the uniqueness, first assume that ϕ1 and ϕ2 are two classical solutions of (3.3)-(1.4) in the prescribed class
of functions. Then using Proposition 5.1, it follows that both also solve (4.4). By Lemma 4.1, there is only
one such solution in the prescribed class. Hence ϕ1 = ϕ2.
Lemma 5.2. Let ϕ(t, s, x, y) be the classical solution of the Cauchy problem (3.3)-(1.4).Under assumption
(A2)(i), ∂ϕ
∂sm
(t, s, x, y) is bounded.
Proof. Since ϕ(t, s, x, y) is the classical solution of (3.3)-(1.4) it is in dom(Dt,y)∩C
2
s . In fact ϕ has greater
regularity than C2s which is evident in the proof of Lemma 4.3. Indeed due to Lemma 4.2(iii) and the C
∞
smoothness of ρ, ϕ is C∞ in s. Let ψm(t, s, x, y) := ∂ϕ
∂sm
(t, s, x, y), for m = 1, . . . , n. Now differentiating
equation (3.3) with respect to sm and using the fact that a(t, x) is symmetric, we obtain
Dt,yψ
m(t, s, x, y)+
n∑
l=1
sl
(
r(x) + aml(t, x)
) ∂ψm
∂sl
(t, s, x, y) +
1
2
n∑
l=1
n∑
l′=1
all
′
(t, x)slsl
′ ∂2ψm
∂sl∂sl
′ (t, s, x, y)
+
n∑
l=0
∑
j 6=xl
λlxlj(y
l)
[
ψm(t, s, Rljx,R
l
0y)− ψ
m(t, s, x, y)
]
= 0. (5.5)
It is easy to check that
Aˆψm(t, s, x, y) = Dt,yψ
m(t, s, x, y) +
n∑
l=1
sl
(
r(x) + aml(t, x)
) ∂ψm
∂sl
(t, s, x, y)
+
1
2
n∑
l=1
n∑
l′=1
all
′
(t, x)slsl
′ ∂2ψm
∂sl∂sl
′ (t, s, x, y) +
n∑
l=0
∑
j 6=xl
λlxlj(y
l)
[
ψm(t, s, Rljx,R
l
0y)− ψ
m(t, s, x, y)
]
,
is the infinitesimal generator of the Markov process (t, S¯t, Xt, Yt), where S¯t = (S¯
1
t , . . . , S¯
n
t ) and S¯
l
t satisfies
the following SDE
dS¯lt = S¯
l
t
[(
r(Xt)I +Diag(a
l(t,Xt)
)
dt+ σ(t,Xt)dWt
]
, (5.6)
where Diag(al(t,Xt) is the diagonal matrix containing the l
th row of a(t, x) and (Xt, Yt) is as in (2.1)-(2.2).
Therefore the solution of the PDE (5.5) has the stochastic representation of the following form
ψm(t, s, x, y) = E
[
K ′(S¯mT )
∣∣∣∣S¯mt = s,Xt = x, Yt = y
]
, (5.7)
where K ′ : Rn+ → R is defined almost everywhere by K(s) =
∫ sm
0 K
′(Rmr s)dr, for each s ∈ R
n
+ Since K is
of at-most linear growth and it is Lipschitz continuous, K ′ is in L∞. Hence (5.7) suggests ψm(t, s, x, y) is
bounded.
6 Pricing and Hedging
Proof of Theorem 3.3: Using Lemma 5.2 we can show that π = (ξ, ε) as given in (3.4) is an admissible
portfolio strategy. Indeed ξlt is left continuous and therefore predictable. Hence (A2)(i) and (ii) holds for
this pair π = (ξ, ε). Therefore the discounted value function for this pair of strategy using (3.4) is given by
Vˆt(π) =
n∑
l=1
ξltSˆ
l
t + εt = e
−
∫
t
0
r(Xu) duϕ(t, St, Xt, Yt),
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where ϕ is the unique classical solution of (3.3)-(1.4). Now we shall find a decomposition for Vˆt(π). Under
the measure P , we apply Ito¯’s formula to
e−
∫
t
0
r(Xu) duϕ(t, St, Xt, Yt).
Using (2.9), (3.3) and (1.1) and after a suitable rearrangement of terms, for all t < T , we obtain,
e−
∫
t
0
r(Xu) duϕ(t, St, Xt, Yt) = ϕ(0, S0, X0, Y0) +
n∑
l=1
∫ t
0
∂ϕ
∂sl
(u, Su, Xu−, Yu−)dSˆ
l
u +
∫ t
0
e−
∫
u
0
r(Xv) dv
∫
R
[ϕ(u, Su, Xu− + h(Xu−, Yu−, z), Yu− − g(Xu−, Yu−, z))
−ϕ(u, Su, Xu−, Yu−)]℘ˆ(du, dz), (6.1)
where ℘ˆ is the compensator of ℘, i.e. ℘ˆ(dt, dz) = ℘(dt, dz) − dtdz. Therefore from (6.1), we have for each
t ≤ T
1
S0t
ϕ(t, St, Xt−, Yt−) = H0 +
n∑
l=1
∫ t
0
ξludSˆ
l
u + Lt, (6.2)
where H0 = ϕ(0, S0, X0, Y0) and
Lt :=
∫ t
0
e−
∫
u
0
r(Xv)dv
∫
R
[ϕ(u, Su, Xu− + h(Xu−, Yu−, z), Yu− − g(Xu−, Yu−, z))
−ϕ(u, Su, Xu−, Yu−)]℘ˆ(du, dz). (6.3)
Clearly the above choice of H0 is F0 measurable and LT is FT measurable. We know that, the integral with
respect to a compensated Poisson random measure is a local martingale. Hence Lt is a local martingale. The
proof of Proposition 5.1(iii) suggests that expectation of supremum of Lt is finite. Hence it is a martingale.
Again since Wt and ℘ are independent, Lt is orthogonal to
∫ t
0 σ
l(t,Xt)SˆtdWt. Thus, we obtain the following
F-S decomposition by letting t ↑ T in (6.2),
S0T
−1
K(ST ) = ϕ(0, S0, X0, Y0) +
n∑
l=1
∫ T
0
ξltdSˆ
l
t + LT . (6.4)
This completes the proof.
Theorem 6.1. Let ϕ be the unique solution of (4.4). Set
η(t, s, x, y) :=
n∑
l=0
Pt,x,y(ℓ(t) = l)
(
∂ρx(t, s)
∂sm
(
1− Fτ l|l(T − t | x, y)
)
+
∫ T−t
0
e−r(x)vfτ l|l(v|x, y)×
∑
jl 6=xl
plxljl(y
l + v)
∫
Rn+
ϕ(t+ v, ς, Rljx,R
0
l y)
∂α(ς ; t, s, x, v)
∂sm
dς dv

 , (6.5)
where (t, s, x, y) ∈ D. Then η(t, s, x, y) = ∂ϕ
∂sm
(t, s, x, y),
Proof. We need to show that ψ (as in (6.5)) is equal to ∂ϕ
∂sm
. Indeed, one obtains the RHS of (6.5) by
differentiating the right side of (4.4) with respect to sm. Hence the proof.
Remark 6.1. We have shown in Theorem 3.3 that ∂ϕ
∂sm
(t, s, x, y) is a necessary quantity to be calculated
in order to find the optimal hedging. Attempting to compute ∂ϕ
∂sm
(t, s, x, y) using numerical differentiation
would increase the sensitivity of ∂ϕ
∂sm
(t, s, x, y) to small errors. Equation (6.5) gives a better, more robust
approach for computing ∂ϕ
∂sm
(t, s, x, y), using numerical integration.
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7 Sensitivity with respect to the instantaneous rate function
In a recent paper Goswami et al. [9] gave an interesting idea to approximate the solution by approximating
the transition rate. In the previous section we have seen that for a class of continuously differentiable
transition rate function, there exists a unique classical solution of the PDE (3.3)-(1.4). Let λ := (λ0, . . . , λn)
be a vector where λl is as in section 2. We state and prove the important result below.
Theorem 7.1. Let ϕ and ϕ˜ be two solutions of (3.3)-(1.4) with parameter λ and λ˜ respectively. Then
‖ϕ− ϕ˜‖sup ≤ 2c2T ‖λ− λ˜‖sup, where c2 as in Assumption (A2)(ii).
Proof. Let ϕ be the classical solution and ϕ˜ be its TBA. We consider
ψ(t, s, x, y) := ϕ(t, s, x, y)− ϕ˜(t, s, x, y). (7.1)
Now, it is easy to see that ψ satisfies the following initial value problem,
Dt,yψ(t, s, x, y) + r(x)
n∑
l=1
sl
∂ψ
∂sl
(t, s, x, y) +
1
2
n∑
l=1
n∑
l′=1
all
′
(t, x)slsl
′ ∂2ψ
∂sl∂sl
′ (t, s, x, y)
+
n∑
l=0
∑
j 6=xl
λlxlj(y
l)
(
ψ(t, s, Rljx,R
l
0y)− ψ(t, s, x, y)
)
= r(x)ψ(t, s, x, y) −
n∑
l=0
∑
j 6=xl
(
λlxlj(y
l)− λ˜lxlj(y
l)
)(
ϕ˜(t, s, Rljx,R
l
0y)− ϕ˜(t, s, x, y)
)
, (7.2)
defined on
D := {(t, s, x, y) ∈ (0, T )× Rn+ ×X
n+1 × (0, T )n+1|y ∈ (0, t)n+1},
with condition
ψ(T, s, x, y) = 0, s ∈ Rn+; 0 ≤ y
l ≤ T ; x = 1, 2, · · · , k.
We rewrite (7.2) using (7.1) as
Aψ(t, s, x, y) = r(x)ψ(t, s, x, y) − f(t, s, x, y), (7.3)
where
f(t, s, x, y) :=
n∑
l=0
∑
j 6=xl
(
λlxlj(y
l)− λ˜lxlj(y
l)
)(
ϕ˜(t, s, Rljx,R
l
0y)− ϕ˜(t, s, x, y)
)
.
We recall that A is the infinitesimal generator of (t, S˜t, Xt, Yt). Using the proof of Proposition 5.1(iii), one
can show that for all (t, s, x, y) ∈ D
|f(t, s, x, y)| ≤ 2c2
n∑
l=0
∑
j 6=xl
‖λlxlj(y)− λ˜
l
xlj(y)‖sup. (7.4)
The stochastic representation of the solution of the PDE (7.3) is given by,
ψ(t, s, x, y) = E[
∫ T
t
exp
(
−
∫ v
t
r(Xu)du
)
f(v, S˜v, Xv, Yv)dv|S˜t = s,Xt = x, Yt = y]. (7.5)
Since ϕ˜ is a solution of (3.3)-(1.4) for parameter λ˜, then the proof of Proposition 5.1(iii), |ϕ˜(t, s, Rljx,R
l
0y)−
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ϕ˜(t, s, x, y)| < 2c2. Now using (7.4) and r > 0 for all t ≤ v ≤ T , we have
‖ψ(t, s, x, y)‖sup = sup
D¯
∣∣∣E[∫ T
t
exp
(
−
∫ v
t
r(Xu)du
)
f(v, S˜v, Xv, Yv)dv|S˜t = s,Xt = x, Yt = y]
∣∣∣
≤ 2c2(T − t)
n∑
l=0
∑
j 6=xl
‖λlxlj(y)− λ˜
l
xlj(y)‖sup
< 2c2T
n∑
l=0
∑
j 6=xl
‖λlxlj(y)− λ˜
l
xlj(y)‖sup.
Hence the proof is completed.
Remark 7.1. It is interesting to note that a weaker variant of Theorem 7.1 can also be proved if the
assumption (A2)(ii) is relaxed. Indeed if K ∈ B for such case ‖ϕ− ϕ˜‖L ≤M‖λ− λ˜‖sup. This readily follows
from the fact that ϕ˜ is of at most linear growth and S˜t has finite expectation.
8 Calculation of the Quadratic Residual Risk
In this section we find an expression of the quadratic residual of risk. Let π := (ξt, εt), where ξt = (ξ
1
t , . . . , ξ
n
t )
be the admissible strategy and Vt be the value process as defined in Section 3. Further we assume that {Ct}t≥0
be the accumulated additional cash flow process associated with the optimal hedging of the contingent claim
H , where
dCt = dVt −
n∑
l=1
ξltdS
l
t − εtdS
0
t .
One can show that
1
S0t
dCt = dVˆt −
n∑
l=1
ξltdSˆ
l
t, (8.1)
where Vˆt is the discounted value process as defined in Section 3. Now by (3.2), we have
dVˆt =
n∑
l=1
ξltdSˆ
l
t + dL
Hˆ
t . (8.2)
Now comparing (8.1) and (8.2), we have
1
S0t
dCt = dL
Hˆ
t .
The discounted value, at t = 0, of the accumulated cash flow during [0, T ] is
CˆT − Cˆ0 :=
∫ T
0
1
S0t
dCt = L
Hˆ
t .
Using above and (6.3), we get
LHˆT =
∫ T
0
1
S0t
∫
R
(ϕ(t, St, Xt− + h(Xt−, Yt−, z), Yt− − g(Xt−, Yt−, z)− ϕ(t, St, Xt−, Yt−)) ℘ˆ(dt, dz).
Thus
dCt =
∫
R
(ϕ(t, St, Xt− + h(Xt−, Yt−, z), Yt− − g(Xt−, Yt−, z)− ϕ(t, St, Xt−, Yt−)) ℘ˆ(dt, dz). (8.3)
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Integrating the above expression, we obtain the external cash flow associated with the optimal hedging.
Hence,
CT =C0 +
∫ T
0
∫
R
(ϕ(t, St, Xt− + h(Xt−, Yt−, z), Yt− − g(Xt−, Yt−, z)− ϕ(t, St, Xt−, Yt−)) ℘ˆ(dt, dz)
=C0 +
∑
t∈[0,T ]
(ϕ(t, St, Xt, Yt)− ϕ(t, St, Xt−, Yt−))−
∫ T
0
n∑
l=0
∑
j 6=Xl
t−
λl
Xl
t−j
(Y lt−)×
[
ϕ(t, St, R
l
jXt−, R
l
0Yt−)− ϕ(t, St, Xt−, Yt−)
]
dt, (8.4)
Given a strategy π, we can define the quadratic residual risk at t = 0, denoted by R0(π), which is given by
R0(π) := E[(CˆT − Cˆ0)
2|F0].
Lemma 8.1. The quadratic variation process of Ct is given by
[C]t =
∑
r∈[0,t]
(ϕ(r, Sr , Xr, Yr)− ϕ(r, Sr, Xr−, Yr−))
2
, (8.5)
where ϕ is the unique classical solution of (3.3)-(1.4) with at most linear growth.
Proof. It is clear that Ct as in (8.4) is an rcll process. Now, for r ∈ (0, T ) and for sufficiently small ∆, we
have
(Cr − Cr−∆)
2 = (ϕ(r, Sr, Xr, Yr)− ϕ(r, Sr, Xr−∆, Yr−∆))
2
− 2 (ϕ(r, Sr, Xr, Yr)− ϕ(r, Sr, Xr−∆, Yr−∆))×
n∑
l=0
∑
j 6=Xl
r−∆
λl
Xl
r−∆j
(Y lr−∆)
[
ϕ(r, Sr, R
l
jXr−∆, R
l
0Yr−∆)− ϕ(r, Sr , Xr−∆, Yr−∆)
]
∆
+

 n∑
l=0
∑
j 6=Xl
r−∆
λlXl
r−∆j
(Y lr−∆)
[
ϕ(r, Sr, R
l
jXr−∆, R
l
0Yr−∆ − ϕ(r, Sr , Xr−∆, Yr−∆)
]
2
∆2 +O
(
∆2
)
.
Since the quadratic variation of Ct is the limit of the sum
∑
r∈[0,t](Cr−Cr−∆)
2 over a partition with ∆→ 0,
we take the summation both sides. We note that the second term, the multiplier of ∆ is bounded and is of
O(∆) except a set of whose measure is O(∆), Thus the summation of second, third and fourth terms in the
above expression can be ignored. Hence,
[C]t =
∑
r∈[0,t]
[ϕ(r, Sr , Xr, Yr)− ϕ(r, Sr, Xr−, Yr−)]
2
. (8.6)
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An expression for R0(π) can be found using Ito¯’s isometry. Further using Lemma 8.1, we get
R0(π) =E[(CˆT − Cˆ0)
2|F0]
=E


(∫ T
0
1
S0t
dCt
)2
| F0


=E
[∫ T
0
1
S0t
2 d[C]t | F0
]
=E

 ∑
t∈[0,T ]
1
S0t
2 (ϕ(t, St, Xt, Yt)− ϕ(t, St, Xt−, Yt−))
2 | F0


=E
[
1
S0t
2 (ϕˆ(t, St, Xt, Yt)− ϕˆ(t, St, Xt−, Yt−))
2
| F0
]
=E

m(T )∑
m=1
(
ϕˆ(Tm, STm , XTm , YTm)− ϕˆ(Tm, STm , XTm−1 , Tm − Tm−1)
)2
| F0

 (8.7)
Appendix
Proof of Lemma 2.1:
(i) In order to compute Pt,x,y(ℓ(t) = l), we first derive the conditional c.d.f Fτ l(·|i, y¯).
Fτ l(s|i, y¯) = P (0 ≤ τ
l(t) ≤ s|X lt = i, Y
l
t = y¯)
= P (τ l(t) + Y lt ≤ s+ y¯|X
l
t = i, Y
l
t = y¯)
= P (Y lT
nl(t)+1
− ≤ s+ y¯|Y
l
T
nl(t)
− ≥ y¯, X
l
t = i, Y
l
t = y¯)
=
F l(s+ y¯|i)− F l(y¯|i)
1− F l(y¯|i)
l = 0, 1, . . . , n. (8.8)
Let Fτ l(s|i, y¯) := fτ l(s|i, y¯). Therefore
fτ l(·|i, y¯) =
f l(·+ y¯|i)
1− F l(y¯|i)
. (8.9)
Let Fτ−l(·|x, y) denotes conditional c.d.f of τ
−l(t) given Xt = x and Yt = y as is given by 1 −
∏
m 6=l
(
1 −
Fτm(·|x
m, ym)
)
, where τ−l(t) := min
m 6=l
τm(t).
Therefore it follows from the definition of ℓ(t) that, Pt,x,y(ℓ(t) = l) = Pt,x,y(τ
l(t) < τ−l(t)). We compute
this probability using conditioning on τ l(t). Therefore
Pt,x,y(ℓ(t) = l) = Et,x,y[Pt,x,y(τ
l(t) < τ−l(t)|τ l(t))]
=
∞∫
0
(1− Fτ−l(s|x, y))fτ l(s|x
l, yl)ds
=
∞∫
0
∏
m 6=l
(1− Fτm(s|x, y))fτ l(s|x
l, yl)ds.
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Now using, (8.8) and (8.9), one get
Pt,x,y(ℓ(t) = l) =
∞∫
0
∏
m 6=l
1− Fm(s+ ym|xm)
1− Fm(ym|xm)
f l(s+ yl|xl)
1− F l(yl|xl)
ds. (8.10)
This completes the proof of (i).
(ii) Also, from the definition of Fτ l|l(v|x, y) we have,
Fτ l|l(v|x, y) = Pt,x,y(τ
l(t) ≤ v|ℓ(t) = l)
=
Pt,x,y(τ
l(t) ≤ v, ℓ(t) = l)
Pt,x,y(ℓ(t) = l)
.
Again to compute Pt,x,y(τ
l(t) ≤ v, ℓ(t) = l) we use conditioning on τ l(t), therefore
Pt,x,y(τ
l(t) ≤ v, ℓ(t) = l) = Et,x,y[Pt,x,y(τ
−l(t) > τ l(t), τ l(t) ≤ v|τ l(t))]
=
v∫
0
Pt,x,y(τ
−l(t) > τ l(t)|τ l(t) = s)fτ l(s|x
l, yl)ds
=
v∫
0
(1− Pt,x,y(τ
−l(t) ≤ s))fτ l(s|x
l, yl)ds
=
v∫
0
∏
m 6=l
(1− Fτm(s|x, y))fτ l(s|x
l, yl)ds. (8.11)
Now substituting (8.8),(8.10) in (8.11) we have,
Fτ l|l(v|x, y) =
v∫
0
∏
m 6=l
(1− Fm(s+ ym|xm))f l(s+ yl|xl)ds
∞∫
0
∏
m 6=l
(1− Fm(s+ ym|xm))f l(s+ yl|xl)ds
. (8.12)
Since
∏
m 6=l
(1− Fm(s+ ym|xm))f l(s+ yl|xl) is C1 for all s ∈ [0, T ], by the fundamental Theorem of calculas
we can conclude that Fτ l|l(v|x, y) is twice differentiable for all v.
fτ l|l(v|x, y) =
∏
m 6=l
(1− Fm(v + ym|xm))f l(v + yl|xl)
∞∫
0
∏
m 6=l
(1− Fm(s+ ym|xm))f l(s+ yl|xl)ds
, (8.13)
is differentiable with respect to v.
The proof of (iii) is straightforward.
Proof of Lemma 4.2: (i) We will show that, Pt,x,y(ℓ(t) = l) and Fτ l|l(T − t|x, y) is in dom(Dt,y). Con-
sider a function ̥lv(x, y) :=
∫ v
0
∏
m 6=l(1−F
m(s+ym|xm))f l(s+yl|xl)ds and ̥l∞(x, y) := lim
v→∞
̥
l
v(x, y). Then
the function ̥lv(x, y) is continuously differentiable with respect to ̥
l
v(x, y) and we denote this derivative by
̥l
′
v (x, y). Therefore,
̥
l′
v (x, y) :=
∏
m 6=l
(1− Fm(v + ym|xm))f l(v + yl|xl). (8.14)
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Since ̥lv(x, y) is not depending upon t, we check the differentiability in y. To this end we first show the
existence of the following limit
lim
ε→0
1
ε
[ ∫ v
0
∏
m 6=l(1 − F
m(s+ ym + ε|xm))f l(s+ yl + ε|xl)ds
−
∫ v
0
∏
m 6=l(1− F
m(s+ ym|xm))f l(s+ yl|xl)ds
]
.
By a suitable substitution of variable, the expression in the above limit is
1
ε
[ ∫ v+ε
v
∏
m 6=l(1− F
m(s+ ym|xm))f l(s+ yl + ε|xl)ds
−
∫ ε
0
∏
m 6=l(1− F
m(s+ ym|xm))f l(s+ yl|xl)ds
]
.
The above expression converges to ̥l
′
v (x, y)−̥
l′
0 (x, y) as ε→ 0 and the limit is continuous in y. Thus
Dt,y̥
l
v(x, y) = ̥
l′
v (x, y)−̥
l′
0 (x, y).
If v is a differentiable function of t, then
Dt,y̥
l
v(x, y) = ̥
l′
v (x, y)
(
1 +
∂v
∂t
)
−̥l
′
0 (x, y).
Hence
Dt,y̥
l
v(x, y) =
{
̥l
′
v (x, y)
(
1 + ∂v
∂t
)
−̥l
′
0 (x, y) 0 < v <∞
−̥l
′
0 (x, y) v =∞.
(8.15)
Since
Dt,y
∏
m
(1− Fm(v + ym|xm)) = −
∑
r
f r(yr|xr)
∏
m 6=r
(1− Fm(ym|xm)
Hence Pt,x,y(ℓ(t) = l) =
̥
l
∞(x,y)∏
m
(1−Fm(ym|xm)) and Fτ l|l(T − t|x, y) =
̥
l
T−t(x,y)
̥l∞(x,y)
. Hence Pt,x,y(ℓ(t) = l) and
Fτ l|l(T − t|x, y) are in the domain of Dt,y. Now operating Dt,y on Pt,x,y(ℓ(t) = l) and using (8.9), (8.14) we
have
Dt,yPt,x,y(ℓ(t) = l) =
Dt,y̥∞(x, y)∏
m(1− F
m(v + ym|xm))
+
̥∞(x, y)×
∑
r f
r(yr|xr)
∏
m 6=r(1− F
m(ym|xm))
(
∏
m(1 − F
m(v + ym|xm)))2
= −
̥′0(x, y)∏
m(1− F
m(v + ym|xm))
+
n∑
r=0
f r(yr|xr)
(1− F r(v + yr|xr))
Pt,x,y(ℓ(t) = l)
=
n∑
r=0
fτr(0|x
r, yr)Pt,x,y(ℓ(t) = l)− fτ l(0|x
l, yl).
Operating Dt,y on Fτ l|l(T − t|x, y)
Dt,yFτ l|l(T − t|x, y) =
Dt,y̥T−t(x, y)
̥∞(x, y)
−
̥T−t(x, y)Dt,y̥∞(x, y)
̥2∞(x, y)
= −
̥′0(x, y)
̥∞(x, y)
+
̥T−t(x, y)̥
′
0(x, y)
̥2∞(x, y)
= fτ l|l(0|x, y)(Fτ l|l(T − t|x, y)− 1).
(ii) Using assumption (A1)(ii), we can conclude that fτ l|l(t|x, y) is in dom(Dt,y).
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(iii) From (2.7), we get that Σ−1 exists for all v > 0 and is differentiable in t and v. Therefore α(ς ; t, s, x, v)
defined in (2.8) is differentiable in t and v. Taking logarithm on both the sides of (2.8), we have
lnα(ς ; t, s, x, v) = − ln
(
1√
(2π)nς1ς2 . . . ςn
)
−
1
2
ln |Σ| −
1
2
∑
ll′
Σ−1ll′ (z
l − z¯l)(zl
′
− z¯l
′
). (8.16)
Now taking derivative on both the sides of (8.16) with respect to t and using Jacobi’s formula.
αt = α
(
−
1
2
|Σ|
|Σ|
tr
(
Σ−1
∂Σ
∂t
)
−
1
2
∑
ll′
Σ−1ll′t(z
l − z¯l)(zl
′
− z¯l
′
) +
1
2
∑
ll′
Σ−1ll′ z¯
l
t(z
l′ − z¯l
′
) +
1
2
∑
ll′
Σ−1ll′ (z
l − z¯l)z¯l
′
t
)
= α
(
−
1
2
tr
(
Σ−1
∂Σ
∂t
)
−
1
2
∑
ll′
Σ−1ll′t(z
l − z¯l)(zl
′
− z¯l
′
) +
1
2
∑
ll′
Σ−1ll′ z¯
l
t(z
l′ − z¯l
′
) +
1
2
∑
ll′
Σ−1ll′ (z
l − z¯l)z¯l
′
t
)
.
(8.17)
Similarly
αv = α
(
−
1
2
tr
(
Σ−1
∂Σ
∂v
)
−
1
2
∑
ll′
Σ−1ll′v(z
l − z¯l)(zl
′
− z¯l
′
) +
1
2
∑
ll′
Σ−1ll′ z¯
l
v(z
l′ − z¯l
′
) +
1
2
∑
ll′
Σ−1ll′ (z
l − z¯l)z¯l
′
v
)
,
(8.18)
where Σ−1ll′t :=
∂Σ−1
ll
∂t
and Σ−1ll′v :=
∂Σ−1
ll
∂v
. In similar manner one can show α is infinite times continuously
differentiable in s.
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