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Abstract. One of the main tasks of any work of art is transferring emotion 
conceived by the author to its recipient. When using several modalities a syner-
gistic effect occurs, making the achievement of the target emotional state more 
likely. In reading, mostly, visual perception is involved, nevertheless, we can 
supplement it with an audio modality with the soundtrack’s help via specially 
selected music that corresponds to the emotional state of a text fragment. 
As a base model for representing emotional state we have selected physio-
logically motivated Lövheim’s cube model which embraces 8 emotional states 
instead of 2 (positive and negative) usually used in sentiment analysis. 
This article describes the concept of selecting special music for the “mood” 
of a text extract by mapping text emotional labels to tags in LastFM API, fetch-
ing music data to play and experimental validation of this approach.  
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1 Soundtrack for fiction books as element of multimodal art 
The main purpose of any piece of art is to communicate ideas and emotions 
strongly felt by the artist to other people. The more modalities are engaged into 
the process of transferring artistic message, the more powerful is the aimed 
emotional impact. That’s why multimodal art is being rapidly developed now 
with the growth of technology.  
The numerous examples of such multimodal art communication are visual 
performances during musical concerts, interactive installations enabling kines-
thetic experience, musical support for paintings exhibitions. All these media 
enabling visual, audial and kinesthetic perceptive channels have a synergetic 
effect on the spectator plunging him in a certain atmosphere, in a certain emo-
tional state. 
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Listening to an appropriate music while reading fiction books can facilitate 
emotional perception of ideas and feelings expressed by the writer creating a 
sort of consensuality between author and readers. In this case, reading (visual 
modality) is supplemented by listening to music (audial modality) and music 
plays the same role as soundtrack for films where sound creates additional ef-
fect to visual scenes. Thus, the main question arises: how to select music to 
supplement visual models and images, which emerge in readers’ mind while 
reading a story? 
The process of creating soundtrack for a text from a very abstract level 
seems to be a list of the steps below: 
1. Split the text into a number of extracts. 
2. Define the mood (emotion) of each extract. 
3. Find the music, which corresponds to a particular emotion. 
4. Map music to text extracts by emotion. 
Despite limited number of steps to do and transparency of its logics,   to 
achieve this task of selecting needed music for a given text we have to solve 
several problems: 
1. What set of emotions to choose, i.e. what emotional model is mostly 
suitable for our task? 
2. How to recognize a particular emotion for a given piece of text? 
3. What music should we choose for a given emotion? 
4. How to align the time of playing music tracks with the speed of read-
ing? 
 
2 Emotional model 
A corner-stone problem for the task of mapping texts to music by a certain 
emotion is to choose an emotional inventory ‒ a set of possible emotional 
states that user can experience ‒ thus, an emotional model. For it we have to 
face psychology and neurology querying for available theoretical frames being 
developed in those fields. Searching for a model viable for computer applica-
tion building, we were guided by the criterion of the model’s capacity to pro-
vide numerical or logical input scheme and explicit deterministic approach for 
emotions differentiation. There are 3 main models to mention as suitable for 
our needs: 
1. Binary model 
2. PAD (Pleasure , Arousal , Dominance ) model 
3. Lövheim Cube 
Binary model is a very simplistic approach that assumes that emotion can 
be either positive or negative. This very model is developed mostly within sen-
timent analysis [1], an applied field of computational linguistics, and is used to 
estimate emotional ‘color’ of a text ‒ whether the text represents positive or 
negative writer’s attitude towards some subject under discussion. Such ap-
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proach is used for tasks of evaluating different kinds of reviews like movie re-
views, internet shop merchandise reviews, restaurant reviews, and also mining 
users’ opinions on news articles, marketing research etc [2]. 
As these applied tasks are dealing with the large amount of data and are 
computationally expensive this simple model is very handy as it doesn’t bring 
additional complexity and can provide meaningful insights. The mentioned 
above model also provides continuous interpretation when emotional state can 
be measured between range of -1 (very negative emotion) and +1 (very posi-
tive emotion); 0 value can be interpreted as neutral emotion [3]. 
By the reason of the model’s simplicity, the algorithms that are based on it 
are unable to differentiate between more nuanced kinds of positive and nega-
tive emotions, as they (emotions) don’t certainly exist in one dimension. For 
example, anger and fear are both considered as negative emotions, but they are 
for sure very dissimilar, and experiencing anger is definitely different from ex-
periencing fear. Moreover, fiction books provide much larger palette of emo-
tions than the narrow binary system could embrace.  In other words, the binary 
emotion model seems to be unproductive for our purposes. 
PAD [4] uses three-dimensional axis measurable numerically.  
The first axis is Pleasure-Displeasure Scale that measures how pleasant or 
unpleasant human feels about something. For instance, both anger and fear are 
unpleasant emotions, and both score on the displeasure side. However, joy is a 
pleasant emotion. 
The Arousal-Nonarousal Scale measures how energized or soporific one 
feels. It is not the intensity of the emotion ‒ for grief and depression can be 
low arousal intense feelings. While both anger and rage are unpleasant emo-
tions, rage has a higher intensity or a higher arousal state. On the contrary, 
boredom, which is also an unpleasant state, has a low arousal value. 
The Dominance-Submissiveness Scale represents the controlling and domi-
nant versus controlled or submissive emotions one feels. For instance, while 
both fear and anger are unpleasant emotions, anger is a dominant emotion, 
whereas fear is a submissive one. 
A more abbreviated version of the model uses just 4 values for each dimen-
sion, providing only 64 values for possible emotions [5]. For example, anger is 
a quite unpleasant, quite aroused, and moderately dominant emotion, while 
boredom is slightly unpleasant, quite unaroused, and mostly non-dominant. 
The drawbacks of both models are conditioned by the fact they are phenom-
enological, i.e. they put an introspection to be the main method for defining to 
what degree the emotion is pleasant or unpleasant, negative or positive etc. 
The experiencer discovers and defines the quantitative parameters of emotions, 
so the estimation based on such approach can be quite subjective. 
The last suggested model – Lövheim’s Cube. It takes objective parameters 
to be the arguments of emotional functions [6]. These parameters are mixtures 
or proportions of three monoamine neurotransmitters:  serotonin, dopamine 
and noradrenaline. The balance of these monoamines forms a three-
dimensional space represented by the following visual model: 
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Fig. 1. Visual representation of Lövheim’s Cube emotional model 
Anger is, for example, according to the model, produced by the combina-
tion of low serotonin, high dopamine and high noradrenaline. 
The reason for us to choose this model instead of other two ones is follow-
ing: 
1. Unlike previous two models this one is not subjective and introspec-
tive and represents emotional state to be funded by neurosomatic pro-
cess [7]. 
2. It provide 8 basic emotions as function of monoamine balance and 
suggests continuous numerical scale estimation for intermediate emo-
tions, so any emotional state can be presented as a vector. 
 
3 Relevant data acquisition 
After choosing the emotional inventory to apply for mapping texts to music we 
should define the mechanism of labeling certain text extract with emotions 
from Lövheim’s cube set. Such objective can be achieved by using automated 
tools (like applying current sentiment analysis techniques) or manually (label-
ing text extras for by human readers). 
Unfortunately, we couldn’t use automated tools based on machine learning 
approach. For training a model to predict a certain emotion for a given text 
sample we need data which had been previously labeled by human readers. 
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The dataset must contain a sentence or a paragraph with mapped emotion label 
from Lövheim’s cube inventory. But in spite of the fact that there lots of data 
with mapped binary emotions [8] and data containing PDA model metadata[9] 
we didn’t succeed to find any text dataset with Lövheim’s emotions set neither 
for English nor for Russian languages.  
Taking into account the lack of needed data and bearing in mind the fact 
that our aim was only to prove the concept of soundtrack generation for a giv-
en “emotion-text” mapping, we decided not to use existing data-driven senti-
ment extraction pipeline and to follow some listed below steps. 
1. Select Russian novel as a source of text data. 
2. Split the text into small extracts showing emotional “persistence” and 
manifesting mainly one emotional “color”. 
3. Manually label the collection of extracts using evaluation from, at 
least, four assessors.  
4. Finally, for each text extract set the emotion which was selected for a 
given extract for most times during manual labeling. 
As a text data source we selected Russian novel entitled “Pismovnik” 
(“Epistolary novel”), which consists of many letters written by a man and a 
woman in love while they were apart. The text from this novel mimics real 
personal epistolary style and represents a wide palette of emotions. 
First, we had split the text into short extracts, which were considered to be 
emotional invariants, i.e. text where emotion sentiment is stable and doesn’t 
fluctuate. While splitting the text of novel “Pismovnik” we discovered that the 
optimal length for such invariants was about 300 characters. 
After splitting the text into emotional extracts we needed to label it with 
large number of human assessors. For quick fetching the result set, large data 
coverage and randomisation of tasks we decided to use crowdsource platform 
“Toloka” developed by Yandex team. The main reason we selected it was the 
fact that this platform provided big community of native Russian speakers who 
could correctly perceive the underlying emotion and label the emotion of a text 
extract. 
We asked human assessors to read a text extract and to select the emotion 
one from eight possible emotions that mostly suits the sentiment of the text, or 
if either emotion is suitable or text was very neutral an assessor had to select 
“neutral” variant. Tasks with text extracts were distributed randomly, and each 
extract had to be assessed at least by 4 different assessors.  After pushing 769 
text’s extracts we fetched 2893 labeled results provided by 142 native Russian-
speaking assessors. Than we processed the novel text once again and labeled 
each extract with the label that was selected by the most times from 4 different 
assessments. 
 
6 
4 Mapping music to text extras 
To get meta-information relevant to music we decided to use LastFM service. 
The main reason to choose such resource was the availability of a big set of da-
ta concerning various kinds of music: genres, number of times played 
(scrobbled) and search tags assigned to different tracks by users community. 
This tags’ folksonomy facilitated our search for different music tracks for a set 
of emotion labels. 
For generating a list of music tracks we folded previously labeled text ex-
tras into a sequence of emotion items where no item had the same emotion as 
its neighbor (see. Fig.2).  
 
 
Fig. 2. Scheme for convolution of paragraphs into emotional labels sequence 
For each item in this sequence we made a search query to LastFM API to 
get 100 tracks with search tag matching emotion label. After each tag query 
fetched music tracks, the list was randomized, so all the songs for each emo-
tion item were shuffled (see Fig. 3). 100 tracks were selected to provide poten-
tially excessive time playing of single emotion track list as we could not defi-
nitely know how long it might take to read a text extract. 
 
 
Fig. 3. Pipeline for fetching track list for emotion label 
5 Evaluation of concept 
It is to notice that in current project we didn’t plan to solve the problem of 
aligning reading speed with switching track lists as reading speed is a personal 
constantly changing parameter, which is hard to track. Of course, such task is 
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very crucial and definitely will arouse in case of commercial and production 
release of this model, but for now, we discuss a prototype with a “proof of 
concept” aim. The achievement of this goal presupposes the evaluation of how 
well a music track with certain emotion ‒ “mood” ‒ can complement reading a 
text extract with the same mood. To answer the question we have proceeded 
with the estimation process. 
Each of 10 volunteers was given at least 30 text extracts. Each text extract  
was shown on the screen. During one extract demonstration no other extracts 
labeled with different emotion were shown, and music from track list matching 
this emotion labeled was played in headphones. After reading each extracts 
each volunteer was asked to rank the selected music track from 1 to 10, where 
10 meant “music perfectly complements the text”, and 1 meant “this music is 
completely inappropriate for this text”. After volunteer assessed one emotion 
mapping one was shown a text extract with another emotion and played music 
with a matching tag. Overall, 328 text extracts were evaluated. Results are pre-
sented in table 1.  
Table 1. Results for evaluation “text-music” mappings 
Emotion Mean Standart deviation 
Anger/rage 7.3 1.43 
Passion/excitement 6.9 1.21 
Contempt/disgust 3.1 0.31 
Enjoyment/joy 2.3 0.42 
Shame/humiliation 2.1 0.35 
Distress/anguish 7.9 0.51 
Surprise/startle 2.8 0.39 
Fear/terror 6.7 0.26 
Neutral 5.2 1.17 
 
As we can see in Table 1 this concept works well for mapping distress, pas-
sion, rage and fear emotions, for other ones and neutral texts the estimations 
are not satisfactory. 
6 Conclusion and further work 
As our experiment has shown an approach for generating soundtracks for fic-
tion books by mapping text to music via emotion model that uses Lövheim’s 
Cube model can do well for a number of emotions, but not for all, and that 
shows that current version of our approach can’t be taken as somewhat appli-
cable. However, good results for 4 emotions encourage us to look for worka-
rounds and further work that can involve following directions: 
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 Automated text labeling using sentiment analysis techniques and ma-
chine learning. 
 Using extended and modified music search queries (for example look 
for such tags as “anger, wrath, aggression, war, battle” etc. for “rage” 
text label; 
 Adding filters for fetched music (for example strip out tracks with lyr-
ics as voices and song narratives can interrupt reader); 
 Solving problems for automated tracking speed of reading and switch-
ing tracks intelligently. 
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