Remote Experimentation Support
Collaboration on magnetic fusion (MFE) experiments worldwide has a long history of participation by multiple research groups, mostly by travel to experimental sites. Advances in desktop computing power and high performance networks now support real-time interactive research. Development of collaborative or virtual laboratories provides the infrastructure to support a more distributed work force. Design of our Remote Experimental Site concept [l-2] was a direct outgrowth and extension of networking applications used for local control and data acquisition systems on fusion and free electron laser experiments at LLNL [3] . Stimulated by involvement on international scale experiments, both the Alcator C-mod [4] and DIII-D [5] tokamaks were operated from LLNL (distances of -5OOOkM and -800kM respectively) and demonstrated the degree to which experimental control is possible with present day systems.
High-performance wide-area computational networks are necessary for utilizing distributed computing and file services, allow for near real-time synchronization of operations among geographically distant sites, and provide bandwidth for audio and video Architecture) to establish security and naming services for fusion applications. As collaborations continue to grow and become even more dispersed, authorization becomes increasingly important to prevent multiple remote users from simultaneously accessing a given resource, for example, control of an instrument or to protect the integrity and property rights of certain forms of data.
Distributed modeling code development
The National Transport Code Collaboration (NTCC) Demonstration Project [13] is a collaboration of physicists and computer scientists from national laboratories, universities and private industry. It's goal is to produce a library of transport code modules that meet a set of well-defined standards and to construct a demonstration code using modern computing techniques with a flexible framework that permits the rapid assembly of customized, webinvocable transport codes. The NTCC is a prime example of a collaboration between geographically dispersed scientists working together towards a common well-defined goal, development of a network-distributed application code to support collaborations. While NTCC development applies to transport modeling, we are interested in generalizing and extending it to data analysis and control system applications.
The demonstration code uses a mix of modules written in the Python, C++, C, and Java programming languages. A C++ data server provides network access to data with display capabilities and to run a Python physics server, Figure 3 . The physics server executes a steerable application employing both new object modules and legacy transport modules written in Fortran 77. Clients access applications using a web-invocable, Java-based graphical user interface (GUI), while the network communications between the clients and servers are all based on CORBA and an appropriate interface definition language interface.
The CORBA structure enables the data server, the physics server and GUI clients to reside on systems with diverse operating systems. GUI clients run on Linux, Solaris, HP, Windows 95
and NT, IRIX, and Macintosh operating systems while the data and physics servers run on Linux, IRIX, HP, and Solaris based platforms. All servers and clients run at widely separated geographic locations spanning the entire United States. The collaborative code development relies on the use of the Concurrent Version System software that enables widely dispersed developers to work independently and still maintain version control on the demonstration code as a whole.
Using the CORBA structure in an object oriented programming environment, the NTCC Demonstration Project has demonstrated desktop access, through a browser, to experimental data and physics analysis applications residing at remote sites. A flexible client provides data access and interactive control over the physics server, both with display capability. The physics server can modify parameters and interactively control the run, thus providing a steerable method for running the transport calculations. The data server currently provides data from multiple sources at a single site, but eventually will provide data from multiple sources at local and remote sites.
Information Technology Development
We have recently turned our attention to improving support for remote attendance at scientific seminars, program management and working-group meetings. Due mostly to a lack of infrastructure, the quality and capabilities for remote collaborative meeting support have been limited and, thus, the culture of remote collaboration has been slower to develop. Due to the great number of collaborating institutions currently working on these experiments, a significant portion of the fusion energy program is covered. A bulk purchase of network capable projection systems, the ShowStationIP (http://www.polycom.com) was completed and hardware distributed to 23 sites around the country, both laboratories and universities. In addition to locally projecting presentations, these systems support the T.120 standard for document conferencing that allows transmission and simultaneous viewing of presentations with integrated multi-point bridging for up to 15 sites. An integrated operating system and web server automatically sends the presentation to connected web browsers. Remote participants can upload presentations and show them using password protected connections.
The advantage of this technology is that it provides high quality Cjpeg image) viewing of presentations, sketches, etc., Figure 4 , as compared to standard video without a loss of interactivity during the meeting.
We are now reviewing and upgrading video conferencing capabilities to further support remote collaborative meetings. Several groups are formulating plans to purchase videoconferencing systems for installation at many US fusion sites. Videoconferencing standards are sufficiently robust that little difficulty is experienced with ISDN interoperability. At the LLNL site, we have installed a system that supports both ISDN and IP videoconferencing (ViewStation, http://www.polycom.com) at up to full motion video (30 frames/set) or multi-point (up to four) connections at reduced rates without connecting to an external videoconferencing bridge. It is capable of sending output to web-browsers and to
RealServers for broadcasts to more isolated locations, Figure 4 . With the combination of presentation material and video conferencing to the web, we will be able to support even single researcher and home connections to our meetings. We also envision using this videoconferencing hardware, operating in IP-mode with connections to RealServer technology, as a commercially supported, high-quality replacement for MBONE control room A/V monitoring. The videoconferencing provides the return path for any discussions with control room staff.
Web-browser applications are being developed to publicize and track the use of this new technology. The PPPL group maintains a web site, http:Nwww.fusionscience.org, as a focal point for this purpose. The MIT group has assembled a prototype web page to publicize the collaboration capabilites at each program, http://www.fusionscience.org /cit/cit-fusion.html.
At LLNL, we have put together a prototype URL for submitting and maintaining a schedule of meetings on a fusion-program-wide basis, Figure 5 , that is temporarily located at http:Nskibuff.llnl.gov/DOE/DOE~Video~Schedule.html. 
