We develop an unconditionally stable, explicit numerical scheme for linear hyperbolic equations, which arises as an advection-reaction equation in porous medium flows. The derived scheme generates accurate numerical solutions even if large time steps are used, and conserves mass. Furthermore, this scheme has the capability of performing adaptive compression while maintaining the accuracy of the compressed solution and mass conservation. Numerical results show the strong potential of the method.
Introduction
Hyperbolic partial differential equations describe the displacement of oil by injected fluid in petroleum recovery, the subsurface contaminant transport and remediation, aerodynamics, and many other applications. Because of the moving steep fronts present in their solutions, the numerical treatment of these equations often presents severe difficulties. In late 1920's, Courant, Friedrichs, and Lewy proved the famous result that there are no explicit, unconditionally stable, consistent finite difference schemes for hyperbolic partial differential equations [2] . Consequently, most numerical methods developed for hyperbolic equations are explicit but subject to the well-known CourantFriedrichs-Lewy (CFL) condition. Very small time steps often have to be used in numerical simulations to meet the stability requirement of the numerical methods. Implicit methods could be unconditionally stable, but an algebraic system must be solved at each time step in order to obtain numerical solutions.
In this paper we develop an unconditionally stable, explicit numerical scheme for linear hyperbolic equations. The derived scheme generates accurate numerical solutions even if large time steps are used, and conserves mass. Furthermore, this scheme has the capability of carrying out adaptive compression while maintaining the accuracy of the numerical solution and mass conservation. Computational results are presented to show the strong potential of the method developed.
A Reference Equation
We consider the initial-value problem for the linear hyperbolic equation
is a given source function, u(x, t) is the unknown function, and u 0 (x) is a given initial condition.
). We assume that u 0 (x) and f (x, t) have compact support, so the exact solution u(x, t) also has compact support for any finite time t > 0.
We define a uniform partition on the temporal interval [0, T ] by t n := n∆t with ∆t = T/N. If we choose the test functions w(x, t) to be of compact support in space, to vanish outside the interval (t n−1 , t n ], and to be discontinuous in time at time t n−1 , the weak formulation for Eq. (2.1) is w(x, t) takes into account the fact that w(x, t) is discontinuous in time at time t n−1 .
Motivated by the ELLAM framework of Celia et al [1] , the test functions w in Eq. 
leading to the following expression for w
Therefore, once the test functions w(x, t n ) are specified at time t n , they are determined completely and in fact vary exponentially along the characteristic r(θ;
To avoid confusion in the derivation, we replace the dummy variables x and t in the second term on the right-hand side of Eq. (2.2) by y and θ. For any y ∈ IR d , there exists an x ∈ IR d such that y = r(θ; x, t n ). We obtain
is the local truncation error. Incorporating Eq. (2.6) into Eq. (2.2), we obtain a reference equation
where
Multiresolution and Wavelet Decomposition
To develop a numerical scheme based on the reference equation (2.7), we need to define the trial and test functions at time t n . To do so, we recall the notions of multiresolution analysis and wavelet decompositions.
In the standard Fourier analysis, L 2 -functions are represented by linear combinations of sines and cosines. In 1910, Haar studied the representation of L 2 -functions by step functions taking values ±1 [5] . In the 1980's, these ideas were explored and developed further into the theory of wavelets. The first wavelets were introduced in early 1980's by Stromberg [10] and Morlet et al [8] . One of the best ways of constructing wavelets is multiresolution analysis. This approach began in image-processing [9, 11] and was introduced into mathematics by Mallat [6] . Multiresolution analysis was used by Daubechies [3] to construct compactly supported orthogonal wavelets with arbitrary smoothness, which include the Haar wavelets as the simplest case.
(a) these spaces are nested:
(e) V 0 is generated by a single (the so-called scaling) φ and its translates: {φ 0,k : k ∈ Z Z} is an orthonormal basis in V 0 , where
The conditions (d) and (e) in the definition implies that the family {φ j,k : k ∈ Z Z} forms an orthonormal basis for V j . Let P j : L 2 (IR) −→ V j be the orthogonal projection operator, then the conditions (a) and (b) in the definition concludes that for any f ∈ L 2 (IR)
i.e.,
, the telescoping sum
Eq. (3.5) provides an approach of approximating arbitrary L 2 -functions by sequences of functions from V J and W i for J ≤ j < +∞. More importantly, the spaces W j can be generated by a single (the so-called wavelet) function ψ. In other words, ψ and its integer translates ψ 0,k , with ψ j,k being defined by
constitute an orthonormal basis for W 0 . For each fixed j, the ψ j,k (k ∈ Z Z) form an orthogonal basis for W j .
A CFL-Free Explicit Scheme with Conservative Compression
In this section we develop a CFL-free, explicit scheme for the initial-value problem (2.1). We define the finite-dimensional space S j (IR d ) to be the tensor product of the one-dimensional space V j 
an orthonormal system for S j (IR d ), the scheme (4.2) is explicit. It can be proven that the scheme (4.2) is unconditionally stable.
It is well known that in practice the solutions of linear transport equations are fairly smooth outside some very small (dynamic) regions, where the solutions can develop steep fronts or even shock discontinuities. Therefore, some kind of local refinement or adaptive techniques should be used. Extensive research has been conducted in this regard in the finite difference, finite element, and finite volume methods. In the current context, this can be realized in terms of compression in a very natural way. For example, we can apply a thresholding to the scheme (4.2) to minimize the number of equations that need to be formulated and solved, and so significantly improve the computational efficiency. However, a direct application to the scaling functions Φ j,k will introduce mass balance error. In contrast, because of their vanishing moments, applying such a technique to the wavelets does not affect mass balance. Hence, we use the wavelet decomposition (3.4) to choose another basis for the space V j (IR)
where φ
. This leads to another expression for the space
In this case, the numerical scheme is still defined by Eq. (4.2), but using a different basis for S j (IR d ). We begin by projecting the initial condition u 0 (x) onto the space S j (IR d ) to obtain an approximantŨ 0 (x, t 0 ). For n = 1, 2, . . . , N, we apply a thresholding technique to compressŨ 0 (x, t n−1 ) to obtain U (x, t n−1 ). Then, using its wavelet expansion as an error indicator, we solve the reduced scheme (4.2) at time step t n with the minimal number of basis functions used to obtainŨ (x, t n ). Next, we compressŨ (x, t n ) to obtain U (x, t n ). We continue this process until we reach the final time step t N = T .
Numerical Experiments
In this section we present numerical results to show the potential of the numerical scheme developed in this paper. The spatial domain is Ω = (0, 
