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Povzetek
Naslov: Mikrostoritve v decentraliziranem okolju
Avtor: Primozˇ Hrovat
Mikrostoritve danes vztrajno prevzemajo primat v svetu razvoja pro-
gramske opreme kjer nadomesˇcˇajo tradicionalne aplikacije. Nacˇin gradnje
omogocˇa ucˇinkovitejˇse skaliranje, distribuiranje in medsebojno odkrivanje.
Aplikacije, grajene v arhitekturi mikrostoritev se vecˇinoma izvajajo v ra-
cˇunalniˇskih oblakih. Ucˇinkovitejˇse skaliranje in elasticˇnost mikrostoritvam
omogocˇa ohranjati dobre performancˇne lastnosti in odgovoriti na tisocˇe so-
cˇasnih zahtevkov. Danes mikrostoritve za izvajanje zahtevajo centralizi-
rano okolje strezˇnikov, skupaj s tehnologijo vsebnikov. V diplomski na-
logi smo raziskali podrocˇje decentraliziranega izvajanja mikrostoritev in raz-
vili prototip, ki demonstrira izvajanje mikrostoritev na platformi Ethereum.
Zamiˇsljamo si sistem, v katerem ne poznamo izpadov storitev ter dolgih od-
zivnih cˇasov. V nalogi smo se osredotocˇili na decentralizirano odkrivanje
storitev ter razvili prvi prototip aplikacije in razsˇiritve za ogrodje Kumulu-
zEE, ki demonstrirata decentraliziran nacˇin izvajanja. Gre za pomembno
svetovno novost, ki ima potencial zacˇrtati nove smernice v racˇunalniˇski pa-
nogi.
Kljucˇne besede: decentralizacija, mikrostoritve, tehnologija verizˇenja po-
datkovnih blokov.

Abstract
Title: Microservices in decentralized environment
Author: Primozˇ Hrovat
Today microservices are one of the leading design principles, when it
comes to building modern applications. Monoliths are being replaced with
this modern architecural style and multiple tools and techniques are being
develop to support it. Applications are deployed to a computing center,
often called simply as cloud. Elasticity and effective scaling of such appli-
cations in contrast to monoliths are needed for good performance and high
response rates. We have analized the subjet of a decentralized execution
and implemented a prototype platform based on Ethereum blockchain. We
have proposed a conceptual solution to service discovery in a decentralized
environment and presented a process, that enables decentralized execution
of applications. We are standing on the edge of what we know is currently
possible and are ready to push the boundaries even further. This can be the
next big step in computer science.
Keywords: decentralization, microservices, blockchain.
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Uvod
Poslovne storitve se danes selijo v oblak. S pojavom arhitekture mikro-
storitev in tehnologije vsebnikov ter orodij za njihovo orkestracijo, so nek-
daj monolitne aplikacije pricˇele razpadati na manjˇse, logicˇno locˇene sestavne
dele. Razmeroma majhne in neodvisne aplikacije, specializirane za opravlja-
nje tocˇno dolocˇenih nalog, omogocˇajo hiter vzpostavitveni cˇas in so razme-
roma performancˇno manj zahtevne. Neodvisnost teh aplikacij nam omogocˇa
tudi skaliranje posameznih delov celotne storitve, ko je to potrebno.
Vsebniki so razmeroma stara tehnologija, ki je s pojavom okolja Doc-
ker dozˇivela pravi razcvet. Gre za t. i. lahko virtualizacijo, ki poteka na
nivoju procesov in ne na nivoju operacijskega sistema. Pravi potencial vseb-
nikov izkoristimo z uporabo orkestratorjev kot so Kubernetes, Amazon ECS,
Google Kubernetes Engine (GKE), Docker Swarm, Azure Container Ser-
vice in podobni. Ta orodja omogocˇajo spremljanje, zaganjanje, zaustavljanje
in preverjanje storitev skladno z uporabniˇsko podanimi zahtevami. Stori-
tve se izvajajo distribuirano (porazdeljeno) in replicirano, pogosto na fizicˇno
locˇenih sistemih, kar zagotavlja visoko stopnjo odzivnosti in dosegljivosti.
Razpolozˇljivost in dosegljivost storitev se danes meri predvsem na peti ali
sˇesti decimalki, t. i.
”
sˇtevilo devetic“ (ang. number of nines).
Pred desetimi leti se je s pojavom digitalne valute Bitcoin pricˇel hiter
razvoj decentralizirane tehnologije, ki omogocˇa nespremenljivo in preverljivo
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hrambo podatkov na poljubnih napravah v omrezˇju [34]. Tehnologija, po-
znana pod imenom verizˇenje podatkovnih blokov (ang. blockchain), je hitro
povezala racˇunalniˇske zanesenjake ter povzrocˇila ustanovitev razlicˇnih fun-
dacij, ki se ukvarjajo z njenim razvojem. Med bolj znanimi sta fundaciji
Hyperledger in Ethereum [5, 2].
Sistemi za izvajanje mikrostoritev so replicirani in distribuirani, vendar
ne decentralizirani. Za arhitekturo, ki podpira izvajanje nasˇih storitev, skrbi
ena, centralna identiteta, najsi bo to Google, Amazon, Microsoft ali pa za-
sebni oblak oz. izvajalno okolje. Glavni cilj te diplomske naloge je aplicirati
koncepte decentralizirane shrambe podatkov na nivo poslovne logike. Po-
vezati zˇelimo tehnologijo podatkovnih blokov in arhitekturo mikrostoritev
na nacˇin, da zagotovimo vecˇjo decentralizirano izvajanje. Na osnovi tega
zˇelimo dosecˇi vecˇjo robustnost in odpornost celotnega sistema ter visoko raz-
polozˇljivost. V diplomski nalogi smo razvili prototip resˇitve za decentrali-
zirano izvajanje mikrostoritev. Sistem sestavlja poljubno mnogo med seboj
povezanih entitet. Entiteta je naprava, ki izvaja protokol za decentralizi-
rano izvajanje storitev. Te so pripravljene proti placˇilu izvajati storitve na
zˇeljo narocˇnika. Sodelovanje v omrezˇju je brezplacˇno in dostopno vsakomur,
za opravljeno delo pa izvajalec prejme vnaprej predpisano nagrado. Celo-
ten sistem sestoji iz mnozˇice razlicˇnih komponent, ki skupaj zagotavljajo
preverljivost pravilnosti izvedenih operacij ter ucˇinkovito porazdeljevanje ter
prerazporejanje dela med entitetami. Naloga ene izmed osrednjih kompo-
nent je zagotoviti ucˇinkovito odkrivanje trenutno aktivnih storitev. Zasnova
in razvoj te komponente je osrednji del te diplomske naloge, pred tem pa so
predstavljene uporabljene tehnologije in tehnike.
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Arhitekturni koncepti
mikrostoritev
Razvoj monolitnih aplikacij je dobro razumljiv in podprt v vseh danes pri-
sotnih razvojnih okoljih. Celotna poslovna logika aplikacije je zbrana na
enem mestu ter razdeljena po modulih, ki komunicirajo prek programskih kli-
cev. Aplikacija vkljucˇuje tudi vse potrebne odvisnosti za delovanje (knjizˇnice,
razsˇiritve...). Prenos in namestitev teh storitev na strezˇniˇske sisteme je eno-
staven postopek, resˇitev v obliki izvrsˇljivih datotek ali s kopiranjem direkto-
rijske strukture prenesemo v produkcijsko izvajalno okolje. Razlicˇni sestavni
deli aplikacije so med seboj mocˇno sklopljeni (medprocesna komunikacija),
za uveljavitev sprememb enega dela sistema je potrebno celotno aplikacijo
ponovno namestiti. Zˇivljenjski cikel takih aplikacij je po navadi dolg, sklo-
pljenost sistema namrecˇ ne omogocˇa enostavne menjave sestavnih delov ali
celo programskega okolja.
Arhitektura mikrostoritev resˇuje nekatere probleme monolitnih aplikacij,
na racˇun vecˇje kompleksnosti celotnega sistema. Sˇibka sklopljenost sestav-
nih delov je glavna prednost arhitekture, komunikacija med njimi pa obicˇajno
poteka preko lahkih omrezˇnih tehnologij (HTTP) ali asinhronih sporocˇilnih
sistemov (sporocˇilne vrste, dogodkovno gnani sistemi). Arhitektura nam
omogocˇa enostavnejˇso menjavo sestavnih delov aplikacije, kar privede do
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krajˇsega zˇivljenjskega cikla in uvedbe praks sprotne dostave in sprotne inte-
gracije [16].
2.1 Arhitektura mikrostoritev
Gradnja aplikacij je do nedavnega potekala na nacˇin, da so razvijalci vse
odvisnosti in programsko logiko, potrebno za delovanje, zlozˇili skupaj v ve-
liko tvorbo – monolit. Tak nacˇin gradnje ima svoje prednosti in slabosti.
Prednosti na eni strani predstavljajo enostavnejˇsa zgradba aplikacije, celo-
tna izvorna koda projekta se prevede v eno storitev. Orodja za razvoj so
prilagojena taksˇnemu nacˇinu dela in razvijalcu ponujajo sˇirok nabor funkcij,
ki podpirajo celotno zˇivljenjsko pot aplikacije; od razvoja, testiranja, na-
mestitve v testna in produkcijska okolja ter vzdrzˇevanja. Velikost projekta
je na drugi strani ena od slabosti monolitov, majhne spremembe enega se-
stavnega dela potrebujejo ponovno namestitev celotne aplikacije. Skaliranje
poteka vertikalno, preko ustvarjanja novih instanc celotne aplikacije. Mono-
litna zasnova aplikacije razvijalce in vzdrzˇevalce zavezˇe k dolgorocˇni uporabi
tehnologij, ki so bile uporabljene na zacˇetku. Kasnejˇse uveljavljanje novih
tehnologij oziroma nadomesˇcˇanje obstojecˇih je cˇasovno in financˇno potratno,
celotno logiko aplikacije je potrebno prepisovati [16].
Arhitektura mikrostoritev se problema gradnje aplikacij loti drugacˇe. Apli-
kacijo se logicˇno razbije na posamezne sestavne dele, ki se izvajajo samostojno
in se med seboj povezujejo preko lahkih komunikacijskih protokolov (malo
rezˇijskih podatkov pri prenosu sporocˇil) ali asinhronih sporocˇilnih sistemov.
Vsak sestavni del aplikacije je samostojen v smislu skaliranja, zˇivljenjske dobe
posamezne instance, razvoja in podpornih tehnologij [37]. Tak nacˇin gradnje
sledi vzoru, ki ga v fizicˇnem svetu poznamo zˇe stoletja, to je sestavljanje
vnaprej pripravljenih delov v celoto. Lep primer tega je avtomobilska indu-
strija. Na tekocˇem traku se na tisocˇe sestavnih delov razlicˇnih proizvajalcev
zlozˇi v polno funkcionalno enoto – avtomobil. Podobno zˇelimo dosecˇi pri ra-
zvoju programske opreme, kar bi pohitrilo in pocenilo razvoj novih aplikacij,
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krepko pa bi omejili tudi nepotrebno podvajanje izvorne kode [15, 12].
V povezavi z mikrostoritvami je tesno povezana tudi arhitektura cloud-
native. Gre za novo paradigmo razvoja programske opreme. Z namenom
uveljavljanja in razvoja paradigme je bila ustanovljena Cloud Native Compu-
ting Foundation (CNCF), ki bdi nad razvojem standardov in novih smernic.
Oblacˇne sisteme tako po definiciji fundacije sestavljajo [21]:
• Aplikacije in procesi, ki se izvajajo znotraj vsebnikov. Vsebniki so
neodvisne in izolirane izvajalne enote.
• Storitve, ki se dinamicˇno upravljajo in nadzorujejo preko centralnega
orkestracijskega procesa.
• Mikrostoritve, ki so sestavni deli sistema in so med seboj sˇibko sklo-
pljene.
Racˇunalniˇstvo v oblaku je uporaba in dostop do racˇunskih virov (apli-
kacije, podatkovna skladiˇscˇa, procesorski cˇas...) na zahtevo preko interneta.
Placˇilo se izvede skladno s kolicˇino porabljenih virov. Viri so elasticˇni in
zmozˇni hitrega in ucˇinkovitega skaliranja ter prilagajanja trenutnim zahte-
vam. V grobem med seboj locˇimo tri glavne tipe oblacˇnih sistemov: SaaS,
PaaS in IaaS [8]. SaaS (ang. Software as a Service) – programska oprema
kot storitev, je oblacˇna aplikacija, ki se izvaja na oddaljenih racˇunalnikih, do
katerih uporabnik storitve dostopa preko interneta. Prednosti teh aplikacij
so dostopnost od koderkoli, za nemoteno delovanje aplikacije je odgovoren
ponudnik. Storitev je zmozˇna dinamicˇnega skaliranja, da zadovolji trenu-
tnim potrebam. PaaS (ang. Platform as a Service) – platforma kot storitev,
uporabnikom ponuja programsko platformo, brez strosˇkov nakupa in kom-
pleksnosti upravljanja podporne strojne in programske opreme. IaaS (ang.
Infrastructure as a Service) – infrastruktura kot storitev, ponuja dostop do
racˇunskih virov (strezˇniki, omrezˇna oprema, shramba...). Uporabnikom ni
potrebno investirati v lastno strojno opremo, podobno kot obe sestrski sto-
ritvi (SaaS in PaaS), je tudi ta zmozˇna samodejnega skaliranja [8, 38].
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Za razvoj spletnih aplikacij (SaaS) se je pojavila dodatna metodologija,
poznana pod imenom The Twelve-Factor App. Metodologija predpisuje do-
bre prakse za razvoj aplikacij, z mozˇnostjo ucˇinkovitega skaliranja, menjave
okolij, avtomatizacije gradnje ter namestitve in zmanjˇsevanjem razlik med
produkcijskim in razvojnim okoljem. Metodologija zajema naslednje faktorje
[22]:
• en sistem za upravljanje z verzijami
• odvisnosti so eksplicitno navedene in izolirane
• konfiguracija je shranjena v okolju
• podporne storitve se uporabljajo kot viri
• strogo locˇene faze gradnje in izvajanja storitve
• aplikacije se izvajajo kot en ali vecˇ med seboj neodvisnih procesov
• aplikacije so dostopne preko omrezˇnih vrat
• skaliranje aplikacij na osnovi posameznih procesov
• hitri zagonski cˇasi ter sprostitev vseh odprtih povezav ob zaustavitvi
• razvojno, testno in produkcijsko okolje naj bodo med seboj cˇim bolj
podobni
• dnevniˇski zapisi se obravnavajo kot niz dogodkov
• locˇen administratorski proces
Dodatna prednost, ki jo prinasˇa arhitektura
”
cloud-native“, je tudi hitrost
razvoja samih aplikacij. Delitev na manjˇse osnovne dele omogocˇa hiter razvoj
novih funkcionalnosti, lazˇje testiranje in nadgradnje. Z uporabo integracij-
skih orodij in tehnik zmanjˇsuje cˇas objave in zmanjˇsa strosˇke vzdrzˇevanja
[35].
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2.2 Podporni mehanizmi za delovanje mikro-
storitev
Kljucˇne lastnosti mikrostoritev so predvsem ozka usmerjenost v resˇevanje
specificˇnih problemov. Storitve so med seboj sˇibko sklopljene, kar predsta-
vlja prednost pri nadgradnjah in menjavi implementacije. Za delovanje sis-
tema, vsaj v teoriji, potrebujemo le jasno dolocˇene vmesnike. Upravljanje in
usklajevanje storitev prevzema centralna avtoriteta, vsaka storitev je sama
odgovorna za svoje podatke. Napake so v dinamicˇnem sistemu pogoste, nji-
hovo ucˇinkovito zaznavanje in upravljanje je v domeni tako nadzornika kot
storitve same. Celoten sistem lahko primerjamo z operacijskim sistemom
Unix, ki ga sestavlja vrsta med seboj neodvisnih procesov, ki opravljajo ozko
usmerjeno nalogo, med seboj pa jih povezujemo preko cevovodov. Pri mi-
krostoritvah cevovode nadomestimo z omrezˇnimi protokoli (HTTP, gRPC)
[12].
Vsaka storitev je samostojna in zadolzˇena za ustvarjanje lastnih dnevniˇskih
zapisov. Za pregled nad vsemi dnevniˇskimi zapisi v celotnem sistemu se upo-
rablja tehnika zbiranja zapisov na enem, centralnem, delu. Razvite so tudi
naprednejˇse tehnike zaznavanja in odpravljanja napak, ki so v velikih in kom-
pleksnih sistemih vedno prisotne – odpornost na napake. Ena izmed tehnik
pri resˇevanju napak je uporaba prekinjevalcev toka (ang. circuit breaker)[28].
Dodatno so v naslednjih podpoglavjih podrobneje predstavljeni sˇe trije
mehanizmi, znacˇilni za arhitekturo mikrostoritev: spremljanje metrik, pre-
verjanje vitalnosti ter odkrivanje storitev. Ustrezno povezani v celoto pred-
stavljajo skoraj vse elementarne dele sistema, sposobnega decentraliziranega
izvajanja. Za ucˇinkovit sistem potrebujemo nacˇine kako ugotoviti, katere sto-
ritve delujejo po pricˇakovanjih ter katera izmed sodelujocˇih entitet v omrezˇju
nam lahko najhitreje ponudi odgovor na zahtevo – izvede zahtevano storitev.
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2.2.1 Spremljanje metrik
Posamezna mikrostoritev se lahko izvaja na razlicˇnih (fizicˇnih) lokacijah, na
razlicˇni strojni opremi in v vecˇ instancah. Pojavi se potreba po spremljanju
storitve in njenega obnasˇanja, kje in zakaj prihaja do izpadov ter morebitnih
dolgih odzivnih cˇasih. Vse zˇelene metrike zˇelimo shraniti na enem centralnem
mestu, jih po mozˇnosti agregirati, in tako omogocˇiti enostavno odkrivanje
napak in njihovo resˇevanje. V osnovi poznamo dva modela zbiranja metrik:
• mikrostoritev sama posˇilja metrike centralni zbirki (ang. push)
• centralna zbirka zahteva metrike od storitve (ang. pull)
Zbiranje metrik ponuja dober vpogled v obnasˇanje posameznih mikrosto-
ritev, s sabo pa prinese dodatno potrebno infrastrukturo in dodatne tezˇave
pri implementaciji [13].
Ena izmed bolj znanih storitev za zbiranje aplikacijsih metrik je Pro-
metheus, odprtokodna zbirka orodij za zbiranje in agregiranje metrik ter
obvesˇcˇanje. Projekt je bil kmalu za orkestracijskim okoljem Kubernetes pri-
druzˇen fundaciji CNCF. Prometheus metrike zahteva od storitve (nacˇin pull),
jih agregira in ob tem prozˇi morebitna opozorila. Skupaj z ogrodjem Grafana
omogocˇa celovit, tudi vizualni, vpogled v zbrane metrike [18].
2.2.2 Preverjanje vitalnosti
Pogosto se zgodi, da se mikrostoritev sˇe vedno odziva na posamezne zahtevke,
vendar ne deluje pravilno. V taksˇnih primerih je pricˇakovano obnasˇanje sis-
tema, da nedelujocˇo mikrostoritev oznacˇi kot nedosegljivo in jo nadomesti z
novo. Tu v igro vstopi koncept preverjanja vitalnosti storitev (ang. health
check), ki za vsako mikrostoritev pricˇakuje izpostavljeno dostopno tocˇko,
preko katere sistem pridobi informacije o sposobnosti storitve, da pravilno
odgovori na zahtevke. Vsaka mikrostoritev je odgovorna za preverjanje svojih
zunanjih in notranjih virov in generiranja porocˇila o trenutnem statusu po-
samezne komponente. Tipicˇni testi so preverjanje zmozˇnosti povezave na po-
datkovno bazo, dosegljivost ostalih odvisnih storitev, povezljivost z vrstami
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ipd. Poleg zunanjih odvisnosti se preveri tudi stanje gostitelja: razpolozˇljiv
prostor na disku, zasedenost CPE ipd. Nadzorna storitev periodicˇno prozˇi
zahteve na vse registrirane storitve in preverja njihove odzive. Tipicˇen ukrep
ob negativnem odzivu je zaustavitev in ponovni zagon nedelujocˇe storitve
[14].
2.2.3 Odkrivanje storitev
Ko zˇelimo od zunanje entitete pridobiti podatke oziroma prozˇiti dolocˇeno
akcijo, potrebujemo njen omrezˇni naslov (kombinacija naslova IP in sˇtevilke
vrat). Pri klasicˇnih aplikacijah, ki se izvajajo na fizicˇnih napravah, so naslovi
relativno staticˇni. Zelo malo je tudi klicev med posameznimi aplikacijami,
saj se storitve med seboj klicˇejo preko programskih klicev. V arhitekturi
mikrostoritev je omrezˇnih klicev bistveno vecˇ, ker je celotna programska lo-
gika aplikacije sestavljena iz vecˇ samostojnih storitev. Njihovo sˇtevilo se di-
namicˇno spreminja, skladno s tem tudi omrezˇni naslovi posameznih instanc.
Posledicˇno je potrebno za odjemalca vpeljati nov mehanizem, ki je zmozˇen
dinamicˇno odkriti naslove, na katerih se zˇelena storitev nahaja.
Tipicˇno za oblacˇne arhitekture je, da se odkrivanje storitev realizira s
pomocˇjo centralnega registra. Storitve se ob pricˇetku izvajanja registrirajo.
Odjemalna aplikacija ob potrebi po dostopu do zunanje storitve na register
naslovi poizvedbo za lokacijo trenutno aktivnih instanc zˇelene storitve. Zaka-
snitev pri omrezˇnih klicih je bistveno vecˇja kot pri programskih klicih znotraj
aplikacije, zato zˇelimo visoko ucˇinkovitost poizvedb [17, 33].
2.3 Vsebniki in orkestracija
Vsebniki danes nadomesˇcˇajo virtualne naprave (ang. virtual machines),
predvsem na racˇun bolj ucˇinkovite uporabe sistemskih virov in odpravlja-
njem nepotrebnih podvajanj nivojev programske opreme, predvsem na nivoju
operacijskega sistema.
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2.3.1 Tehnologija vsebnikov
Vsebnik je samostojen, izvrsˇljiv skupek programske opreme, ki vsebuje vse
potrebne odvisnosti, orodja, knjizˇnice in nastavitve, potrebne za izvajanje.
Izvajanje kode znotraj vsebnika je na vsakem gostiteljskem okolju (Windows,
Linux, MacOS) enako. Notranji deli vsebnika so izolirani od okolice, kar od-
pravlja morebitne konflikte zaradi razlicˇnih verzij potrebnih odvisnosti. V
primerjavi z virtualnimi napravami vsebniki virtualizirajo operacijski sistem
in ne podporne strojne opreme. Z gostiteljskim sistemom in ostalimi vseb-
niki delijo jedro operacijskega sistema, vsak izmed njih v svojem naslovnem
prostoru.
Slika 2.1 prikazuje bistveno razliko med vsebniˇsko tehnologijo in tehnolo-
gijo virtualnih naprav [27].
Slika 2.1: Primerjava vsebnikov in virtualnih naprav.
2.3.2 Orkestracijska orodja
Proces prenosa in namestitve vsebnikov v izvajalno okolje je mocˇ avtomati-
zirati. Proces postaja pomembnejˇsi z rastjo sˇtevila vsebnikov in gostiteljskih
sistemov. Ta tip avtomatizacije imenujemo orkestracija, ponuja pa nam vrsto
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funkcionalnosti [1]:
• upravljanje z gostiteljskim sistemom
• instanciranje vsebnikov
• upravljanje z vsebniki
• povezovanje vsebnikov preko vmesnikov
• izpostavljanje storitev zunanjim napravam
• skaliranje grucˇe vsebnikov
S pojavom in razsˇiritvijo vsebniˇske tehnologije so se pojavila tudi sˇtevilna
orodja za orkestracijo. Med njimi sta najbolj poznana Docker Swarm in
Kubernetes. Vsako izmed nasˇtetih orodij orkestracijo resˇuje na svoj nacˇin,
Kubernetes je trenutno eno izmed najbolj razsˇirjenih orodij. Njegove glavne
funkcionalnosti so:
• avtomatizirano namesˇcˇanje in repliciranje vsebnikov
• skaliranje
• porazdeljevanje dela (ang. load balancing)
• progresivno namesˇcˇanje posodobitev
• odpornost na napake in odpovedi vsebnikov s samodejnimi ponovnimi
zagoni
• kontrolirano izpostavljanje notranjega omrezˇja zunanjim storitvam
Glavni sestavni deli Kubernetesa [1]:
• grucˇa (ang. cluster): zbirka enega ali vecˇ strezˇnikov (ang. node), ki
svoje vire ponujajo nadzornemu procesu
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• strok (ang. pod): skupina vsebnikov in pripadajocˇih shramb, ki so
dodeljene enemu gostitelju. Predstavljajo osnovno enoto Kubernetesa,
znotraj stroka si procesi delijo lokalni omrezˇni naslovni prostor.
• oznake (ang. labels): dodeljene oznake posameznim entitetam, ki
omogocˇajo upravljanje z njimi v skupini
• storitve: skrbijo za osnovno dodeljevanje dela in izpostavljajo stroke
zunanjemu svetu.
Slika 2.2 prikazuje osnovno shemo Kubernetes grucˇe.
Slika 2.2: Kubernetes grucˇa [25].
V tem poglavju smo pregledali arhitekturo mikrostoritev ter jo primerjali
s klasicˇno monolitno zasnovo aplikacij. Opisali smo tipicˇne vzorce in teh-
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nike ter orodja, ki se uporabljajo pri tej arhitekturi. V naslednjem poglavju
bomo pregledali tehnologijo verizˇenja podatkovnih blokov, kar bo osnova za
realizacijo glavnega cilja diplomske naloge – arhitekture za decentralizirano
izvajanje mikrostoritev.
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Poglavje 3
Tehnologija verizˇenja
podatkovnih blokov in
decentralizacija
Tehnologija verizˇenja podatkovnih blokov je v svetu racˇunalniˇstva uveljavila
koncept decentralizacije. Pri decentralizaciji gre za skupek povezanih enti-
tet, ki so med sabo neodvisne, med njimi je omogocˇena interakcija, vsaka
med njimi pa hrani svojo lokalno kopijo trenutnega stanja omrezˇja. Lokalno
shranjeno stanje omrezˇja pri entiteti se mora ujemati z vsemi ostalimi stanji
udelezˇencev v omrezˇju. Udelezˇenec lahko stanje omrezˇja spreminja le v pri-
meru, da se z zˇelenimi spremembami strinja zadosten delezˇ vseh udelezˇencev
(obicˇajno vecˇina). V kolikor temu ni tako, se spremembe ne shranijo oziroma
se razveljavijo.
Izvajanje aplikacijske poslovne logike uvrsˇcˇamo med nivo hrambe podat-
kov in nivo uporabniˇskega vmesnika. Decentralizirano hrambo podatkov da-
nes zˇe poznamo, od tu pa gradimo in razmiˇsljamo naprej, v smeri decen-
tralizacije poslovne logike. V tem poglavju bomo predstavili tehnologijo in
osnovne ideje, ki omogocˇajo porazdeljeno hrambo podatkov. Koncepti pri
decentralizirani hrambi podatkov predstavljajo osnovo in odskocˇno desko za
decentralizirano izvajanja poslovne logike. Podatkovni bloki nam omogocˇajo
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trajno in nespremenljivo sklepanje ter zapis dogovorov o podrobnostih izva-
janja, kar je nujno za zanesljiv sistem taksˇnih storitev.
Verizˇenje podatkovnih blokov je peer-to-peer porazdeljena podatkovna
shramba, dosezˇena s soglasjem, sistemom pametnih pogodb ter drugih po-
mozˇnih tehnologij [5]. Osrednja komponenta sistema je glavna knjiga (ang.
ledger), ki belezˇi vse akcije (transakcije), izvedene na omrezˇju [7]. Entiteta, ki
transakcijo izvede, le-to podpiˇse s svojim privatnim kljucˇem. Skupek tran-
sakcij tvori podatkovni blok, bloki se med seboj povezujejo v podatkovno
verigo. Posamezne cˇlene verige med seboj povezuje zgosˇcˇevalna funkcija, na
vhod katere postavimo zgosˇcˇeno vrednost trenutnega in prejˇsnjega bloka. Po-
datkovno verigo je mocˇ vedno le podaljˇsevati, trenutno veljavno in resnicˇno
stanje omrezˇja je trenutno najdaljˇsa serija blokov. Celotna veriga blokov je
replicirana na vsaki sodelujocˇi entiteti. Slika 3.1 shematsko prikazuje podat-
kovno verigo.
Slika 3.1: Podatkovna veriga
Kombinacija teh pristopov omogocˇa, da nobena izmed sodelujocˇih entitet
ne more spreminjati zˇe zapisanih blokov. Napad na omrezˇje je mozˇen le s
prevzemom vecˇ kot polovice vseh sodelujocˇih entitet v omrezˇju, ki bi potrje-
vale resnicˇnost ponarejenih transakcij in scˇasoma sestavile daljˇso podatkovno
verigo, ki bi obveljala kot trenutna resnica. Taksˇnemu okolju lahko zaupamo,
brez centralne avtoritete, ki bi ji zaupali vsi sodelujocˇi.
Za interakcijo z glavno knjigo in zapisovanje novih informacij omrezˇje
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uporablja t. i. pametne pogodbe. To je del programske kode, ki se lahko
odziva na dogodke v omrezˇju, izvede zapisano poslovno logiko, ter ustvarja
nove transakcije [7].
V nadaljevanju tega poglavja se bomo posvetili osnovnim konceptom ter
predstavili posebnosti dveh implementacij te tehnologije – omrezˇji Ethereum
in Hyperledger Fabric. Osredotocˇili smo se predvsem na ti dve, ker do resˇitve
problema pristopata z nasprotnih bregov. Prva resˇitev predpostavlja popol-
noma javno omrezˇje, kjer so identitete uporabnikov neznane, druga svoje
prednosti gradi na predpostavki popolnega zaupanja med sodelujocˇimi iden-
titetami. V zˇelji zgraditi sistem, ki bo omogocˇal decentralizirano izvajanje
storitev in preprecˇeval morebitne poneverbe izvedbe posameznih operacij,
hkrati pa zagotavljal popolnoma anonimnost udelezˇencev, je verjetno smi-
selno uporabiti nekaksˇno fuzijo obeh pristopov.
3.1 Razlaga osnovnih konceptov
3.1.1 Porazdeljena glavna knjiga
V osrcˇju tehnologije podatkovnih blokov je porazdeljena glavna knjiga, ki
hrani zapise o vseh transakcijah, izvedenih na omrezˇju. Glavna knjiga je
replicirana na vseh entitetah v omrezˇju, ki med sabo sodelujejo in skrbijo
za vzdrzˇevanje. Informacije se v glavno knjigo dodajajo z uporabo kripto-
grafskih tehnik, ki zagotavljajo, da je vsaka zapisana transakcija trajna in
nespremenljiva. V glavno knjigo lahko podatke le dodajamo, brisanje in po-
pravljanje obstojecˇih transakcij ni mozˇno. To omogocˇa enostavno preverjanje
izvora informacije, od tu tudi drugo poimenovanje za tehnologijo podatkov-
nih blokov kot sistem dokazovanja (ang. system of proof) [7]. Vsak morebitni
napadalec bi moral spremeniti vse naslednike bloka, ki ga zˇeli spremeniti, ter
to pocˇeti hitreje kot vsi preostali udelezˇenci skupaj [32].
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3.1.2 Pametne pogodbe
Pametne pogodbe omogocˇajo nadzorovan dostop in interakcijo z glavno knjigo.
So osnovni mehanizem za enkapsulacijo informacij in njihovo preprosto vzdrzˇe-
vanje preko omrezˇja. Poleg tega omogocˇajo tudi dolocˇeno stopnjo samodejno-
sti, kot je izvrsˇevanje transakcij brez cˇlovesˇkega posredovanja. V primerjavi s
tradicionalnimi pogodbami nam pametne pogodbe zagotavljajo viˇsjo stopnjo
varnosti in zmanjˇsujejo dodatne strosˇke, ki so povezani z njihovim izvajanjem
[29]. Leta 1996 je Nick Szabo prvicˇ uporabil izraz pametna pogodba: Sam
imenujem novodobne pogodbe pametne pogodbe, ker so uporabnejˇse kot nji-
hove papirne razlicˇice. Pametna pogodba namrecˇ vsebuje digitalno dolocˇena
zagotovila in protokole, ki jim sledijo vse pogodbene stranke [36, 30].
Na sliki 3.2 je prikazan osnovni potek interakcije pametne pogodbe z
glavno knjigo.
3.1.3 Soglasje
Proces sinhronizacije glavne knjige v omrezˇju je imenovan soglasje (ang. con-
sensus). Zagotavlja, da se glavna knjiga posodobi le takrat, ko so tran-
sakcije in podatkovni bloki potrjeni s strani zaupanja vrednih udelezˇencev
omrezˇja. Glavna knjiga se posodobi tako, da vsi udelezˇenci omrezˇja izvedejo
enake (zapisane) transakcije v istem vrstnem redu. Slika 3.3 prikazuje primer
dosezˇenega soglasja.
3.1.4 Izvajalna okolja glede na zaupanje med udelezˇenci
V grobem lahko, glede na stopnjo zaupanja, locˇimo dva tipa izvajalnih oko-
lij, ki ga udelezˇenci delijo med seboj. Imamo omrezˇje, kjer so udelezˇenci
vnaprej znani, identificirani s strani tretje osebe, ki ji zaupajo vsi sodelujocˇi.
Interakcije med njimi so varne v smislu prevzemanja odgovornosti. Morebi-
tna sˇkodozˇeljnost udelezˇenca je enostavno kaznovana zaradi fizicˇno overjenih
oseb (pravnih ali fizicˇnih).
V javnih okoljih teh ugodnosti ne uzˇivamo. V omrezˇju lahko sodeluje
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Slika 3.2: Interakcija pametne pogodbe z glavno knjigo [7].
kdorkoli in to povsem anonimno, med udelezˇenci tako privzeto velja nacˇelo
nezaupanja. Zaupa se le stanju celotne najdaljˇse podatkovne verige. Tipicˇno
so za potrjevanje blokov in novih transakcij uporabljene kriptovalute, prido-
bljene s t. i. postopkom rudarjenja. Kriptovalute (ang. cryptocurrencies)
predstavljajo placˇilno sredstvo za opravljeno racˇunsko delo entitete, ki po-
trjuje opravljeno transakcijo. Ta omrezˇja vecˇinoma temeljijo na Byzantine
Fault-Tolerance (BFT) [7, 31]. Byzantine Fault-Tolerance je algoritem za
dosego soglasja med sodelujocˇimi entitetami, med katerimi ne velja nacˇelo
zaupanja in predpostavlja nezanesljiv prenosni medij.
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Slika 3.3: Dosezˇeno soglasje v omrezˇju [7].
3.1.5 Zasebnost in zaupnost
Javne podatkovne verige so replicirane na vseh sodelujocˇih entitetah, kar
prinasˇa transparentnost, obenem pa poslovnim subjektom onemogocˇa ucˇinko-
vito sklepanje dodatnih ugodnosti, aneksov ipd. s poslovnimi partnerji. Ena
od mozˇnih resˇitev problema bi bila sˇifriranje podatkov, ki pa v tem primeru
ni najbolj primerno in varno. Vsak izmed sodelujocˇih ima dostop do ce-
lotne glavne knjige, kar omogocˇa napade s silo nad sˇifriranimi podatki. V
nadaljevanju predstavljeno omrezˇje Fabric tu vpeljuje koncept kanalov. Ti
predstavljajo logicˇno grupiranje posameznih entitet in omejujejo dostop do
pametnih pogodb in glavne knjige na posameznem kanalu [7].
V nadaljevanju bomo predstavili omrezˇji Ethereum in Hyperledger Fabric.
Prvo je predstavnik javnega omrezˇja, podatkovna veriga se v celoti replicira
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na vse sodelujocˇe udelezˇence, katerih identitete niso preverjene. Hyperledger
Fabric zaupnost naslavlja drugacˇe in zˇeli zagotoviti preverljivo identiteto po-
sameznega udelezˇenca v omrezˇju, najvecˇkrat vezano na fizicˇno identiteto. Ta
razlika v zasnovi za seboj prinese dodatne mehanizme preverjanja v omrezˇju
Ethereum, ki pri omrezˇju Hyperledger Fabric niso nujno potrebna.
3.2 Ethereum
Ethereum je decentralizirana platforma, ki izvaja pametne pogodbe (ang.
smart contracts) – aplikacije. Platforma je osnovana na verigi podatkovnih
blokov, ki omogocˇa reprezentacijo in prenos vrednosti. Ethereum si lahko
predstavljamo kot svetovni racˇunalnik, izvajanje programske kode pa poteka
na vseh sodelujocˇih racˇunalnikih. Pametne pogodbe ponujajo mozˇnost inte-
rakcije s podatkovno verigo, dolocˇeni deli kode pa se izvajajo le pod vnaprej
programiranimi pogoji [3]. Vsaka interakcija s podatkovno verigo je prever-
ljiva in ponovljiva, omrezˇje pa zahteva vecˇinsko potrjevanje spremembe, ki jo
zˇelimo zapisati v verigo. Potrjevanje transakcij je podrobneje predstavljeno
v podpoglavju 3.2.3.
Stanje v omrezˇju Ethereum dolocˇajo objekti, znani kot uporabniˇski racˇuni
(ang. accounts). Vsak racˇun sestavlja 20 bajtov dolg naslov, prenos sred-
stev in informacij med racˇuni pa predstavlja spremembo trenutnega stanja.
Uporabniˇske racˇune sestavljajo sˇtiri polja [3]:
• sˇtevec (ang. nonce), ki preprecˇuje podvajanje transakcij
• trenutno stanje Ethra (ang. ether balance) trenutna kolicˇina
ethra v lasti racˇuna
• pogodbena koda (ang. contract code) opcijsko polje
• shramba (ang. storage) privzeto prazno
Ether je interno placˇilno sredstvo v omrezˇju. Uporablja se kot nado-
mestilo za izvrsˇevanje transakcij. Ethereum pozna dva tipa uporabniˇskih
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entitet: zunanje (ang. externally owned), dolocˇene s privatnimi kljucˇi, in
pogodbene (ang. contract accounts), dolocˇene s kodo. Zunanji racˇuni ne
obvladujejo kode, z ostalimi entitetami v omrezˇju pa lahko komunicirajo
preko digitalno podpisanih transakcij. Pametne pogodbe so entitete, ki se v
omrezˇju odzivajo na vnaprej dolocˇena sporocˇila: izvedejo del logike, berejo
in piˇsejo v glavno knjigo, oziroma posˇljejo novo sporocˇilo v omrezˇje [3].
3.2.1 Komunikacija med entitetami
V omrezˇju obstajata dva nacˇina komunikacije: transakcije (ang. transac-
tions) in sporocˇila (ang. messages). Transakcije so podpisani podatkovni
bloki, ki jih ustvarijo zunanji uporabniˇski racˇuni. Sestavni deli transakcije
so:
• prejemnik
• podpis posˇiljatelja
• kolicˇina prenesenega ethra
• podatki (opcijsko)
• najvecˇje dovoljeno sˇtevilo izvedenih racˇunskih operacij (ang. STAR-
TGAS)
• cena posamezne racˇunske operacije (ang. GASPRICE)
Sporocˇila so namenjena interni komunikaciji med pametnimi pogodbami.
So le navidezni objekti, ki obstajajo izkljucˇno v izvajalnem okolju. Sestavlja
jih [3]:
• posˇiljatelj
• prejemnik
• kolicˇina prenesenega ethra
• najvecˇje dovoljeno sˇtevilo izvedenih racˇunskih operacij (ang. STAR-
TGAS)
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3.2.2 Solidity
Solidity je jezik, v katerem ustvarjalci omrezˇja Ethereum priporocˇajo imple-
mentacije pametnih pogodb. Je visoko nivojski jezik, precej podoben Java-
Scriptu in namenjen izvajanju na navideznem stroju Ethereum (EVM). Med
konstrukti jezika najdemo dedovanje, knjizˇnice, uporabniˇsko dolocˇene tipe
in ostale visokonivojske konstrukte. Namensko orodje za razvoj pametnih
pogodb je trenutno le eno, poznano pod imenom Remix IDE, dostopno pa je
tudi v spletni razlicˇici [19].
3.2.3 Navidezni stroj Ethereum
Navidezni stroj je glavna abstrakcija celotnega omrezˇja. Je izvajalno oko-
lje za pametne pogodbe v omrezˇju Ethereum in sluzˇi kot
”
peskovnik“ za
izvajanje kode. Celotni navidezni stroj lahko predstavimo z n-terko (sta-
nje blokov, transakcija, sporocˇilo, koda, spomin, sklad, programski
sˇtevec, cena posamezne racˇunske operacije ). Stanje blokov je pred-
stavitev vseh racˇunov s trenutnim stanjem ethra in shrambe. Vsaka izvedena
operacija zmanjˇsa vrednost preostale kolicˇine plina, glede na utezˇenost po-
samezne operacije. Transakcija se zakljucˇi ob izvedbi zadnje operacije v pro-
gramu oziroma s prekinitvijo, ko porabljena sˇtevilo korakov presezˇe najvecˇjo
dovoljeno [3].
Potrjevanje in ustvarjanje blokov
Vsak blok v Ethereum verigi vsebuje kopijo vseh transakcij in zadnjega stanja
omrezˇja. Poleg tega sta v bloku zapisani tudi zaporedna sˇtevilka bloka in
zahtevnost. Postopek validacije bloka poteka sledecˇe:
1. Preveri, cˇe predhodni blok obstaja in je veljaven.
2. Preveri cˇasovni zˇig bloka – biti mora vecˇji od prejˇsnjega bloka, vendar
ne vecˇ kot 15 minut v prihodnosti.
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3. Preveri sˇtevilko bloka, zahtevnost, izvor transakcije, izvor
”
strica“ in
omejitev kolicˇine plina.
4. Preveri veljavnost opravljenega dela (ang. Proof of Work).
5. Naj bo S[0] stanje na koncu predhodnega bloka.
6. Naj bo TX seznam transakcij v bloku in n sˇtevilo transakcij v bloku. Za
vsak {i | 0, 1, . . . , n−1} je naslednje stanje S[i+1] = APPLY (S[i], TX[i]).
V primeru napake ali presezˇene omejitve kolicˇine plina na blok (ang.
GASLIMIT), vrni napako.
7. Naj SFINAL = S[n]. Nagrada za najden blok se izplacˇa samo najditelju.
8. Preveri, da je vrhnje vozliˇscˇe Merklovega drevesa stanja SFINAL enaka
koncˇnemu stanju v bloku. V tem primeru je blok veljaven.
Koda je izvedena s strani vseh sodelujocˇih entitet v omrezˇju [3].
3.3 Hyperledger
Hyperledger je druzˇina odprtokodnih projektov, namenjenih razvoju tehno-
logije verizˇenja podatkovnih blokov. Projekt deluje pod okriljem organizacije
The Linux Foundation v sodelovanju s skupnostjo. Med prvimi in najbolj
znanimi izmed Hyperledger projektov je Hyperledger Fabric, prvotno razvit
v podjetjih IBM in Digital Asset. Pod okrilje projekta Hyperledger spadajo
sˇe Sawtooth, Iroha, Burrow ter Indy. Vsak izmed projektov na svoj nacˇin
resˇuje izzive s podrocˇja podatkovnih verig oziroma naslavlja ozko problem-
sko domeno. Kot primer: projekt Indy se ukvarja s problematiko spletne
identitete uporabnika [5]. Trenutno najbolj znana in razsˇirjena platforma je
Fabric, v cˇasu pisanja dostopna v razlicˇici 1.1. Od ostalih podobnih projek-
tov se locˇi predvsem s konceptom privatnih omrezˇji, pri katerih je sodelovanje
omejeno s sistemom dovoljenj. Omogocˇa modularno izbiro nacˇina soglasja in
ga je mocˇ prilagajati zahtevam poslovnih uporabnikov [6].
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3.3.1 Fabric
Hyperledger Fabric je v sami zasnovi namenjen poslovni uporabi. Omogocˇa
modularno in prilagodljivo arhitekturo, podobno kot ostale implementacije
tehnologije verizˇenja blokov pozna tudi pametne pogodbe, tu imenovane
”
chaincode“. Pametne pogodbe se izvajajo znotraj vsebnikov Docker in
omogocˇajo implementacijo v poljubnem splosˇnonamenskem programskem je-
ziku. Drugacˇen je tudi postopek izvedbe transakcije.
Celotno omrezˇje je zasnovano na predpostavki (delnega) zaupanja med
sodelujocˇimi entitetami, kar ga razlikuje od javnih omrezˇij. Enostavna je
menjava implementacije protokola za doseganje soglasja, implementiranih
bodisi na osnovi resˇevanja napak ob odpovedi (ang. Crash Fault Tolerant –
CFT) ali bizantinske odpornosti na napake (ang. Byzantine Fault Tolerance
– BFT). Za samo delovanje ne potrebuje kriptovalute, potrjevanje transakcij
in blokov pa ni nujno izvedeno s strani vseh sodelujocˇih ampak le dolocˇene
podmnozˇice. V teoriji nam omogocˇa paralelizacijo in posledicˇno viˇsjo zmo-
gljivost celotnega omrezˇja [7].
Modularnost
Omrezˇje sestavlja sˇest osnovnih komponent, ki jih je mocˇ poljubno menjati
[7]:
1. Urejevalnik (ang. ordering service).
2. Upravitelj cˇlanstva (ang. membership service) – povezuje zunanje en-
titete z njihovimi kriptografskimi predstavitvami.
3. P2P gossip protocol - opcijski.
4. Pametne pogodbe (chaincode) - procesno izolacijo zagotavlja izvajanje
znotraj vsebnikov Docker. Onemogocˇen je neposreden dostop do glavne
knjige.
5. Sistem za upravljanje podatkovne baze (ang. DBMS).
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6. Zamenljiva politika potrjevanja in validiranja.
Pametne pogodbe
Pametne pogodbe so delcˇki programske kode, ki se izvajajo kot distribui-
rane aplikacije. Tri glavne znacˇilnosti teh aplikacij so: veliko sˇtevilo socˇasno
izvajanih pametnih pogodb, dinamicˇno dodajanje v omrezˇje in v osnovi ne-
vrednost zaupanja. Obstojecˇi nacˇini izvajanja pogodb so umesˇcˇeni v arhitek-
turo uredi-izvedi. Za njih je znacˇilno, da transakcije validirajo in sekvencˇno
uredijo, temu pa sledi propagacija potrjenih blokov po omrezˇju. Vsaka so-
delujocˇa entiteta nato transakcije izvede v tem vrstnem redu. Za enolicˇen
nacˇin sekvencˇnega izvajanja tu nastane potreba po novem, deterministicˇnem
programskem jeziku. En izmed predstavnikov je programski jezik za progra-
miranje pogodb v omrezˇju Ethereum, Solidity. Ker je vsaka izmed transakcij
izvedena s strani vsake entitete, to predstavlja veliko porabo razpolozˇljivih
virov ter omejuje skaliranje ter ucˇinkovitost izvajanja [7].
Fabric pametne pogodbe izvaja po arhitekturi izvedi-uredi-validiraj. Vsaka
transakcija je najprej izvedena, s cˇimer se preveri njeno pravilnost. Nato je
urejena glede na protokol za doseganje soglasja. Ob koncu je transakcija
validirana s strani za to pooblasˇcˇenih zunanjih entitet. Tu v igro vstopi do-
mensko specificˇna politika potrjevanja. Slednje prinasˇa potencialno velike
performancˇne prihranke [7].
3.4 Tehnologija verizˇenja podatkovnih blokov
v kontekstu decentraliziranega izvajanja
Decentralizirana hramba podatkov je osnova, na kateri je primerno graditi in
osnovati sisteme sposobne decentraliziranega izvajanja. Raziskave in tehnike
uporabe kriptografskih in drugih protokolov, ki zagotavljajo nespremenljivost
podatkov in v praksi preprecˇujejo njihovo ponarejanje, lahko apliciramo nivo
viˇsje, na nivo poslovne logike. Pametne pogodbe lahko primerjamo s shra-
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njenimi procedurami in prozˇilci v sistemu za upravljanje podatkovne baze.
Poslovna logika je kompleksnejˇsa in decentralizirane storitve se izvajajo na
podoben princip kot trenutne storitve, le okolje v katerem se izvajajo je de-
centralizirano. Za decentralizirano izvajanje moramo decentralizirati vsako
izmed komponent, ki sestavljajo trenutne centralizirane sisteme. Poleg tega
moramo zagotoviti tudi preverljivost samega izvajanja, podobno kot pri pa-
metnih pogodbah. Trenutno znamo varno hraniti podatke na tisocˇe napravah
ter hkrati zagotavljati njihovo pristnost. Zamisel o decentraliziranem registru
smo osnovali prav na tej lastnosti, kar je podrobneje razlozˇeno v poglavju 4.
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Poglavje 4
Decentralizirano izvajanje
mikrostoritev
Izvajanje storitev v oblaku s sabo prinasˇa kar nekaj prednosti, kot so sa-
modejno skaliranje posamezne storitve glede na trenutne zahteve in potrebe.
Racˇunalniˇski oblak je abstrakcija, ki za seboj skriva ogromne podatkovne in
racˇunske centre. Ti so v vecˇini v lasti velikih korporacij, prednjacˇijo Ama-
zon, Google in Microsoft. Odvisnost od ponudnika racˇunalniˇskega oblaka
zna biti problematicˇna. Pri menjavi ponudnika nastopijo tezˇave pri prenosu
storitev med okolji, dostopnost storitev je delno odvisna tudi od tretje osebe.
Napaka v sistemu lahko povzrocˇi vecˇurno nedostopnost nasˇih storitev. Nav-
kljub skrbi, ki jo ponudniki posvecˇajo vzdrzˇevanju stalne dosegljivosti, od
zadnjega odmevnejˇsega primera mineva le dobro leto in pol [24].
Cilj diplomske naloge je decentralizirati izvajanje storitev. Vsaka sode-
lujocˇa entiteta v omrezˇju lahko, pod dolocˇenimi pogoji, izvaja katerokoli
izmed nabora razpolozˇljivih storitev. Storitve bomo v nadaljevanju nasla-
vljali z dApi (kot okrajˇsava za decentraliziran API). Prednost, ki jo prinasˇa
decentralizirano izvajanje poslovne logike, je prakticˇno nemogocˇ napad za-
vrnitve storitve (DOS) in porazdeljen napad zavrnitve storitve (DDOS). V
omenjenih napadih je napadalec zmozˇen posamezno sodelujocˇo entiteto v
omrezˇju obremeniti do te mere, da le ta preneha z izvajanjem dolocˇene stori-
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tve. Decentraliziran sistem bi v primeru prenehanja izvajanja storitve na eni
entiteti izvajanje dodelil drugi. Postopek bi moral biti za koncˇnega uporab-
nika omrezˇja transparenten. S tehnologijo podatkovnih blokov bi bilo mocˇ
posamezne klice storitev tudi financˇno ovrednotiti. Trenutno je potrebnih
vecˇ klicev, ki najprej izvedejo samo poslovno logiko aplikacije, temu pa sledi
klic, ki izvede sˇe financˇno transakcijo. Podatkovna veriga nam omogocˇa, da
klice storitev opremimo s financˇnimi podatki in ob uspesˇni izvedbi izvajalca
sistem samodejno nagradi.
V nadaljevanju diplomskega dela so predstavljeni osnovni koncepti resˇitve
registracije in odkrivanja storitev v decentraliziranem okolju. Odkrivanje
storitev v decentraliziranem okolju igra pomembno vlogo, podobno kot pri
storitvah, ki se izvajajo v oblacˇnih sistemih. Poleg te komponente za polno
delujocˇ sistem potrebujemo sˇe dodatne mehanizme, ki bodo preverjali pra-
vilnost izvajanja, zbirali metrike in porazdeljevali delo. Predstavljena resˇitev
tako prispeva le del funkcionalnosti koncˇnega sistema, ki bo omogocˇal decen-
tralizirano izvajanje.
4.1 Problem zaupanja nevrednega omrezˇja
Izvajanje storitev na poljubni napravi v omrezˇju prinasˇa problem zagotavlja-
nja pravilnosti izvajanja. V zasebnih omrezˇjih so sodelujocˇe entitete vnaprej
znane in njihove digitalne identitete overjene s strani tretje osebe, ki uzˇiva
zaupanje vseh sodelujocˇih strank. Kot primer, za pridobitev digitalnega cer-
tifikata za fizicˇno osebo, se mora le-ta zglasiti na za to pooblasˇcˇeni enoti,
ki opravi postopek overjanja. Na ta nacˇin pridobimo vez med digitalno in
fizicˇno identiteto, vsaka morebitna zloraba v digitalnem okolju prinasˇa kazen-
sko odgovornost v realnem svetu. V zˇelji po popolni decentralizaciji zˇelimo
odpraviti potrebo po posredniku. Na podatkovnem nivoju tu v igro vsto-
pajo algoritmi za dosego soglasja, edino resnico na omrezˇju pa predstavlja
najdaljˇsa podatkovna veriga. Pri decentraliziranem izvajanju moramo, poleg
verodostojnosti podatkov, zagotoviti tudi verodostojnost in zanesljivost izva-
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janja zapisane programske logike. Problem, ki ga na specificˇen nacˇin resˇuje
omrezˇje Hyperledger Sawtooth [23], je potrebno posplosˇiti in pripraviti za
uporabo na poljubni strojni in programski opremi.
4.2 Odkrivanje storitev v decentraliziranem
okolju
Odkrivanje storitev je v arhitekturi mikrostoritev pomembno zaradi ogromno
razlicˇnih vrst storitev, ki so vecˇkrat replicirane, zˇivljenjska doba posamezne
replike pa je precej kratka. Staticˇno kodiranje naslovov odvisnih storitev je
neprimerno, zato potrebujemo mehanizem dinamicˇnega odkrivanja trenutno
aktivnih storitev. V centraliziranih sistemih je problem resˇen z uporabo
centralnega registra storitev (etcd, Consul, ZooKeeper).
Predlagan sistem za odkrivanje storitev v decentraliziranem okolju sesta-
vljajo naslednji mehanizmi:
• Registracija aplikacije
• Registracija izvajalcev
• Registracija dApija
• Odkrivanje storitev
Registracija in odkrivanje storitve je uporaba zˇe znanih konceptov, pre-
nesenih v okolje, kjer vlogo registra storitev prevzema porazdeljena glavna
knjiga. Dodatno smo uvedli sˇe registracijo aplikacije, ki je pripravljena
na izvajanje v decentraliziranem omrezˇju in registracijo izvajalcev. Slednja
omogocˇa lastniˇstvo vecˇ izvajalnih naprav eni posamezni identiteti.
4.2.1 Registracija aplikacije
Omrezˇje za izvajanje decentraliziranih storitev je javno, kdorkoli lahko objavi
in ponudi novo aplikacijo. Izvorno kodo oziroma izvrsˇljivo datoteko aplikacije
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shranimo v decentralizirano shrambo. Temu sledi zapis podatkov (ime, ver-
zija, izvajalno okolje...) o aplikaciji v glavno knjigo. Ob uspesˇni registraciji
omrezˇje prozˇi dogodek s podatki o novi aplikaciji. Izvajalci, ki se registri-
rajo na te dogodke, lahko takoj pricˇnejo z izvajanjem, cˇe se za to odlocˇijo,
oziroma jim je izvajanje dodeljeno s strani omrezˇja. Razporejanje opravil in
izvajanja po omrezˇju sta stvar prihodnjih raziskav. Preprost diagram poteka
je prikazan na sliki 4.1.
Slika 4.1: Registracija nove aplikacije.
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4.2.2 Registracija izvajalcev
Vsaka identiteta lahko upravlja z vecˇ izvajalnimi enotami. Ta pristop omogocˇa
enemu uporabniˇskemu racˇunu pripis vseh nagrad, ki si jih prisluzˇi mnozˇica
izvajalcev. Podatki, ki se o posameznem izvajalcu zabelezˇijo, so: lastnik
(ang. account), unikatna sˇtevilka izvajalca (id) in naslov, preko katerega je
izvajalec dosegljiv. Izvajalcu se lokalno nastavi omejitve glede porabe sis-
temskih virov, ki jih lastnik nameni decentraliziranemu izvajanju storitev.
Postopek je shematsko prikazan na sliki 4.2.
Slika 4.2: Postopek registracije izvajalcev.
4.2.3 Registracija izvajanja dApija
Ob zahtevi za pricˇetek izvajanja aplikacije, predhodno registrirane v omrezˇju,
se pricˇne postopek pridobivanja informacij o zˇelenem dApiju. Iz registra
se pridobi podatke o imenu, verziji, lastniku in lokaciji shrambe aplikacije.
Izvorno kodo oz. izvrsˇljivo datoteko dApija se pridobi iz omrezˇja, po potrebi
jo nadzorni proces za izvajanje dApijev prevede in zazˇene. Storitev sama
ob inicializaciji poskrbi za registracijo v registru (glavna knjiga). Zabelezˇi
se podatke o izvajalcu in dApiju, ki je pricˇel z izvajanjem. Gre za najbolj
kompleksen del registracije, shematsko je prikazan na sliki 4.3.
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Slika 4.3: Postopek registracije izvajanja storitve.
4.2.4 Odkrivanje dApijev
Zˇelen dApi, pod pogojem da se v omrezˇju izvaja, pridobimo z enostavno
poizvedbo v glavni knjigi. Med razpolozˇljivimi izvajalci odjemalec izbere
enega, pridobi podatke o lokaciji izvajanja in izvede klic (slika 4.4). Od
tu naprej komunikacija med storitvami poteka preko izbranega protokola
(REST, gRPC, event driven itd.).
Slika 4.4: Postopek odkrivanja.
Odjava dApija predstavlja tezˇji del naloge, ker ni centralnega procesa, ki
bi bdel nad registriranimi dApiji in preverjal njihovo dosegljivost. V cen-
traliziranem sistemu register storitev skrbi za seznam aktivnih storitev in
registrirane storitve spremlja, ter jih ob neodzivnosti odstrani iz seznama.
Glavna knjiga, ki tu predstavlja register storitev, ni samostojen proces, ki
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bi vzdrzˇeval aktualen seznam aktivnih storitev. Potrebno bo dodatno razi-
skovalno delo, kako ucˇinkovito odjaviti storitev, podobno kot je to resˇeno pri
trenutno uporabljenih registrih (etcd, Consul, ZooKeeper). Mozˇne resˇitve so
nakljucˇno preverjanje storitev s klicem vnaprej dogovorjene dostopne tocˇke
oziroma periodicˇno preverjanje s strani za to dolocˇenih entitet. Za odjavo
posamezne storitve je tako zaenkrat odgovoren nadzorni proces.
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Poglavje 5
Implementacija predlagane
resˇitve
V okviru razvoja celostnega ogrodja za decentralizirano izvajanje mikrosto-
ritev smo se osredotocˇili le na osnovne funkcionalnosti registra storitev –
registracijo aplikacije, registracijo izvajalcev, registracijo ter odkrivanje dA-
pija. Polno delujocˇ register sestavljajo sˇe preverjanje odzivnosti storitev in
posodabljanje stanja registra, kar v trenutni razlicˇici projekta ni podprto.
Slika 5.1: Arhitekturna shema resˇitve.
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Na sliki 5.1 je prikazana shema predlagane resˇitve. Osrednji del omrezˇja
je nadzorni proces – dApi manager, ki dostopa do glavne knjige, decentrali-
zirane shrambe in upravlja z dApiji, ki jih gostitelj izvaja. Nadzorni proces
v trenutni razlicˇici podpira upravljanje z vsebniki Docker. Aplikacije, ki so
na voljo za izvajanje, so shranjene na datotecˇni shrambi IPFS, podporna po-
datkovna veriga je na omrezˇju Ethereum. Posamezne komponente sistema
so podrobneje opisane v nadaljevanju.
5.1 Nadzorni proces
Nadzorni proces za izvajanje decentraliziranih storitev (dApijev) skrbi za:
• registracijo novih storitev v omrezˇje,
• prenos izvrsˇljivih datotek v in iz omrezˇja,
• zagon, zaustavitev in upravljanje storitev.
Komunikacija z nadzornim procesom trenutno poteka preko aplikacijskega
vmesnika REST, v nacˇrtu pa je implementacija vmesnikov za konzolni nadzor
ter podpora novejˇsim komunikacijskim protokolom kot so gRPC, Apache
Trift in podobni. Nadzorni proces se izvaja na gostiteljski napravi.
Za registracijo nove aplikacije nadzornemu procesu podamo pot do slike
vsebnika Docker. Sistem poskrbi za distribucijo slike v omrezˇje IPFS in po-
datke o storitvi doda v shrambo pogodbe na omrezˇju Ethereum. Ob uspesˇni
registraciji se sprozˇi dogodek, ki sodelujocˇe izvajalce obvesti o novi aplika-
ciji, pripravljeni za izvajanje. Te se na dogodek lahko odzovejo z zahtevo
za pricˇetek izvajanja dApija. Trenutno je izvajanje novega dApija potrebno
sprozˇiti rocˇno, ko bo pripravljen modul za razporejanje opravil, bo postopek
v celoti avtomatiziran. Zˇeleno aplikacijo se pridobi iz omrezˇja IPFS, sliko
vsebnika se nalozˇi v izvajalno okolje Docker in zazˇene. dApi sam poskrbi za
registracijo in odkrivanje ostalih storitev v omrezˇju.
Implementacijo nadzornega procesa za dApije smo izvedli z uporabo ogro-
dja KumuluzEE. KumuluzEE je odprtokodno ogrodje za razvoj mikrostoritev
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s tehnologijami Java EE. Ogrodje nam omogocˇa enostaven prehod iz monoli-
tne arhitekture v arhitekturo mikrostoritev [11]. Izvajanje storitve se izvede
preko konfiguracijske datoteke, ki smo jo za potrebe decentraliziranega izva-
janja dopolnili (5.1):
dapi−manager :
s t o rage :
remote :
type : i p f s
l o c a t i o n : / ip4 / 1 2 7 . 0 . 0 . 1 / tcp /5001
l o c a l :
downloadFolder : download
execut ion :
managers :
− type : docker
connect ion : tcp : / / 1 9 2 . 1 6 8 . 9 9 . 1 0 0 : 2 3 7 6
t l s : t rue
c e r t i f i c a t e −path : /path/ to / c e r t i f i c a t e
ins tance−l i m i t : 10
b lockcha in :
p rov ide r : ethereum
host : http : / / 1 2 7 . 0 . 0 . 1 : 8 5 4 5
account : /path/ to / w a l l e t
password : password
Izsek 5.1: Razsˇiritev konfiguracijske datoteke
Konfiguracijo sestavljajo osnovni podatki, potrebni za delovanje nadzor-
nega procesa. Podana je pot do decentralizirane in lokalne shrambe, naslov
izvajalnega okolja za vsebnike ter naslov procesa, ki izvaja protokol Ethe-
reum.
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5.2 Decentralizirana shramba
Izvrsˇljive datoteke oziroma slike vsebnikov storitve je potrebno shraniti na
nacˇin in lokacijo, kjer bodo dostopne vsem sodelujocˇim entitetam v omrezˇju.
Podobno, kot zˇelimo izvajanje storitev decentralizirati, zˇelimo poskrbeti tudi
za decentralizirano shrambo. V implementaciji smo uporabili shrambo IPFS.
Gre za projekt, osnovan na omrezˇju Ethereum, glavni cilj pa je shranjeva-
nje datotek v porazdeljeni shrambi. Dostop do datotek poteka prek omrezˇja
P2P, protokol za izmenjavo datotek BitSwap je podoben protokolu BitTor-
rent. Vsako datoteko, ki jo zˇelimo shraniti v omrezˇje, odjemalec razbije na
podatkovne bloke, izracˇuna zgosˇcˇeno vrednost posameznega bloka, te vredno-
sti za tem sestavi v strukturo imenovano Merkle Tree. Datoteko pridobimo
enostavno preko zgosˇcˇene vrednosti v korenu drevesa. Omrezˇje je sposobno
poiskati posamezne kosˇcˇke prvotne datoteke in njeno vsebino hitro preveriti
z izracˇunom zgosˇcˇene vrednosti. V kolikor nam kdo zˇeli podtakniti napacˇne
bloke posamezne datoteke, sistem to prepozna in neveljavne bloke preprosto
zavrzˇe, ko od ostalih sodelujocˇih entitet prejme iste dele datoteke. Datoteka
je veljavna, v kolikor sistem uspe sestaviti podatkovno strukturo Merkle Tree,
pri katerem je korenska zgosˇcˇena vrednost identicˇna podani [10].
5.3 Odjemalec za omrezˇje Ethereum
Sistem za delovanje potrebuje odjemalca, ki se zna povezati v omrezˇje Ethe-
reum. V nasˇi testni postavitvi je mesto odjemalca prevzel program Geth,
implementacija protokola Ethereum v programskem jeziku Go [4]. Nadzorni
proces se preko JSON RPC povezuje na lokalno instanco odjemalca Geth,
decentralizirane storitve v izvajalnem okolju Docker pa se povezujejo na pro-
ces, dostopen preko mrezˇe Infura. Infura nam omogocˇa enostaven dostop do
omrezˇja Ethereum brez potrebe po lokalnem izvajanju protokola Ethereum.
Za sodelovanje v omrezˇju nam tako lokalno ni potrebno namestiti nicˇesar,
prav tako nam ni potrebno hraniti celotne zgodovine podatkovne verige. Na
spletni strani se enostavno registriramo, s tem pridobimo unikaten kljucˇ, ki
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nam omogocˇa dostop do oddaljenega izvajalca [9].
5.4 Implementacija pametne pogodbe
Pametna pogodba, ki predstavlja register storitev in osrednji del sistema, je
napisana v programskem jeziku Solidity.
Osnovni konstrukti zasnovane pogodbe so strukture User, dApi, Worker
in Execution (5.2).
cont rac t Reg i s t ry {
s t r u c t User {
s t r i n g fr iendlyName ;
mapping ( bytes32 => Worker ) workers ;
mapping ( bytes32 => dApi ) dApis ;
}
s t r u c t dApi {
s t r i n g name ;
s t r i n g ve r s i on ;
s t r i n g l o c a t i o n ;
bool i s V a l i d ;
}
s t r u c t Worker {
s t r i n g name ;
bytes32 workerId ;
bool i s V a l i d ;
}
s t r u c t Execution {
Worker worker ;
s t r i n g l o c a t i o n ;
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bool a c t i v e ;
}
/// MAPPINGS
mapping ( address => User ) u s e r s ;
mapping ( bytes32 => Execution [ ] ) dApiExecutors ;
. . .
Izsek 5.2: Osnovni konstrukti pametne pogodbe za decentraliziran register
storitev
Struktura User predstavlja ponudnika decentraliziranih aplikacij. Vsa-
kemu ponudniku pripada seznam izvajalcev (ang. workers) in objavljenih
APIjev (dApis). O posameznem dApiju hranimo ime, verzijo ter lokacijo,
ki v nasˇem primeru predstavlja zgosˇcˇeno vrednost korena slike Docker, shra-
njene na IPFS. Vsak izvajalec je samostojna enota, ki je zadolzˇena za izva-
janje aplikacije, struktura Execution, v navezavi s preslikavo dApiExecutors,
pa povezuje aplikacijo z njenimi izvajalci in naslovom, preko katerega je do-
stopna.
Registracija poteka v vecˇ korakih, najprej je potrebno registrirati po-
nudnika storitve, nato se samodejno ob zagonu instance nadzorne storitve
izvede registracija izvajalca. Nadzorna storitev predstavlja enega izvajalca,
ta pa skrbi za eno ali vecˇ storitev. Za registracijo storitve poskrbi storitev
sama, preko razsˇiritve za ogrodje KumuluzEE Kumuluz-dapi, ki je opisana v
nadaljevanju (5.3).
f unc t i on r e g i s t e r A p i ( s t r i n g name ,
s t r i n g ve r s i on ,
s t r i n g l o c a t i o n ,
bytes32 hash , bool i s V a l i d ) pub l i c {
dApi memory dapi = dApi (
name ,
ve r s i on ,
l o c a t i o n ,
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i s V a l i d
) ;
u s e r s [ msg . sender ] . dApis [ hash ] = dapi ;
emit dApiPublished ( name , ve r s i on , msg . sender ,
hash ) ;
}
Izsek 5.3: Funkcija za registracijo APIja
Proces odjave izvajanja storitve je kompleksnejˇsi postopek, ki zahteva kar
nekaj racˇunskega dela (5.4). Dokler je v sistemu malo registriranih izvajal-
nih enot je odjava hitra in za uporabnika neopazna, tako z vidika cˇasa kot
cene. Problem nastopi v primeru velikega sˇtevila izvajalnih enot. Podatki
o izvajalni enoti so shranjene v polju. Na testnem omrezˇju Rinkeby smo
ob testiranju vecˇjega sˇtevila registriranih izvajalnih enot presegli omejitev
racˇunskih korakov na transakcijo (ang. gas). Vzrok za presezˇeno dovoljeno
racˇunsko zahtevnost je zanka, ki poiˇscˇe storitev, ki jo zˇelimo odjaviti.
f unc t i on d e r e g i s t e r E x e cu t i o n ( bytes32 apiHash ,
u int wIndex ) pub l i c {
i f ( wIndex >= dAPIExecutors [ apiHash ] . l ength )
re turn ;
f o r ( u int i = wIndex ;
i<dApiExecutors [ apiHash ] . length −1; i ++){
dApiExecutors [ apiHash ] [ i ]=
dApiExecutors [ apiHash ] [ i +1] ;
}
dApiExecutors [ apiHash ] . length−−;
}
Izsek 5.4: Odjava izvajanja
Racˇunsko sˇe zahtevnejˇsi problem nastopi ob odjavi izvajalca, tu bi bilo
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potrebno iterirati preko vseh registriranih storitev in poiskati izvajalca za
brisanje. Ta del registra sˇe ni implementiran in potrebuje dodatno pozornost
v prihodnje.
5.5 Razsˇiritev platforme KumuluzEE za pod-
poro decentraliziranim aplikacijam
5.5.1 Implementacija Kumuluz-dapi
Zˇelja in cilj za ucˇinkovit razvoj decentraliziranih aplikacij je priprava pro-
gramskih vmesnikov, ki bodo razvijalcem omogocˇili enostavno nadgradnjo
in predelavo obstojecˇih aplikacij v dApije. Trenutno razvijamo razsˇiritev za
aplikacije, ki uporabljajo platformo KumuluzEE. Vmesnik mora biti intui-
tiven in enostaven za uporabo, zato smo za zgled vzeli podobno in zˇe ob-
stojecˇo resˇitev KumuluzEE Discovery, ki resˇuje problem odkrivanja storitev
v oblacˇnih arhitekturah [33].
Anotacije
Razsˇiritev vsebuje anotaciji, s katerima opremimo obstojecˇo aplikacijo. Prva
sluzˇi registraciji storitve, z njo pa se opremi glavni aplikacijski razred storitve
REST, ki je trenutno edini podprt nacˇin komunikacije (5.5).
@Qua l i f i e r
@Retention ( Retent ionPo l i cy .RUNTIME)
@Target ({ElementType .TYPE})
pub l i c @ in t e r f a c e RegisterDApi {
St r ing name ( ) d e f a u l t ”” ;
S t r ing environment ( ) d e f a u l t ”” ;
S t r ing ve r s i on ( ) d e f a u l t ”” ;
ApiType apiType ( ) d e f a u l t ApiType .REST;
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}
Izsek 5.5: Anotacija za registracijo storitve
Podatki, ki jih belezˇimo o posamezni storitvi so: ime (ang. name), okolje
(ang. environment), verzija (ang. version) in tip aplikacijskega vmesnika
(ang. apiType).
Druga anotacija skrbi za oznacˇevanje parametrov, ki jih preko javanske
tehnologije CDI, vrinemo v spremenljivke (5.6).
@Qua l i f i e r
@Target ({ElementType . FIELD, ElementType .METHOD})
@Retention ( Retent ionPo l i cy .RUNTIME)
pub l i c @ in t e r f a c e DiscoverDApi {
@Nonbinding St r ing name ( ) d e f a u l t ”” ;
@Nonbinding St r ing environment ( ) d e f a u l t ”” ;
@Nonbinding St r ing ve r s i on ( ) d e f a u l t ”” ;
@Nonbinding ApiType apiType ( )
d e f a u l t ApiType .REST;
}
Izsek 5.6: Anotacija za odkrivanje storitve
Programska logika
Preko procesiranja anotacij pridobimo podatke o zˇeleni storitvi, pri iniciali-
zaciji pa razsˇiritev poskrbi za samodejno registracijo oziroma odkrivanje sto-
ritve. Za delovanje razsˇiritve potrebujemo omogocˇeno tehnologijo CDI. Me-
toda za registracijo storitve je povsem enostavna, uporabljamo pa knjizˇnico
Web3j. Web3j je knjizˇnica, namenjena aplikacijam Java in Android, ki se zna
povezati na omrezˇje Ethereum. Klice na REST vmesnik odjemalca (geth, pa-
rity) ovije v razrede in metode, omogocˇa pa tudi pretvorbo pametnih pogodb,
napisanih v jeziku Solidity, v javanske razrede [26]. Izsek programske kode
5.7 prikazuje postopek registracije izvajanja.
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p r i v a t e void r e g i s t e r S e r v i c e (
Serv i ceExecut ion ap iExecut i onDeta i l s ) {
l o g g e r . i n f o (” R e g i s t e r i n g new s e r v i c e execut ion ” ) ;
r e g i s t r y
. r e g i s t e r S e r v i c e ( ap iExecut i onDeta i l s . getApiHash ( ) ,
ap iExecut i onDeta i l s . getWorker ( ) ,
ap iExecut i onDeta i l s . ge tLocat ion ( ) ) . obse rvab l e ( )
. s ub s c r i b e ( tx −> {
Big Intege r gasUsed = tx . getGasUsed ( ) ;
l o g g e r . i n f o (”New dApi executor
r e g i s t e r e d : ”
+ ap iExecut i onDeta i l s . t oS t r i ng ( ) +
” . Gas spent : ” + gasUsed ) ;
l o g g e r . i n f o (” Block number : ”
+ tx . getBlockNumber ( ) ) ;
} ) ;
}
Izsek 5.7: Funkcija za registracijo izvajanja storitve
5.5.2 Priprava decentralizirane aplikacije
V standardno aplikacijo KumuluzEE je potrebno vkljucˇiti razsˇiritev kumuluz-
dapi. Razsˇiritev ponuja nabor anotacij, s katerimi storitev bodisi registriramo
v omrezˇje bodisi dolocˇeno storitev poiˇscˇemo. Potrebna je sˇe dopolnitev kon-
figuracijske datoteke, v kateri podamo dodatne informacije o nasˇi storitvi.
Ob zagonu storitve se preko podatkov v anotaciji registrira v omrezˇje. V
glavno knjigo se zapiˇsejo podatki o izvajani storitvi, izvajalcu ter naslov, na
katerem je storitev dostopna.
Za odkrivanje storitev poskrbi razsˇiritev, ki v glavni knjigi poiˇscˇe izvajalce
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storitve, med njimi pa na podlagi izbranega algoritma za razporejanje bre-
mena izbere enega izmed izvajalcev in pridobi naslov, na katerem se storitev
trenutno izvaja.
Razsˇiritev obstojecˇe konfiguracijske datoteke KumuluzEE (5.8):
dapi :
b lockcha in :
host : nas lov i z v a j a l c a
account : /pot/do/ datoteke
password : g e s l o
type : docker
s to rage : i p f s
api : r e s t
Izsek 5.8: Razsˇiritev konfiguracijske datoteke
V konfiguraciji so predvidene tudi trenutno neuporabljene nastavitve za
tip izvrsˇljive datoteke, tip shrambe, na kateri se nahaja izvorna koda apli-
kacije, ter tip aplikacijskega vmesnika. Trenutno sistem podpira le vsebnike
Docker, ki jih je mocˇ pridobiti preko omrezˇja IPFS, aplikacijski vmesnik je
REST.
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Poglavje 6
Delovanje in evalvacija
6.1 Testna aplikacija
Za namene testiranja delovanja sistema smo implementirali dve preprosti
storitvi REST – uporabniki (ang. users) in kupci (ang. customers). Storitev
uporabniki hrani seznam vseh uporabnikov v sistemu. Storitev kupci od
prve storitve pridobi seznam uporabnikov in ga le posreduje naprej. Prva
storitev testira uspesˇnost registracije izvajanja, medtem ko druga sluzˇi kot
test odkrivanja uspesˇno registrirane storitve.
Implementirani storitvi sta zelo enostavni, prva se odziva na klic GET
/users in druga na klic GET /customers. Namen testnih aplikacij je le pri-
kaz decentraliziranega izvajanje, logika posamezne storitve je drugotnega po-
mena in v tem primeru trivialna. Na tem mestu storitev ne bomo posebej
predstavljali.
6.2 Testiranje
Pred zagonom sistema je potrebno ustvariti racˇun (ang. account) na omrezˇju
Ethereum in opraviti inicializacijo odjemalca IPFS. Identiteto na omrezˇju
Ethereum pridobimo enostavno zˇe z nekaj kliki, v kolikor se posluzˇimo grafi-
cˇnega vmesnika denarnice Ethereum, oziroma preko ukazne vrstice z ukazom
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geth account new. Odjemalec nas nato vodi skozi celoten postopek ustvar-
janja uporabniˇskega racˇuna, ki ga zasˇcˇitimo z geslom. Podobno enostavna
je inicializacija odjemalca IPFS, s to razliko, da edini uporabniˇski vmesnik
predstavlja ukazna vrstica. Z ukazom ipfs init sprozˇimo postopek ustvar-
janja racˇuna, s katerim se kasneje predstavljamo v omrezˇju.
Pred zagonom nadzornega procesa moramo poskrbeti za delujocˇ odjema-
lec na omrezˇju Ethereum. Uporabili smo testno omrezˇje Rinkeby, lokalni
odjemalec za omrezˇje IPFS in gostiteljsko napravo za vsebnike Docker, do-
segljivo preko protokola HTTP. Potrebna je sˇe ustrezna dopolnitev konfigu-
racijske datoteke.
Ob zagonu nadzornega procesa se le-ta uspesˇno registrira kot izvajalec.
Zatem s klicem POST na /dapi/ethereum-racˇun/api prenesemo sliko Docker
na shrambo IPFS, proces pa poskrbi tudi za registracijo aplikacije v omrezˇju.
Ob uspesˇno izvedeni akciji se sprozˇi dogodek, ki preostale sodelujocˇe obvesti o
novo objavljeni storitvi. Klic GET na /dapi/ethereum-racˇun/api, s podanimi
ustreznimi poizvedovalnimi parametri (ime in verzija storitve), nam vrne
podatke o objavljeni aplikaciji (6.1).
{
”name ” : ” users−dapi ” ,
” v e r s i on ” : ” 1 . 0 . 0 ” ,
” i s s u e r ” : ”0 x6587f642a96bf0628486cd9 . . . ” ,
” l o c a t i o n ” : ”QmenABGsZcxdbQnhPJR93V . . . ” ,
”hash ” : ”wzjhuCjpfsKW6Rs5YStmly5Naq . . . ” ,
” v a l i d ” : t rue
}
Izsek 6.1: Odziv storitve ob uspesˇno odkriti registrirani aplikaciji
Dobimo podatke o imenu, verziji, izdajalcu storitve, zgosˇcˇeno vrednost,
ki enolicˇno predstavlja aplikacijo, ter zgosˇcˇeno vrednost naslova direktorija
v sistemu IPFS (ang. location).
Klic POST na /dapi/ethereum-racˇun/startService iz shrambe IPFS pre-
nese sliko aplikacije, vendar je le ta posˇkodovana in je ni mocˇ uvoziti v sistem
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Docker. Napake nismo uspeli odpraviti, v cˇasu izdelave je bilo na omrezˇju
Github prav na to temo prijavljenih vrsto zahtevkov.
Za namene testiranja smo rocˇno vstavili sliko aplikacije v gostiteljsko
napravo Docker in preko nadzornega procesa ustvarili ter zagnali vsebnik.
Vsebnik se uspesˇno zazˇene in registrira v omrezˇju, tu pa nastopi naslednja
tezˇava. Storitev je mocˇ odkriti, vendar ne takoj po registraciji. Vzroka za to
nismo uspeli najti, ko pa je storitev mocˇ odkriti, se testna aplikacija kupci
uspesˇno povezˇe na storitev uporabniki in ob zahtevi pridobi celoten seznam
uporabnikov, ki ga v tem primeru le posreduje naprej.
Kot predstavljeno, celotni sistem ni popolnoma funkcionalen, v nadalje-
vanju pa smo naleteli sˇe na nekaj tezˇav, ki trenutno onemogocˇajo ucˇinkovito
decentralizirano izvajanje. V podpoglavju 6.3 so tezˇave podrobneje opisane.
6.3 Pomanjkljivosti trenutnega sistema in iz-
boljˇsave v prihodnosti
Prva razlicˇica sistema ponuja kar nekaj mozˇnosti za izboljˇsave. Prva iz-
med pomanjkljivosti je sama cena registracije in odjave storitev in njihovih
izvajalcev. Vsaka registracija novega izvajalca pomeni nov zapis na podat-
kovno verigo, kar v dinamicˇnem sistemu in ob trenutnih cenah transakcije
na Ethereum omrezˇju predstavlja potencialno veliko financˇno breme za izva-
jalca. Zahtevnejˇsa od prve je druga pomanjkljivost sistema in sicer odjava
izvajalca. Brisanje podatkov iz podatkovne verige je nemogocˇe zaradi same
zasnove tehnologije. S transakcijo je mozˇno le navidezno brisati z razvelja-
vitvijo pretekle transakcije, zapis na podatkovni verigi pa ostane. Temu se
ni mocˇ izogniti, gre namrecˇ za posledico enega od glavnih konceptov teh-
nologije verizˇenja podatkovnih blokov – nespremenljivost. Brisanje je prav
tako razmeroma draga operacija, posebno velik problem predstavlja brisanje
izvajalca in s tem posledicˇno sˇe odjavo vseh storitev, ki jih je izvajalec v
trenutku prekinitve izvajanja izvajal.
Dodatni mehanizmi, ki jih poznajo obstojecˇi sistemi za odkrivanje stori-
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tev, so sˇe samodejna odjava storitve ob vnaprej dolocˇenem pretecˇenem cˇasu
neaktivnosti. Trenutna implementacija tega mehanizma sˇe ne pozna, pro-
blem predstavlja predvsem decentralizacija. V tem sistemu ni centralne sto-
ritve, ki bi ob dolocˇenem cˇasu iz registra preprosto brisala vse neaktivne
storitve. Sistem potrebuje nov mehanizem, ki bo znal med storitvami poi-
skati neaktivne in jih odstraniti iz registra. Kaksˇen bo mehanizem in princip
delovanja sta v tem trenutku neznanka.
Sistem potrebuje nacˇin prerazporejanja zahtev po omrezˇju. Kdo izmed
trenutno registriranih izvajalcev bo lahko najhitreje odgovoril? Hiter odgovor
je pogojen s fizicˇno oddaljenostjo gostitelja od izvajalca, omrezˇnimi zakasni-
tvami ter hitrostjo samega izvajalca. Resˇevanje teh izzivov je naslednje v
vrsti za prakticˇno uporabnost sistema.
Vsakega izvajalca storitve zˇelimo za uspesˇno izveden klic ustrezno fi-
nancˇno nagraditi. Tu se poraja vecˇ vrst odprtih vprasˇanj, izstopa predvsem
vprasˇanje financˇne vrednosti posameznega klica in nacˇin preverjanja pravil-
nosti izvedbe klica. Je izvajalec dejansko pravilno izvedel zahtevano dejanje,
tako kot je predvidel razvijalec in narocˇnik? Potreben je mehanizem, ki ga
zaenkrat imenujmo
”
Proof of Execution“. Podobno kot trenutni mehanizmi
”
Proof of Work“,
”
Proof of Stake“ ter sorodni, ki jih uporabljajo decen-
tralizirane podatkovne verige, potrebujemo mehanizem, preko katerega se
bodo sodelujocˇe entitete v omrezˇju sposobne odlocˇiti, ali je dolocˇen izvajalec
pravilno izvedel zahtevano dejanje. S tem podrocˇjem se trenutno aktivno
ukvarjajo tudi pri projektu SONM, ki obljublja racˇunsko mocˇ na zahtevo
v decentraliziranem okolju. Iz oblacˇnega racˇunalniˇstva zˇelijo preiti na t.i.
”
racˇunalniˇske storitve v megli“ (ang. fog computing) [20].
Za podporo nacˇrtovanemu sistemu je v prihodnje potrebno razviti tudi la-
stno podatkovno verigo. Ta bi morala omogocˇati hitro potrjevanje transakcij,
ki so podporna veja registra storitev. Optimizirati bi bilo potrebno racˇunsko
zahtevnost danih operacij oziroma omejiti izvajanje pametnih pogodb le na
podmnozˇico entitet v omrezˇju – funkcionalnost, podobna tisti v sistemu
HyperLedger Fabric. Omrezˇje najverjetneje potrebuje tudi ucˇinkovitejˇsi al-
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goritem za dosego konsenza. Proof of Work tu odpove, oziroma predstavlja
preveliko cˇasovno in financˇno potratnost.
Sistem bi za prakticˇno uporabo potreboval tudi ucˇinkovit nacˇin za iz-
vedbo financˇnih transakcij ob uspesˇno izvedenem klicu. V arhitekturi mikro-
storitev se klice storitev najvecˇkrat preusmerja preko aplikacijskih prehodov
(ang. API gateway). Ti zbirajo dolocˇene statisticˇne parametre o klicih in, na
podlagi vnaprej definiranih financˇnih politik, zaracˇunajo uporabo. Ideja pri
decentraliziranem sistemu je, ob uspesˇnem klicu samodejno izvesti financˇno
transakcijo ter centraliziran prehod nadomestiti s popolnoma decentralizi-
rano logiko. Nacˇin, kako to izvesti, je zaenkrat sˇe neznanka in bo stvar
prihodnjih raziskav.
Edini preostali proces, ki ostane na nek nacˇin centraliziran, je nadzorni
proces. Ta predstavlja osnovno celico omrezˇja in je kot tak nedeljiv. Potrebno
bo zagotoviti ustrezno raven komunikacije med nadzornimi procesi, ki bodo
skupaj tvorili decentraliziran sistem.
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Poglavje 7
Zakljucˇek
Mikrostoritve in oblacˇna arhitektura sta prinesli revolucijo v nacˇinu razmiˇslja-
nja in gradnje aplikacij. Priblizˇujemo se temu, kar v fizicˇni proizvodnji po-
znamo zˇe dolgo, in sicer hitre proizvodne linije za izdelke. Podobno lahko
danes, tako kot kocke, sestavljamo tudi aplikacije. Ne zanima nas, kako vsak
posamezen kosˇcˇek celotnega sistema resˇuje svoj del problema, ampak kori-
stimo vnaprej definiran aplikacijski vmesnik, ki se nacˇeloma ne spreminja.
Aplikacije, koncˇni produkt taksˇnega nacˇina zlaganja, so odporne na hitre
spremembe v okolju, sposobne samodejnega odpravljanja napak in skalira-
nja. Sestavni deli so med seboj sˇibko sklopljeni in odgovorni le za svoje ozko
usmerjene naloge. Problem, ki ga naslavljamo, je morda enostavno spregle-
dati. Trenutni sistem je odporen na vse vrste programskih napak, s pomocˇjo
replikacij preko fizicˇno locˇenih racˇunskih centrov deloma tudi strojnih okvar,
sˇe vedno pa lahko trpi dosegljivost in odzivnost [24]. V kolikor nam uspe te
vire racˇunske mocˇi decentralizirati, sistemom dodamo sˇe dodatno dimenzijo
odpornosti in prakticˇno onemogocˇimo napade zavrnitve odzivnosti (DOS).
Na poti k temu cilju je potrebno resˇiti veliko odprtih vprasˇanj, ki so v
trenutnih oblacˇnih sistemih zˇe resˇeni, ter probleme, ki se pojavijo pri decen-
tralizaciji.
V diplomski nalogi smo se ukvarjali z registracijo in odkrivanjem stori-
tev v decentraliziranem okolju. Namesto centralnega registra smo uporabili
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tehnologijo podatkovnih blokov, ki s pomocˇjo kriptografskih prijemov zago-
tavlja nespremenljivost in enostavno preverljivost zapisanih in porazdeljenih
podatkov. Implementirali smo osnovne funkcionalnosti registra storitev, v
prihodnosti bomo dodali sˇe manjkajocˇe dele, s katerimi bomo zagotovili ce-
lostno delovanje decentraliziranega registra. Razloge za dodatne tezˇave, s
katerimi smo se srecˇali pri implementacij, gre pripisati tudi nezrelosti upo-
rabljene tehnologije. Gre za novo tehnologijo, ki se hitro razvija, pozornost
je pridobila sˇele v zadnjih letih, zato so napake pricˇakovane. Decentralizi-
ran sistem trenutno ni primeren za izvajanje predvidenih nalog. Za nadaljnje
raziskovalno delo po vsej verjetnosti potrebujemo prilagojeno implementacijo
tehnologije podatkovne verige.
Odkrivanje storitev je le ena v vrsti komponent, ki jih polno delujocˇ de-
centraliziran sistem potrebuje. Navkljub le delnemu uspehu bi, ob dodatnem
raziskovalnem delu, lahko na podrocˇju decentraliziranega izvajanja dosegli
nove mejnike in zakolicˇili pot naslednje generacije programske opreme.
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