Abstract. The behavior of the number of partial problems T(A) which are decomposed in a branchand-bound algorithm A (T(A) may be taken as a measure for the computational efficiency of A) is investigated in a fairly general setting. The first result is that the mean number f(n) of T(A) when A is applied to problems of size n grows at least as fast as exponentially with n, under relatively mild conditions, if A uses only the lower bound test as most of the conventional branch-and-bound algorithms do. Then it is pointed out that a possible way to avoid this exponential growth is to use the dominance test together with the lower bound test. The dominance test is also interesting from the view point of unifying a wide variety of algorithms as branch-and-bound. These points are exemplified by the well known Dijkstra algorithm for the shortest path problem and the Johnson algorithm for the two-machine flow-shop scheduling problem, for which f(n) :s: n-1 holds by virtue of the dominance test.
Introduction
Branch-and-bound is a computational principle used to solve various combinatorial optimization problems, in particular those which are not so nicely structured as to permit very efficient algorithms. For many "difficult" problems, such as the integer programming problem, the traveling salesman problem and various scheduling problems, branch-and-bound is reportedly the only practical approach.
As is well known, e.g. [1, 10, 11, 21, 23 , 25, 27}, the underlying idea of branch-and-bound is to decompose a given minimization problem Po into more than one partial problem of smaller size. The decomposition is repeatedly applied to the generated partial problems until each undecomposed one is either solved or proved not to yield an optimal solution of PO' For theo- 16 17 retical simplicity, the computational efficiency of a branch-and-bound algorithm A is commonly measured by the numbe-r T(A) of partial problems which are decomposed in the entire computation (e.g., [14, 21, 27, 28] ). This measure is also adopted in this paper. The actual time required to carry out the entire computation of A is roughly given by T(A)·t, where t is the average time required to solve a partial problem. Thus, though smaller T(A) does not always imply shorter computation time (since t may increase when we make TeA) small), T(A) conveys essential information on the total computation time. For example, if T(A) grows exponentially with the size n of given problems, the total computation time also increases at J_east exponentially as a function of n (under a quite reasonable assumption that t is a nondecreasing function of n) .
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Branch-and-Bound Algorithms
In order to make T(A) small, i t is crucial how to test given partial problems and, if possible, to conclude the impossibility of yielding an optimal solution of PO' Two types of tests, the lower bound test (e.g., [1, 23, 25, 27] ) and the dominance test (e.g., [21, 15] ), are known. The first one is most common and is done by calculating a lower bound g(P i ) of the optimal value f(P i ) of a partial problem Pi; if q (P.) > 2, where 2 is the value of the '0 1--
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, exponential growth of T(A) unless either given problems are so simple as to generate the number of partial problems less than exponential even if all possible decompositions are performed, or an exceptionally accurate lower bounding function g is available such that g(P i ) is very close to f(P i ) for all partial problems Pi but for a small number of exceptions. In some cases, the exponential growth of T(n) can actually be proved from the above result.
Section 4 contains such examples.
Note here that the branch-and-bound principle is general enough to accept the problems which are known to be NP-complete or more difficult. (According to Cook [4] and Karp [19] , the NP-completeness is considered as strong evidence for the nonexistence of a polynomial time algorithm.) Therefore it is unreasonable to expect that T(A) of any branch-and-bound algorithm can be made to grow less than exponentially by means of a lower bounding function g which is easily calculated (say, in time bounded by a polynomial of size n). The above result, however, is stronger in that T(A) grows exponentially even for those problems much easier than NP-complete, and in that the expected value of T(A) grows exponentially with n as opposed to the worst case result considered in the discussion of NP-eompleteness. This may suggest that branch-and-bound with only the lower bound test is not powerful enough to exploit all aspects of the problem structure useful to improve the computational efficiency.
It is then shown in the latter half of this paper that a possible way to overcome this difficulty is to use an appropriate dominance test. Under cer- 
and f(PO)=z; Po is infeasible (and O(PO)=~)
if z=oo.
Note that only a small portion of ~ is actually generated in most branch-and-bound algorithms. As was noted in Section 1, the computational efficiency of A is closely related to the number of nodes actually generated, which is measured by
the total number of nodes which are decomposed in A4 until the computation halts in A7.
A Lower Bound for T(A)
The next theorem gives a lower bound of T(A) which is valid for any branch-and-bound algorithm A. Proof: Whenever a node P. E :7 -C; is tested in A3, it goes to A4 and P. 
(by condition (c) of g)'Sz, and P k is also decomposed. Thus Pi is eventually generated and tested; it is then decomposed in A4. 
Exponential Growth of T(A)
In this section, we ana1yze a probabi1istic behavior of a branch-and- For example, the size of an integer programming problems with n 0-1 variables is n, and an infinite number of problems with size n can be generated by specifying coefficients in the objective function and constraints. ~ en) in this case is a {2, n)-tree, i.e., each node in depths 0, 1, 2, ... , n-l has two sons and all nodes in depth n are bottom nodes. (This assumes a common decomposition scheme t such that a partial problem is decomposed into two by fixing one variable to 0 and 1.)
It is also assumed that each ~ en) has an independent set tt of nodes
This condition is satisfied in most cases encountered in practical application.
In the above (2, n)-tree of the integer programmi~ problem, r{n)=(~)2n holds for the set of all nodes in depth n-l, and r{n)=2 laJ holds for the set of all nodes in depth L~J, where a>O is a constant.
For simplicity, we use the convention f.=f{P.) and g.=g{P.) for iEI{n).
By definition of f and g,
Generally speaking, partial problems which are generated from different integer programming problems Po but correspond to the same node in the branching structure J>{n) may fix different variables to 0 and 1. Thus the partial problems corresponding to the same node are not the same in the sense that sets of fixed variables are different for different integer programming pr.oblems PO' Even in this case, however, we can say that all problems Po with n variables have the same branching structure J} en) which is the {2, n)-tree, and the following discussion can include this general decomposition scheme as will be easily confirmed. For some branching structures such as those discussed in Examples 4.1 and 4.2, this consideration is unnecessary since all partial problems corresponding to the same node have exactly the same set of fixed variables.
Pi' Pj'c fl are independent if neither is a proper descendant of the other.
A set is independent if any two nodes therein are independent. When we want to investigate the behavior of a branch-and-bound algorithm for a class of problems, as a whole, it would be natural to regard fi and gi as random variables satisfying condition' (4.1)/ and having a probability density function p(f a , fl' f Z '···' fp(n)' gl' :1 2 \, ... , gp(n» which is specific to the given class of problems. To keep the ~odel as general as possible, we accept any probability density function provided that the marginal density function t holds for some constant £>a (independent of n) and for all iEI'(n), where
for some cZ' kZ>a. Assumption (4.3) would need a justification. It says that gi has a positive probability £ of being not greater than fa(=f(P a » when all problems with size n are taken into account, for 1: in a nontrivial subset I' (n) of I(n).
In other words, the magnitude of underestimation by lower bounding function g, i.e., fi-g i , can be greater than the deviation of fi from fa' i.e., fi-f a , with a positive probability £. This may be quite natural since the class of problems under consideration would include those problems for which a partial problem Po, iEI'(n), is difficult and the underestimation by g becomes rela- At this point, it should be noted that the implication of Theorem 4.1 is primarily theoretical since P(gi) of (4.2) is usually not known for a given particular class of problems. In some cases, however, the assumptions in Theorem 4.1 can be actually checked, as in the following examples.
Finally, we should be careful enough not to conclude from the above discussion that branch-and-bound algorithms are always useless. Even if T(n) grows exponentially, it may be possible to slow down its growth rate to a degree with which problems of meaningful sizes may be solved in practical computation time. Some examples of such practical branch-and-bound algorithms may be those currently used for the integer programming problem (e.g., [8, 9] ) and the traveling salesman problem (e.g., [2, 13] ), which are known to be NPcomplete and hence believed to require exponential computation time by any algorithm whatever. be decomposed into n partial problems P(;rl), P(x2), ... , P(xn).
f(P(x)) deEach P(x) may
Thus J3 (n) is a rooted tree in which each node except for a bottom node has n sons (see Fig.   1 ). Bottom nodes J correspond to the partial problems such that either 1T (x)= n, where 1T(X) denotes the last decision in x (1T(X)=E if X=E), or x represents a nonelementary path (Le., x visits a node in N more than once). In the first case, x represents a path from node 1 to node n; hence P(x) is trivially solved. In the latter case, P(x) does not give an optimal solution by assumption c _ _ >0 (f(P(x)) is set to 00). To analyze the behavior of A, consider a special graph structure: N is the n'-stage graph with the start node in stage 0, m nodes in each of the stages 1, 2, ... , n'-l, and the terminal node in stage n~ N has n=mn~m+2 nodes.
1-J
An arc exists from each node in stage i to any node in stage i+l, for i=O, 1, ... , n'-l. The length of each arc is determined as a random number taken independently from the same probability density function q(x) defined over [1,00). q(x) can be arbitrary as far as the useal assumptions to guarantee the central limit theorem are satisfied. In particular, its mean exists and is denoted a (~l).
Since each arc has length not smaller than 1, the length of the shortest path in this graph is at least n'.
It is now easy to see that each partial problem, which is not a bottom Thus a branch-and-bound approach with lower bounding function (4.5) only is not competitive with other existing algorithms (e.g., [6] ) which can obtain the shortest paths in polynomial time. By incorporating a dominance relation, however, the above branch-and-bound algorithm can be improved to a polynimial time algorithm, as shown in the subsequent sections.
Example 4.2. Consider the flow-shop scheduling problem with n jobs and m machines [3] . Each job j (lsjsn) is processed on machines 1, 2, ... , m in this order. The processing time of job j on machine i is Pji (?O). \fuen only per-mutation schedules are permitted (i.e., all machines process jobs in the same order), find an optimal schedule (Le., an order of n jobs on machines) which minimizes the maximum completion time (makespan) on machine m.
An obvious branching scheme for this problem is to decompose a partial problem in depth k (~n), given a subschedule for initial k jobs, into (n-k) partial problems by fixing the (k+l)st jab from the remaining (n-k) jobs. In this scheme, a partial problem in depth k is decomposed into n-k sons. The resulting branching structure is similar to Fig. I (except that no job appears more than once in a subschedule defining a partial problem). All partial problems in depth n-l belong to J" since the n-th job is then automatically determined. Fc;>r partial problem P, let J(P) denote the set of fixed jobs, and t .(P) denote the completion time of job j (EJ(P» on machine m when jobs J in J(P) are processed in the order specified by P. It is then obvious that (4.6) satisfies all the conditions of a lower bounding function given in Section 2.
The resulting branch-and-bound algorithnl A, however, satisfies all the assumptions of Theorem 4.1 in certain cases as given below, and its T(~) must have an exponential growth. Now assume that processing times Poi are independently determined from a u probability density function q(x) which is defined over [0, 00) and has mean a (~O). The minimum of the maximum completion time on machine m, t m , obviously satisfies By the central limit theorem, again, t is normally distributed around its mean a(n-IJ(P) I) if n is sufficiently large. Next, for partial problems P with n depth m+l (its index set is denoted I(n)=I'(n», it is obvious that
i=l jEJ(P) J1.-n holds, and t' is also normally distributed around its mean maIJ(P) I=ma 
mean(t)=a(n-IJ(P) I)=a(n-n )~amn ~ma ~ =mean(t')
"1+1 m+l m+l holds for IJ(p) 1= m~l ' and (2) t and t' are independent random variables, the probability of g(P)S~ is at least E=1/2. Consequently, in this case, all the assumptions of Theorem 4.1 are satisfied.
Thus a branch-and-bound algorithm with only a simple lower bounding func-
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T. Ibaraki tion (4.6) would not be efficient enough to solve large problems. When m is restricted to 2, however, a powerful method is known to improve its efficiency.
It will be discussed as Example 6.2.
Dominance Test
As mentioned in Section 1, the dominance test, which may be regarded as a generalization of the lower bound test, is sometimes incorporated in A3 (Test) of a branch-and-bound algorithm. It is based on a dominance relation t D which is a partial ordering on ~D satisfying A branch-and-bound algorithm with this modified A3 is denoted A=«~, 0, f), (9, g 
), D, s).
A primal motivation of introducing a dominance relation is to improve the computational efficiency by terminating a larger number of partial problems. This point will be further discussed in the next section. It is also interesting, however, to see that almost all algorithms of combinatorial optimization problems based on dynamic programming can be viewed as branch-and-bound using a dominance relation.
(This point was first noticed by Kohler [20] and t This definition is for the case in which all optimal solutions of Po is sought. For the case of seeking a single optimal solution, it should be slightly modified [15] but the following argument also holds true without any essential change.
tt P. is said terminated in A3 i f one of the conditions P.E 9, g(P.) >z and As such. an example, we consider here the well known Dijkstra algorithm for the shortest path problem which apparently has never been considered as branch-and-bound.
(For the description of the Dijkstra algorithm, see [5, 6] .)
Example 5!1. Consider the branch-and-bound algorithm A discussed in Example 4.1 to obtain the shortest paths in a given complete graph with positive arc lengths. In addition to the 10IVer bounding function g of (4.5),
introduce a dominance relation D defined by 
can be decomposed, and the sequence of the decomposed partial problems P(;c l ),
P(x 2 ),···, P(x r ) satisfies
by virtue of D and best-bound search. As a characteristic of best-bound search, the first partial problem P(x) tested in A3 satisfying P(x)e ~ and 7I(x)=n gives an optimal solution, and z is immediately set to f(P(x)) (=the length of the shortest path) from ro After then, no partial problem is decomposed in A4 (since z'Sg(P(x')) for all the remaining partial problems P(x')), is bounded by a polynomial (since otherwise A is an algorithm to solve an NPcomplete problem in polynomial time, that is most unlikely).
For the flow-shop scheduling problem with m=2, however, there is a classical polynomial time algorithm due to Johnson [18] (see also [3] ). We do not
give a detailed description of the Johnson algorithm, but point out that it can be viewed as a branch-and-bound algorithm with the following dominance relation D.
(6.1) PkDP£ =(a) IJ(P k ) 1=IJ(P£)i (Le., P k and P£ are in the same
