Modern statistical models and computational methods can now incorporate uncertainty of the parameters used in Quantitative Microbial Risk Assessments (QMRA). Many QMRAs use Monte Carlo methods, but work from fixed estimates for means, variances and other parameters.
INTRODUCTION
In Australia, Quantitative Microbial Risk Assessment (QMRA) is recommended as the method of choice for assessing health risks from exposure to pathogens in recycled water, e.g. NRMMC (2006) . The particular application examined in this paper is the risk of microbial infections associated with exposure to recycled water. This paper presents a modification to the standard QMRA methodology, in which the risk assessor typically finds various quantities of interest, such as dose-response, die-off and/or log-reduction parameters and plugs these quantities into the risk assessment model. There is often little acknowledgement of the fact that these quantities are uncertain. We contrast this 'plug-in' approach with an approach based on a Bayesian risk assessment model, in which all the data which have been used to produce the quantities of interest necessary to the risk assessment are included. The uncertainty associated with the model parameters is therefore propagated throughout the analysis. This may be considered an extension of the standard QMRA model.
To illustrate the approach, we consider the probability of a person becoming infected with Salmonella spp. after being exposed to recycled wastewater. The scenario is not drawn a graphical model such as Figure 1 .
The QMRA of Figure 1 shows the steps for assessing the risk associated with eating a crop irrigated with recycled water.
In such a figure, nodes without parents need information in order to run the risk assessment. Thus, for a standard QMRA, reading down the figure and from left to right, we need:
1. A description of the microbe numbers in either the wastewater or in the final treated water. Typically, if Salmonella spp. is sampled at all, it is sampled in the wastewater and may be described as coming from a log normal distribution with mean, m, and possibly a standard deviation s.
2. 'Log reductions' in order to estimate the microbial numbers in the treated water. Water treatments are generally thought to reduce the numbers of pathogens at a rate proportional to the influent numbers of the pathogen in the water. This may be expressed in terms of log base 10, when it may be referred to as 'log reduction' or a decimal elimination capacity (DEC); see, for example, Hijnen et al. (2004 Hijnen et al. ( , 2007 . However, the DEC is typically given by a single number, e.g. 3, which would mean that log 10 C influentlog 10 C effluent ¼ 3, where C influent is the number/L in the influent and C effluent is the number/L in the effluent. Such a log reduction would imply that the effluent numbers are Observed data nodes shown in white, parameter nodes in dark grey and outcome nodes in a lighter shade of grey.
one thousandth those of the influent. To find these, published or grey literature involving the particular treatment type for a particular plant is searched.
3. A die-off constant k or T 90 (time to 90% die-off). In the case study, where a field is irrigated with recycled wastewater, it is expected that sunlight will kill particular microbes at a rate proportional to their number, i.e. dN/dtpN or N t ¼ N 0 e -kt , where k is sometimes referred to as the die-off constant. Other equations may be used, but this is a reasonably common approximation to die-off for some organisms, and is a good fit for the data used in this case study. Sinton et al. (2007) use a 'shoulder' equation (100[1À[1Àexp(ÀkT) ] n ]), but, as is common, the quantities in their various equations are given as constants, with no error indicated.
4. Sunlight and shade hours, for the locality in which the recycled water is to be used.
5.
A suitable amount of crop/water ingested by a person. One may use survey data if available, or use choices made by other researchers, for example, Tanaka et al. (1998) . (Typi- cally such data are supplied as constants.)
6. An equation and the parameters which describe the doseresponse, i.e. the probability of becoming infected, having ingested a particular dose of the microbe. For Salmonella, the equation usually used is beta-Poisson, and from p 401 of Haas et al. (1999) , the risk assessor would select a ¼ 0.3126 and N 50 ¼ 2.36 Â 10 4 , to give the probability of infection, P, from a given dose D, where D is the number of microbes ingested, as:
In an alternative parameterization, we have P ¼ 1À
120, and N 50 is the number of microbes which give a 50% probability of infection.
Thus, to perform a risk assessment, the risk assessor performs a Monte Carlo simulation, working through the graphical model ( Figure 1 ). Starting at some stage in the water processing cycle, an initial number/L of the pathogen is drawn from the water treatment distribution described by constants m 0 , s 0 . This number is then reduced by either the value obtained by drawing a log-reduction value from the DEC distribution, described by m 1 , s 1 , or, if no distribution is given or able to be inferred, then reduced by the DEC, m 1 , for the process or processes. In the scenario considered, sunlight is expected to reduce pathogen numbers, so the die-off equation is used to give a final pathogen number in water which, then, together with a draw for the quantity of water ingested, gives the number of pathogens ingested. Finally, the probability of infection is calculated, via a dose-response equation, and a final draw made from a Bernoulli distribution to simulate the person's infection status. This is repeated many times to simulate the risk, resulting in a distribution of the simulated endpoint risk.
For the case study, we consider an abbreviated version of the QMRA of Figure 1 . This is represented by Figure 2 . In this version, the information requirements enumerated above are limited to 1 (distribution for treated water, not influent), 3
(die-off constants), 4 (sunlight hours) and 6 (dose-response equation parameter constants). Table 1 shows the fixed constants used in the risk simulation of the QMRA of As can be seen, this is not a risk assessment, since we abstract just a part of the full model in order to illustrate more clearly that much uncertainty may fail to be incorporated into risk assessments. In partial justification, we note that it is generally not thought worthwhile to monitor the end-use water for the pathogens of interest as it is believed that they will be present in such small quantities and will be so diffuse within the water body that substantive positive results would only be obtained by processing impractically large samples.
Data on pathogen reductions or log reduction studies exist but have been collected from typically small-scale, short-run experiments, usually in countries with very different climatic conditions. Moreover, such data may be owned by private utilities and are either not publicly available, or provided with minimal details. Thus, often only summary statistics or incomplete statistics (at best) filter into the public domain.
If the risk of a particular health outcome needs to be estimated, available data are even more limited. For example, Salmonella spp. have been linked with a number of outbreaks in the USA, Europe and Japan (Marks et al. 1998) . In Australia, limited data for Salmonella spp. numbers and their inactivation by various wastewater treatment processes are available. The few studies available are those of Gibbs and others, and these focus on Salmonella spp. in sludge, rather than within the water fraction (Gibbs & Ho 1993; Gibbs 1995; Gibbs et al. 1995) .
Thus, this study takes a small part of the risk assessment process and shows how it may be extended, by embedding data within a Bayesian framework to estimate the corre- used was the freely available WinBUGS (Lunn et al. 2000) .
This is described in more detail later in the context of the case study.
We now give a more detailed description of the data and the models used to explain them.
Data for the extended model
Three disparate sources of information are integrated into the model described above: die-off data for S. typhimurium, dose-response data for S. anatum (Teunis et al. 1996 ) and a short run of weather data from an Australian city, Perth (Bureau of Meteorology 2010, pers. comm), giving the number of hours of sunlight in a summer and a winter month. We also use a fictitious pathogen distribution for the treated water with a range which allows the possibility of a 100% infection rate. These datasets and distributions are now described in more detail.
Salmonella dose-response data (Figure 3 , node 7)
In considering the risks of Salmonella spp. poisoning, we chose to use the S. anatum data presented in the report by Teunis et al. (1996) , in which infection curves were fitted by strain and species. These authors concluded that for S. anatum the three strains could be grouped together to determine a single dose-response curve, using a likelihood ratio test. Others have made different choices; thus Haas et al.
(1999) used all 13 species and strains detailed in Teunis et al. (1996) and discarded some 'outliers', after similar testing, as did Oscar (2004) . Each of these authors' strategies gives a different set of quantities which the risk-assessor may use, but whatever parameter estimates he/she uses, they are used without any error being associated with them. Our purpose was not to determine a best model for dose-response for
Salmonella, but to show how to incorporate the uncertainty associated with the estimation of such model parameters into a risk assessment.
A further reason for using Salmonella dose-response data is that the data are best summarised by a beta-Poisson doseresponse curve, where the probability of infection for a given dose of D microbes, is given as P
which is characterised by two parameters (a, b) which are highly correlated.
Hence, there are two issues here in using these para- Doses (item 5, standard QMRA methodology section and Figure 1 )
No data were used for the person's dose. This node is not included in the case study (Figures 2 and 3) . 
Treated water numbers
This node is a derived node in Figure 1 but an initial node in Putting it all together
Conceptual model
The directed acyclic graph for the extended model (the 'conceptual model') is given by Figure 3 . Here, the Sidhu Independently, the Teunis et al. (1996) dose-response data for S. anatum (node 7) are explained by the current estimates of (a, b) (node 6, and fitted using Equations (1) and (2)), which are used in the same MCMC iteration (at node 8, using Equations (9) and (10)) to calculate the probability of infection, thus allowing a single estimate of the probability of infection (and the infection status of an individual) at each iteration.
Statistical model
Node 7 contains the dose-response data from Teunis et al. (1996) which may be represented as (
where D i is the ith dose, N i is the number of subjects given the ith dose and X i is the number of subjects infected by the ith dose.
These are explained by the dose-response equation (node 6, Equations (1) and (2)) with parameters (a, b). Uninformative log-uniform priors are given for (a, b), and after burnin, the posteriors for (a, b) are essentially identical to the maximum likelihood estimates. Thus, nodes 6 and 7 are described by
with priors for (a, b) given by lnðaÞBUðÀ10; 15Þ lnðbÞBUðÀ6; 20Þ:
The current MCMC simulation of the posteriors for (a, b)
is passed to node 8, again using Equations (1) and (2) (but now in the form of (9) and (10)), to give a value for the probability of infection (and whether an individual is infected) after sunlight die-off.
Node 1 represents the die-off data, which may be considered as (L j , t j , N 0(j) , N t(j) ), j ¼ 1,y,34. j references each data point, while L j ¼ 1,y,6, represents the line and experimental condition to which the jth point belongs, and there are 6 of these corresponding to the number of different conditions of the experiment, t j is the number of hours elapsed from the initial seeding (with count N 0(j) on line L j ) and N t(j) is the count at time t j for line L j . The die-off constants k L(j) ¼ k l ,
However, as discussed earlier, different values of k are fitted for summer/winter and sun/shade, since the grass/ thatch in combination with sun/shade for summer did not need separate fits. The die-off regression equations (node 2) which explain the die-off data are given by
with uninformative priors for k l (l ¼ 1,y,4) and s 2 , given by Let D 0 be the initial number of pathogens drawn from the treated water distribution (node 3) and the number of hours of sunlight drawn in winter/summer be h (node 4). Then D 17 , the number of pathogens 17 h after irrigation, is drawn from
BNðÀk 2 ð17 À hÞ; s 2 Þ where k 1 o0; k 2 Z0 ð5Þ
BNð0; s 2 Þ where k 1 ; k 2 o0 ð7Þ
where k 1 , y, k 4 and s 2 are posterior draws from node 2.
(Note that, although there may be a possibility of bacterial growth, this possibility was not permitted in the risk estimation since where an estimate for any winter die-off k value was negative, it was replaced by zero.) D 0 , the initial dose (node 3: treated water/effluent distribution), is drawn from a log uniform distribution which allows the full curve for the probability of infection to be seen: lnðD 0 ÞBUðÀ1; 30Þ:
D 17 then passes to node 8, where the probability of infection is calculated using the current posterior estimates for a and b (from node 6). Then p inf , the probability of infection, and I (whether an individual is infected or not, taking a value of 1 for infected, 0 for not infected), are given by
IBBinðp inf ; 1Þ:
As noted earlier, the model described above and in Figure 3 was implemented in WinBUGS (Lunn et al. 2000) .
The initial distribution of the dose is drawn from a log uniform distribution to allow the consequences of parameter uncertainty at any dose to be explicitly included. In the simulation, for the draw of each dose, each parameter is drawn conditional on the data and all other associated parameters.
For the final results, a burn-in of 30 000 was used to reach the target distributions for dose and die-off, with a further 10 000 iterations used for the 'risk' estimation. Two chains and Gelman-Rubin statistics (Lunn et al. 2000) for each of the quantities of interest were used to verify convergence to the stationary distribution.
Further extensions to the model Figure 6 shows a schematic directed acyclic graph for this model.
Let the unobserved true dose of batch b be Z b , the unobserved true dose for individual i subjected to batch b be Y i(b) , the observed dose for batch b be X b and the infected log Y iðbÞ À Á BN logðZ b Þ; 0:001 ð Þ given the few data. Note that, for shade in winter, a Figure 4 shows the daily sunlight data for winter or summer, and for both periods it can be seen that the majority of days were neither cloudy, overcast or rainy, but attained the maximum possible number of sunlight hours.
In Figure 10 Box plots for the probability of infection for 15 initial dose groups ( Figure 11) indicate that, if the infection probabilities are not close to zero or one, the uncertainty is very greatly increased. Thus, including parameter uncertainty could make a very great difference to conclusions about risk. Table 3 gives summary statistics for the initial doses by grouping. Table 2 gives summary statistics for the probability of infection for each of these groupings shown in the graphs (Figure 11 ).
Thus, in Table 2 , in dose grouping 8, the mean probability of infection for winter when the constants are used is 0.82 with a 90% CI (0.73, 0.89), compared with 0.78 (0.43, 0.96) for the varying parameters, again more than double the spread. Table 3 shows that the initial dose range for dose grouping 8 is 6.4 Â 10 6 to 5.52 Â 10 7 with a median dose of 1.89 Â 10 7 cells. Looking at the summer scenarios for dose grouping 12 (Table 2) , the mean probability of infection is 0.25 with 90% CI (0.12, 0.40) using constants, compared with a mean probability of infection of 0.30 (0.04, 0.72), when parameters are drawn with uncertainty from their distributions. This equates to a difference in interval width of 0.68 versus 0.28.
That is, using varying parameters the credible interval covers two-thirds of the probability scale, whereas using constants the interval is one-third of the scale, constituting a very substantial difference.
The effect of the uncertainty induced by the uncertainty of the die-off parameters was so great that it seemed useful to estimate the probability of infection for the initial dose (divided by 1000) allowing no die-off, to show the effect of the uncertainty induced by the dose-response parameters alone. Figure 12 shows the effect of including the uncertainty of the parameter estimates for dose-response when no die-off is considered. The results for each grouping are shown in Tables 2 and 3 . Thus, for dose grouping 8, using constants only, the 90% interval is (0.16, 0.48), but (0.12, 0.56) with varying parameters, a difference in width of 0.32 to 0.44. This is a considerable difference when the response lies between 0 and 1. From Table 3 , this group is seen to encompass doses from 6.4 Â 10 3 to 5.5 Â 10 4 cells. into account the uncertainty associated with parameter estimates needed in the risk assessment, automatically and more satisfactorily. In general, when parameter uncertainty is taken into account, it is typical to assume that the parameter estimate is normally distributed, which it may well not be.
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For the no die-off results, the doses are 1/1000th of these. This method means that there is no necessity for prior boot-strap simulations, as in Cullen & Frey (1999) 's 'two-dimensional' approach to fitting 'uncertainty' and 'variability': the models and the methods are explicit and transparent.
In summary, we have demonstrated a method for incorporating parameter uncertainty, which does not require complex simulation methods. Where a risk assessor is trying to do more than arrive at a point estimate, and is running Monte Carlo simulations such as offered by @Risk (Palisade 2008), this method allows risk uncertainty to be satisfactorily described without resorting to two-step estimation procedures. It is also far more transparent than a spreadsheet approach where operations and their sequencing can be difficult to discern. This method incorporates all the original data used to derive the required parameters for a QMRA into the QMRA, whereas in the more traditional approach these parameters are derived prior to undertaking the risk assessment and are 'plugged' into the assessment. We would recommend it as a simple, transparent method which should be incorporated into a risk assessor's armoury.
CONCLUSIONS
The aim of the study was twofold: (i) to indicate the potential problems arising from failure to include the uncertainty of parameter estimates in risk assessments and (ii) to illustrate the superiority of estimating the parameters to be used in the risk assessment simultaneously with the risk assessment.
When one considers the 'banana-shaped' bivariate graph for the dose-response parameters (a, b) and its long left tail presented in Figure 8 , there is little doubt that the simultaneous estimate of all parameters of interest is a better methodology to use. The techniques and programs used to derive such estimates are now readily available.
Our analysis indicated that, where dose ranges are either extremely large or small, estimating risk by including the uncertainty in the underlying parameters makes little difference in the possible ranges for the probability of infection.
However, when the dose is within the range where the risk is neither very close to one nor zero, the inclusion of uncertainty in the parameters may make a marked difference in the possible ranges for the probability of infection.
However, the results of this study highlight the superiority of models developed directly from data for finding more realistic estimates of uncertainty. In practical terms, we would advocate that workers in this field report comprehensive data. Commonly, reported results only include a range and a mean, occasionally a standard deviation, and often not even the number of observations used. These are generally insufficient to permit adequate estimation of risk. In addition, there is a failure to acknowledge, let alone include, the uncertainty which results from small experiments. For the methodology advanced in this paper, we would recommend, firstly, that all data from experiments leading to parameters needed in a risk assessment be in the public domain, particularly when their interpretation may have important implications for public health. A major limitation imposed on this study was the inability to access data collected by, or on behalf of, any Australian water utility, much of which is mandated by law or regulation. Thus, our final recommendation is that such data be made publicly available. Journals may make a difference in the short term by insisting on this for data forming the basis of a published paper.
