Introduction
One of the reasons for the current interest in fuzzy control is the successful application of simple rule-based controllers in many diverse elds. However, relatively few adaptive neurofuzzy schemes have been tested on practical problems. Moreover, many strategies based on neuro-fuzzy techniques are not suitable for dedicated implementation, since they use some form of optimisation (e.g. recursive least squares or direct search techniques) to select the required control action or for training. To ll this void, the performance of an adaptive fuzzy control scheme, which combines a simple fuzzy identi cation algorithm with the feedback error learning method, is assessed by using it to control the temperature in a liquid helium cryostat. Results from the practical experiments are presented in this paper.
Characteristics of a cryostat
Cryostats are used to perform experiments at very low temperatures in elds such as spectroscopy, X-Ray di ractometry and optical microscopy. The main component of a cryostat is a heat exchanger which is situated below a chamber housing the specimen under examination. Cryogen (a liquid whose normal boiling point is signi cantly below ambient temperature) is supplied to the heat exchanger to provide refrigeration. The temperature of the test sample may be manipulated to a desired set-point by balancing the cooling provided by the cryogen with the power supplied to an electric heating element. The temperature control problem is complicated by the presence of severe nonlinearities. A cryostat has signi cantly faster dynamics at low temperatures because the speci c heat capacity of the heat exchanger is smaller in this region. The system gain also increases with set-point since heater power varies with the square of voltage. For the liquid helium cryostat considered in this paper, the dominant time constant increases from 6 seconds to 180 seconds in the operating range (4.2K to 180K) while the system gain varies by a factor of 10.
3 Overview of the control scheme Figure 1 shows the proposed control scheme. It consists of a fuzzy feed-forward controller and a conventional controller in the feedback path. The feed-forward controller is trained on-line to approximate the inverse plant model by using the feedback error learning method (Kawato et al., 1988) in conjunction with a modi ed form of an identi cation algorithm based on a fuzzy relational model (Tan and Dexter, 1996) . At each sampling instant, the feed-forward control action that needs to be applied in order for the plant output to track the reference trajectory is estimated using the equation ( 1) where t d is the plant delay and is the learning rate. This learning strategy is derived from the observation that a nonzero feedback error, e(t) 6 = 0, is the result of an incorrect feedforward control action. The scheme is similar to the specialised learning architecture designed to overcome the problems associated with inverse modelling using neural networks (Psaltis et al., 1988) .ũ f (t), the new estimate of the feed-forward control action replaces the oldest data in the training set, and the credibility of rules which contribute to the feed-forward action is then updated via the following equation : R s 1 j ;...;s nj ;s (t) =
where p s ij (t) is the possibility that the ith input belong to the jth fuzzy set de ned over its universe of discourse p s (t) is the possibility that the output data belong to the sth output set and m is size of the training set (window length)
The term, p s 1 j (k) . . . p s nj (k) p s (k), is a measure of the degree to which a particular data point matches the rule relating the input sets s ij ; . . .; s nj with the sth output set. This means that the numerator of Equation (2) may be viewed as the amount of evidence which supports a particular rule in the rule base. The rule credibility is estimated by normalising the cumulative degree of matching with the sum of the products of the input membership grades.
The feed-forward controller, if properly trained, is endowed with long term memory since it is able to recall the necessary control action needed to achieve a given setpoint. However, a consequent is that it is slow to remove any steady state error. A Proportional plus Integral (PI) controller is used to ensure that the steady state errors are eliminated. The PI controller is used only when the system is close to steady state (jr ? yj < )), otherwise, a conservatively tuned proportional controller (k p ) is placed in the feedback path.
Commissioning the controller
The task of choosing the parameters used by adaptive control schemes is often a very time consuming one. This section provides some guidelines for commissioning the proposed controller.
Choice of on-line learning rate. From Equation (1), it may be observed that on-line training will stop only when the feedback error is zero. This action is similar to the role performed by the integrator in a conventional PI controller. Hence, a guide for choosing the on-line learning rate, , may be obtained by examining the relationship between the feedback error learning method and traditional integral action. Making the assumption that the plant is subjected to constant inputs, the following relationships can be established.
where K and T i are, respectively, the proportional gain and the integral time of an equivalent PI controller. h is the sampling interval. Equation (3) provides a systematic way of choosing the necessary parameters, and o ers an approach for transferring systems controlled by PI controllers to the proposed control scheme.
Estimate of plant delay. There is usually a time lag before the plant responds to a change in the control action. An estimate of the plant delay, t d , is required since the feed-forward controller is essentially an inverse model, and it is not physically realisable unless prediction is used to compensate for the dead-time. Simulation results have shown that overestimation of the delay does not seriously impair the performance of the controller.
Size of the rectangular window. The previous m data points which re a particular rule are used to estimate the credibility of that rule. The size of the moving rectangular window, m, should be long in order to ensure that the data distribution is as \uniform" as possible, and the estimate of the rule credibility is unbiased. However, the longer the window length, the slower is the speed of adaptation.
Prior knowledge. Domain knowledge should be used whenever it is available. For the cryostat used in the experiments, it is known that the input-output relationship obeys an approximate square law. The fuzzy relational array representing the inverse plant model is initialised to re ect this generic knowledge.
Control of a liquid helium cryostat
The inputs to the feed-forward controller at time t are the ltered setpoint, r(t+1), and its rate of change, r(t+1) = r(t+1)?r(t). A sampling period of 10 seconds is used and the plant delay is assumed to be 20 seconds. The reference model has a time constant of 60 seconds. Distances between the apexes of each triangular set for r(t+1) and r(t+1) are 10K and 1K respectively.
Typically, the existing controller used to control the cryostat has a proportional gain of 3.33 and 60 seconds integral time. Selecting a more conservative proportional gain of 1.11, an integral Figure 2 shows the behaviour of the control scheme in response to step changes at the two extremes of the operating region during the training phase. The results demonstrate that the adaptive controller can learn the required control action on-line, and show that the proposed control scheme is able to deal with the nonlinearity of the cryostat. The performance of the controller when the system is brought back to high setpoints after a spell at low temperatures is shown in Figure 3 . The outcome of this test indicates that the credibilites of rules used at high temperatures are not corrupted by the training at low temperatures. This suggests that the fuzzy identi cation algorithm has the ability to cope with the problem of \de-training" (Hepworth and Dexter, 1996) .
Conclusions
The possibility of using a simple fuzzy identi cation algorithm together, with the feedback error learning method for on-line training, has been explored. Practical results have demonstrated that the proposed control strategy is able to compensate for plant non-linearity and to deal with the problem of \de-training". Future plans include : (i) replacing the rectangular window with exponential forgetting to reduce memory requirements, (ii) undertaking further experiments on both liquid helium and liquid nitrogen cryostats to investigate the long term behaviour of the control scheme, and (iii) incorporating a measurement of gas ow into the controller. 
