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ОКРЕМІ КОНЦЕПЦІЇ ІНФОРМАЦІЇ ТА ЇЇ ЗНАЧЕННЯ
ДЛЯ РИНКУ ЦІННИХ ПАПЕРІВ
Сталий, тобто стійкий до ризиків розвиток ринку довгостро-
кових цінних паперів значною мірою залежить від його інформа-
ційної складової. Учасники цього ринку — емітенти цінних па-
перів, інвестори і кредитори, депозитарії та реєстроутримувачі,
біржі та представники позабіржової торгівлі цінними паперами
— для оцінки поточної кон’юнктури ринку та її прогнозування
потребують потужної інформаційної підтримки. Остання необ-
хідна і для мінімізації ризиків цього ринку.
Незважаючи на важливість інформації у житті суспільства,
практика свідчить, що сучасний рівень людської свідомості
поки не достатній для всебічного осягнення її сутності. Хоча
розповсюдженим є розуміння, що інформація асоціюються з
відомостями, даними, знаннями тощо і передається у вигляді
повідомлень, існує думка, що інформація є однією з фундамен-
тальних категорій, яка поруч з категоріями «речовина» та
«енергія» є найважливішою у сутності світу, і дати їй вичерпне
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визначення неможливо. Аналогічним «невизначуваними» по-
няттями, наприклад, в математиці є поняття «точка» та «пря-
ма», які повсюдно використовуються у математиці, але самі
вони поки не визначені за допомогою більш елементарних по-
нять [1].
Є точка зору, що людське суспільство представляє собою ін-
формаційну систему, і його розвиток залежить від кількості ін-
формації, яка сприймається та перетворюється його членами [2].
Розвиток людства завжди супроводжувався появою нових інфор-
маційних технологій, що радикально підвищували поінформова-
ність суспільства, міняли свідомість та збільшували обсяг і гли-
бину людських знань, піднімали загальний рівень культури.
Тільки за чотири роки (2006—2010) обсяг інформації збільшився
у шість разів [3]. Дослідженню ролі інформації у суспільстві при-
свячено чимало робіт. Зокрема, у 1956 р. американський еконо-
міст французького походження Жерар Дебрё (Gerard Debreu,
1921—2004) у роботі «Ринкова рівновага» запропонував інфор-
маційно-економічну модель суспільства рівноваги, за що у 1983 р.
отримав Нобелівську премію [4, с. 335—336].
Одним з перших відомих нині напрямків дослідження інфор-
мації є спроби оцінити її кількість. Вагомий внесок у цю роботу
було зроблено 1928 року працею американського інженера-
електронщика Ральфа Хартлі (Rаlph Vіntоn Lyоn Hаrtley, 1888—
1970) «Передача інформації» [5]. Він ввів логарифмічну міру
інформації H = Klоg2 (M), відому нині як «хартлієвська кіль-
кість інформації», що визначає її кількість за допомогою лога-
рифму числа можливих послідовностей символів коду, що пе-
редається у повідомленні довжиною n. Згодом, у 1949 р.
американський інженер-математик Клод Шеннон (Clаude
Elwооd Shаnnоn, 1916—2001) і науковець-математик Уоррен
Уівер (Wаrren Weаver, 1894—1978) написали роботу «Матема-
тична теорія зв’язку», у якій пропонували визначати кількість
інформації з використанням вірогідносних методів [6, c. 42—
43]. Ця праця узагальнювала результати Р. Хартлі та його
попередників і сформулювала кількісну концепцію інформації
на основі поняття «інформаційна ентропія», як міри невизна-
ченості або непередбачуваності інформації1. У контексті інфор-
мації ентропія розуміється як той мінімум інформації, що
необхідно отримати для ліквідації невизначеності. Після цього
під інформацією у науці почали розуміти не будь-які
                     
1 У науку поняття ентропії введено у 1865 р. німецьким фізиком, автором другого закону
термодинаміки — Рудольфом Клаузіусом (Rudolf Julius Emanuel Clausius, 1822—1888).
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мацією у науці почали розуміти не будь-які повідомлення, що
передаються у системі зв’язку, а лише ті, що зменшують неви-
значеність у її одержувача: чим більше зменшується така неви-
значеність, тобто, чим більше знижується ентропія повідомлен-
ня, тим вище інформативність повідомлення. Відома нині як
інформаційна концепція К. Шеннона, вона стала основою про-
цесу оптимізації кодування сигналів з метою підвищення про-
пускної здатності засобів зв’язку. Але ця концепція представляє
лише синтаксичні відношення між сигналами, знаками та повід-
омленнями. Вирішуючи задачі кодування та передачі інформації
на основі вірогіднісної міри інформації, кількісна концепція ін-
формації не претендує на оцінку змісту (семантики) інформації
та її корисності (прагматичності) — тобто її цінності.
Для учасників ринку цінних паперів і на сьогодні залиша-
ється невирішеним питання повноти, достовірності та вчаснос-
ті отримання інформації. Несхожість у розумінні та тлумачен-
ні, зумисне її викривлення є, серед іншого, чинниками
асиметрії інформації на сучасному ринку цінних паперів. Су-
спільство намагається мінімізувати асиметричність інформації
на фінансовому ринку запроваджуючи, зокрема, стандарти звіт-
ності, вимоги до розкриття інформації тощо. Але проблема ін-
формаційної асиметрії залишається, і без її вирішення немож-
ливо досягти сталого, стійкого до ризиків, функціонування ри-
нку цінних паперів.
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