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In this thesis, we study quantum annealing in the presence of coupling to the external
environment, motivated by a recent development in the experimental devices of the
quantum annealing. Such real quantum systems are inevitably open to its environment.
We design a novel numerical method to analyze a model of the real device which is hard
to solve for conventional methods. Using newly developed method, we investigate the
thermalization phenomena and non-equilibrium dynamics of the quantum annealing in
the open systems.
In this chapter, we first explain the quantum annealing algorithm and two basic
topics of slow quantum quenches that are closely related to the quantum annealing.
We next give a brief overview of the experimental devices of the quantum annealing
made by D-Wave Systems. We then explain the effective Hamiltonian of the open
quantum system which describes the experimental devices, and then review the previous
theoretical studies on it. Finally, we explain the purpose and outline of this thesis.
1.1 Quantum annealing and slow quantum quenches
In this section, we first explain the quantum annealing algorithm whose computational
process is closely related to the slow quantum quenches.
Quantum quenches, in which the system parameters are controlled in time is one of
the most fundamental paradigms of non-equilibrium quantum dynamics. In the case of
slow quenches, where the driving parameters are moving on a time scale much longer
than the typical time scales of the system, the quantum adiabatic theorem, and the
Kibble-Zurek mechanism provide a way to understand the dynamical behavior of the
system. We briefly explain these topics in this section.




1.1.1 Quantum annealing algorithm
The quantum annealing [1, 2] is a heuristic optimization algorithm based on the adia-
batic time evolution, in which the Hamiltonian varies slowly from an initial Hamiltonian
whose ground state is easily prepared, to a final Hamiltonian whose ground state en-
codes the solution to the combinational optimization problem. The quantum annealing
was initially proposed as an optimization algorithm utilizing quantum fluctuations to
search the state space for the global minimum of the cost function analogous to the
simulated annealing [3], which utilizes thermal fluctuations instead. From the view
point of the theory of quantum computation, the quantum annealing is regarded as a
special case of the adiabatic quantum computation [4].
The most practical type of the quantum annealing is based on the adiabatic evolution





















where σ̂a (a = x, y, z) are the Pauli operators, and A(t/ta) and B(t/ta) are scheduling
functions, which satisfy
A(0) = B(1) = 1 and A(1) = B(0) = 0, (1.2)
and ta is the total annealing time (t ∈ [0, ta]). An example of A(s) and B(s) with the












Fig. 1.1: Example of the scheduling functions in Eq. (1.1).























which represents a cost function of the optimization problem. We note that the cost
functions of any combinational optimization problems can be mapped to the corre-
sponding Ising Hamiltonian.
In the quantum annealing, the initial state is fixed in the ground state ofH(0), which
is the superposition of all spin states, and the state evolves obeying the Schrödinger
equation of motion. If the system tracks the instantaneous ground state, the final state
is expected to be the ground state of H(ta), which is the solution of the optimization
problem in the sense that it minimizes the cost function.
1.1.2 Quantum adiabatic theorem
Here, we explain the quantum adiabatic theorem which guarantees that the quantum
annealing will find the solution of the optimization problem provided the Hamiltonian
varies sufficiently slowly. We show a schematic picture of the adiabatic evolution in
Fig. 1.2.
The simplest version of the quantum adiabatic theorem [5–7] states that a system
initialized in the ground state |ϕ0(0)⟩ will remain in the instantaneous ground state
|ϕ0(t)⟩ for all t, if the following condition is satisfied :
max
t∈[0,ta]
| ⟨ϕ1(t)| ∂H(t)/∂t |ϕ0(t)⟩ |
|ε1(t)− ε0(t)|2
≪ 1, (1.5)
where εj and |ϕj(t)⟩ are the j-th eigenvalue and eigenvector of the time dependent
Hamiltonian H(t), respectively, and ta is the total evolution time. This condition
provides a widely used adiabaticity criterion that the time scale of the change of the
Hamiltonian should be larger enough than the time scale of the inverse square of the

















Fig. 1.2: Schematic picture of the adiabatic evolution. The red line denotes the time
evolution of energy of the system.
1.1.3 Kibble-Zurek mechanism
The quantum annealing is interesting not only as the optimization algorithm, but also as
a problem of non-equilibrium dynamics in quantum mechanics because it encompasses
various quench dynamics of the transverse-field Ising model depending on the scheduling
functions and other parameters in Eq. (1.1).
The slow quench dynamics is particularly interesting when a quantum critical point
is crossed during the quench. In this situation, the non-adiabatic excitation occurs due
to the closing of the energy gap associated with the phase transition, and the Kibble-
Zurek (KZ) mechanism [8, 9] leads to a universal power-law scaling for the density of
excitation as a function of the quench velocity. This mechanism is directly related to
the error of quantum annealing if the Hamiltonian of Eq. (1.1) exhibits a second-order
phase transition [10].
The KZ mechanism is originally developed for classical continuous phase transitions
[8], and straightforwardly extended to the quantum phase transitions [11, 12]. Here, we
briefly explain the KZ mechanism for the quantum systems.
We consider a quantum phase transition characterized by a parameter λ whose
critical value at the transition is λc. As a parameter of the deviation from the critical
point, we define
ϵ = |λ− λc|. (1.7)
Around the quantum critical point (QCP), the correlation length of the system diverges
as
ξ ∼ ϵ−ν , (1.8)
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where ν is its critical exponent, and the energy gap above the ground state decreases
as
∆ ∼ ϵzν , (1.9)
where z is the dynamical critical exponent.
When we consider a linear quench λ(t) = λc − vt with a velocity v > 0, distance
from the critical point behaves as
ϵ = v|t|. (1.10)





is satisfied (a schematic picture of this equation is shown in Fig. 1.3), which yields
ϵ∗ ∼ v1/(zν+1). (1.12)
This value of the distance from the QCP gives the characteristic energy scale
∆∗ ∼ vzν/(zν+1), (1.13)
and the length scale
ξ∗ ∼ v−ν/(zν+1) (1.14)
at which the adiabatic approximation breaks down, with the domains of typical length
ξ∗. Then density of such defects is given as
nKZ ∼ ξ∗−d ∼ vdν/(zν+1), (1.15)
where d is a spatial dimension. This is so-called KZ scaling. This scaling is exactly given
derived in the slow quench dynamics of the one-dimensional transverse-field model [13].













Fig. 1.3: Schematic picture of the equation of Eq. (1.11). The black line denotes the
scale of the relaxation time given by the inverse of the energy gap, the blue line denotes
the time remainig to reach the critical point, and the red line denotes the time evolution
of time scale (inverse of energy gap) of the system. After passing through the point of
ϵ = ϵ∗, adiabatic evolution breaks down.
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1.2 Quantum annealing processor
In this section, we explain the recent developments of the experiments for the quantum
annealing.
The physical implementation of the quantum annealing algorithm based on the
transverse-field Ising model has been manufactured by D-Wave Systems Inc [17] with the
expectation that it can solve the optimization problems faster than classical computers.
In this device, the spins are implemented by superconducting flux qubits, and they are
coupled to each other on a bipartite graph [18]. The Ising interactions Ji,j and magnetic
fields hi in Eq. (1.4) are programmable parameters, and users can program various Ising
models (including the uniform one-dimensional Ising model). The spin state at the end
of the annealing is observed as the projection to the z-axis of the spin space. In the
latest version of the device, D-Wave 2000Q, has about 2048 qubits and its nominal
temperature is 12 mK. The available annealing time is 1-2000 µs.
The quantum annealing algorithm is based on the Schrödinger dynamics in an ideal
closed system at zero temperature, but the qubits in the device are affected by its envi-
ronment at finite temperature. In other words, the device is an open quantum system.
Initially, the quantum annealing algorithm was expected to be robust to decoherence
induced by the coupling to the environment because the ground states of the Ising
Hamilonian do not have to hold the quantum fluctuations [19]. However, the exper-
iments using the device have revealed that the coupling to the environment induces
diabatic excitations during the annealing, which disturbs the performance as the opti-
mization solver [20]. However, there is an alternative attempt to make use of the open
system nature progressively; the quantum annealing processor is expected to be useful
for the task of sampling from a Boltzmann distribution of an Ising Hamiltonian, which
is as difficult a computation problem as the optimization problem, and such sampling
has application in machine learning [21]. The experiments observed thermalization phe-
nomena in the device [22] for certain scheduling of the annealing. However, it is still
unclear how the final state of the quantum annealing in the open system is thermalized.
The quantum annealing processor has also attracted much interest as a simulator of
the quantum many-body systems. The simulations of the phase transition phenomena
using the D-Wave quantum annealing processor reproduced the theoretical predictions
in quantum systems such as the Kosterlitz-Thouless topological phase transition in the
two-dimensional frustrated transverse field Ising model [23], and the magnetic phase
transition in the three-dimensional spin glass system [24].
Although such equilibrium properties of phase transitions are successfully repro-
duced in the quantum annealing processor, the simulation of the Kibble-Zurek mecha-
nism in the one-dimensional transverse-field Ising model [25] exhibited the quite differ-
ent result from the prediction of the theory for the closed system; the scaling exponent
of the defect density was far from theoretical value and was not universal. This result
again suggests the importance of the study on the open system to clarify the dynamical
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property of the quantum annealing processor.
1.3 Model Hamiltonian of open quantum systems
In this section, we explain the theoretical model for the present study in this thesis.
We consider the simplest effective Hamiltonian of the quantum annealing processor
including its environment, which has been studied in many literatures [19, 26–33].
1.3.1 Spin-boson model
We first describe the effective Hamiltonian of a single superconducting flux qubit used
in the quantum annealing processor. The flux qubit is consisted of superconducting
ring interrupted by a Josephson junction [34]. The relevant physical degree of freedom
to describe such a system is the magnetic flux Φ threading the ring. The effective two
dimensional Hilbert space is realized by applying the double well flux potential.
The system is effectively represented in the two dimensional Hilbert space spanned
by the two lowest energy states which are localized at each well. The Hamiltonian of





where σ̂a (a = x, y, z) are Pauli operators, ∆ is the tunneling amplitude, and ϵ is the
energy bias between the wells. Flux noise δΦ is the dominant noise in flux qubit, and
is coupled to the flux Φ. The coupling Hamiltonian can be also represented in terms of





where X̂ is a Hermitian operator acting on the environment. Considering the low-
lying collective mode of the environment, Hamiltonian of the environment is explicitly









k) denotes the annihilation (creation) operator of the boson with mode k of









because the system-bath coupling is weak for a macroscopic environment. Then, the
Hamiltonian of the full system is given by
Hspin−boson = HTSS +HB +HSB. (1.20)
This is so-called spin-boson model or Caldeira-Leggett model [34–36].




λ2kδ(ω − ωk), (1.21)







where ωc is a high frequency cut-off. This type of the spectral density is referred to
as ”Ohmic”, ”sub-Ohmic” or ”super Ohmic” for the case a = 1, 0 < a < 1, or a > 1,
respectively.
Although the spin-boson model seems a quite simple model, it exhibits a rich variety
of physics. For example, as a function of the system-bath coupling strength g, the model
for a ≤ 1 is known to exhibit a quantum phase transition between a delocalized phase
(weak coupling region), where quantum tunneling between the two states is allowed,
and a localized phase (strong coupling region), where the spin system behaves classically
[36–38].
The spectral density of the flux qubit used in the D-Wave’s quantum annealing
processor is considered as the hybrid of the Ohmic and 1/f type spectral density from
the experiments measuring the rate of macroscopic resonant tunneling between the two
energy states [17, 39, 40].
1.3.2 Dissipative transverse-field Ising model
In the quantum annealing processor, the qubits are coupled to each other, but the
experimental observation have shown that the flux noise is uncorrelated between the
qubits [41]. Therefore, the simplest model to describe the processor is the array of the
spin-boson model. The Hamiltonian of the full system is expressed as












































is the system-bath coupling Hamiltonian.












In the context of superconducting qubit, where the flux noise is considered to be the
dominant noise, σz coupling is the dominant coupling, namely λzj,k ≫ λxj,k, λ
y
j,k. This
type of coupling is referred to as ”longitudinal coupling”.




j,k = 0 is also often studied for the sake of
convenience for theoretical treatment. We refer to this type of coupling as ”transverse
coupling” or ”σx coupling”.
We shall call the model of Eq. (1.23) ”dissipative transverse-field Ising model”
hereafter. This model is important not only as the effective model of the quantum
annealing processor but also as a simplest model in which the dissipation and spatial
couplings are existing together. We explain the previous studies on this model in the
following sections.
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1.4 Theoretical studies for thermalization phenom-
ena in quantum annealing
As explained in section 1.2, the thermalized phenomena in the quantum annealing is
important for the future application of the quantum annealing processor, but it is still
an open issue. In this section, we briefly review the previous studies on this issue of
dissipative transverse-field Ising model.
Motivated by the physical implementation, all previous studies we are going to
mention here assumed the longitudinal coupling of Eq. (1.26) and Ohmic bath spectral
density of Eq. (1.22) with a = 1, and considered the quantum annealing protocol as
shown in Fig. (1.1).
The first general description for the adiabatic dynamics of the dissipative transverse-
field Ising model was presented by Albash et al. [28]. They studied the adiabatic
dynamics of N = 8 site ferromagnetic dissipative Ising model in the weak system-bath
coupling limit using the quantum adiabatic Markovian master equation. They found
that the time evolution is classified into several phases. The system initially evolves
following the instantaneous ground state. Around the minimal energy gap, the system
starts to be excited by the environment. In the end, the dynamics is frozen-out at a
late time when the transverse-field becomes negligibly small, A(s) ≪ B(s).
The similar simulation for 16 site system was performed by Amin et al. [30] also us-
ing Markovian master equation. This study suggests that the time evolution is classified
into the quasi-static phase, the freezing phase and the frozen phase. In the quasi-static
phase, the spin system follows the instantaneous Boltzmann distribution at each time.
In the freezing phase, the system start freezing. In the frozen phase, dynamics is frozen
out and the final state of the system is close to the Boltzmann distribution at the
freezing-out point:
Pi(s) ≈ PBi(s) for s < s∗ (1.28)
Pi(s) ≈ PBi(s∗) for s > s∗ (1.29)
where Pi(s) denotes the occupation probability of the i-th eigenstate at rescaled time
s in the simulation, PBi(s) denotes corresponding probability of the Boltzmann distri-
bution, and s∗ represents the freezing-out point.
Because the freezing-out occurs at a late time at which A(s∗) ≪ B(s∗), omitting
the transverse-field, the eigenenergy is given as εi(s
∗) ≈ B(s∗)εi(1), and the Boltzmann
distribution at the freezing-out point can be regarded as that of the final Hamiltonian
(s = 1) at an effective temperature Teff :
PBi(s
∗) ∝ exp(−εi(s∗)/T ) ≈ exp(−εi(1)/Teff), (1.30)
where T is the physical temperature of the environment and Teff is defined as Teff =






















Fig. 1.4: Schematic picture of the freezing-out hypothesis suggested in Ref. [30]. P0(s)
denotes time evolution of occupation probability of the ground state of Hamilonian of
Eq. (1.24), and PB0(s) denote the instantaneous Boltzmann distribution for the ground
state.
The freezing-out hypothesis is demonstrated only in small systems in a weak cou-
pling regime, for which the energy spectrum of HS(t) is discrete and almost unaffected
by the environment. For more general cases such as the case of more large size systems
or the case of strong coupling, the validity of the freezing-out hypothesis remains un-
clear. Furthermore, the prediction by the freezing-out hypothesis for the final state is
somewhat ambiguous, requiring more detailed evaluation.
1.5 Theoretical studies for Kibble-Zurek mechanism
in open quantum systems
In this section, we briefly give an overview of the previous studies for KZ mechanism
in the dissipative transverse-field Ising model.
This problem was first studied by Patané et al. [26, 27]. They considered the dissipa-
tive transverse-field Ising model of Eq. (1.23) with linear quench of the transverse-field:
A(t) = 1− vt (t : ti → 0, ti < 0) (1.31)
B(t) = 1 (1.32)
and they assumed the transverse coupling of Eq. (1.27). They derived the kinetic
equation for Green’s function using the Born-Markov approximation. Analyzing the
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equation, they found the scaling formula of the thermal excitation generated around
the critical point,
nth ∝ v−1T 4. (1.33)
They assumed the additivity, in which the total excitation density was written as
nex ≃ nKZ + nth (1.34)
where nKZ is the coherent distribution given by Eq. (1.15) for z = ν = 1.
The same problem was studied by Nalbach et al. [29] using similar model in which










In this case, the Hamiltonian can be mapped to the one-spin problem coupled to a
bosonic environment for each mode. Such dissipative one-spin problem was approxi-
mately solved using the Markovian master equation derived by utilizing Born approx-
imation. They again discussed the scaling formula of the thermal excitation density,
and found the similar scaling law,
nth ∝ v−1T 3. (1.36)
The scaling formula of the thermal excitation Eq. (1.33) and (1.36) consists of the
factor v−1 which means that the slower quench leads to the more excitations in contrast
with the KZ scaling. This non-monotonic behavior is called anti-KZ behavior.
Eqs. (1.33) and (1.36) predict that no modifications occur at zero temperature.
However, this is not a general feature, but a peculiar result due to the weak coupling
approximation or the specific type of system-bath coupling. The strong coupling to the
environment would modify the coherent part of Eq. (1.34). For example, modification
of the critical exponents is reflected in the KZ scaling exponent.
The quantum phase transition of the one-dimensional dissipative transverse-field
Ising model was studied by Werner et al. [33] using Monte Carlo simulation consid-
ering the longitudinal coupling of Eq. (1.26). They found that the dynamical critical
exponent was z ≈ 1.99, and the correlation length critical exponent was ν ≈ 0.64 almost
independently of the system-bath coupling strength. This problem was also studied by
renormalization group method [42, 43] and similar exponents were obtained. This im-
plies that the KZ scaling exponent bKZ = dν/(zν+1) in Eq. (1.15) changes from that of
closed system, but is again universal. However, this prediction has not been confirmed,
because the previous studies for the dynamics in the case of the longitudinal coupling
were restricted to small size systems as mentioned in section 1.4.
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1.6 Purpose and outline
The recent experimental development for the quantum annealing is asking for deeper
understanding of the slow quantum quench dynamics in many-body open quantum sys-
tems because the actual quantum annealing processors are coupled to its environment.
The dissipative transverse-field Ising model has been studied as the simplest model for
such systems. However, especially for the dynamics, only a weak coupling region has
been explored due to the limitation of the conventional method. In particular, only
small size systems have been studied in the case of the longitudinal coupling, which is
more relevant than the transverse coupling in the actual quantum annealing processors.
In this thesis, we analyze the dissipative transverse-field Ising model in the case
to which the conventional methods cannot be applied. Specifically, we focus on the
infinite one-dimensional system in the case of the longitudinal coupling in a wide range
of coupling strength. We assume that the spectral density of the environment is the
standard Ohmic type according to the experimental observation [40]. We omit the 1/f
noise from the spectral density for the sake of simplicity. The purposes of this thesis
are the following:
To develop new numerical method for the dynamics of the dissipative trans-
verse field Ising model (chapter 2).
Most of the previous studies on the quantum annealing in the open system have used
the quantum Markovian master equation technique based on the Born-Markov approxi-
mation, which neglects the higher-order terms of the system-bath coupling Hamiltonian
and retardation effects in the equation of motion. This approximation is valid only in a
weak coupling limit, and the quantum master equation is hard to solve for a many-body
system due to the exponential growth of the dimension of the Hilbert space. The several
previous studies avoids such a problem of system size by mapping the original many-
body model to the one-body problem, but the Hamiltonian of the system-bath coupling
is limited to a quite specific one, which deviates from the experimental situation.
To overcome these problems in the master equation method, we have developed
novel numerical method, in which we use the exact path-integral representation for
the reduced density matrix to avoid the Born-Markov approximation, and use matrix
product state techniques to deal with large finite or infinite one-dimensional systems.
To clarify the thermalization phenomena in the quantum annealing at finite
temperature (chapter 3).
The previous studies have suggested the ”freezing-out hypothesis” for the quantum
annealing at finite temperature, which predicts that the final state of the annealing is
close to a classical Boltzmann distribution of the final Ising Hamiltonian at an effective
temperature, but the detailed quantitative evaluation remains to be done.
We analyze the quantum annealing at finite-temperature, and discuss how close the
final state is to a classical Boltzmann distribution, and its dependence on the annealing
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time and system-bath coupling strength.
To demonstrate the effect of the environment on the KZ scaling at zero
temperature (chapter 4).
The previous studies for the equilibrium property of the dissipative transverse-field
Ising model with the longitudinal coupling have shown that the universality class of the
critical point changes from that of the closed system, independently of the system-bath
coupling strength. However, the question of how this new universality appears in the
slow quench dynamics remains to be answered both theoretically and experimentally.
The previous studies for the dynamics have discussed only the thermal effect on the
KZ scaling and these studies are restricted to the transverse coupling.
We analyze the quantum annealing at zero-temperature, and discuss the dependence
of the KZ scaling exponent on the system-bath coupling strength at zero temperature.
This thesis is structured as follows: In chapter 2, we describe the numerical method
that we develop to study the dynamics of the one-dimensional dissipative transverse-
field Ising model in the case of the longitudinal coupling. We present the path-integral
and tensor network formulation for the reduced density matrix. In chapter 3, we analyze
the quantum annealing dynamics at finite temperature using the method described in
chapter 2. We present the phenomenology which is an extension of the freezing-out
hypothesis, and show its numerical confirmation. We further discuss the final state of
the annealing by comparing it with certain thermal equilibrium states. In chapter 4,
we turn to the case of zero temperature. We show that the KZ scaling exponent is
modified by the coupling to the environment. We further discuss the crossover between




In this chapter, we describe the new numerical method [44] to compute dynamics and
thermal equilibrium state of the one-dimensional transverse-field Ising model coupled
to a bosonic environment. Our method is based on the path integral formulation and
the matrix product state (MPS). First, we introduce the discrete-time path integral
formulation of the reduced density matrix (RDM) for both real and imaginary time
evolution. Next, we describe the tensor network representation of the path integral.
Finally, we explain how to compute physical quantities from the infinite-MPS (iMPS)
representation of the reduced density matrix.
2.1 Model
We consider the dissipative transverse-field Ising chain discussed in section 1.3.2. The




























j,k + bj,k) (2.3)
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represents the system-bath coupling Hamiltonian. We assume that each site has its
own bosons independently and that they have the same properties, namely ωj,k = ωk










where g is the dimensionless coupling strength, ωc is the high frequency cut-off, and
θ(ω) is the Heaviside step function.
We assume that the initial state is the product state of the ground state of HS(0)
and the thermal equilibrium state of HB with the inverse temperature β




where ZB(β) is the partition function of HB. We refer to this temperature T = 1/β as
the bath temperature.
2.2 Path integral formulation
In this section, we explain the discrete-time path integral representation for the reduced
density matrix. This formulation has been used to study the time evolution of a single
site spin-boson model [45–48] such as the dissipative Landau-Zener model [49, 50]. We
extend this formulation to the one-dimensional many-spin system.
2.2.1 Real-time path integral
First of all, we introduce RDM ρS(t) at time t by tracing out the bosonic degrees of
freedom from the density matrix of the full system ρ(t),
ρS(t) = TrBρ(t). (2.6)


















where U(t), US(t) and UB(t) are the time evolution operators of the full system, the
spin system, and the bosonic bath, respectively, and USB(t) is defined by
U(t) = US(t)UB(t)USB(t)




















USB(t) = HISB(t)USB(t) (2.12)
with
HISB(t) = U−1B (t)U
−1
S (t)HSBUS(t)UB(t). (2.13)
Eq. (2.13) is derived by differentiating Eq. (2.8) with respect to t.
In order to obtain the path integral expression for the RDM in Eq. (2.6), we divide
USB(t) and U †SB(t) into M of tiny time slices of duration ∆t = t/M ,
USB(t) = USB(tM , tM−1)USB(tM−1, tM−2) · · · USB(t1, t0) (2.14)
U †SB(t) = USB(t2M+1, t2M)USB(t2M , t2M−1) · · · USB(tM+2, tM+1), (2.15)
where we use the following notation
USB(t, t′) =USB(t)U−1SB (t
′) (2.16)
with the path of the time for l = 0, · · · , 2M + 1 defined by
tl =
{
l∆t (0 ≤ l ≤M)
(2M + 1− l)∆t (M < l ≤ 2M + 1). (2.17)
Using the second order decomposition
USB(tl, tl−1) = exp[−i∆tHISB(tl)/2] exp[−i∆tHISB(tl−1)/2] +O(∆t3), (2.18)
Eqs. (2.14) and (2.15) are written as
USB(t) = exp[−i∆tMHISB(tM)] · · · exp[−i∆t0HISB(t0)] (2.19)
U †SB(t) = exp[−i∆t2M+1H
I
SB(t2M+1)] · · · exp[−i∆tM+1HISB(tM+1)] (2.20)
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with the time difference values defined as
∆tl =

(tl+1 − tl)/2 (l = 0, M + 1)
(tl − tl−1)/2 (l =M, 2M + 1)
(tl+1 − tl−1)/2 (otherwise).
(2.21)
Each factor in Eqs. (2.19) and (2.20) is expressed in the normal-ordered form as



































plj,a = −i∆tlλj,aeiωj,atl , (2.24)
qlj,a = −i∆tlλj,ae−iωj,atl . (2.25)
From Eqs. (2.22), (2.19), and (2.20), the reduced density matrix of Eq. (2.6) is written
as
ρS(t) = TrB [fMUS(tM , tM−1) · · · f1US(t1, t0)
× f0ρ(0)f2M+1 US(t2M+1, t2M)f2M · · · US(tM+2, tM+1)fM+1] , (2.26)
where fl means fl({σ̂zj}, {b̂
†
j,a}, {b̂j,a}).




























where |σ(l)⟩ denotes the eigenstate of σ̂zj for j = 1, · · · , N
σ̂zj |σ(l)⟩ = σ
(l)
j |σ(l)⟩ , σ
(l)
j = ±1, (2.28)
and the |b(l)B ⟩ denotes the bosonic coherent state for j = 1, · · · , N and ∀a;
b̂j,a |b(l)⟩B = b
(l)
j,a |b(l)⟩B (2.29)
with the complex numbers b
(l)
j,a. Inserting the completeness relations between the time
slices in Eq. (2.26) and integrating out the bosonic degrees of freedom, the matrix
element of the reduced density operator is expressed in the path integral form
⟨σ(M)| ρS(t) |σ(M+1)⟩ =
∫







Dσj stands for the summation over the spin variables at site j except for the

































⟨σ(l)| US(tl, tl−1) |σ(l−1)⟩ , (2.32)
and the Fj is a functional of spin at site j, called the influence functional, given by the






































































This is simply given as











κl,m = −∆tl∆tmK(tl − tm), (2.36)

































The detail of this calculation is in Appendix A. The functional form of K(z = t) for
the Ohmic bath spectral density is shown in Fig. 2.1.




























Fig. 2.1: (a) The real part and (b) the imaginary part of K(z = t) for various bath tem-
peratures for the Ohmic spectral density. Notice that the imaginary part is independent
of temperature.
Now, we derive the specific form of W of Eq. (2.32). We divide HS(tl) into the




















To an accuracy of O(∆t3), letting ∆l = tl − tl−1, the time-evolution operator of the
system is given as




















where we have used the second order decomposition and the symmetric decomposition






Then, the matrix element of US(tl, tl−1) is written as


























































Substituting Eq. (2.46) into Eq. (2.32), we finally obtain
W [σ(·)1 , · · · , σ
(·)

























where we have defined
Jj,l =

J ′′j,l (l = 0, M + 1)
J ′j,l (l =M, 2M + 1)




Notice that γj,M+1 = 0 and Jj,l = J
∗
j,2M−l+1 for l > M .
For the sake of convenience, we redefine κl,l−1 in Eq. (2.35) as
κl,l−1 → κl,l−1 + γj,l, (2.53)
and also redefine W of Eq. (2.51) so as to drop the part of the interaction in the time
direction.
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2.2.2 Imaginary-time path integral
In this section, we consider the situation that the full system is in the thermal equilib-
rium state with an inverse temperature β. Letting t = −iβ, the reduced density matrix
of the thermal equilibrium state is simply given using the time-evolution operator in
Eq. (2.9)-(2.12) as
ρS(β) = TrB [exp (−βH)] /Z
= TrB [U(−iβ)] /Z
= US(−iβ)TrB [UB(−iβ)USB(−iβ)] /Z (2.54)
where Z is a partition function of the full system. We note that t in the Hamiltonian
is just a parameter in this context, therefore the system’s time-evolution operator is
given as
US(−iβ) = exp (−βHS) . (2.55)
Then, redefining the time step as
∆t→ ∆τ = β/2M, (2.56)
and dividing USB(−iβ) into 2M +1 slices, similar formalism in the case of the real-time
path integral is available. To complete the correspondence, we have to redefine the path
of the time as
tl → zl =
{
−il∆τ − iβ/2 (l ≤M)
−i(l − 1)∆τ + iβ/2 (M < l ≤ 2M + 1). (2.57)
We note that z0 = z2M+1 = −iβ/2 and this imaginary-time corresponds to t = 0 in the
real-time formulation. The initial state of the system in the real-time formulation have
to be replaced to an identity operator of the system;
|Ψ0⟩ ⟨Ψ0| → ÎS. (2.58)
The partition function in Eq. (2.54) gives rise to no additional computation since we
can easily normalize the reduced density matrix in the algorithm. Therefore, the tensor
method described in the following section is applicable in the completely same manner
as the real-time version.
2.3 Tensor network representation
In this section, we derive the tensor network (TN) representation for the RDM starting
from the path integral formula of Eq. (2.30) in a manner analogous to the TN repre-
sentation for the partition function of the 2-d classical Ising model [51–53]. Such a TN
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representation is not straightforwardly obtained because of the presence of long range
interaction in the time direction shown in Eq. (2.35). Our key idea to overcome this
difficulty is to represent the functional Fj in Eq. (2.35) as an MPS using a time-evolving
block decimation (TEBD) algorithm [53–56]. We note that very similar idea was used
to study the dynamics of one and two site spin-boson model [57].
2.3.1 Tensor notations
In this subsection, we introduce graphical representations of tensors. The term ”tensor”
simply means multi indexed quantity such as a matrix in the context of the tensor
network method. The tensors are generally visualized by so-called tensor diagram
notation [58] in which a tensor is a ”shape” such as a circle, oval or a polygon, with
zero or more ”legs”. Each leg corresponds to an index of the tensor. An example of a
tensor diagram of a 3-leg tensor is shown in Fig. 2.2 (a). Connecting two legs means
the contraction of the corresponding indices. For example, the diagram in Fig. 2.2 (b)
represents a matrix product of ∑
k
Ai,kBk,j = Ci,j. (2.59)
The term ”tensor network” means a network structure of several (or infinite) tensors












Fig. 2.2: Examples of tensor diagrams. (a) The diagram of ψi,j,k. (b) The diagram of
Eq. (2.59)
2.3.2 Matrix product state and matrix product operator
In this subsection, we explain the MPS representation and a matrix product operator
(MPS and MPO).








Φi1···in |i1⟩ · · · |in⟩ (2.60)
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where d is a dimension of Hilbert space of a single site. The MPS representation of this
wave-function is obtained using Schmidt decomposition (SD). We divide the system
into j-site subsystem Aj and the rest subsystem Bj. Then the SD with respect to the







⟩ |ΦBjαj ⟩ , (2.61)
where |ΦAjαj ⟩ (|Φ
Bj
αj ⟩) is an Schmidt vector with a Schmidt coefficient λ
(j)
αj and χj is a
dimension of the subsystem Aj (Bj) for j ≤ n/2 (j > n/2). We refer to this dimension
as bond-dimension hereafter. Based on this decomposition, we can derive the so-called













· · ·Γ(n)inαn−1 , (2.62)
where Γ
(j)ij
αj ,αj are calculated from the Schmidt vectors. When λ
(j)
αj rapidly decays to a
small value with increasing in αj, we can truncate the Schmidt vectors of the small
Schmidt coefficients without loss of main information of |Φ⟩. Taking χ(< χj) Schmidt





We can obtain a quite compact expression of |Φ⟩ when the condition χ ≪ χj ∀j is
satisfied with sufficiently small truncation error. Of cause, we can use MPS for any
tensors even if a tensor does not represent a quantum state, as long as the truncation
method works.
The canonical form of Eq. (2.62) can be rewritten in a simple form
Φi1···in = Φ
(1)i1 · · ·Φ(n)in , (2.64)
where




[Φ(j)i1 ]αj−1,αj = λ
(j−1)
αj−1
Γ(j)ijαj−1,αj for 1 < j < n (2.66)





In the following section, we use this simpler form, and we refer to an MPS as a ”trun-
cated MPS with bond-dimension χ” in order to state that the upper bound of the
dimensions of the matrices in Eq. (2.62) is χ.
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The MPO is the operator which acts on the MPS, whose structure is almost the





















where D is the bond-dimension of the MPO. The operation of the MPO with bond-
dimension D on an MPS with bond-dimension χ yields another MPS with bond-
dimension Dχ.
2.3.3 From Path integral to Tensor network
Here, our goal is to represent the path integral formula in Eq. (2.30) in a form of TN.

















= FSj,0,···Sj,M . (2.70)
To rewrite FSj,0,···Sj,M and the path integral formula of Eq. (2.30) in terms of the tensor
























































Fig. 2.3: Tensor diagrams of the tensors in Eq. (2.71) and Eq. (2.72) from left to right.

































0 · · · B(l,l)η
l+1
l+1 (2.78)






































with ηMl = Sj,l. We can use the TEBD algorithm to contract the TN in Eq. (2.77).
Then we obtain a MPS representation for Fj with the truncated bond dimension χt as






























































Fig. 2.5: Tensor diagrams of the TN in Eq. (2.77) and the MPS representation in Eq.
(2.82).
To reduce the computational costs, we introduce a cut-off time length τc and a site
number mc = τc/∆t such that K(t) = 0 for t > τc in actual computation. We take
large τc so that this approximation does not give rise to large error. Typically, τc = 10
is enough since K(t) decays quickly as shown in Fig. 2.1.
Now, we represent the reduced density matrix in Eq. (2.30) using the matrices ϕ in
Eq. (2.82) and tensors wIsing(j,l) of Eq. (2.72),











































































for 1 < j < N . The diagram of these tensors are shown in Figs. 2.6-2.8, and the













































































Fig. 2.8: Tensor diagram of A(j,M) in Eq. (2.87).
δa,bδb,c =a c
b
Fig. 2.9: Definition of the small gray circle tensor diagram used in Figs. 2.6-2.8, where
δa,b denotes the Kronecker delta.
The initial state of the spin system Ψζ
0
1 ,··· ,ζ0N is given in a MPS form as
Ψζ
0
1 ,··· ,ζ0N = ψ(1)S1,0 · · ·ψ(N)SN,0 = ⟨σ(0)|Ψ0⟩ ⟨Ψ0|σ(2M+1)⟩ , (2.88)
where we use Sj,0 as ζ
0
j and Sj,M ζ
M+1
j . We then apply the TEBD (or iTEBD for infinite
system) algorithm to contract the TN written in Eq. (2.83). In the end, we obtain the
MPS representation for the matrix elements of ρS(t) with the truncated bond dimension
χs as
[ρS(t)]S1,M ,··· ,SN,M = Λ
(1)S1,M · · ·Λ(N)SN,M , (2.89)
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where Λ(j)Sj,M are the χs × χs matrices. All the physical quantities are calculated from
this MPS representation of the reduced density matrix (see next subsection).
[ρS(t)]S1,M ,···,SN,M =
G(4) · · · · · ·
Sj,M Sj+1,M
G(3) · · · · · ·
G(2) · · · · · ·
G(1) · · · · · ·
G(0) · · · · · ·
Ψ · · · · · ·
≈ · · · · · ·
Sj,M Sj+1,M
Λ(j) Λ(j+1)
Fig. 2.10: (center) Tensor diagram of the TN representation of ρS(t) in Eq. (2.83) in
the case of M = 4. The MPS (labeled by Ψ) in the bottom line is the diagram of Eq.
(2.88). (right) Tensor diagram of the MPS representation of · · ·Λ(j)Sj,MΛ(j)Sj,M · · · in
Eq. (2.89). The spatial sites expect for j-th and (j + 1)-th site are omitted in these
figures.
2.3.4 Calculation of the physical quantities by iMPS
In this subsection, we explain how one can calculate a physical quantity from the
reduced density matrix (RDM) obtained in the form of Eq (2.89) in infinite system
size.
2.3.4.1 Normalization of the RDM
The trace of the RDM is defined as
Z = TrS[ρS]. (2.90)
This quantity provides a normalization constant for the RDM. For the notational con-

























= VL · VR lim
N→∞
ηN , (2.93)
where V⃗L (V⃗R) is the left (right) eigenvector of the largest eigenvalue η of the transfer
matrix. From this formula, we see that Z takes finite value if and only if η = 1. Now,




















Hereafter, we use this normalized iMPS and the eigenvectors VR and VL to calculate
physical quantity.
2.3.4.2 On-site quantity
The expectation value of the on-site spin operator is given as










2.3.4.3 Two point correlation function




















Then the energy expectation value per site is given as
Tr[HS(t)ρS(t)] = Γ(t)⟨σ̂x⟩+ J(t)Czz(1). (2.97)
2.3.4.4 RDM of the finite subsystem
The RDM of a l-site subsystem is given as













We have developed the new numerical method which enables us to simulate the dy-
namics of the large size one-dimensional dissipative transverse-field Ising model for the
wide range of the system-bath coupling strength. The approximations in this method
are controlled by four parameters as follows:
• Size of discrete-time step: ∆t
• Cut-off time length of the interaction in the time direction: τc
• Bond-dimension of the MPS representation for F in Eq. (2.82) : χt
• Bond-dimension of the MPS representation for ρS(t) in Eq. (2.89): χs




Quantum annealing at finite
temperature
In this chapter, we analyze the quantum annealing of the dissipative transverse-field
Ising model at finite temperature. This chapter is structured as follows. In section 3.1,
we first explain the model we are going to study. We then describe the scaling theory of
the excess energy in section 3.2. The numerical results are shown in section 3.3, where
we confirm the scaling theory and discuss the final state obtained after the quantum
annealing. We summarize this chapter in section 3.4.
3.1 Model
We consider the annealing dynamics with the total annealing time ta of the one-
dimensional infinite dissipative transverse-field Ising model. The Hamiltonian of the











The scheduling functions A(s) and B(s) are defined by
A(s) = (1− s)α, B(s) = s (3.2)
with rescaled time s = t/ta ∈ [0, 1], and we use A(0)(= B(1)) as the unit of energy.
The functional form of A(s) and B(s) are shown in Fig. 3.1. HS(0) has only the
















Fig. 3.1: The scheduling functions A(s), B(s) in Eq. (3.2)
The Hamiltonian of the full system takes the form
H(s) = HS(s) +HB +HSB, (3.3)


















where we assume translationally invariance, ωj,k → ωj and λj,k → λk.




λ2kδ(ω − ωk) = g2ωe−ω/ωc , (3.6)
where g is the dimensionless system-bath coupling constant and ωc is the high frequency
cut-off of the spectrum of the bath. We fix ωc = 5, which is much greater than the energy
scale of the spin system for the sake of consistency with the experimental observation
for the noise spectral density in the flux qubit [40]. The initial state of the full system
is also the same as that in Eq. (2.5),




where |Ψ0⟩ is the ground state of HS(0) and ZB is the partition function of the bath.
We refer to this T as the bath temperature hereafter.
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We define here the energy expectation value per site at the rescaled time s,
E(s) = TrS[HS(s)ρS(s)]/N, (3.8)





ρTES (s) = TrBe
−H(s)/T/Z(s;T ) (3.10)
is the reduced density matrix of the ITES and Z(s;T ) is the partition function of
the full system in the ITES. This is calculated using the imaginary-time evolution as
described in chapter 2. We note that ETE(s = 1) is independent of g because HS(s = 1)
commutes with HSB, and it is given as
ETE(1) = − tanh(1/T ). (3.11)
3.2 Phenomenology of the freezing-out picture
In this section. we explain a simple phenomenological freezing-out picture. In this
section we first derive several approximate expressions for the physical quantities by
means of the perturbation theory. We consider the annealing time dependence of the
freezing-out point and derive the universal power-law scaling of the excess energy.
3.2.1 Perturbation expansion
We consider the perturbation expansion of the energy expectation value of ITES for
the closed system near s = 1. We write the Hamiltonian of Eq. (3.1) as
HS(s) = A(s)Hd +B(s)Hp, (3.12)











Letting x = (1− s), we divide the Hamiltonian into two parts as
HS(x) = Hp + V (x), (3.15)
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where we define V (x) as
V (x) = A(s)Hd + [B(s)− 1]Hp. (3.16)
We treat this term as a perturbation. Hereafter, we use the following notations,
⟨· · · ⟩x =
Tr
[









Then, the expectation value of an operator O(x) is expanded up to the first order of x
as


















⟩0 − β [⟨V1O(0)⟩0 − ⟨O(0)⟩0⟨V1⟩0] , (3.20)
and















We note that B1 = −1 when B(s) = s.
In the case of O(x) = HS(x), ⟨HS(x)⟩x is obtained as
⟨H(x)⟩x ≡ E(x, T ) = ⟨Hp⟩0 +B1
[
⟨Hp⟩0 − β(⟨H2p⟩0 − ⟨Hp⟩20)
]
x
= E(0, T ) +B1[E(0, T )− C(T )T ]x, (3.23)
where C(T ) is defined by
C(T ) = (⟨H2p⟩0 − ⟨Hp⟩20)/T 2 =
d
dT
E(0, T ), (3.24)
with T = 1/β, and we use ⟨HdHp⟩0.
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In the case of O(x) = Hp, ⟨Hp⟩x is obtained as





= E(0, T )−B1C(T )Tx (3.25)
Similarly, ⟨HS(x)⟩∗x is obtained as





= B(1− x)⟨Hp⟩x∗ , (3.26)
where we omit the term proportional to x∗x.




⟨ψm(1)|V (1− s) |ψl(1)⟩
ϵl − ϵm
|ψl(1)⟩ , (3.27)
where |ψl(1)⟩ is the l-th eigenstate of HS(1) and ϵl is the l-th eigenvalue of HS(1). The
matrix element in the second term is evaluated as
⟨ψm(1)|V (1− s) |ψl(1)⟩ ∝ A(s) (3.28)
since ⟨ψm(1)|Hp |ψl(1)⟩ vanishes. This result is used in the following part of this section.
3.2.2 Scaling theory
The ”freezing-out hypothesis” [30] suggests that the dynamics is frozen out somewhere
in a late time of the annealing at which the relaxation rate becomes much smaller than
the Hamiltonian evolution rate ∝ 1/ta. Such a reduction of the relaxation rate is simply
expected from the transition rate generated by the system-bath coupling (3.5), which
is evaluated from the Fermi’s golden rule as
γl,m(s) ∝ g2| ⟨ψm(s)|
∑
i
σ̂zi |ψl(s)⟩ |2. (3.29)
As the transverse-field approaches to 0 with s → 1, the matrix element becomes diag-
onal, and γl,m(s) reduces to zero, leading to the freezing-out [22, 30].
Here, we further discuss how the freeze out point behaves as a function of the
annealing time ta and evaluate the resulting excess energy, defined as
Eexc(ta, g, T ) ≡ E(s = 1)− ETE(s = 1), (3.30)
which is experimentally observable.
If the instantaneous relaxation time at a certain time is longer than the remaining
time to the end of the annealing, the instantaneous equilibrium state at such time
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is never established during the annealing. After such time, the quasi-static evolution
breaks down. We define this point as the freezing-out point s∗ which is given by equating
the relaxation time (∝ γl,m(s)−1) and the remaining time to the end of the annealing
a/γl,m(s
∗) = ta(1− s∗), (3.31)
where a is a single fitting parameter that depends on the temperature. This argument
is analogous to the KZ mechanism.
We assume that (1 − s∗) is much smaller than 1 hereafter. In Eq. (3.27) and
noting Eq. (3.28), The relaxation rate in Eq. (3.29) is then calculated by using the
perturbation expansion with respect to (1− s∗) as
γl,m(s) ∝ g2A(s)2 ∝ g2(1− s)2α, (3.32)
where α is the exponent of the scheduling function of the transverse-field, in Eq. (3.2).
Substituting Eq. (3.32) to Eq. (3.31), we obtain
(1− s∗) ∝ g−2(2α+1)t−1/(2α+1)a . (3.33)





This quantity is already evaluated in Eq. (3.25); then we have,
E(1) ≈ ETE(1) + C(T )T (1− s∗)/N. (3.35)
Combining Eq. (3.35) and Eq. (3.33), we finally obtain the power-law scaling of excess
energy as
Eexc(ta) ∝ t−1/(2α+1)a . (3.36)
This result shows that the exponent b of the power-law behavior of Eexc only depends
on the exponent of the scheduling function α of the transverse-field A(s) = (1− s)α, as
b = 1/(2α + 1). (3.37)
This is contrasted with the KZ scaling in which the exponent of the power-law for the
density of excitation is determined by the dynamical and correlation length critical
exponents. The numerical confirmation of this theory is shown in the following section.
3.3 Results of numerical simulation
In this section, we show the numerical results of quantum annealing at finite temper-
ature obtained by the method described in chapter 2. We have confirmed that the
control parameters of the approximation in the method are optimal to obtain the data
with sufficient convergence.
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3.3.1 Precision of the MPS representation
Here, we check the precision of the MPS representation used in the calculation. We
show in Fig. 3.2 the Schmidt coefficients λi of the MPS representation of (a) the
influence functional in Eq. (2.82) and of (b) the reduced density matrix in Eq. (2.89)
for the typical cases of the simulations in the present study. In both cases, λi rapidly
decays to a negligibly small value, and we can make the truncation error defined by Eq.
(2.63) almost zero by letting the bond-dimensions χt, χs ∼ 100. Typically, the lower














g = 0.5, T = 0














g = 0.5, ta = 20
Fig. 3.2: (a) The Schmidt coefficients of the MPS representation of the influence func-
tional in Eq. (2.82) for g = 0.5, ta = 10, and T = 0, 1. (b) A similar plot for the MPS
representation of the reduced density matrix in Eq. (2.89) for g = 0.5, T = 0, and
ta = 20.
3.3.2 Power-law scaling of the excess energy
We first confirm the scaling property of the excess energy Eexc described in section 3.2.
Fig. 3.3 shows the excess energy as a function of the annealing time ta for the three
different exponents α = 1, 2, and 3 of the scheduling function A(s) and the best fitting
power-law function of Eexc(ta) ∝ t−ba . The obtained exponents are in good agreement
with the α dependence of b = 1/(2α + 1) independently of the bath temperature and
the system-bath coupling strength. The small deviation of the exponent between the
numerical results and the theory is probably due to the finite annealing time. It is
important to note that this α dependence of the exponent holds even at the strong
coupling strength, g = 0.7 as shown in Fig. 3.4.
We believe that this scaling is quite universal, since the derivation does not depend
on the details of the system such as the lattice structure of the spin system and the
functional form of the bath spectral density. We note that this scaling theory dose
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not work in the situation where the phase transition occurs during the annealing at
zero-temperature. In such a situation, quasi-static evolution breaks down near the
phase transition. We also note that the present scaling theory cannot be used when the










In this case, the transition rate (3.29) becomes
γl,m(s) ∝ g2| ⟨ψm(s)|
∑
i
σ̂xi |ψl(s)⟩ |2, (3.39)
which does not vanish in the limit of s→ 1 in contrast with the case of the longitudinal













) b = 0.19
b = 0.19
α = 2







T = 1, g = 0.3












) b = 0.21
b = 0.2
α = 2







T = 1, g = 0.5
T = 5, g = 0.5
Fig. 3.3: The excess energy as a function of ta for three different exponents α = 1, 2, 3
in the scheduling function of the transverse-field. The lines are the best power-law
fit to the rightmost eight data points, and the obtained exponents b of Eexc(ta) ∝ t−ba
are shown in the figure. In both cases of g = 0.3 and g = 0.5, the α dependence of



















Fig. 3.4: The excess energy at g = 0.7, T = 1 as a function of ta for three different
exponents α = 1, 2, 3.
3.3.2.1 Supplement: Energy of ITES
As discussed in section 3.1, ETE(s) becomes independent of g because HS(s = 1) com-
mutes with HSB. Fig. 3.5 shows that this g independent behavior is realized around
s = 1, even at s ̸= 1, implying that the system behaves almost classically in this re-
gion of s. This property is a reason that the obtained power-law exponents Eexc(ta) is
independent of g.


















Fig. 3.5: The energy of ITES ETE(s) as a function of rescaled time s at the bath
temperature T = 1.
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3.3.3 Final state of the quantum annealing
Here, we discuss the final distribution of the classical states obtained after the quantum
annealing.
We first clarify the entire time evolution of the energy expectation value E(s) defined
in Eq. (3.8). Fig. 3.6 shows the time evolution of the energy E(s) and the energy
of instantaneous thermal equilibrium state (ITES) ETE(s) of g = 0.3 at T = 1 for
ta = 1000, where the universal power-law scaling of the excess energy is observed.
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Fig. 3.6: The energy expectation values E(s) for ta = 1000 and α = 1 as a function
of the rescaled time s and the corresponding ITES energy ETE(s). The slope of the
broken lines corresponds to E(1)s.
The time evolution shown in this Fig. 3.6 is classified into three phases:
Initial relaxation phase.— In the initial stage of the annealing (t ≲ 10 in this param-
eter set), the energy immediately relaxes to the energy of ITES. This phase is a kind
of artifact of the initial condition. This phase would disappear if the initial condition
is the thermal equilibrium state of the initial full Hamiltonian, H(0).
Quasi-static phase.—After the initial relaxation, the energy follows the ITES energy
until a certain time which depends on the annealing time.
Freezing phase.— After the breakdown of the quasi-static evolution, the energy
follows E(s) ≈ E(1)s, proportional to s around s = 1. This behavior is explained by





where s∗ is a freezing-out point. If the conditions (1 − s∗) ≪ 1 and (1 − s) ≪ 1 are
satisfied, Eq. (3.26) is available to evaluate this quantity and we obtain
E(s) ≈ B(s)(ETE(1) + C(T )T (1− s∗)). (3.41)
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This is proportional to s, since B(s) = s. In this phase, we can define an effective
temperature T ∗ by
T ∗ = 1/tanh−1[−E(1)], (3.42)
where we have used the following relation and ETE(1) = − tanh(1/T ).
E(1) ≈ ETE(1) + C(T )T (1− s∗)





≈ − tanh(1/T ∗), (3.43)
T ∗ = T/s∗. (3.44)
Eq. (3.42) and (3.44) mean that we can estimate the freezing-out point from the final
energy E(1) as
s∗ = T/T ∗ = T tanh−1[−E(1)]. (3.45)
In order to characterize each phase in more detail, we compare the reduced den-
sity matrix ρS(s) with a thermal equilibrium state using the Kullback-Leibler (KL)
divergence
DKL = Tr[ρ(log ρ− log ρ̃)], (3.46)
where ρ is a given density matrix and ρ̃ is a reference density matrix. This quantity is
a measure of the distance between ρ and ρ̃, and the vanishing KL divergence indicates
ρ = ρ̃. BecauseDKL for ρ = ρS(s) cannot be calculated directly, we consider the reduced
density matrix for an l-site subsystem, such as
ρlS(s) ≡ TrS̄l [ρS(s)], (3.47)
where TrS̄l denotes tracing out the degrees of freedom of the complement subsystem of
the targeting l-site chain. Such a reduced density matrix is calculated by the procedure
described in sub-subsection 2.3.4.4. We set l = 8 hereafter.
We calculate three types of KL divergence with respect to ρ and ρ̃ as follows.
The first one is
DinsKL(s) ≡ DKL(ρl=8S (s;T )||ρTE l=8S (s;T )), (3.48)
which measures how ρS(s) quasi-statically evolves following ρ
TE
S (s).
The second one is
DfreezeKL (s) ≡ DKL(ρl=8S (s = 1;T )||ρTE l=8S (s;T )), (3.49)
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which compares the final distribution ρS(1) with the instantaneous thermal equilibrium
state at s.
The third one is
DIsingKL (s, T̃ ) ≡ DKL(ρ
l=8
S (s;T )||ρTE l=8S (s = 1; T̃ )), (3.50)
which compares ρS(s) with a Boltzmann distribution of the final Ising Hamiltonian at
T̃ .
The lower panel of Fig. 3.7 (a) shows these KL divergences as a function of rescaled
time s. The freezing-out point obtained by 1/tanh−1[−E(1)] is also shown by the solid
vertical line. DinsKL(s) is almost zero until s < s
∗, indicating that the system evolves
quasi-statically following the ITES. Beyond s∗, DinsKL(s) deviates from zero, indicating
the breakdown of the quasi-static evolution.
Naively, the final distribution is expected to be close to ρTES (s
∗) of the ITES at s∗.
However, the measure of the distance between ρS(1) and ρ
TE
S (s
∗) defined by DfreezeKL (s
∗)
is far from zero as shown in Fig. 3.7 (b). Instead, ρS(1) is well fitted by the classical
Boltzmann distribution of the final Ising Hamiltonian HS(1) with the temperature T
∗ as
shown in the quite small DIsingKL (s = 1, T̃ = T
∗) in the same figure. We can understand,
from Fig. 3.7 (c), that T̃ = T ∗ is indeed the best temperature that fits ρS(1).
DIsingKL (s, T
∗) steeply decreases after the point s∗, indicating that the dynamics is not
frozen even after the point s∗ in the freezing phase. The quantum fluctuation in the
system is gradually suppressed during this phase.
We next discuss the system-bath coupling strength dependence of the final distribu-
tion. The red symbols in Figs. 3.8 (a)-(c) shows the effective temperature T ∗ obtained
by T ∗ = 1/tanh−1[−E(1)] as a function of the system-bath coupling strength g for each
annealing time. We also show in the same figure the KL divergence DIsingKL (s = 1, T̃ )
defined by Eq. (3.50) as a function of g and the reference temperature T̃ by the color
map. T ∗ from Eq. (3.42) is always the best temperature as expected. Fig. 3.8 (d)-(f)
shows DIsingKL (1, T
∗), the measure of deviation between ρS(1) and the classical Boltzmann
distribution of the final Ising Hamiltonian HS(1) at T
∗, as a function of g. These results
show that both T ∗ and DIsingKL (1, T






















































Fig. 3.7: (a) E(s) and ETE(s) for g = 0.3, T = 1 and ta = 200 as a function of the
rescaled time s. (b) The KL divergences for the same parameters as a function s. Each
KL divergence is defined by Eqs. (3.48), (3.49) and (3.50). The solid vertical line
denotes the freezing-out point obtained by s∗ = T/tanh−1[−E(1)]. (c) DIsingKL (s = 1, T̃ )
as a function of the reference temperature T̃ . DIsingKL (s = 1, T̃ ) takes minimum value at
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Fig. 3.8: (a), (b), (c) (red symbols) The effective temperature T ∗ = 1/tanh−1[−E(1)],
and (color map) the KL divergence as a function of g and the reference temperature T̃ .
The annealing time ta of each panel is (a) 50, (b) 100, (c) 200. The bath temperature
is fixed to T = 1. Note that DKL ≥ 0.1 is mapped to the same color. (d), (e), (f) The
KL divergence at the best fit temperature, DIsingKL (1, T
∗) as a function of g.
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This non-monotonic behavior is understood from the g dependence of the instanta-
neous relaxation time. As for the effective temperature T ∗, the shorter relaxation time
leads to the smaller s∗ as discussed in section 3.2, resulting in the lower T ∗. In the
picture of the Fermi’s golden rule, as discussed in section 3.2, the relaxation time is
given in the weak g region as
τrel(s) ∝ g−2A(s)−2, (3.51)
where A(s) is the scheduling function of transverse-field. In the strong g region, the
functional form of the relaxation time is highly non-trivial. One possible way to include
the effect of strong coupling effect is to renormalize the transverse-field as
A(s) → f(g)A(s), (3.52)
⇒ τrel(s) ∝ g−2f(g)−2A(s)−2, (3.53)
where f(g) is a renormalization factor. f(g) is assumed to be a monotonic decreasing
function of g, and satisfies f(g) ∼ 1 for g ≪ 1 and f(g) = o(g−1) for large g, which
leads to vanishing transverse-field with the increase in the relaxation time in the large
g limit. τrel(s) defined in Eq. (3.53) is schematically plotted in Fig. (3.9) where the
crossover strength is expected to correspond to the local minimum of T ∗(g) shown in
Fig. 3.8.
This assumption is partly justified by the observation in the previous section where
the same power-law scaling exponent of the excess energy b = 1/(2α + 1) is obtained









Fig. 3.9: Schematic plot of the renormalized relaxation time τrel in Eq. (3.53) for a
certain s as a function of g. gcross denotes the crossover strength at which the relaxation
time turns to increase. From the position of local minimum of T ∗(g) in Fig. 3.8, we
estimate gcross ∼ 0.4 for T = 1.
This picture explains the g dependence of T ∗ shown in Fig. 3.8. In the weak coupling
region (g ≲ 0.4), the increase in g leads to shorter relaxation time and later freezing-
out time, resulting in the lowering in T ∗. In the strong coupling region (g ≳ 0.4),
conversely, the increase in g leads to longer relaxation time and earlier freezing-out
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time, resulting in the decrease in T ∗. From in Figs. 3.10 (a)-(c), we can confirm that
both too weak g and too strong g lead to the large DinsKL(s) even for small s, which
means the almost complete breakdown of the quasi-static phase. This is certainly due
to the long relaxation time τrel(s) ∝ g−2f(g)−2A(s)−2 with the vanishing of g or f(g).
It is important to note that the final state of the annealing of ta = 50 for the strong
coupling limit (g = 0.8) is still close to the classical Boltzmann distribution of the
final Ising Hamiltonian HS(1) at temperature T
∗ with relatively small KL divergence
(DIsingKL (1, T
∗) < 0.01). This is consistent with our renormalization picture in the sense
that the system becomes classical due to the strong coupling to the environment.
These results are summarized in the schematic phase diagram shown in Fig. 3.11.
In the limit of infinite annealing time, the quasi-static phase would be extended to all
range of the coupling strength g, since the quasi-static phase is stabilized for the long
annealing time (ta = 200) even for g = 0.1 and 0.8 as seen in Figs. 3.10 (d)-(f).
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Fig. 3.10: DinsKL(s) and D
Ising
KL (s, T
∗) as functions of the rescaled time s for each of
coupling strengths g = 0.1, 0.4, 0.8 at the bath temperature T = 1. The annealing
time of each panel is (a), (b), (c) ta = 50, and (d), (e), (f) ta = 200. The solid vertical
lines denote the location of s∗ obtained by s∗ = T/tanh−1[−E(1)].
weak coupling gw gs strong coupling
System-bath coupling, g
Quasi-static (s < s∗)




ρS(1) ̸= ρTES (1;T
∗)
Non-equilibrium
ρS(1) ≈ ρTES (1;T
∗)
T ∗ ≫ T
Fig. 3.11: The schematic phase diagram for the character of the dynamics as a function
of system-bath coupling g. gw and gs denote crossover strength for weak and strong
coupling regimes respectively. They are obtained from the behavior of DinsKL(s) and
DIsingKL (s, T
∗) in Fig. 3.10. For ta = 50 and T = 1, we obtain gw ∼ 0.2 and gw ∼ 0.7.
3.3.3.1 Supplement: anti-KZ behavior
Here, we comment on the non-equilibrium behavior of g = 0.1, a weak coupling case.
The energy roughly follows the data for coherent (g = 0) case in ta ≲ 3. As the
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annealing time increases, the energy starts to increase around ta = 10, forming a local
minimum. This is the anti-KZ behavior [26, 32, 59]. This phenomenon is explained
as follows: For the short annealing time (ta ≲ 3), the system is not affected by the
environment because the coupling is weak and the system is completely decoupled to
the environment in the initial state. If the annealing time is longer than a certain time
scale, the system starts to be excited by the environment, and the longer time the
system interacts with the environment, the more excitation occurs.















Fig. 3.12: The energy measured from ground state energy for T = 1 as a function of
the annealing time. The dashed vertical line correspond to each panel of Fig. 3.8. The
horizontal broken line denotes the thermal value of E(1) + 1 for T = 1.
3.4 Summary
In this chapter, we analyzed the quantum annealing dynamics of the infinite one-
dimensional system in the presence of the bosonic environment at finite temperature
using the numerical method described in Chapter 2. The results are summarized as
follows:
• We found the universal power-law scaling of the excess energy as a function of
the annealing time, which is explained by the quasi-static time-evolution to the
freezing-out.
• We confirmed the entire time evolution is classified into the initial relaxation
phase, the quasi-static evolution phase, and the freezing phase. In the freezing
phase, decoherence is taking place and then the final state becomes close to the
classical Boltzmann distribution of the final Ising Hamiltonian with the effective
temperature which is higher than the physical bath temperature. Our conclusions
for the final state of the annealing is conceptually similar to that of by Amin et
al. [30], but we have generalized it to the infinite system and wide range of the
system-bath coupling strength.
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• We clarified the effect of system-bath coupling on the annealing process and show
that both too weak g and too strong g lead to the complete breakdown of the
quasi-static time evolution due to the long relaxation time.
Chapter 4
Kibble-Zurek scaling in open
quantum system
In this chapter, we analyze the quantum annealing dynamics in the presence of the
bosonic environment at zero temperature, and focus on the dynamics crossing through
a quantum critical point (QCP).
The model we use in this chapter is almost the same that we used in chapter 3. The
only difference is that the initial temperature of the environment is zero.
This chapter is structured as follows. We first show the ground state phase diagram
corresponding to our annealing schedule in section 4.1. We then analyze the adiabatic
evolution in an early stage of the annealing in section 4.2, and we show that the exponent
of the excess energy indeed changes from that of the closed system in section 4.3. We
discuss the crossover between the low and high temperature regimes in section 4.4, and
we summarize this chapter in section 4.5.
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4.1 Ground state phase diagram
In this section we consider the linear annealing schedule defined by
A(s) = (1− s)α, B(s) = s, (4.1)
with s being a single control parameter taking the value from 0 to 1. This parameter
of cause corresponds to the rescaled time t/ta when we consider the dynamics. In this




λ2kδ(ω − ωk) = g2ωe−ω/ωc (4.2)
where g is the system-bath coupling strength and ωc is a cut-off frequency. Here we fix
ωc to 5 throughout this chapter.
Even at s = 0, where the system is reduced to a one-spin system, there exist quantum
phase transition at a certain value of g. The critical point of g is known to be given by
2g2 = 1 + O(1/ωc) [36]. A critical point of s is also obtained at g = 0 when s = 0.5.
Therefore the critical point of s depends on g interpolating these two limits. Although
the ground state phase diagram for fixed transverse-field was obtained by Monte Carlo
simulations in the previous study [33], the quantitative phase diagram in the plane of
g and s is not known.
In order to obtain the ground state phase diagram in g-s plain, we analyze the
temperature dependence of the correlation length in the real space. The correlation
function Czz(r ; s, β) is calculated from the reduced density matrix ρ
TE
S (s) of the
thermal equilibrium state for infinite system (N = ∞) with an inverse temperature β
defined by
ρTES (s) = TrB[e
−βH(s)]/Z(s; β), (4.3)







where r is the distance between the two spins. We can obtain the correlation length
ξ(s, β) from the asymptotic behaviour of the Czz(r ; s, β) for r ≫ 1, which is expected
to be an exponential decay;
Czz(r ; s, β) ∼ exp[−r/ξ(s, β)]. (4.5)
The temperature dependence of the correlation length is classified into three cases in
general for transverse-field Ising model. The first one is a so-called quantum disordered
phase where s < sc and T = 1/β ≪ ∆(s). Here, ∆(s) denotes the energy gap between
the grand state and the first excited state. In this phase, the correlation length is almost
constant,
ξ(s, β) ∼ ξ0(s), (4.6)
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where ξ0(s) is the correlation length of the ground state. The second one is a so-called
classical disordered phase in the region of s > sc and T = 1/β ≪ ∆(s). In this phase,
the correlation length diverges exponentially with increasing β,
ξ(s, β) ∼ exp[aβ(s− sc)], (4.7)
where a is a constant. Remember that in the classical Ising chain (in the case of s = 1)





The last one is a so-called quantum critical phase, at s = sc, right above the QCP. In
this phase, the correlation length diverges polynomially with increasing β,
ξ(sc, β) ∼ β1/z, (4.9)
where z is the dynamical critical exponent. We can determine the sc by comparing
the obtained numerical data with the above critical behavior of the correlation length.
We note that the precision of this identification of the QCP depends on the size of
the energy gap ∆(s) because the behavior of quantum and classical disordered phase
cannot be well distinguished when the condition of T = 1/β ≪ ∆(s) is not satisfied
and we cannot access to the infinite value of β in the simulation.
To demonstrate our quality of analysis, we show in Fig. 4.1 the correlation function
and correlation length for the closed system (g = 0) obtained by our method described in
chapter 2. From Fig. 4.1 (a), we can obtain the correlation length by fitting exponential
function exp(r/ξ) to the data. From Fig. 4.1 (b), we see that the correlation length of
Eq. (4.6) and Eq. (4.7) are actually obtained and we can roughly estimate the QCP
from the intermediate point of these two behaviors. We can determine the QCP more
precisely by finding the point at which the critical power-law behavior is obtained in
Fig. 4.1 (c). If one finds the true QCP, one can obtain the dynamical exponent z by
fitting the power-law ξ ∼ β1/z to the data. The obtained exponent is shown in 4.1 (c)
and is of very close to 1 in this case. In other words, if we know the dynamical exponent
in advance, the power-law fitting can be used for a consistency test.
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Fig. 4.1: The correlation function and the correlation length for g = 0 (closed system).
(a) The correlation function as a function of the spatial distance r. (b) the correlation
lengt as a function of the control parameter s. (c) the correlation length as a function
of the inverse temperature β.
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Fig. 4.2: The correlation length for g = 0.5 as a function of the control parameter s (a)
and the inverse temperature (b).
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Similar results for the open system (g > 0) are shown in Fig. 4.2. Because the
several previous studies have shown that the exponents is almost equal to 2 [33, 42, 43],
we fixed the exponent of the power law as 1/2 (corresponding to z = 2) and find the
QCP in Figs. 4.2 (b), (d), and (f). The obtained QCP for each g is shown by dashed
vertical line in Fig. 4.2. (a), (c), and (e).
The resulting phase diagram is shown in Fig. 4.3. We find that the classical ordered
phase is enhanced for larger g. In the case of g > 0.8, the critical point sc becomes so
small that it is difficult to determine the precise critical point. In the simulation of KZ
mechanism, we will take into account this phase diagram in the following sections.





















Fig. 4.3: The ground state phase diagram obtained by the analysis on the correlation
length.
4.2 Adiabatic evolution until the critical point
In the following section, we discuss the annealing dynamics at zero-temperature. In
this section, we start from the adiabatic evolution in the early stage of the annealing.
In Fig. 4.4 (a), we compare the energy expectation value E(s) defined by Eq. (3.8)
with the energy of the instantaneous thermal equilibrium state (ITES) ETE(s) given
by Eq. (3.9) for the coupling strength g = 0.3. Even though the initial state defined
by Eq. (2.5) is far from the ground state of the initial full Hamiltonian, E(s) relaxes
to ETE(s) when the annealing time is long enough. After the initial relaxation, the
energy E(s) evolves adiabatically following ETE(s) until a time just before the critical
point sc ≃ 0.4, obtained in the previous section. Beyond this point, E(s) deviates from
ETE(s). This is a kind of freezing-out phenomena due to the critical slowing down,
rather than the vanishing quantum fluctuation discussed in Chapter 4.
We confirm the same behavior of the energy E(s) for g = 0.5 in Fig. 4.4 (b). The
endpoint of the adiabatic evolution is also consistent with the critical point sc ≃ 0.25
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shown in Fig. 4.3.



















ETE T = 0.025
ETE T = 0.05





ETE T = 0.025
Fig. 4.4: (a) The energy expectation values E(s) for various annealing time ta as a
function of the rescaled time s and the corresponding ITES energy ETE(s) of T ≪ 1.
ETE(s) of T = 0.05 is almost identical to that of T = 0.025 and hence they can be
regarded to converge at that of T = 0. The dashed vertical line denotes the critical
point of s determined from the phase diagram in Fig. 4.3. E(s) is intensely excited at
the beginning of the annealing but relaxes to the ITES energy in t ≲ 2 independently
of ta. (b) E(s) for g = 0.5 and ta = 500. The dashed vertical line denotes the critical
point of s for g = 0.5.
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4.3 Scaling property of the excess energy
In this section, we focus on the scaling property of the excess energy defined by Eq.
(3.30) for T = 0.
Eexc(ta, g, T = 0) = E(s = 1)− (−1). (4.10)
As seen in the previous section, the adiabatic evolution breaks down near the QCP.
In this situation, KZ mechanism is available to understand the scaling behavior of the
excess energy. KZ mechanism predicts the universal power-law behavior for the excess
energy as described in subsection 1.1.3,
Eexc(ta) ∝ t−bKZa , (4.11)
with the KZ exponent
bKZ = ν/(zν + 1), (4.12)
where ν and z are the correlation length and dynamical critical exponents. For our
1-d dissipative transverse-field Ising model, the critical exponents were studied by the
Monte Carlo simulation [33], and obtained to be z ≈ 1.99 and ν ≈ 0.64 independently
of the system-bath coupling strength. The exponent of the KZ scaling is therefore
expected to be bKZ ≈ 0.28.
The excess energy at T = 0 obtained by our method is presented in Fig. 4.5 as
a function of the total annealing time ta for various system-bath coupling strength
g. We also show the best power-law fitting to the data for each coupling strength
by a straight line. The data are well fitted by the power functions, but the obtained
exponent bKZ differs from the expected value, 0.28, and seems to depend on g. One
possible reason is that ta ≤ 200 is not enough to capture the asymptotic behavior in
the limit of infinite annealing time. At least, this result is not so inconsistent with the
previous studies in the sense that bKZ becomes smaller than 0.5 of the closed system.
This might be associated with larger z or smaller ν (or both), compared to those of
closed system, z = ν = 1. From Fig. 4.6, we can confirm that the obtained exponent
bKZ is independent of the exponent α in the scheduling function of the transverse-field,
which implies that bKZ reflects the critical behavior around the QCP.
The above result implies that the power-law exponent of the excess energy is non-
universal in the experimental situation, depending on the noise strength of each exper-
imental device.
We comment on the convergence of the exponent with respect to the size of discrete-
time step ∆t and cut-off time length τc. Fig. 4.7 shows the excess energy for T = 0
as a function of ta for ∆t = 0.05, 0.08, and 0.1. For g = 0.6, the convergence is almost
perfect, but, for g = 0.5, the exponent slightly depends on ∆t. This is due to the
smaller excess energy, which leads to a bigger relative error. Although it is difficult to
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estimate the exact value of the exponent, obtained in the limit of ∆t → 0, the value
for ∆t = 0.05 provides the lower bound of the exponent. Fig. 4.8 shows Eexc(ta) for
different cut-off time τc. The data for τc = 10 is almost identical to that of τc = 20,
indicating that τc = 10 is enough to obtain the well converged data. We see that τc = 1
























Fig. 4.5: The excess energies as a function of the annealing time ta for various coupling
strength g. The straight lines are obtained by the best power-law fitting of Eexc(ta) ∝
t−bKZa to the rightmost eight data points for each g, and the obtained exponents bKZ are
shown in the figure. The results for short annealing time (ta ≲ 20) for g ≥ 0.5 deviate
from the power-law because the initial relaxation to the ground state is not enough.
When g = 0.8, the fit is poor for any range in ta ≤ 200. As shown in Fig. 4.3, the
critical point of s is very close to 0 for g = 0.8, and a quite long annealing time should be
required to observe the distinct power-law scaling. In the present calculation, the size
of discrete-time step is ∆t = 0.05, the cut-off time length τc = 10, and the scheduling
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Fig. 4.6: Dependence of the KZ scaling exponent on the exponent α in the scheduling
function of the transverse-field. The straight lines are obtained by the best power-law












































Fig. 4.8: Dependence of the excess energy Eexc on the cut-off time length τc for g = 0.5
and ∆t = 0.1.
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4.4 Crossover between low and high temperature
regimes
The scaling property of the excess energy for the fixed range of annealing time is
classified into two regimes depending on the bath temperature. In ”high temperature
regime”, discussed in chapter 3, the dynamics is described by the quasi-static evolution
and the freezing-out due to vanishing of quantum fluctuations, and the excess energy
follows the universal power-law behavior shown in Eq. (3.36). In the ”low temperature
regime”, the dynamics is described by the adiabatic evolution to the freezing-out due to
the critical slowing down as discussed in this chapter. We discuss the crossover between
these two regimes in this section.
The difference between these two regimes is only the location of the freezing-out
point if we omit its origin. In this sense, we can understand the crossover between the
two regimes from the viewpoint of the bath temperature dependence of the freezing-
out point. In the low temperature regime, freezing-out occurs just before the QCP. By
contrast, in the high temperature regime, it occurs just before the end of the annealing.
Therefore, if we fix the annealing time and lower the bath temperature from the high
temperature regime, the freezing-out point is expected to move form near the end of the
annealing to the QCP. In this process, the seeming power-law exponent of the excess
energy is expected to change from b = 1/(2α + 1) of Eq. (3.37) to bKZ shown in Fig.
4.5.
We can estimate the freezing-out point using the KL divergence DinsKL(s), defined as
Eq. (3.48), which measures how ρS(s) deviates from that of ITES. Fig. 4.9 (a) shows
DinsKL(s) at g = 0.4 for various bath temperatures. We define s
∗
DKL
by the upper bound




s∗ = T/T ∗ defined by Eq. (3.45) for T = 1. The bath temperature dependence of s∗DKL
and T/T ∗ are shown in the lower panel of Fig. 4.9 (b). For T ≥ 0.2, s∗DKL roughly
matches T/T ∗, while they are deviate from each other for T < 0.2, indicating that
crossover occurs around T ∼ 0.2.
We also show the bath temperature dependence ofDIsingKL (1, T
∗) defined by Eq. (3.50)
in the upper panel of Fig. 4.10 (b). DIsingKL (1, T
∗) becomes larger for lower bath tem-
perature, indicating that the fit to the Boltzmann distribution becomes poorer. This is
natural because the final distribution in the KZ mechanism is known to deviate from a
Boltzmann distribution [60].
As seen in the lower panel of Fig. 4.10, the freezing-out occurs in s < 0.5 where
the condition (1 − s∗) ≪ 1 is not satisfied. In such a region, there are no reasons
that the excess energy follows the distinct power-law. We show in Fig. 4.10 (a) the
excess energy for g = 0.4 as a function of the annealing time, and the best power-law
fitting with obtained exponents in the figure. For T > 0.3, the exponent is close to 1/3,
corresponding to Eq. (3.37) for α = 1. At T = 0.2, on the other hand, the exponent is
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bigger than 0.4, the value for zero-temperature shown in Fig. 4.5. This indicates that
the scaling theory in the high temperature regime is invalid in the low temperature
regime. We stress that the exponent at T = 0.2 is just a seeming value due to the finite
annealing time. In the limit of the infinite annealing time, the exponent has to follow
Eq. (3.36) for any finite bath temperature.
This result again implies that the power-law exponent of the excess energy is non-
universal in the experimental situation, depending on the strength of the system-bath
coupling and the physical temperature of each experimental device.



























g = 0.4, ta = 200













Fig. 4.9: (a)DinsKL(s) for various bath temperature T . The dashed horizontal line denotes
the value 0.01. (b) (upper panel) DIsingKL (1, T
∗) defined by Eq. (3.50) as a function of T .
(lower panel) s∗DKL and T/T






















Fig. 4.10: (a) The excess energy as a function of the annealing time ta for various bath
temperature T . The lines are the best power-law fit Eexc(ta) ∝ t−ba to the rightmost eight
data points, and the obtained exponents are shown in the figure. Here, the scheduling
function of the transverse-field is linear (α = 1).
4.5 Summary
In this chapter, we investigated the KZ mechanism in the presence of the bosonic en-
vironment with the Ohmic spectral density using the numerical method described in
chapter 2. We showed that the exponent of the power-law scaling of the excess en-
ergy becomes smaller for larger system-bath coupling strength. This result somewhat
conflicts with the previous study of the static property in which the dynamical and
correlation length critical exponents are almost independent of the system-bath cou-
pling strength. One possible reason is that our analysis cannot capture the asymptotic
behavior in the limit of the infinite annealing time. We also showed that a seeming
power-law exponent changes depending on the bath temperature for the finite anneal-
ing time. These results imply that the exponent of the power-law scaling of the excess
energy is not universal in the experiment, in which the annealing time is restricted to
a finite value, depending on the noise strength and the physical temperature of each
experimental device.
The effect of the environment on the quantum phase transition phenomena and the
relating dynamics are still open issues for more general models. One of the directions of
further studies is considering the effects of other spectral densities such as super-Ohmic





In this thesis, we formulated new numerical method which overcomes the drawbacks
in the conventional methods: limitation for the coupling strength and the system size.
Using the method, we analyzed the slow quench dynamics of the dissipative transverse-
field Ising model to understand the thermalization phenomena and the KZ scaling in
the actual quantum annealing processor.
In Chapter 3, we investigated the quantum annealing at finite temperature. The
obtained results are summarized as follows:
• We found the universal scaling of the excess energy at the end of the quantum
annealing. We showed that this scaling is explained by a simple phenomenological
freezing-out picture.
• We confirmed that the entire time evolution is classified into the initial relaxation
phase, the quasi-static evolution phase, and the freezing phase. In the freezing
phase, decoherence is taking place and then the final state becomes close to the
classical Boltzmann distribution of the final Ising Hamiltonian.
• We clarified that the intermediate system-bath coupling strength is preferable
to establish the quasi-static evolution for a fixed annealing time. The quasi-
static time evolution breaks down in both the weak coupling regime where the
initial relaxation is too slow, and the strong coupling regime where the quantum
fluctuations drastically suppressed.
In Chapter 4, we investigated the KZ scaling the quantum annealing of the dissipa-
tive transverse-field Ising chain at zero-temperature. The obtained results are summa-
rized as follows:
• We showed that the KZ scaling exponent is modified from that of the closed
system, and depends on the system-bath coupling strength in the fixed range of
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the annealing time. This result somewhat conflicts with the previous study of
the static property in which the dynamical and correlation length critical expo-
nents are almost independent of the system-bath coupling strength. The true
asymptotic behavior is hard to determine in our simulation, but we think that
the scaling exponent becomes non-universal even in the experiment, where the
annealing time is restricted to a finite value.
• We found that the exponent of the excess energy seems to change from that
obtained at zero-temperature depending on the bath temperature. This is a tran-
sient behavior due to the finite annealing time. As the initial bath temperature
increase, the exponent continuously changes to the universal value discussed in
chapter 3.
We think that the experimentally observed exponent of the excess energy provides
rich information on the thermal effect and the noise strength in the quantum annealing
processor by comparing it with our results.
We studied on the relatively simple case where the system is homogeneous and the
bath spectral density is the Ohmic type, but of course more practical and complicated
cases such as random systems or non-Ohmic environments are interesting as well. We
hope that our new numerical method will prove useful even in such cases.
Appendix A
Calculation of the path integral for
the influence functional
























× F (σj,0, · · · , σj,2M+1; b(0)†j , b
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We start with rewriting the integrand as follows
Im({b(0)∗j,k , b
(0)






































with SM+1 = 0 and TM+1 = 0.





























































































































































=−∆zl∆zmK(zl − zm). (A.11)
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[27] D. Patanè, L. Amico, A. Silva, R. Fazio, and G. E. Santoro, Phys. Rev. B 80, 1
(2009).
[28] T. Albash, S. Boixo, D. A. Lidar, and P. Zanardi, New J. Phys. 14 (2012).
73
[29] P. Nalbach, S. Vishveshwara, and A. A. Clerk, Phys. Rev. B 92, 1 (2015).
[30] M. H. Amin, Phys. Rev. A 92, 1 (2015).
[31] V. N. Smelyanskiy, D. Venturelli, A. Perdomo-Ortiz, S. Knysh, and M. I. Dykman,
Phys. Rev. Lett. 118, 1 (2017).
[32] L. Arceci, S. Barbarino, D. Rossini, and G. E. Santoro, Phys. Rev. B 98, 1 (2018).
[33] P. Werner, K. Völker, M. Troyer, and S. Chakravarty, Phys. Rev. Lett. 94, 4
(2005).
[34] U.Weiss, Quantum Dissipative Systems (World Scientific, Singapore, 1999).
[35] A.O.Caldeira and A.J.Legget, Phys. Rev. A - At. Mol. Opt. Phys. 149, 374 (1983).
[36] W. Leggett, A. J. and Chakravarty, S. and Dorsey, A. T. and Fisher, Matthew P.
A. and Garg, Anupam and Zwerger, Rev. Mod. Phys. 59, 770 (1987).
[37] R. Bulla, N. H. Tong, and M. Vojta, Phys. Rev. Lett. 91, 1 (2003).
[38] A. Winter, H. Rieger, M. Vojta, and R. Bulla, Phys. Rev. Lett. 102, 1 (2009).
[39] R. Harris, M. W. Johnson, S. Han, A. J. Berkley, J. Johansson, P. Bunyk,
E. Ladizinsky, S. Govorkov, M. C. Thom, S. Uchaikin, B. Bumble, A. Fung,
A. Kaul, A. Kleinsasser, M. H. Amin, and D. V. Averin, Phys. Rev. Lett. 101, 1
(2008).
[40] T. Lanting, M. H. Amin, M. W. Johnson, F. Altomare, A. J. Berkley, S. Gildert,
R. Harris, J. Johansson, P. Bunyk, E. Ladizinsky, E. Tolkacheva, and D. V. Averin,
Phys. Rev. B 83, 1 (2011).
[41] T. Lanting, R. Harris, J. Johansson, M. H. Amin, A. J. Berkley, S. Gildert, M. W.
Johnson, P. Bunyk, E. Tolkacheva, E. Ladizinsky, N. Ladizinsky, T. Oh, I. Permi-
nov, E. M. Chapple, C. Enderud, C. Rich, B. Wilson, M. C. Thom, S. Uchaikin,
and G. Rose, Phys. Rev. B 82, 4 (2010).
[42] S. Pankov, S. Florens, A. Georges, G. Kotliar, and S. Sachdev, Phys. Rev. B -
Condens. Matter Mater. Phys. 69, 1 (2004).
[43] S. Sachdev, P. Werner, and M. Troyer, Phys. Rev. Lett. 92, 23 (2004).
[44] S. Suzuki, H. Oshiyama, and N. Shibata, J. Phys. Soc. Japan 88, 1 (2019).
[45] D. E. Makarov and N. Makri, Chem. Phys. Lett. 221, 482 (1994).
[46] N. Makri and D. E. Makarov, J. Chem. Phys. 102, 4600 (1995).
74
[47] N. Makri, J. Math. Phys. 36, 2430 (1995).
[48] I. De Vega and D. Alonso, Rev. Mod. Phys. 89, 1 (2017).
[49] P. Nalbach and M. Thorwart, Phys. Rev. Lett. 103, 1 (2009).
[50] P. Nalbach and M. Thorwart, Chem. Phys. 375, 234 (2010).
[51] N. Tomotoshi, J. Phys. Soc. Japan 64, 3598 (1995).
[52] M. Levin and C. P. Nave, Phys. Rev. Lett. 99, 1 (2007).
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