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oneȱ concreteȱ kindȱ ofȱ nonȬlinearityȱ appearsȱ farȱ tooȱ narrowlyȱ consideredȱ whenȱ tryingȱ toȱ
understandȱ theȱ generalȱ relationshipȱ betweenȱ oilȱ pricesȱ andȱ theȱ macroeconomy.ȱ Manyȱ
differentȱtransformationsȱofȱtheȱoilȱpriceȱvariableȱmayȱbeȱconsideredȱinȱtryingȱtoȱcaptureȱtheȱ
sameȱunderlyingȱmechanismsȱasȱtheȱaboveȱspecificationsȱandȱmanyȱofȱthemȱmayȱbeȱequallyȱ
admissible.ȱ Moreover,ȱ besidesȱ theȱ aboveȱ describedȱ nonȬlinearitiesȱ inȱ theȱ oilȱ priceȱȬ ȱGDPȱ
relationshipȱ extensivelyȱ exploredȱ inȱ theȱ literature,ȱ manyȱ otherȱ reasonsȱ forȱ nonȬlinearitiesȱ
existȱwhichȱwouldȱdeserveȱtoȱbeȱconsideredȱasȱwell.ȱȱ
TheȱpresenceȱofȱaȱmultitudeȱofȱfactorsȱproneȱtoȱcreatingȱnonȬlinearitiesȱandȱchangesȱinȱtheȱ











Inȱ thisȱ paperȱ weȱ applyȱ aȱ VARȱ frameworkȱ withȱ timeȱ varyingȱ parametersȱ andȱ stochasticȱ
volatilityȱtoȱexploreȱtheȱroleȱofȱoilȱpricesȱforȱtheȱmacroeconomicȱdevelopmentsȱofȱtheȱeuroȱ6
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Ourȱ empiricalȱ resultsȱ showȱ thatȱ bothȱ oilȱ supplyȱ andȱ globalȱ demandȱ shocksȱ contributedȱ




































dramaticallyȱ inȱ extendedȱ samplesȱ andȱ theȱ estimatedȱ magnitudeȱ ofȱ theȱ effectsȱ wasȱ
substantiallyȱsmallerȱinȱtheseȱsamplesȱasȱwell.ȱThisȱledȱtoȱtheȱperceptionȱthatȱtheȱlinkȱhadȱ





suggestedȱ inȱ theȱ literature.ȱ Tatomȱ (1988)ȱ andȱ Morkȱ (1989)ȱ wereȱ theȱ firstȱ toȱ exploreȱ anȱ
asymmetricȱspecificationȱofȱoilȱpriceȱchangesȱwhichȱallowsȱforȱdifferencesȱinȱtheȱeffectsȱofȱoilȱ
priceȱincreasesȱandȱdecreases.1ȱWhileȱTatomȱ(1988)ȱdidȱnotȱfindȱevidenceȱforȱasymmetryȱinȱ
theȱ effectsȱ inȱ aȱ sampleȱ extendingȱ toȱ 1986Q3,2ȱ Morkȱ (1989)ȱ showedȱ forȱ aȱ slightlyȱ longerȱ
sampleȱupȱtoȱmidȬ1988ȱthatȱtheȱasymmetricȱspecificationȱhelpsȱtoȱrestoreȱtheȱstabilityȱofȱtheȱ
oilȱpriceȱȬȱGDPȱrelationshipȱandȱprovidesȱevidenceȱforȱlargeȱnegativeȱeffectsȱofȱoilȱpriceȱ
increasesȱ andȱ onlyȱ muchȱ smallerȱ positiveȱ effectsȱ ofȱ oilȱ priceȱ declines.ȱ Theȱ twoȱ furtherȱ
suggestedȱnonȬlinearȱtransformationsȱofȱtheȱoilȱpriceȱvariableȱofȱLee,ȱNiȱandȱRattiȱ(1995)ȱandȱ
Hamiltonȱ (1996)ȱ areȱ refinementsȱ ofȱ thisȱ asymmetricȱ specification.ȱ Inȱ Lee,ȱ Niȱ andȱ Ratti’sȱ





















































change,ȱ asȱ recentlyȱ suggestedȱ byȱ Kilianȱ (2009).ȱ Moreover,ȱ structuralȱ changesȱ inȱ theȱ oilȱ
market,ȱ asȱ documentedȱ byȱ Baumeisterȱ andȱ Peersmanȱ (2008,ȱ 2009),ȱ suggestȱ thatȱ theȱ
underlyingȱ characteristicsȱ evenȱ ofȱ theȱ sameȱ kindȱ ofȱ shockȱ and,ȱ hence,ȱ itsȱ impactȱ onȱ theȱ
economyȱmayȱbeȱdifferentȱoverȱtime.ȱInȱaddition,ȱchangesȱinȱtheȱeffectsȱofȱoilȱpricesȱonȱtheȱ





Hookerȱ (2002),ȱ Herreraȱ andȱ Pesaventoȱ (2009),ȱ Deȱ Gregorio,ȱ Landerrechteȱ andȱ Neilssonȱ
(2007),ȱEdelsteinȱandȱKilianȱ(2007),ȱBlanchardȱandȱGaliȱ(2007)ȱandȱBaumeisterȱandȱPeersmanȱ
(2008).ȱFinally,ȱitȱisȱworthȱstressingȱthatȱseveralȱofȱtheȱaboveȱmentionedȱfactorsȱmightȱapplyȱ
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theȱ model.ȱ Thisȱ modelȱ hasȱ beenȱ intensivelyȱ usedȱ toȱ analyseȱ theȱ causesȱ ofȱ theȱ “Greatȱ
Moderation,”5ȱi.e.ȱtheȱincreasedȱmacroeconomicȱstabilityȱthatȱhasȱbeenȱobservedȱinȱimportantȱ
industrialisedȱ economiesȱ sinceȱ theȱ midȬ1980s,ȱ withȱ theȱ aimȱ toȱ assessȱ whetherȱ theȱ Greatȱ
Moderationȱwasȱcausedȱbyȱdeclinesȱinȱtheȱvolatilitiesȱofȱtheȱshocksȱhittingȱtheȱeconomyȱ(i.e.ȱ
“goodȱ luck”)ȱ orȱ changesȱ inȱ theȱ transmissionȱ mechanismȱ relatedȱ toȱ structuralȱ changesȱ orȱ
policy,ȱtheȱlatterȱoftenȱtermedȱ“goodȱpolicy”.ȱȱ
Surprisingly,ȱtheȱroleȱofȱoilȱpricesȱforȱmacroeconomicȱinstabilityȱinȱindustrialisedȱeconomiesȱ
hasȱ notȱ beenȱ exploredȱ muchȱ inȱ theȱ previousȱ literature.ȱ Particularlyȱ highȱ macroeconomicȱ
instabilityȱwasȱfoundȱduringȱtheȱperiodsȱofȱtheȱtwoȱbigȱoilȱpriceȱshocksȱofȱtheȱ1970s.ȱLargeȱ
changesȱinȱoilȱpricesȱhaveȱbeen,ȱhowever,ȱalsoȱobservedȱoccasionallyȱinȱlaterȱdecadesȱbutȱ
theseȱ oilȱ priceȱ movementsȱ wereȱ accompaniedȱ byȱ muchȱ moreȱ mutedȱ priceȱ andȱ outputȱ
developments,ȱ atȱ leastȱ whenȱ excludingȱ theȱ periodȱ ofȱ theȱ latestȱ recession.ȱ Itȱ isȱ thereforeȱ
insightfulȱtoȱseeȱwhetherȱchangesȱrelatedȱtoȱoilȱpricesȱmayȱhaveȱcontributedȱtoȱtheȱincreasedȱ
macroeconomicȱ stabilityȱ overȱ theȱ pastȱ fewȱ decades.ȱ Soȱ farȱ onlyȱ Delȱ Negroȱ (2003)ȱ andȱ





recentȱ strongȱ oilȱ priceȱ movementsȱ asȱ wellȱ asȱ theȱ latestȱ crisisȱ inȱ 2008/2009.ȱ Againstȱ theȱ




prevalentȱ inȱ theȱ oilȱ priceȬmacroeconomicȱ relationship,ȱ butȱ tryȱ toȱ provideȱ insightsȱ intoȱ
whetherȱchangesȱrelatedȱtoȱoilȱpricesȱmightȱhaveȱcontributedȱtoȱtheȱGreatȱModeration.ȱTheȱ
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(measuredȱ byȱ theȱ volatilitiesȱ ofȱ theȱ reducedȱ formȱ shocks)ȱ againstȱ theȱ evolutionȱ ofȱ theȱ
transmissionȱmechanismȱ(measuredȱbyȱtheȱimpulseȱresponseȱfunction)ȱasȱaȱgaugeȱforȱ“goodȱ










introducedȱ andȱ theȱ strategyȱ concerningȱ theȱ identificationȱ ofȱ theȱ structuralȱ shocksȱ isȱ
elucidated.ȱSectionȱ3ȱpresentsȱtheȱempiricalȱresults.ȱThisȱstartsȱbyȱelucidatingȱtheȱevolutionȱofȱ
theȱvolatilitiesȱofȱtheȱvariablesȱoverȱtime,ȱwhichȱhighlightsȱtheȱknownȱmainȱfeaturesȱofȱtheȱ
























Pricesȱ (HICP),ȱ GDPȱ andȱ aȱ shortȬtermȱ interestȱ rate.7ȱ Thatȱ is,ȱ thisȱ modelȱ isȱ designedȱ toȱ
explicitlyȱ considerȱ theȱ dynamicȱ interrelationshipsȱ ofȱ theȱ domesticȱ euroȱ areaȱ variables,ȱ
includingȱthatȱofȱinterestȱrates,ȱwhenȱanalysingȱtheȱroleȱofȱshocksȱtoȱoilȱpricesȱȬȱrepresentedȱ
inȱ thisȱ modelȱ byȱ oilȱ supplyȱ shocks,ȱ asȱ inȱ mostȱ previousȱ literatureȱȬ ȱforȱ oilȱ prices,ȱ HICPȱ
inflationȱandȱGDPȱinȱtheȱeuroȱarea.ȱȱ















ofȱ theseȱ twoȱ additionallyȱ interestingȱ variables,ȱ however,ȱ needsȱ toȱ comeȱ atȱ theȱ costȱ ofȱ












highlightsȱ thatȱ theȱ advantagesȱ offeredȱ byȱ thisȱ modelȱ entailȱ theȱ drawbackȱ that,ȱ first,ȱ noȱ













Theȱ formalȱ representationȱ ofȱ theȱ timeȱ varyingȱ parameterȱ VARȱ modelȱ withȱ stochasticȱ
volatilityȱofȱPrimiceriȱ(2005)ȱisȱgivenȱinȱequationȱ(1)ȱwhereȱtheȱ 1 u r ȱvectorȱ t y includesȱtheȱ
endogenousȱ variablesȱ forȱ periodȱ t,ȱ t c ȱ isȱ aȱ 1 u r ȱ vectorȱ referringȱ toȱ theȱ timeȱ varyingȱ
coefficientsȱofȱtheȱconstants,ȱtheȱlagsȱofȱtheȱendogenousȱvariablesȱareȱmultipliedȱbyȱtheȱ r ru ȱ
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whiteȱnoiseȱprocessesȱdistributedȱasȱi.i.d.ȱNormalȱrandomȱvariablesȱwithȱvarianceȱcovarianceȱ




l t t t u y B c y     
  ¦
1
, ȱȱ,ȱȱ ) , 0 ( ~ t t niid u : ȱȱ,ȱȱ T t ,..., 1   ȱ ȱȱȱ(1)ȱ
Theȱtimeȱvaryingȱcovarianceȱmatrixȱ t : ȱcanȱbeȱdecomposed,ȱforȱtheȱpurposeȱofȱestimatingȱ
theȱmodel,ȱasȱindicatedȱinȱequationȱ(2),ȱwhereȱ t A ȱisȱaȱlowerȱtriangularȱmatrixȱthatȱcapturesȱ
theȱcontemporaneousȱinteractionsȱofȱtheȱendogenousȱvariablesȱ(seeȱequationȱ(3))ȱandȱ t H ȱisȱaȱ
diagonalȱmatrixȱofȱtheȱstochasticȱvolatilitiesȱ(seeȱequationȱ(4)).ȱȱ
' 1 ' 1 ) (
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coefficientsȱofȱtheȱconstantȱandȱBȬmatricesȱintoȱaȱvectorȱ t B ,ȱtheȱmodelȱcanȱbeȱcastȱintoȱstateȱ
spaceȱformȱwithȱobservationȱequationȱ(5)ȱȱ
t t t t t t H A B X y H
1 '     ȱ ȱȱȱȱȱȱȱȱ(5)ȱ
wherebyȱ




L t t r t y y I X    {  ȱ ȱȱȱȱȱȱȱ(6)ȱ
ȱ r t I Var   ) (H .ȱ ȱȱȱȱȱȱȱȱȱ(7)ȱ
ȱ
Theȱ lawsȱ ofȱ motionȱ ofȱ theȱ timeȱ varyingȱ parametersȱ ofȱ theȱ modelȱ areȱ specifiedȱ inȱ theȱ
transitionȱ equationsȱ (8)ȱ toȱ (10).ȱ Allȱ parametersȱ areȱ assumedȱ toȱ followȱ randomȱ walkȱ
processes.ȱ Thisȱ hasȱ theȱ advantageȱ ofȱ allowingȱ forȱ permanentȱ parameterȱ shiftsȱ andȱ helpsȱ15
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reducingȱtheȱnumberȱofȱparametersȱtoȱestimateȱinȱthisȱanywayȱheavilyȱparameterisedȱmodel.ȱ
Theȱelementsȱofȱtheȱvectorȱ t B ȱandȱtheȱvectorȱ t D ,ȱwhichȱincludesȱtheȱnonȬzeroȱandȱnonȬoneȱ
elementsȱ t ij, D ȱ ofȱ theȱ matrixȱ t A ȱ (stackedȱ byȱ rows),ȱ areȱ postulatedȱ toȱ evolveȱ asȱ driftlessȱ
randomȱ walks.ȱ Toȱ properlyȱ modelȱ theȱ positiveȱ valuesȱ ofȱ theȱ residualȱ standardȱ errorsȱ
capturedȱbyȱtheȱdiagonalȱelementsȱ t ii, V ȱofȱtheȱmatrixȱ t H ,ȱtheseȱparametersȱareȱassumedȱtoȱ







ȱ t t t B B Q    1 ȱ ȱȱȱȱȱȱȱȱȱ(8)ȱ
ȱ t t t ] D D    1 ȱ ȱȱȱȱȱȱȱȱȱ(9)ȱ
ȱ t t t K V V    1 log log ȱ ȱȱȱȱȱȱȱȱ(10)ȱ
ȱ
Theȱ innovationsȱ toȱ theȱ modelȱ areȱ assumedȱ toȱ beȱ normallyȱ distributedȱ withȱ varianceȱ
covarianceȱmatrixȱV,ȱwhichȱincludesȱtheȱhyperparametersȱofȱtheȱmodelȱ(seeȱequationȱ(11)).ȱ
Theȱinnovationsȱtoȱtheȱobservationȱequationȱandȱtheȱtransitionȱequationsȱareȱassumedȱtoȱbeȱ




Q,ȱ Sȱ andȱ Wȱ inȱ equationȱ (11)ȱ areȱ positiveȱ definite.ȱ Whileȱ Qȱ andȱ Wȱ areȱ otherwiseȱ notȱ
constrained,ȱ forȱ theȱ matrixȱ Sȱ theȱ blockȱ diagonalȱ structureȱ indicatedȱ inȱ equationȱ (12)ȱ isȱ
assumed,ȱwhereȱtheȱblocksȱreferȱtoȱtheȱparametersȱbelongingȱtoȱtheȱsameȱequation.ȱThatȱis,ȱ
theȱcoefficientsȱofȱtheȱcontemporaneousȱrelationsȱofȱtheȱendogenousȱvariablesȱareȱassumedȱtoȱ
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previousȱ toȱ 1970ȱ upȱ toȱ theȱ earlyȱ 1970sȱ relativeȱ toȱ theȱ laterȱ partsȱ ofȱ theȱ sampleȱ periodȱ advisedȱ
calibratingȱtheȱpriorȱbasedȱonȱdataȱcorrespondingȱtoȱthatȱperiod.ȱ17
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representȱ theȱ structuralȱ oilȱ supplyȱ shocks.ȱ InȱVARȱ models,ȱ accordingly,ȱ theseȱ oilȱ supplyȱ
shocksȱ wereȱ usuallyȱ identifiedȱ byȱ applyingȱ aȱ contemporaneousȱ recursiveȱ identificationȱ





contemporaneousȱ effectȱ onȱ oilȱ prices.ȱ Alternatively,ȱ alsoȱ signȱ restrictionsȱ (seeȱ e.g.ȱ Faustȱ
(1998),ȱCanovaȱandȱDeȱNicoloȱ(2002)ȱandȱUhligȱ(2005))ȱhaveȱbeenȱappliedȱinȱtheȱliteratureȱtoȱ
identifyȱoilȱsupplyȱshocks,ȱimposingȱthatȱtheseȱshocksȱliftȱoilȱpricesȱasȱwellȱasȱtheȱoverallȱ
consumerȱ priceȱ indexȱ andȱ leadȱ toȱ anȱ increaseȱ inȱ interestȱ ratesȱ whileȱ reducingȱ overallȱ
economicȱactivityȱ(seeȱPeersmannȱ(2005)).13ȱȱ
Theȱexclusiveȱfocusȱonȱoilȱsupplyȱshocksȱcausedȱbyȱphysicalȱdisruptionsȱofȱtheȱoilȱsupplyȱ
was,ȱ however,ȱ questionedȱ inȱ theȱ recentȱ literatureȱ andȱ itȱ wasȱ proposedȱ thatȱ demandȱ
conditionsȱplayȱanȱimportantȱroleȱforȱoilȱpriceȱmovementsȱasȱwellȱ(seeȱe.g.ȱBarskyȱandȱKilianȱ
(2004),ȱHamiltonȱ(2008)ȱandȱHamiltonȱ(2009)).ȱTheȱideaȱherebyȱwasȱthatȱsuddenȱoilȱpriceȱ
changesȱ (oilȱ priceȱ shocks)ȱ mayȱ notȱ necessarilyȱ reflectȱ oilȱ supplyȱ disruptionsȱ (oilȱ supplyȱ
shocks)ȱbutȱmightȱlikewiseȱbeȱcausedȱbyȱotherȱfactors,ȱi.e.ȱdemandȱshocks.ȱȱȱ
Kilianȱ(2009)ȱintroducedȱtheȱideaȱofȱdifferentȱkindsȱofȱshocksȱtoȱoilȱpricesȱtoȱtheȱstructuralȱ
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Apartȱ fromȱ theȱ traditionalȱ oilȱ supplyȱ shock,ȱ twoȱ demandȱ shocks,ȱ anȱ aggregateȱ demandȱ
shockȱ andȱ anȱ oilȬspecificȱ demandȱ shock,ȱ areȱ identified.ȱ Theȱ aggregateȱ demandȱ shockȱ isȱ




















theȱ shocksȱ isȱ delimitedȱ toȱ theȱ shocksȱ ofȱ interestȱ drivingȱ oilȱ prices,ȱ i.e.ȱ inȱ lineȱ withȱ e.g.ȱ
BaumeisterȱandȱPeersmanȱ(2008)ȱweȱonlyȱpartiallyȱidentifyȱtheȱmodels.ȱTheȱidentificationȱ
strategyȱ followedȱ inȱ ourȱ domesticȱ modelȱ forȱ theȱ oilȱ supplyȱ shockȱ isȱ similarȱ toȱ theȱ
identificationȱ ofȱ thisȱ shockȱ inȱ Peersmanȱ (2005)ȱ whoseȱ modelȱ includesȱ theȱ sameȱ setȱ ofȱ
variables.ȱTheȱoilȱsupplyȱshockȱisȱassumedȱtoȱbeȱcharacterisedȱbyȱincreasesȱinȱoilȱpricesȱandȱ
theȱ HICPȱ (whichȱ takesȱ placeȱ mechanicallyȱ viaȱ theȱ energyȱ componentȱ withinȱ theȱ sameȱ
quarter)ȱandȱaȱdeclineȱinȱGDP,ȱwhileȱconcerningȱtheȱresponseȱofȱinterestȱratesȱweȱpreferȱtoȱbeȱ
ȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱ
14ȱ Theȱ signȱ restrictionsȱ areȱ imposedȱ forȱ theȱ impactȱperiod,ȱ whichȱ turnedȱ outȱ toȱ beȱ sufficient.ȱ Forȱ
furtherȱtechnicalȱdetailsȱonȱtheȱimplementationȱofȱtheȱsignȱrestrictionsȱseeȱAppendixȱB.ȱȱ19
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alsoȱ generallyȱ confirmedȱ empiricallyȱ whenȱ theȱ oilȱ supplyȱ shockȱ isȱ identifiedȱ justȱ viaȱ

















models:ȱ theȱ evolutionȱ ofȱ theȱ volatilitiesȱ ofȱ theȱ variablesȱ overȱ time;ȱ theȱ contributionsȱ ofȱ
identifiedȱ shocksȱ toȱ theȱ estimatedȱ reducedȬformȱ shocks;ȱ theȱ historicalȱ reconstructionȱ ofȱ
variablesȱinȱtheȱabsenceȱofȱtheȱidentifiedȱshocks,ȱrespectively,ȱinȱaȱcounterfactualȱexercise;ȱ
impulseȱresponseȱfunctionsȱofȱtheȱsystemȱasȱaȱmeasureȱofȱtheȱmechanismsȱbyȱwhichȱtheȱ











































recession,ȱ whenȱ oilȱ pricesȱ droppedȱ sharplyȱ followingȱ theirȱ continuousȱ surgeȱ duringȱ theȱ
previousȱyears.ȱTheȱchartsȱforȱbothȱmodelsȱhighlightȱthatȱalthoughȱoilȱsupplyȱshocksȱcanȱ
clearlyȱnotȱaccountȱforȱtheȱentiretyȱofȱtheseȱresidualsȱduringȱtheȱperiodsȱofȱtheȱfirstȱandȱ
secondȱ oilȱ priceȱ shocksȱ ofȱ theȱ 1970s,ȱ theyȱ wereȱ quiteȱ importantȱ contributors.ȱ Theyȱ
contributedȱsignificantlyȱtoȱtheȱlargeȱpositiveȱresidualsȱinȱ1974/75ȱandȱprovidedȱcontinuousȱ
positiveȱ contributions,ȱ albeitȱ ofȱ somewhatȱ smallerȱ magnitude,ȱ overȱ severalȱ quartersȱ alsoȱ
aroundȱ1979/80.ȱNonȬnegligibleȱupwardȱeffectsȱare,ȱhowever,ȱalsoȱfoundȱinȱbothȱperiodsȱtoȱ
haveȱcomeȱfromȱtheȱglobalȱdemandȱshocksȱidentifiedȱinȱtheȱglobalȱmodel.ȱTheȱtwoȱshocksȱ
































oilȱ supplyȱ shocksȱ addedȱ mostlyȱ positively,ȱ theȱ demandȱ shocksȱ contributedȱ inȱ bothȱ
directions.ȱTheȱcontributionsȱfromȱbothȱshocksȱwereȱinflationaryȱatȱtheȱonsetȱofȱtheȱlatestȱ
recession,ȱ butȱ dampeningȱ duringȱ theȱ sharpȱ partȱ ofȱ theȱ recessionȱ withȱ aȱ largerȱ negativeȱ
contributionȱcomingȱfromȱtheȱdemandȱshocksȱwhichȱwereȱtheȱlargestȱcontributorsȱatȱthatȱ
timeȱalsoȱinȱabsoluteȱterms.ȱȱ


























rateȱ equation,ȱ however,ȱ declinedȱ stronglyȱ thereafterȱ andȱ remainedȱ smallȱ alsoȱ inȱ theȱ lastȱ










globalȱ demandȱ shocksȱ thatȱ occurredȱ duringȱ ourȱ sampleȱ periodȱ haveȱ contributedȱ toȱ theȱ
variablesȱand,ȱinȱparticular,ȱtoȱthatȱofȱoilȱprices,ȱHICPȱinflationȱandȱGDPȱgrowth.ȱToȱthatȱaimȱ
weȱcomputeȱcounterfactualȱhistoriesȱofȱtheȱdevelopmentȱofȱtheȱseriesȱsinceȱtheȱ1970s.ȱMoreȱ
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Overȱ theȱ pastȱ decadeȱ oilȱ supplyȱ shocksȱ addedȱ almostȱ continuallyȱ toȱ theȱ increasesȱ inȱ oilȱ
prices.ȱGlobalȱdemandȱshocksȱareȱestimatedȱtoȱhaveȱcontributedȱtoȱtheȱincreasesȱinȱoilȱpricesȱ
duringȱtheȱtwoȱoilȱshocksȱofȱtheȱ1970sȱtoȱaȱsimilarȱdegreeȱasȱtheȱoilȱsupplyȱshocksȱandȱtheyȱ





































contributionsȱ toȱ inflationȱ atȱ theȱ timesȱ ofȱ theȱ firstȱ twoȱ oilȱ priceȱ shocks:ȱ accordingȱ toȱ theȱ
domesticȱmodel,ȱupȱtoȱ0.7ȱpercentageȱpointȱtoȱtheȱquarterlyȱinflationȱrateȱduringȱtheȱfirstȱoilȱ
priceȱ shock,ȱ whereȱ quarterlyȱ inflationȱ reachedȱ aȱ peakȱ ofȱ 3.4%ȱ inȱ 1974Q4,ȱ andȱ upȱ toȱ 0.5ȱ
percentageȱpointsȱinȱtheȱearlyȱ1980s,ȱwhereȱtheȱquarterlyȱinflationȱrateȱremainedȱbelowȱbutȱ
closeȱitsȱ1974Q4ȱpeak.ȱVeryȱsimilarȱresultsȱareȱfoundȱinȱtheȱglobalȱmodel.ȱTheseȱpersistentȱ
positiveȱ contributionsȱ lastedȱ basicallyȱ overȱ theȱ wholeȱ periodȱ fromȱ 1974ȱ toȱ 1985.ȱ Asȱ theȱ
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atȱ thatȱ time.ȱ Concerningȱ theȱ latestȱ twoȱ euroȱ areaȱ recessions,ȱ inȱ 1992/93ȱ andȱ 2008/09,ȱ oilȱ
supplyȱshocksȱareȱalsoȱfoundȱtoȱhaveȱcontributedȱtoȱtheȱdeclinesȱinȱgrowthȱduringȱtheseȱ




globalȱ modelȱ forȱ globalȱ GDP.ȱ Theȱ globalȱ demandȱ shocksȱ additionallyȱ identifiedȱ inȱ thisȱ




smallerȱ thanȱ theȱ negativeȱ contributionsȱ ofȱ oilȱ supplyȱ shocksȱ duringȱ thatȱ period.ȱ Largerȱ
adverseȱeffectsȱofȱglobalȱdemandȱshocksȱonȱglobalȱGDPȱareȱalsoȱfoundȱinȱtheȱyearsȱbeforeȱ
andȱ afterȱ 2000.ȱ Theȱ largestȱ negativeȱ contributionȱ onȱ globalȱ GDPȱ overȱ theȱ wholeȱ sampleȱ
periodȱisȱrecordedȱforȱtheȱperiodȱofȱtheȱrecentȱrecessionȱatȱtheȱendȱofȱ2008.ȱThisȱwasȱalsoȱ
muchȱ largerȱ thanȱ thatȱ ofȱ oilȱ supplyȱ shocksȱ atȱ thatȱ time.ȱ Inȱ sum,ȱ itȱ seemsȱ thatȱ theȱ twoȱ27
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identifiedȱ shocksȱ haveȱ beenȱ veryȱ importantȱ driversȱ ofȱ theȱ movementsȱ inȱ globalȱ GDP.ȱ
Overall,ȱtheȱfindingsȱforȱeuroȱareaȱandȱglobalȱGDPȱappearȱinȱlineȱwithȱthoseȱofȱBlanchardȱ
andȱ Galiȱ (2007),ȱ Baumeisterȱ andȱ Peersmanȱ (2008)ȱ andȱ Hamiltonȱ (2009)ȱ whoȱ pointȱ toȱ
importantȱbutȱnonȬexclusiveȱadverseȱeffectsȱofȱoilȱsupplyȱshocksȱonȱGDPȱduringȱhistoricalȱ
USȱrecessionsȱasȱwellȱasȱrecessionsȱinȱotherȱcountries.ȱȱ
Theȱ resultsȱ concerningȱ interestȱ ratesȱ fromȱ theȱ domesticȱ modelȱ indicateȱ thatȱ shortȬtermȱ
interestȱratesȱinȱtheȱeuroȱareaȱappearȱtoȱhaveȱbeenȱpersistentlyȱhigherȱonȱaccountȱofȱtheȱoilȱ








1980s,ȱ butȱ thereafterȱ theyȱ seemȱ toȱ haveȱ hadȱ muchȱ lessȱ capacityȱ ofȱ movingȱ worldȱ oilȱ
production.ȱ Overall,ȱ theȱ twoȱ identifiedȱ shocksȱ togetherȱ seemȱ toȱ explainȱ overȱ theȱ wholeȱ
periodȱlargeȱpartsȱofȱtheȱmovementsȱofȱtheȱseries.ȱȱ
Allȱinȱall,ȱtheȱevidenceȱfromȱtheȱhistoricalȱdecompositionsȱsuggestsȱthatȱbothȱoilȱsupplyȱandȱ



























Second,ȱ concerningȱ theȱ HICP,ȱ bothȱ modelsȱ showȱ thatȱ anȱ oilȱ supplyȱ shockȱ ofȱ theȱ sameȱ
magnitudeȱhasȱaȱmuchȱsmallerȱinflationaryȱeffectȱtodayȱthanȱinȱtheȱ1970.ȱThereȱareȱsomeȱ
differencesȱinȱtheȱmagnitudesȱofȱtheȱestimatedȱeffectsȱbetweenȱtheȱtwoȱmodels,ȱprobablyȱ
owingȱ toȱ theȱ differencesȱ inȱ theȱ currencyȱ denominationȱ ofȱ theȱ oilȱ prices,ȱ butȱ theȱ generalȱ



















modelsȱ forȱ differentȱ sampleȱ periodsȱ (seeȱ ECBȱ (2010)).ȱ Thisȱ applies,ȱ inȱ particular,ȱ toȱ theȱ
resultsȱforȱtheȱearlierȱpartȱofȱtheȱsampleȱandȱisȱpartlyȱonȱaccountȱofȱtheȱlongerȱconsideredȱ






















































varianceȱ ofȱ oilȱ prices,ȱ doȱ inȱ factȱ explainȱ aȱ substantialȱ shareȱ ofȱ it,ȱ whichȱ furthermoreȱ isȱ
relativelyȱstableȱoverȱtime.ȱItȱfluctuatesȱmostlyȱbetweenȱ20ȱandȱ30ȱpercentȱbut,ȱimportantly,ȱitȱ
doesȱ notȱ showȱ anyȱ systematicȱ increaseȱ orȱ decreaseȱ overȱ time.ȱ Generally,ȱ globalȱ demandȱ
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Baumeisterȱ andȱ Peersman’sȱ (2008)ȱ evidenceȱ ofȱ aȱ declineȱ inȱ theȱ shareȱ ofȱ theȱ varianceȱ
explainedȱbyȱoilȱsupplyȱshocksȱoverȱtheȱpastȱyearsȱforȱUSDȱdenominatedȱoilȱpricesȱandȱtheirȱ











worldȱ GDPȱ theȱ shareȱ explainedȱ byȱ oilȱ supplyȱ shocksȱ wasȱ relativelyȱ stableȱ withȱ someȱ
temporaryȱ fluctuations;ȱ theȱ mostȱ notableȱ changeȱ tookȱ placeȱ duringȱ theȱ latestȱ recession,ȱ
whereȱtheȱshareȱofȱoilȱsupplyȱshocksȱdeclinedȱtoȱitsȱlowestȱoverȱtheȱwholeȱperiodȱandȱthatȱofȱ
demandȱ shocksȱ increasedȱ strongly,ȱ whichȱ suggests,ȱ inȱ lineȱ withȱ previousȱ evidence,ȱ thatȱ




























toȱ oilȱ pricesȱ overȱ time.ȱ Weȱ have,ȱ however,ȱ examinedȱ whetherȱ theȱ passȬthroughȱ ofȱ theȱ
consideredȱshocksȱmightȱhaveȱchangedȱoverȱtime.ȱTheȱresultsȱshowȱthatȱbothȱoilȱsupplyȱandȱ
globalȱdemandȱshocksȱareȱtransmittedȱtoȱaȱsmallerȱdegreeȱtoȱpricesȱandȱactivityȱtodayȱthanȱinȱ
theȱ pastȱ andȱ thisȱ changeȱ inȱ theȱ transmissionȱ mechanismȱ hasȱ addedȱ toȱ theȱ moderatingȱ
contributionȱ ofȱ theseȱ shocksȱ toȱ theȱ economyȱ overȱ time.ȱ Atȱ theȱ sameȱ time,ȱ varianceȱ
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Following Primiceri (2005), the model is in the form of a VAR with time-varying parameters and 
stochastic volatility, as in (1). The model is represented with 2 lags, but the extension to a different 
number of lags is straightforward. 
 

0, 1, 1 2, 1
1 ,~ 0 ,
tt t t t t t
tt t tt n
y BB yB yu






Data are in the form of an nx1 column vector yt for period t. Dynamic parameters include a 
deterministic component, B0,t, in our case an n-dimensional column vector with constants, and nxn 
matrices B1,t and B2,t for each of the 2 lags used in the paper. Ht is diagonal, with vector ht on the 
diagonal.  At is a lower-triangular nxn matrix with 1s (ones) on the diagonal; elements below the 
diagonal are gathered in a vector t.
15 The error terms εt are uncorrelated and with unit variance. 



























The structure of the At matrix is shown in (3). Note that the notation of the elements in the αt vector 
differentiate across equations, i.e. element αij,t is, correspondingly, the i
th contemporaneous parameter 
appearing in the j
th equation of the VAR, for period t. This distinction is important for the 






























The model can be rewritten in vectorised form: 
  tt t t y yB u     (4) 
   
''






Working Paper Series No 1356
June 2011
 
The model is completed by assumed laws of motion for the time-varying parameters: 
    1 ,~ 0 , tt tt B B B niid Q     (6) 
    1 ,~ 0 , tt t t A niid Q       (7) 
    1 ln ln , ~ 0, tt t t H hh n i i d Q     (8) 
Note that the only parameters to estimate in (6), (7) and (8) are the elements entering the variance-
covariance matrices QB, QA and QH. These matrices will be referred to below as hyper-parameters, 
while the term VAR parameters will be used for the parameters in the VAR system,(1). These matrices 
are assumed full (with an exception mentioned below), i.e. the time-variation in the parameters is 
assumed correlated across them. 
Note also that the hyper-parameters are themselves not time-varying. Previous studies have adopted 
this convention, see e.g. Benati and Mumtaz (2008), in settings where hyper-parameters were diagonal 
matrices. The models estimated in the current paper stick instead to the more general approach 
followed by Primiceri (2005), in which parameters are allowed to be correlated among them. This 
approach cannot be easily extended to time-varying variance-covariance matrices due to the already 
large number of parameters estimated. 
2. Estimation 
Given a sample spanning periods 1 to T, the parameters    11 2 ,,,
T
T B BB B   ,    11 2 ,,,
T
T      , 
  11 2 ,,,
T
T hh hh   , QB, QA and QH are estimated by Bayesian methods. A prior is postulated for the 
parameters and the joint posterior is calculated according to (where    11 2 ,,,
T
T yy y y   ): 
  
    
11 1 1
000





TT T T T
BAH BAH
pB h Q Q Q y





In the expression,   1
T I B  is an index whose value is zero if any of the elements in  1
T B  is dynamically 
unstable, i.e. all unstable draws are assigned probability zero and rejected.
16 
In order to ease the computations, a battery of Gibbs samplers is used. Priors are also defined. For 
each model a chain of 50000 draws is estimated. The first 20000 draws are used as burn in period and 
in addition thinning steps of 30 are used.  
2.1 Priors 
The VAR parameters (B,  A,  H) are all assumed to have a normal prior with mean and variance 
obtained from a prior sample, see (10) to (12). Priors for the B parameters are obtained by fitting a 
constant-parameter VAR system similar to (1) over the prior sample, using standard OLS; priors for 
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OLS estimation, exploiting the recursive structure of A; priors for ln h are obtained from the variances 
of the derived orthogonal error terms. The variances of the B and A parameters are increased by a 
factor of 10 to reduce the impact of the prior sample on the posterior estimates. 
      0 ˆˆ ~, 1 0 v a r OLS OLS BN B B  (10) 
      0 ˆˆ ~, 1 0 v a r OLS OLS N    (11) 
    0 ˆ ln ~ ln ln10, OLS n hNh I   (12) 
The hyper-parameters are all assumed to be inverse Wisharts with the minimum number of degrees of 
freedom (d.o.f.) permissible, see (13) to (15). For QB, the d.o.f. are the size of the prior sample. For QA, 
the d.o.f. are given by the size of the blocks conforming the matrix, i.e. the number of α parameters 
entering each of the equations in the system 
1
tt t t uA H 
  , plus one: 2 d.o.f. in the 2
nd equation, 3 
d.o.f. in the 3
rd one, and so on. Finally, for QH the d.o.f. are given by the number of variables in the 
VAR system plus one. 
The prior-distribution parameter   ˆ var OLS   is not a full matrix. It will be assumed that elements of 
ˆOLS   pertaining to different contemporaneous equations are uncorrelated. The rationale for this 
assumption, together with a more detailed description of the resulting structure, is left for the 
discussion on the posterior draws. 
     
02
00 ˆ ~v a r , BB O L S QI W k T B T  (13) 
         
02 ˆ ~1 v a r , 1 AA i O L S i QI W k n n     (14) 
     
02 ~1 , 1 HH n QI W k nI n    (15) 
Constants kB, kA and kH scale down the OLS variances for the B, A and H parameters, as done by 
Primiceri (2005). Their values are standard in the literature:  B k =0.001,  A k =0.01,  H k =0.001. 
2.2 Estimation of Bt 
Assuming    11 ,,,,
TT
BAH B hQQQ     known, the parameter  1
T B  can be computed recursively by 
drawing from a smoother for the state-space representation in (6) and (4), using Carter and Kohn 
(1994) formulas. 
    
1
11 1 1 1
1
|, |, | ,,
T
TT T T
BT B t t t B
t




   (16) 
Where   1 |,
T
TB p By   is obtained from the distribution of the standard Kalman filter recursions 
starting from B0 and I(Bt) indicates whether the Bt drawn is dynamically stable. 
2.3 Estimation of αt 
Expressing the system (1) and (7) as a standard state space entails re-expressing the measurement 
equation. For this, we need to exploit the specific structure of At. 41
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Assuming   11 ,,,,
TT
BAH BhQQQ     known,  1
T u  can be computed. (Note that ut is observable if Bt is 
known). The system (1) can be summarised as  tt tt Au H  , which is a set of disjoint systems of 
equations because of the recursive structure of At. The system can be combined with corresponding 
elements in (7) to build a battery of state-space systems. 
For instance, the second equation in  tt tt Au H  , together with the law of motion for α1,1,t can be 
written: 
 
21, 21, 1 2,1,
2, 1, 21, 2, 2,
tt t






The third equation: 
 
31, 31, 1 3,1,
32, 32, 1 3,2,
31,















   
    
   

    

 (18) 
The fourth equation: 
 
41, 1 4,1, 41,
42, 1 4,2, 42,
43, 43, 1 4,3,
41,






tt t t t t t
t










   
        
       

     
 
 (19) 
And so on if further equations are needed in the system, i.e. in case the number of variables in the 
VAR is higher than 4. 
In order to be able to run the battery of Kalman systems in isolation, it is further assumed that the 
parameters are independent across equations, as done by Primiceri (2005). In practice, this means that 
QA has a block-diagonal structure, with zero in those elements of the variance-covariance matrix 
corresponding to αt parameters in different equations in the VAR. This implies that the 
contemporaneous parameters in the VAR are correlated across them if they belong to the same 
equation, uncorrelated otherwise. As shown by Primiceri, this assumption can only be relaxed at the 
cost of forsaking the possibility of using Gibbs draws, which increases the numerical complexity of 
the estimation. 
As for the  1
T B  VAR parameters, each of the Kalman systems is run using the Carter and Kohn (1994) 
formulas: 
     
1
11 1 1 1
1









   (20) 
Where   1 |,
T
T p y    is obtained from the distribution of the standard Kalman filter recursions 
starting from α0. 42
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2.4 Estimation of ht 
The diagonal elements of Ht must obviously be positive. Following Primiceri (2005), they are 
modelled in natural logarithm.  
Assuming   11 ,,,,
TT
BAH h BQ Q Q     known,  1
T    can be computed, where  t tt tt Au H     . Each 
of the elements of  t    can then be squared and its log mapped to the corresponding ht. The i-th 
equation of the mapping would be: 
   
22
,, , ln 2ln ln it it it ch       (21) 
The constant c  is an offset to avoid numerical problems when  , it    is very small; as in Primiceri 
(2005), it is set as c =0.001. 
Stacking all the elements sets the system in vector form, as in (22), where 
*
t    and 
*
t   are the column 
vectors collecting all the 
2
, it    and 
2
, it  , respectively. 
 
** ln 2ln ln tt t h      (22) 
Equation (22), together with (8) forms a Kalman filter with a non-Gaussian error term in the 
measurement equation, each of which element is distributed as a ln χ
2(1).
17 In order to ease 
computations, a normal approximation is made using the approach of Kim, Shepard and Chib (1998). 
A mixture of 7 normal distributions is made to approximate each of the 
2
, ln it  , whose means, 
variances and mixture weights are calculated to approximate moments of a ln χ
2(1) distribution. 
The procedure entails drawing from the 7 normal distributions and giving each draw a probability 
according to its mixture weight. The specific normal used in each draw is selected with an indicator 
variable which is proportional to the mixture weight and the likelihood of   
2
, ln it c    being a draw 
from the corresponding normal distribution, see (23). 
  
22
,, ln ~ 1.2704, with probability Pr( ), 1, ,7 it j j it Nm v s j j      (23) 
With the distribution of the 
2
, ln it   errors so defined, equation (22) becomes the measurement equation 
of a Kalman system whose transition equation is given by (8). Draws are obtained, as before, using the 
Carter and Kohn (1994) formulas: 
     
1
11 1 1 1
1
ln | , ln | , ln |ln , ,
T
TT T T
hT h t t h
t




   (24) 
The specific value drawn is selected from (23) using an indicator variable si,t (0< si,t<1), itself drawn 
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The procedure entails drawing from the 7 normal distributions, calculating the probabilities in (25) and 
re-scaling them to add up to one. The actual draw is extracted by taking the draw from the 7 normal 
distributions whose probability is lower or equal than an index draw from the uniform distribution. 
This is performed for each period in the estimation sample. 
The normal distributions are defined in Table 2-1. 
Table 0‐1. Mixing Normal Distributions 
jq j mj vj
1 0.00730 -10.12999 5.79596
2 0.10556 -3.97281 2.61369
3 0.00002 -8.56686 5.17950
4 0.04395 2.77786 0.16735
5 0.34001 0.61942 0.64009
6 0.24566 1.79518 0.34023
7 0.25750 -1.08819 1.26261  
2.5 Estimation of QB, QA and Qh  
Assuming  11 1 ,,
TT T B h   known, the error processes  1
T  ,  1
T   and  1
T   of the law of motions of the 
parameters become observable. An estimate of their variance-covariances can be obtained by the usual 
formulas, which is then used to draw from an inverse Wishart distribution. This distribution is mixed 
to the prior distribution to result in the posterior draw. 
2.6 Summary 
The previous steps describe one single iteration of the Gibbs sampler. Each iteration (say, the i
th 
iteration) can be collected in the following sequence: 
1.  The  1
T B  VAR parameters of the iteration are drawn using (16), assuming all other parameters 
known—in practice, they will be taken from the previous Gibbs iteration.  
2.  The  1
T   contemporaneous VAR parameters are drawn using (17), (18) or (19), as it may 
correspond, also assuming other parameters known. 
3.  The  1
T h  VAR variances are drawn using (22) and (8), again assuming other parameters known. 
4.  The QB, QA and QH hyper-parameters are drawn using the formulas for the conjugate posterior 
distributions that apply: 
 
      
11 0
01 0 var ,
ii i
BB t t QI W T Q T B B T T





    
11 0
1 var , , 2, ,4
ii i
AA t t Qk I W k Q kT k kk Tk 

       (27) 
 
       
11 0
1 5v a r , 5
ii i
hh t t QI W Q T h h T

     (28) 
Where (27) applies to equation k of the VAR, since the contemporaneous parameters of the VAR 
are correlated only when they belong to the same equation. 
5.  The draw is rejected if any of the periods is dynamically unstable. 44
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Koop et al. (1996) (KPP, henceforth) have proposed the basic procedure followed today to derive the 
impulse response functions (IRF, henceforth) for a non-linear model. Their procedure entails 
calculating the difference between one (stochastic) simulation with the model with all shocks 
according to their distribution and another simulation using the same set of shocks except one instance 
(i.e., a value for a given shock and a given period). This instance is replaced by a deterministic value. 
The proposal by KPP is to integrate out all the non-deterministic shocks. 
KPP’s procedure entails drawing repeatedly from the all the shocks in the model (i.e., εt, ηt μt and υt) 
and performing two simulations of (1): one with the complete draw and the other one with the same 
draw but one value for one shock (say, the p
th shock) replaced by a deterministic value δ selected by 
the analyst. The IRF for this draw is the difference between the two. The procedure is repeated for as 
many times as wished, and the resulting distribution is summarised in an appropriate manner. 
Two caveats: firstly, as is done in the literature, both for VAR models in general and for VAR models 
of the kind used in this paper, we will concentrate on orthogonal shocks, the εt processes in our case; 
second, past history will not be concentrated out.
18 Furthermore, we will not necessarily report the 
expectation of the resulting distribution as done by KPP but will refer below to the entire 
distribution.
19 
We will depart from KPP by following Gourieroux and Jasiak (2005) (GJ henceforth), in that we will 
replace KPP’s deterministic value δ by a stochastic value corresponding to the drawn value for the 
shock plus a deterministic value, εt+δ ep, where ep is a selection vector with one in the p
th position and 
zeroes elsewhere, and δ is a scalar. Note that this definition maps into a traditional impulse response 
function if the model considered is a linear VAR, as is the case with KPP; furthermore, the resulting 
distribution is identical for our model from what it would be using KPP’s definition of the shock. We 
do the change because it slightly simplifies our calculations and (incidentally) because we prefer GJ’s 
measure on intuitive grounds. 
In a model of this kind, the conditioning information is crucial. The distribution of the parameters will 
change depending on what is assumed to be known, an occurrence not to be found in linear VARs. 
The assumption made in traditional VARs is that the entire sample is known and parameters are 
extracted from the OLS sample distribution. Applying this principle to our model, parameters should 
come from the posterior smoothed estimates of the parameters. If, instead, the conditioning only goes 
until the period from which simulations begin, let’s call it t, the parameters should be drawn from 
posterior  filtered estimates. If we note the entire sample by    11 2 ,,,
T
T yy y y    and the partial 
sample by    11 2 ,,,
t
t yy y y    (t<T), then a draw of period t   1 ,,|
T
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the posterior estimates of the parameters, since we use a smoother in the estimation. If instead 
  1 ,,|
t
tt t B hy   must be drawn, we would need a draw from the estimated posterior assuming we had 
used Kalman filters in the estimation. Furthermore, draws for subsequent periods would also be 
different:   1 ,,|
T
ts ts ts B hy     (s>0) can also be drawn from the posterior smoother, provided t+s<T, 
while   1 ,,|
t
ts ts ts B hy     would need a forecast of the parameters using the filter. 
Our choice has obviously been to derive the IRF using the full-sample conditioning, since this allows 
us to use directly the Gibbs draws of the estimation. We have nevertheless also calculated the partial-
sample IRF, but using the smoothed posterior estimates for period t (for t<T) for simplicity.
20 In this 
case, we simulate the periods subsequent to the one with the shock, using the corresponding transition 
equations. For completeness, we have also calculated IRF in the traditional way, i.e. keeping 
parameters fixed at their value in t. This latter procedure is technically wrong but has been used in the 
past for this kind of models and is thus a good yardstick. 
Last but not least, the specific form of the model allows for one simplification in the calculations. As 
said, the two simulations involved in the IRF have identical shock draws, except for one specific value 
which affects one orthogonal shock for one period. As the model is linear in the orthogonal shocks, it 
can be easily proved that the only shocks in the calculation that need to be projected past period t are 
the innovation errors to the dynamic VAR parameters. 
This can be easily shown. Assuming that the initial shock takes place in period t, and that we want to 
simulate the IRF until period t+S, the calculations would be as follows: 
The baseline simulations for periods t to t+S: 
 
1
0, 1, 1 2, 1 t t tt tt t tt yB B y B y A H 

      
 
1
10 , 1 1 , 1 2 , 1 1 1 1 1 tt t t t t t t t yB B y B yA H 

            
 
1
0, 1, 1 2, 1 ,2 , , ts ts ts ts ts ts ts tsts yB B y B y A H s S 

                 
The shocked simulations for periods t to t+S: 
   
1
0, 1, 1 2, 1 t t tt tt t t t p yB B y B y A H e  

        
 
1
10 , 1 1 , 1 2 , 1 1 1 1 1 tt t t t t t t t yB B y B yA H 

             
 
1
0, 1, 1 2, 1 ,2 , , ts ts ts ts ts ts ts tsts yB B y B y A H s S 

                   
The IRF would be (for each period) the difference between the two. 
For period t: 
 
1
tt tt t p IRF y y A H e 
    
For period t+1: 
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For period t+s: 
    1, 1 1 2, 2 2
1, 1 2, 2
ts ts ts
ts ts ts ts ts ts
ts ts ts ts
IRF y y
By y By y
B IRF B IRF
 
     






The only stochastic information needed, accordingly, is the value in period t of At and Ht and the 
values in periods t+1 to t+S of B1,t+s and B2,t+s. 
3.1 Summary of IRF computations 
We shall begin with the filtered version of the computations. 
For as many times as requested, repeat the following steps: 
1.  Draw Bt, At, Ht from the posterior distribution. 
2.  Draw from    11
tS
tt t S  

    . 
3.  Compute sequence of parameters for the S-1 periods to simulate (the first period is given by the 
Gibbs draw) of the Bt+s parameters: 
  1 ,1 , , ts ts ts B Bs S         
4.  Compute sequence of IRF: 
 
1
tt t p IRF A H e 
   
  11 , 1 tt t IRF B IRF    
  1, 1 2, 2,2 , , ts ts ts ts ts IRF B IRF B IRF s S          
The smoothed version of the IRF is identical, except that steps 2 and 3 are replaced by an extraction of 
B1,t+s and B2,t+s from the smoothed posterior, provided that t+s≤T. If t+s>T, a forecast must be 
produced. So steps 2 and 3 are replaced by: 
2.  If t+S>T, draw from    11
tS
TT t S  

    . 
3.  Retrieve Bt+s from the posterior draws until t+s=T. Then compute sequence of parameters for the 
remaining t+S-T periods by drawing from: 
  1 ,1 , , ts ts ts B Bs T S          
The traditional IRF computation skips steps 2 and 3 and uses B1,t and B2,t (i.e., the value of the 
parameters in period t) for all subsequent periods. 
As said, all three methods were used (with the caveat that the filtered IRF used the smoothed estimates 
of At, Bt and Ht), even though the smoothed estimates were the preferred ones. Results nevertheless 




 ) than the dynamic VAR parameters.
21 
                                                      
21  This  by  itself  could  be  construed  as  evidence  that  shock  volatility  was  more  important  than 
parameter volatility. In fact, structural change will very likely result in slow parameter time variation, 47
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4. Variance decomposition 
Variance decomposition has been done using traditional formulas. This implies that only 
contemporaneous parameters were used in the calculation of the variance decomposition in each 
period, i.e. decomposition in period t only used parameters dated at t. It is obviously possible to 
provide smoothed and filtered estimates, but this was not done for comparability with previous studies 
(which, to the best of our knowledge, have not used the alternative methods) and for simplicity. 
Note that variance decomposition is reported in the main text through its expectations, as only those 
ensure an exact decomposition of the reported expected reduced-form variance. Reporting any other 
quantile of the distribution would have resulted in components that would not have added up exactly 
to the corresponding quantile of the reduced-form variance. 
5. Shock and Historical decomposition 
Historical decomposition was performed using the standard formulas. 
The shown historical decomposition was done using the smoothed approach, i.e. the VAR parameters 
for each period (Bt, At, Ht) were drawn from the smoothed posterior.  
6. Orthogonalisation 
Reduced-form shocks are orthogonalised using the technique developed by Rubio, Waggoner and Zha 
(2010). The procedure entails computing a random matrix whose elements have independent unit-
variance normal distributions and calculating its QR decomposition and conveniently normalising. The 




  matrix, which already corresponds to a Cholesky decomposition of the reduced-
form variance-covariance matrix. The number of orthogonal residuals retained depends on the number 
of structural shocks under analysis. If this number is 1 (i.e., just one structural error is sought after), 
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Std. Dev. of Real. Oil Price Infl(EUR) (16%, 50%, 84% posterior percentiles)










Std. Dev. of HICP QoQ Infl (16%, 50%, 84% posterior percentiles)








Std. Dev. of Real GDP QoQ (16%, 50%, 84% posterior percentiles)




























Figure  3:  Contributions  of  oil  supply  shocks  to  the  reduced  form  shocks  of  the  HICP 
equation  
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Figure  4:  Contributions  of  oil  supply  shocks  to  the  reduced  form  shocks  of  the  GDP 
equation 
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Figure  6:  Quarterly  change  in  oil  prices  and  counterfactual  development  of  the  series 
without oil supply shocks  


















































































Real. Oil Price Infl(EUR)







-3 HICP QoQ Infl
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Real. Oil Price Infl(EUR)




































































































































Figure  13:  Time  varying  impulse  responses  12  quarters  after  a  one  percent  oil  supply 
shock 
































































































Variance Decomposition: Real. Oil Price Infl(EUR)




Variance Decomposition: HICP QoQ Infl




Variance Decomposition: Real GDP QoQ

































Std. Dev. of USD Oil Price Infl real (16%, 50%, 84% posterior percentiles)







Std. Dev. of World GDP QoQ (16%, 50%, 84% posterior percentiles)








Std. Dev. of World oil production QoQ (16%, 50%, 84% posterior percentiles)































Decomposition of Residuals: USD Oil Price Infl real
 
 














Decomposition of Residuals: World GDP QoQ
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Decomposition of Residuals: World oil production QoQ
 
 












Decomposition of Residuals: HICP QoQ Infl
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Historical Decomposition (Complement): USD Oil Price Infl real
 
 




Figure  21:  Quarterly  world  GDP  growth  and  counterfactual  development  of  the  series 
without oil supply and demand shocks respectively 










Historical Decomposition (Complement): World GDP QoQ
 
 

















Historical Decomposition (Complement): World oil production QoQ
 
 















Historical Decomposition (Complement): HICP QoQ Infl
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Figure 24: Historical contribution of oil supply shocks  
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Figure 25: Historical contribution of demand shocks 
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Figure 26: Historical cumulated contribution of oil supply shocks 
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Median smoothed response of HICP QoQ Infl to oil supply shock






































































































































































































Median smoothed response of HICP QoQ Infl to global demand shock

















































































































Variance Decomposition: USD Oil Price Infl real




Variance Decomposition: World GDP QoQ




Variance Decomposition: World oil production QoQ
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Note: Posterior mean of the variance decomposition.  
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