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Iple,i~!ng_§n .. mo4~b 
Gegeven zijn n waarnemingen bv. metingen 
van n stochastische grootheden 
x1,X1 'x2.,l2 , •••• , xn,Yn • 
Verondersteld is dat: 
2 
a. De grootheden 
zitten. In de praktijk komt dit er vaalc op neer 
dat de stochastische 
kleiner zijn dan die i ,iw 1 , 2 , • • • • , n . . 
b. Tussen de 
bestaat: 
grootheden verband 
1 i .... 1 , 2 , .. • •. , n 
waarbij 
onafhankelijk normaal verdeeld zijn met 
onderling 
verwachting 
0 en variantie 
Dus geldt: 
2 
c; • 
=ot+p X -X i 
2 
cs- l:1 ' ' , 
' 
• 
1 1,2, ••• ,n. 
Hieronder volgen nu methoden om enkele veronderstellin-
gen over de parameters~ en p te toetsen. 
dum S 73 M 34 van het Mathematisch Centrum, getiteld: 
''Toetsing van de· hypothese dat een regressieco~ffici~nt nul is., 
' 
wanneer de afwijkingen van de regressielijn normaal verdeeld 
zijn met gelijke spreidingen ''. 
• 
Voor 
''Toetsing 
indien de 
dingen''. 
• 
toetsing voor 2 series waarnemingen van de hypo-
fJ 1 .... 2 , zie men memorandum S 53 M 27 , getiteld: 
van de gelijkheid van twee regressieco~ffici~nten1 
afwijkingen normaal verdeeld zijn met gelijke sprei-
- ---------
1 Dit memorandum dient slechts ter ori~ntatie en streeft 
niet naar volledigheid of volledige exactheid.· 
2 De onderstreping geeft aan~ dat de grootheid stochastisch 
is., d.w.z. een waarschijnlijkheidsverdeling bezit. Dezelfde 
letter zonder onderstreping wordt gebruikt voor een door 
de stochastische grootheid aangenomen waarde. 
• 
- 2 -
Voor toetsing van de lineariteit van de regressielijn 
zie men memorandum S 73 M 32 , getiteld: 11Toetsing van de 
lineariteit van een regressielijn, indien de waarnemings-
routen onderling onafhankelijk en normaal verdeeld zijn met 
gelijke spreiding''. 
1. Te toetsen de hypothese: ct ... - et • 
0 
Met behulp van de methode der 
k~ijgt men voor ~en~ de volgende 
kleinste ·adraten ver-
a 
1 n 
z.,=~ 
n 1=1 · 
• 
resp. b 
waarbij gede~inieerd is: 
n 
s . 
--xy 
s 
xx· 
i 1 
n 
X "'X i 
2 
2 
:l.1 -z . 
'.lliR I 1 
- 2 8x.x 
x.-x 
l. 
Terwijl de schatting voor de is: 
? 1 n 2 
-s Z1 a b x· -x p ••• 2 n i 
s 2 
·: ?CY " 1 
s.xx • n ., 2 
De verdeling van a is normaal met verwachting~ en 
a - oi 
n is normaal verdeeld met ver-
wachting Oen variant e 1. 
. n-2 s 
• 
Tevens_ 1 s , .. ,., .. , ., "' , 
er 
verdeeld als n-2 vrijheids-
2 graden en a ens zijn stochastisch onafhankelijk. 
3 -
Hieruit volgt dat: 
a - 0( n a - CJ... n 
t .. .... ,,. ;q 
n-2 --·~---s 
een Student-verdeling heeft met 
J 
n-2 vrijhe.idsgraden. 
' 
een t-verdeling 
met n-2 
bezit ~n-2 een niet-centrale t-verdeling. 
Uit bet waarnerningsmateriaal is de toetsingsgrootheid 
overschrijdingskans is in een tabel van de Student-verde-
ling met n-2 vrijheidsgraden op te zoeken. Voor zeer 
grote n kan men als benadering de normale verdeling gebrui-
ken • 
Vindt men nu een overschrijdingskans, welke kleiner is 
dan de, van te voren gekozen, •. onbetrouwbaarheidsdr~mpel ~, 
dan nste van een van de alterna-
zeggen dater, 
met het gegeven waarnerningsmateriaaL geen overtuigende 
de 
O, d.w.z. de lijn gaat door de oorsprong. 
I 
• 
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tot de rechte? 
Dezelrde veronderstellingen gelden, als in de inlei-
dir.ig zijn gemaakt. We doen nu nog een extra waarneming 
voldaan, namelijk dat: 
a 
C 
+1 
2 
u + 1 
2 
'., c,' 
kan de nulhypothese H: £ 0 
als volgt warden getoetst. 
Onder H0 geldt dat: 
t 1 213 
-n-2· · 
s 
n + 
+1 :;- ~ + r~ 
- X 
• 
• 
1 
n 
een Student-verdeling heeft met n-2 vrijheidsgraden. 
t -
, 'tl-2 een niet-centrale 
t-verdeling. 
Uit het 
x. 
1 
zoekt men de bijbehorende een-or tweezijdige overschrij-
• 
dingskans op in een tabel van de Student-verdeling met 
n-2 vrijheidsgraden. At'hankelijk van het feit, of de over-
schrijdingskans kleiner dan wel grater is dan de onbetrouw-
baarheidsdrempel ~ bv. 0.05, kan men al of niet ver-
werpen. 
Qprn,~r,k~~g: Ten aanzien van de tweede voorwaarde is in 
de praktijk voorzichtigheid geboden. Uiteraard geldt dat, 
indien aan b niet is voldaan, de toets zijn geldigheid 
verliest. 
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. Zin twee evonden re~ressieli nen identiek? 
Gegeven zijn 
1 1 
x1 , Y1 , 
twee series waa~nemingsparen: 
1 1 
x2 , Y2 
1 1 
, • • • • • xn ' Y n en 
2 2 2 2 2 2 
x1 , Y1 x2 , Y2 , ..... xm , Ym . 
Voor beide series onderling onafhankeli.jke waarnemingen 
gelden de voorwaarden, als in de inleiding gemaakt. Dus: 
= (X - X 
2 
- X 
2 
5 = cr2 
1=1,2, •• ,n 
j-· 1, 2, •• , m 
Onder beide series waarnemingen afkomstig van ~~n rechte, 
welke uiteraard onbekend is is de toetsingsgrootheid 
+ 2 ,· • 
n + m - 4 
verdeeld als de F van FISHER met 2 en n + m - 4 vrijheids-
graden. 
Hierin is: 2 
1 1 1 1 b il.1 - a - xi - X 
i 1 
2 2 m ... 2 2 2 2 b - a - xj - X 
j 1 
2 
- a b -·X , 
k=1 
waarbij de laatste uitdrukking is opgeschreven voor de beide 
series waarnemingsparen tezamen genomen tot ~~n serie van 
n + m waarnemingen. 
• 
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Uit het waarnemingsmateriaal is de toetsingsgrootheid 
te berekenen. De bijbehorende ~~n-of tweezijdige 
overschrijdingskans kan men opzoeken in een tabel van de 
F-verdeling. Bij een, van te voren gekozen onbetrouwbaarheids-
• 
~ , . kan men verwer')pen. 
4. Ui tbreidin- tot het ,..,.eval va·n meerdere r~e-~es,s.~~-~,t 1iD~D. 
Gegever1 zijn k series waarnemingen: 
• 
1 1 1 1 
X 1 , y 1 , X2 , y 2 1 • • • • • • • • • , 
- . 
I 
I 
I 
I 
I 
I 
I k 
, y 1 
. . ' 
, , . . . . . . . . . ; 
1 
2 
• 
toetsen, als ender 
punt 3, namelijk 
H • cx 1 ~ 2 
0. • • • • • • • • • • 
2 
• • • • • • • • • • 
dan heeft men als samengestelde toetsingsgrootheid: 
k 
Q - 2k - 2 
i 1 F • 
k k • • 2k-2, ni 2 k - 2k ni -1 1 1 1 1 1 
Deze heeft onder de nulhypothese een F-verdeling met 2k-2 
vrijheidsgraden. 
Uit het waarnemingsmateriaal is de toetsingsgrootheid 
F 
-
te ber·ekenen en ui t de tabellen kan 
• 
2k-2 , n 1 ~,.. 2k 
- 7 - • • 
men de een - of tweezijdige overschrijdi.ngsl<:ans opzoeken. 
Afhanlcelijk van de van te vo:r-;,en als cr·,1 terium gekozen on-
betrouwbaarheidsdr·empel ix , ka11 men H al of niet 0 verweryJen. 
•• 
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