Abstract. Consider the abstract algebraic-delay differential system,
1. Introduction 1.1. Background. A fundamental problem in the study of dynamical systems concerns the linearization of a flow or a semiflow along a trajectory. When the flow is induced by an ordinary differential equation (ODE) on R n with a smooth nonlinearity, this problem is straightforward and the derivative of the semiflow with respect to initial data is given by the solution of the corresponding linearized system along flowlines. For semiflows on infinite dimensional spaces such as those given by solutions of certain nonlinear parabolic equations or solutions of delay differential equations with constant delays, this problem is merely an extrapolation of the finite dimensional ODE case with the help of an abstract variation of constants formula (see, for example, [21, 22] ). This is possible because the nonlinearity appearing in the relevant equation is continuously differentiable on the appropriate function space, and one can proceed to obtain the differentiability of the corresponding semiflow relying on Gronwall's inequality. It is well known from the works [4, 8, 13, 19, [23] [24] [25] that even ODEs containing a state dependent delay such as x (t) = x(t − x(t)) do not fit into the standard frameworks for functional differential equations in [1, 3, 26] . The reason is that the nonlinear term is not differentiable (or even not Lipschitz!) on the commonly used phase space of continuous functions. In particular, the corresponding initial value problem is not well-posed on this phase space. A resolution for this problem is to restrict the phase space to a subset of the continuously differentiable functions so that the nonlinearity is continuously differentiable on it and to exploit the fact that its derivative has a bounded extension to the original space of continuous functions and this extension satisfies a joint continuity property. This weaker type of differentiability (with respect to the supremum norm from the space of continuous functions), sometimes called almost Fréchet differentiability as in [13] or more appropriately extendable continuous differentiability as in [19] , is sufficient to obtain a continuously differentiable semiflow on a submanifold of the space of continuously differentiable functions for a class of equations including the simple scalar equation above (see [25] ).
Despite their emergence in modelling structured populations with developmental stages of variable length (see [5, 14, 20] ), there are very few works dealing with differential equations containing both state dependent delays and partial differential operators. The works [16, 17] deal with special classes of reaction diffusion systems containing state dependent delays, but use special assumptions to circumvent the difficulties mentioned above.
In [7] and [12] the authors considered a model for a population structured by age with distinct juvenile and adult stages and with a variable age of maturity. It is assumed that juveniles and adults are not competing for resources. As a result the model equations take the form: + . See [7] or [12] for a detailed derivation. The natural setting for age structured population models is L 1 [0, m) since the total population at a given time is given by the L 1 norm of the population density. It was shown in [7] that under suitable hypotheses, the algebraic-delay system (1.1) can be written abstractly as 
β(ξ)u(t, ξ)dξ) −d(·)u(t, ·)
,
Here M 0 is a "nonlinear" subset of the ambient space of continuous functions induced by the algebraic component (for precise definitions of M 0 and H see Section 2 and Section 7). It was also shown that the abstract system gives rise to a continuous semiflow on M 0 via S t, ψ ϕ = x t a t , where
) and a t = τ t ∈ C([−a m , 0], R + ). In this paper we establish sufficient conditions which ensure that this semiflow is also continuously differentiable.
Without going into too many technical details, we list reasons (R1)-(R3) below why the issue of differentiability of the semiflow induced by the above system has not been addressed yet and cannot be addressed by existing works. For system (1.
. Then (1.2) has the form (2.1). For the purpose of illustration, we take b : R + → R + to be the identity mapping and assume that both β, d : [0, m) → R + are the constant function with value 1.
(R1) Poor smoothness properties of nonlinearities.
is not continuous. Even if x is continuous, although it can be shown that the partial derivatives of F exist at (x, a), F will not be differentiable with respect to the norm from L 1 [0, m) × R. This means, in particular, that we cannot apply the results of e.g. [18] or [22] even indirectly since they require continuous differentiability of the nonlinear term, albeit on possibly thin subsets in [18] . Similarly, it will be seen in Section 7 that the other nonlinearity H has a similar lack of smoothness on the space C(I, L 1 [0, m) × R). (R2) Classical change of variables. In the work of Smith [20] on ODEs containing a threshold type state dependent delay such as the one we have here, a change of variables is employed to reduce the system to one with a constant delay. Formally, employing such a transformation to system (1.1) amounts to setting z(t) :
. Then, after differentiating c(t), the new system with a constant delay is given by
Although this (larger) system has a constant delay, it suffers from the same lack of smoothness given in (R1). Additionally, w a (t, a) is multiplied by an integral nonlinearity. (R3) Monotonicity of t → t − τ (t). Other works including [6, 20] question. For instance, this property was used implicitly in (R2). We do not use monotonicity in our rendition for several reasons:
• For the problem at hand, it is not clear how the analysis can be simplified by using the monotonicity property even if an explicit representation formula is available such as for system (1.1) via the method of characteristics.
• One can construct systems which do not enjoy this property but can otherwise be included in the present framework.
• As we will show, the monotonicity property is not necessary to obtain the desired result on differentiability. To obtain the desired result on differentiability, the problems caused by the poor smoothness of the nonlinearities are circumvented in an analogous fashion to existing works for ODEs with state dependent delays. However, for the model equations (1.1), in contrast to the ODE case we will see that the appearance of the partial differential operator ∂ a also plays a key role.
Outline and main results.
Although our results are of a more general nature, for clarity, we outline the structure of this paper in terms of the model equations (1.1) and (1.2). The main goal of this paper is to prove Theorem 8 in Section 6.
In Section 2, we cover the basic functional analytic preliminaries and the precise meaning of mild solutions of system (1.1). This functional analytic setup is captured in the way that the first equation along with the nonlinear boundary condition for u(t, 0) in system (1.1) is rewritten in system (1.2). This setup was motivated by the studies [10, 11, 22] . Moreover, the "subtangential condition" (H5) adopted from [22] ensures that the population density remains non-negative for non-negative initial data.
In Section 3, we address the differentiability with respect to time of solutions of system (1.1). The existence and uniqueness of solutions of system (1.1) and continuity of the corresponding semiflow were established in [7] . We take this opportunity to make some remarks about the work [7] . The hypothesis (H2) (along with (H5)) enables one to find solutions of (1.1) in M 0 for initial data in M 0 . Two consequences are that in the model equations (1.1), the age of maturity function is a priori bounded, and that solutions are not necessarily global in time, unless the total population is small enough. Due to the poor smoothness properties of the nonlinearities discussed above, the methods used to obtain the differentiability of solutions must differ from the standard techniques from, e.g., [15] . This is where the assumption involving the Radon-Nikodym property in (H1) comes into play. We finally obtain a positively invariant set for the semiflow, denotedM 0 , on which every trajectory is C 1 in time and for which the population density u(t, ·) is absolutely continuous. The setM 0 is analogous to the infinitesimal generator for system (1.1).
Let W 1,1 [0, m) denote the space of absolutely continuous functions whose a.e. derivative lies in L 1 [0, m). In the motivating example, this space corresponds to the population density u(t, ·). In Section 4 we show that the setM 0 is contained in a C 1 submanifold of the space
, which is induced by the algebraic constraint in (1.2). We show thatM has an atlas of manifold charts whose derivatives have the special extension properties discussed above. In particular, for each p ∈M , we show that the tangent space T pM which is a sub-
has an extension to the larger function space
In Section 5, we show that the (formal) linear variational system along flowlines inM 0 can be solved uniquely for mild solutions for initial data belonging to the corresponding extended tangent space.
Section 6 develops the main results of this paper. We show that the solution operatorsŜ t at time t (whose domain is the set of initial data inM 0 with maximal interval of existence bigger than t) are differentiable. Here the derivative at a point p ∈M 0 is a linear operator whose domain is the interpolation space
and whose codomain is the space
Additionally, it is shown that the derivative map dŜ t which is defined on an appropriate subset of the tangent bundle is continuous.
Finally, in Section 7, all of the relevant hypotheses are verified for the motivating example system (1.1), and some abstract results are used to infer the regularity of its solutions. It should be noted that the main result of this paper, Theorem 8 in Section 6, on differentiability, differs from the classical differentiability of a function defined on a Banach manifold.
1.3.
Morally finite or infinite dimensional problem? As mentioned above, in many cases the techniques used to obtain the differentiability of a semiflow with respect to initial data, which arises from some type of autonomous differential equation on an infinite dimensional phase space, having a smooth nonlinearity, are a glorification of the same techniques used in the case of an ODE. To bridge the gap, enough knowledge of functional analysis to manipulate an abstract variation of constants formula suffices. The same is not true for the model equations (1.1). We illustrate some reasons below.
can be written as a sum
. The trouble maker is clearly
. A key result used to obtain the differentiability of the corresponding semiflow with respect to initial data is the following observations:
.
, a p (s) denote the first and second components of solutions of (1.1) inM 0 at time s corresponding to initial data p + ξ and p, respectively (see Step 5 in the proof of Theorem 8).
In order to obtain the desired differentiability result, we need
as ξ → 0 for each s. Since it will turn out that |a
For even further illustration, we note that letting s = 0 gives us the requirement that
where the subscripts 1 and 2 denote the first and second components of the initial data. Note that it is impossible for the latter to hold merely as ||ξ|| → 0. We can only expect this to hold as ξ → 0 with respect to the supremum norm on the space
, namely, the supremum norm which includes a contribution from the partial differential operator ∂ a in system (1.1), since the right hand side is bounded by ||ξ|| |ξ 1 Here the prime denotes differentiation with respect to time, not age. This leads us to the interpolation space
We will see in Section 7 that the partial derivative D 1 H of the other nonlinearity H has similar properties as D 1 F 1 above.
Technical preliminaries and hypotheses
In this section we state the relevant technical preliminaries and hypotheses. All Banach spaces are assumed to be over the real numbers. Whenever a product of Banach spaces is considered, we view it as a Banach space equipped with the corresponding product norm. 
where
(Both norms of the spaces X and R n will be denoted by | · | since this should not cause any confusion.)
We let the functionĤ with domain D(Ĥ) be the restriction of H to D(Ĥ).

Remark. When D(H) and D(Ĥ) are respectively given the relative topology from C(I, X 0 ×R n ) and C(I, D(A)×R n ), we have the continuous inclusions
and such that F 2 is continuously differentiable on C 0 (for each c ∈ C 0 , there is a bounded linear operator DF 2 (c) :
= 0 and the map C 0 c → DF 2 (c) is continuous with respect to the uniform operator topology). We also assume that sup c∈C 0 ||DF 2 (c)|| < ∞ so that F 2 is globally Lipschitz on C 0 since C 0 is convex. Note that it follows that F is also globally Lipschitz.
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holds. Here dist(x, B) = inf b∈B |x − b| for x ∈ X and B ⊂ X.
Definition. Consider the following initial value problem:
By a mild solution of (2.1)
with the following properties:
We similarly define mild solutions in
Note that (H1) implies that (ii) is equivalent to
Differentiability of solutions with respect to time
Under the assumptions (H1)-(H5), given ψ ϕ ∈ M 0 , there is some t e > 0 such that (2.1) has a unique maximal mild solution on I ∪ [0, t e ) in M 0 (see [7] ). In this section we discuss the differentiability of these mild solutions with respect to time. In Theorem 1 below, we give sufficient conditions under which mild solutions are locally Lipschitz in time. This result is used to derive Theorem 2, which gives sufficient conditions for the C 1 smoothness of the x component. Finally, with the aid of an additional hypothesis, we derive sufficient conditions for the C 1 smoothness of the a component in Theorem 3. We end this section by identifying a positively invariant set for the corresponding solution semiflow S(·, ·), calledM 0 , on which every trajectory is C 1 in time.
Denote the trivial extensions of x and a to (−∞, T ] respectively byx andâ, that is,
The proof is done in the following four steps.
Step
This follows easily from Lemma 1.8 of [22] .
Step 2. There is L > 0 (depending possibly on T ) such that ||x s −x 0 || ≤ Ls and
By virtue of f (R 1 ) < 1 we can conclude that ||â s −â 0 || ≤ Ls for a possibly larger constant L than the one found before.
Step 3. There is an L > 0 such that, for each t, l ∈ [0, T ] with t + l ≤ T , we have
and t + θ < 0, then using the result in Step 2 we have |â
The required result is now obvious since f (R 1 ) < 1.
Step 4. There is an L > 0 such that, for each t, l ∈ [0, T ] with t + l ≤ T , we have ||x t+l −x t || ≤ Ll and ||â t+l −â t || ≤ Ll.
Using the result in Step 1 and the fact that
Then there exists C > 0, depending on T , such that, for each t ∈ [0, T ],
Now the result in this step follows from that in Step 3 and an application of Gronwall's inequality. The statement of the theorem follows from Step 4 and Rademacher's theorem (see [2] ) applied to the function a.
Proof. Fix T ∈ (0, t e ). By Theorem 1, we know that both x(t) and a(t) are Lipschitz on [0, T ]. Therefore, the function [0, T ] t → F 1 (x(t), a(t)) ∈ X 1 is also Lipschitz and hence almost everywhere differentiable since X 1 has the Radon-Nikodym prop- a(t) ). Consider the non-autonomous initial value problem In order to derive C 1 -smoothness of a, we make the following hypothesis, which is also crucial for the main theorem of this paper in Section 6. I, D(A) ), R n ) having rank n. We further assume that, for each (ψ, ϕ) ∈ U , the partial derivative
n is continuous, where U inherits the topology from
Remarks. Hypothesis (H6) deserves some remarks.
(i) By "relative Fréchet derivative on U ", we mean that
n is continuous. (iii) We will drop the subscript 'e' and the superscript '1' from now on. (iv) The second extension property of the derivative of the function H appearing above is analogous to those appearing in [23, 24] and in (H7) below.
, satisfies
, and a (t) =
Proof. The fact that x t ∈ C(I, D(A)) for t ∈ [0, t e ) follows from Theorem 2 since [0, t e ) t → x (t) ∈ X 0 is continuous and
. It remains to prove that a is C 1 on I ∪ [0, t e ) and that its derivative is in fact given by the formula above. To this end, fix 0 < T < t e . Let a t+r − a t , x t , a t ) , where ω 1 : Ω 1 → R n and ω 2 : Ω 2 → R n are the remainder terms. Here
show that a (t) = b(t) for each t ∈ [0, T ]. Firstly, for t ∈ [0, T ] and r ∈ [0, h] such that t + r ≤ T , we have a(t + r) − a(t) − rb(t)
∈ U and (β + ξ, χ) ∈ U } and Ω 2 is given similarly. It follows from (H6) that ω 2 is continuous on Ω 2 where Ω 2 inherits the relative topology from C(I, R n )×C(I, D(A))×C(I, R n ) (note carefully how the assumption concerning the relative partial Fréchet derivative from (H6) is used). By (H6) the function g : Step 1. lim r→0, 0<r≤min{T,h}
Next, if r + θ > 0, then
We have
For I 1 , using (3.1) for t = 0 with r being replaced by r + θ and the continuity of
, we obtain
Note that sup −r<ξ≤0
, it follows that
, 0]} and note that the compactness of K 0 and continuity of the function K 0 (r, θ) → ||a r+θ − a 0 − (r + θ)b 0 || ∈ R imply that we can find (r * , θ * ) ∈ K 0 , which maximizes this function. Hence, collectively, we can conclude that, for each r
Step 2. For each t ∈ [0, T ), lim r→0, t+r≤T, 0<r≤h
Let θ ∈ [−h, 0]. If either t + r + θ ≤ 0 or t + r + θ > 0 with t + θ ≤ 0, then by Step 1 we have
Now, if t + θ > 0, then it follows from (3.1) with t + θ replacing t that
It follows from continuity that there is (t * , θ
, 0]} such that the maximum in (t, θ) of the right hand side of the above inequality is achieved at (t * , θ * ). Then, for s ∈ [0, T ) with s + r ≤ T and r ∈ (0, h], we have
(note that o(r) does not depend on s). Applying this to s = t+θ
* ≥ 0 and using the fact that f (R 1 ) < 1, we obtain ||a t+r − a t − rb t || = o(r) as desired. This completes the proof.
We remark that although in general, a satisfies what is called a neutral differential equation, for the concrete example given in the introduction and in Section 7, this will turn out to be merely an ordinary differential equation with a state dependent delay.
The following result follows immediately from Theorem 3. In this section we briefly discuss the semiflow on M 0 and the smaller positively invariant setM 0 .
Corollary 4. Suppose (H1)-(H6) hold. The setM
Denote the semiflow induced by maximal mild solutions of (1.1) in M 0 by S :
The fact that S is a semiflow and is continuous with respect to the relative topologies from R × C(I, X 0 × R n ) and C(I, X 0 × R n ), respectively, is established in [7] . LetΩ :
The next lemma is immediate from the fact that S is a semiflow on M 0 (see [7, Theorem 2] ).
Lemma 1. The mapŜ :Ω →M 0 has the semigroup property, that is:
(i)Ŝ(0, Ψ) = Ψ for each Ψ ∈M 0 . (ii) If Ψ ∈M 0 and 0 ≤ s,
t with s < t e (Ψ) and t < t e (Ŝ(s, Ψ)), then t + s < t e (Ψ) andŜ(t,Ŝ(s, Ψ)) =Ŝ(t + s, Ψ).
Next we introduce notation for the solution operators. Let Ω t := {Ψ ∈ M 0 | t < t e (Ψ)} and S t : Ω t → M 0 be given by S t (Ψ) := S(t, Ψ). Similarly,
, where U is given in (H6).
Let D(A) be given the graph norm. We can turn C(I, D(A) × R n ) into a C 1 -Banach manifold by assigning it the standard C 1 -smooth structure. For Banach manifolds, we refer the reader to the book by Lang [9] .
Proposition 5. Suppose (H6) holds. The setM is a C 1 -Banach submanifold of C(I, D(A) × R n ) of codimension n. For each p ∈M , the tangent space at p, T pM , is given by the kernel of the derivative of the map
. ., e n form a basis of R n . For each j, we set γ 2 = 0 ∈ R n and (by (H6)) choose γ 1 such that
This shows that DJ(ψ 0 , ϕ 0 ) is surjective. Therefore, we have the decomposition C(I, D(A) × R n ) = ker(DJ(ψ 0 , ϕ 0 )) ⊕ N for some ndimensional subspace N such that DJ(ψ 0 , ϕ 0 )|N is an isomorphism. Hence we can write (ψ 0 , ϕ 0 ) = k 0 + n 0 for k 0 ∈ ker DJ(ψ 0 , ϕ 0 ) and n 0 ∈ N and J(k 0 + n 0 ) = 0. We can find relatively open neighborhoods U 1 of k 0 in the subspace ker(DJ(ψ 0 , ϕ 0 )) and V 1 of n 0 in the subspace N such that 
. It is not difficult to verify the statement concerning the tangent space at (ψ 0 , ϕ 0 ).
Let us make some comments about the special manifold charts above and the tangent spaces. In light of Proposition 5, we have
for each (ψ, ϕ) ∈M . Note that, by (H6), T (ψ,ϕ)M has an extension to the larger space C(I, X 0 × R n ), which we call T (ψ,ϕ) M and is given by the same formula. For each p ∈M , we can find ambient-open sets U 0 ⊂ T pM and V 0 such that (U 0 +V 0 )∩M is a neighborhood of p inM , and a chart whose inverse is a map g : 
Remark. It is natural to callM a C 0 -extendable submanifold of C(I, D(A) × R n ).
The linear variational system along flowlines inM 0
Throughout this section, let Ψ 0 = ψ 0 ϕ 0 ∈M 0 and let x(t) a(t) be the corresponding (maximal) (classical) solution of (2.1) on I ∪ [0, t e ) which lies inM 0 . We consider (for now formally) the linear variational system along the trajectorŷ S(t, Ψ 0 ),
We make the following hypothesis concerning the partial derivatives of
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We start with the following definitions. 
y(s)ds ∈ D(A) and
In case T = t e , we make appropriate modifications to the above definition.
Remark. Given t 0 ∈ (0, t e ), we can also consider (5.1) for t ∈ (t 0 , t e ) with initial
0 and similarly define a mild solution on
It does not follow from [7] or other related works on partial functional differential equations such as [18, 22, 26 ] that (5.1) has a mild solution. We address this issue with the following lemma and proposition.
Lemma 2. Suppose that (H6) and (H7) hold. The map
is also locally bounded, where U has the relative topology from
Proof. We only give the proof of the first part since that of the second part is similar.
It follows from (H7)(iii) that {D 1 F 1 (c n , k n )γ} is bounded for each γ ∈ X 0 . Then the uniform boundedness principle implies that
bounded, which is a contradiction. Now the result follows since J is compact.
Proposition 6. Suppose (H1)-(H7) hold. If the initial data
Proof. The proof is completed in three steps.
Step Let T ∈ (t 0 , t e ) and C := {b :
To justify the latter statement, we note by (H7)(iii) that the map
)y is Lipschitz on X 0 uniformly in t as we then can apply Proposition 2.10 of [22] . Given y 1 , y 2 ∈ X 0 , we have
By Lemma 2, there is some B > 0 such that
To obtain a solution for the second component of (5.1), we let A : C → C be given by
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The continuity of the latter two maps is a consequence of (H6), while that of the former is a consequence of the continuity of y(b) on [t 0 − h, T ]. In the following, we show that A is a contraction provided T is small enough.
Let T 0 ∈ (t 0 , t e ). It follows that max s∈[0,T 0 ] ||x s || = R 1 for some R 1 ∈ [0, R 0 ]. Using (5.3), (H6), (H2), and Lemma 2 we have for t 0 < T 0 < t e and t ∈ [t 0 , T 0 ] that
Moreover, using the abstract variation of constants formula (see the Remark following (2.1)), Lemma 2, (H7)(iii), (H4), and (H1), we have
An application of Gronwall's inequality to (5.5) yields that, for each
Step 2. Local solutions of (5.1) are unique.
Suppose that 
be the trivial extensions of b i and y i to (−∞, T ], respectively, i = 1, 2. Denote
Arguing as in
Step 1, we have that
. It is not difficult to see that
Combining (5.6) with (5.7) and using an application of Gronwall's inequality, we get
As T is arbitrary, this completes Step 2.
Step 3. Let
Then t e (ψ 1 , ϕ 1 ) = t e .
By
Step 1, t e > 0. Suppose t e = ρ 0 < t e . It follows from Lemma 2, (H7)(iii), and (H4) that 
it is not difficult to see that y can be extended to a continuous mapỹ :
can be solved for a unique continuous mapb : I ∪[0, ρ 0 ] → R n by using the fact that f (R 1 ) < 1, where R 1 = max s∈[0,ρ 0 ] ||x s ||, and the contraction mapping principle. Note that it is obvious thatb(t) = b(t) for t < ρ 0 . Then applying Step 1 for
0 , we can extend (y, b) beyond ρ 0 , which is a contradiction.
By applying similar arguments as those in Step 3 of the proof of Proposition 6, we can obtain the following result. Recall from Section 4 thatM 0 is a positively invariant subset for the semiflow S of the C 1 -submanifoldM of C(I, D(A) × R n ). At each point p ∈M 0 the tangent space at p, denoted by T pM , is contained in a larger set T p M which is a Banach space with the weaker supremum norm (i.e., the supremum norm which does not include the contribution from the operator A). Moreover, we let TM 0 = {(p, γ) | p ∈ M 0 and γ ∈ T pM } denote the tangent bundle ofM restricted toM 0 and point out that it has an obvious extension which we call T M 0 = {(p, γ) | p ∈M 0 and γ ∈ T p M }. In order to derive the desired differentiability ofŜ t onΩ t , we consider the interpolation space (
, where
C(I,D(A)×R n )
From now on, we let T pM 1 = T pM ∩ C 1 (I, X 0 × R n ) and view it as a Banach space with the || · || 1 norm. We note that the norm || · || 1 is given by ||ξ|| 1 = ||ξ|| + ||ξ || + ||Aξ 1 ||, where ξ = ξ 1 ξ 2 ∈ T pM 1 . Before stating the main theorem of this section, we strengthen hypotheses (H6) and (H7) as follows. 
both hold uniformly. (H7)*: In addition to (H7), we assume that for each (c, k),
exists and satisfies the special Lipschitz condition:
Remark. Note that the Lipschitz conditions in each of (H6)* and (H7)* involve a weaker norm on the right hand side.
The following is the main result of this section. 
In fact, the mapping z : I ∪[0, t e (p)) → X 0 ×R n given by z(t) = DŜ t (p)(ξ)(0) for t ∈ [0, t e (p)) is a solution of the linear variational system (5.1) alongŜ(t, p) with initial data z 0 = ξ. Furthermore, the map dŜ t : TM 0 ∩(Ω t ×C 1 (I, X 0 ×R n )) → T M 0 given by dŜ t (p, γ) = (Ŝ t (p), DŜ t (p)γ) is continuous when the domain inherits the relative product topology induced from the || · || 1 norm on C 1 (I, X 0 × R n ) ∩ C(I, D(A) × R n ) and T M 0 has the relative product topology from C(I, X 0 × R n ).
Proof. 
) − DH(ϕ)(ξ) = H(ϕ)(ψ + ξ) − H(ϕ)(ψ) − DH(ϕ)(ξ) = o(ξ).
This proves the first part of (ii). The continuity property stated in (ii) follows from the formula , and hence it is easy to verify the first statement in (H6)* by using this formula. The second statement of (H6)* can be checked using the above formula for D 1 
H.
Remark. This is the "special property of the derivative of H" mentioned in the Future Work section of [7] . This smoothing in time effect for the age of maturity function is caused by the fact that it satisfies an ODE with a state dependent delay. The same is not true for the population density.
In order to derive the "integration along the characteristics" formula we make the following observations. It is not difficult to check that (q(t, ·), τ (t)) t is a mild solution of (7.1) in M 0 on [−a m , t e ). By uniqueness, it follows that q(t, ·) = u(t, ·) for t ∈ [−a m , t e ).
We conclude this discussion by noting that classical solutions to (7.1) in M 0 , that is, solutions corresponding to initial conditions given in the hypothesis of Proposition 9, will be even more regular than what the abstract semigroup theory tells us if we assume that the initialization ψ(t, a) and the model parameters in (A1)-(A3) are more regular. However, the population density can never become smoother than the initialization ψ, which is clear from the integration along the characterstics formula.
