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Editorial 
The ICSA 2019 focuses on a multidisciplinary bringing together of developers, scientists, 
users, and content creators of and for spatial audio systems and services. A special focus 
is on audio for so-called virtual, augmented, and mixed realities. 
The fields of ICSA 2019 are: 
• Development and scientific investigation of technical systems and services for
spatial audio recording, processing and reproduction
• Creation of content for reproduction via spatial audio systems and services
• Use and application of spatial audio systems and content presentation services
• Media impact of content and spatial audio systems and services from the point of
view of media science.
The ICSA 2019 is organized by VDT and TU Ilmenau with support of Fraunhofer Institute 
for Digital Media Technology IDMT. 
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Abstract 
Next Generation Audio (NGA) codecs offer new features for consumers such as advanced user interactivity, immersive 
sound and optimized reproduction across different classes of playback devices. Yet, ‘real world’ experience in the 
application of NGA workflows in classical music production is limited: The realistic depiction of the original concert 
hall sound and the treatment of elevated sound sources impose challenges when recording and mixing. Besides 
producing for immersive reproduction systems, sound engineers face new tasks like the integration of user interactivity, 
ensuring downmix compatibility and loudness consistency. 
This paper expounds our field test for an NGA production workflow found suitable for complex orchestral music. 
Using MPEG-H 3D Audio as an example, we recorded three full-length concerts with Gewandhausorchester Leipzig. 
Among them is the prestigious new year's concert with Beethoven’s 9th symphony conducted by Gewandhaus-
kapellmeister Andris Nelsons. We developed a microphone setup for the immersive recording of classical music in 
Gewandhaus and achieved convincing results with the recording and mixing strategies presented in this paper. The 
perceived reverberance in the mixes was found to be realistically relatable to the excellent room sound in the original 
concert hall. Elevated sources, like the choir and soloists, were clearly depicted as such. For metadata authoring and 
mastering, MPEG-H production tools were used to regulate loudness, dynamic range and downmix compatibility, 
targeting playback over loudspeakers and 3D audio soundbars. Additionally, we tested two different approaches for 
interactivity that are suitable for classical music listeners. 
Key words: Next Generation Audio, MPEG-H Audio, immersive music production, user interactivity, classical music.
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1 Introduction 
Next Generation Audio (NGA) codecs provide the foundation 
for producing, distributing and playing back immersive and 
user-interactive content, whether it be channel- or object-
based audio. The ISO standard MPEG-H 3D Audio1 [1] 
allows for transmitting and reproducing immersive mixes, 
user interactivity or accessibility features. It is further possible 
to render content to different reproduction systems with 
varying channel configuration. This makes it easy to serve 
different playback scenarios with only one dedicated mix: 
Whether it be stereo, surround, immersive formats with 
elevated speakers or binaural reproduction [2]. 
Although all the necessary tools exist, there are only few 
immersive music recordings fully exploiting the new features 
of NGA. There are even less publications on real world 
applications, especially in classical music. Yet the upcoming 
of 3D soundbars opens up the mass market towards the 
reproduction of NGA content.  
Recording for immersive playback scenarios with elevated 
sound sources raises new questions and there is hardly any 
publication on end to end chains for immersive and user-
interactive music productions. Thus, with our field test, we 
aim to find an NGA production workflow that is suitable for 
complex orchestral music. This paper documents our 
immersive recording of the Gewandhausorchester’s New 
Year’s concert 2018/2019 and the according preliminary 
recording sessions. Our main target was the realistic depiction 
of the listener’s perception of the concert hall, maintaining the 
high standards of today´s classical music production. Besides 
room accuracy, we focused on the reproduction of elevated 
sources, such as choir and soloists, as they were placed on a 
tribune behind the orchestra.  
Using the example of our immersive recordings in 
Gewandhaus (see Fig. 1) and the according mixing process, 
this paper will further delineate the opportunities of mastering 
object based audio (OBA) during the authoring process. This 
includes handling loudness and downmixing in the course of 
universal delivery. Subsequently, two possible scenarios for 
user interactivity are exemplified in section 4.3. 
2 Discussion of the Chosen Production 
Setup 
Understanding the principles behind multichannel recording 
of classical music for surround reproduction setups is the 
basis for recording in 3D. Theile [3] presented different 
approaches, substantiated by ORF (Austrian public service 
broadcasting) listening tests conducted by Camerer [4]. They 
compared many different surround microphone arrays and 
reported outstanding image stability and good evaluation of 
timbre for at least the Optimized Cardioid Triangle (OCT) and 
the Decca Tree respectively. Thus, in Gewandhaus we 
compared OCT 3D and Decca Tree plus wide spaced 
microphones and the Hamasaki square  for surround and 
height layer according to the findings of Hamasaki et al. [5] 
1 Further referred to as MPEG-H 
[6]. To obtain flexibility for adding more diffuse sound 
compared to the main microphone system, we set up a more 
distant wide spaced AB microphone setup. The combination 
of  Decca and AB is well known and has a long history in 
famous recording studios [7]. Its widely observed preference 
over the spatially more accurate OCT system for symphonic 
orchestra content could be explained with the use of 
omnidirectional microphones in AB/Decca arrays instead of 
cardioid or super-cardioid microphones in OCT. This provides 
a more linear bass depiction and is thus said to draw a more 
realistic picture in terms of timbre [8]. This coincides with the 
studies of  Rumsey et al. [9] on weighted preference: They 
found that timbral fidelity is a dominant influence on overall 
sound quality ratings with an impact of 67% for surround 
sound reproduction. It is followed by front localization with 
25% and surround localization (8%). This suggests that 
localization accuracy might not be the top priority for main 
microphone array design although it still plays a considerable 
role. It is surely interesting how the weighted preferences 
change when introducing envelopment and engulfment as 
new independent parameters, strongly depending on the use 
of horizontal and vertical loudspeakers respectively [10]. 
The principles of spatial and directional depiction in surround 
recording also apply to 3D production techniques. They are 
well known but require careful setup adjustment and 
experimentation [11]. Yet, choosing microphone setups for 
3D recording imposes new challenges due to the increasing 
amount of channels and their according relationships: With 
more channels, interchannel crosstalk is more likely to happen 
and more difficult to avoid [12]. This coincides with studies 
by Scuda [13] and Grewe [14]: For the evaluation of 
microphone setups, they reported strong dependencies on 
musical content and recording location. Therefore we used 
and combined different main microphone setups in order to 
stay flexible regarding different musical material and 
instrumentation.  
Field tests for recording and transmitting 3D audio content 
have been publicized rarely but on a regular basis: Nishiguchi 
et al. [15] from Japanese broadcaster NHK were one of the 
first ones reporting about it for their  9+10+32 (22.2) speaker 
2 ITU-R BS 2051 notation (Height+Mid+Lower) 
Fig. 1: 3D audio recordings were performed in Gewandhaus zu 
Leipzig, Germany. 
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configuration. Field tests in sports broadcasting using 
MPEG-H were conducted by Stenzel et al. [16]. The EU 
research project ORPHEUS evaluated in detail all aspects of 
a complete end-to-end OBA chain for audio-only content 
[17]. In corporation with the European Broadcast Union 
(EBU) and major European broadcasting stations, they 
successfully showed that the production and transmission of 
object-based and user-interactive 3D audio content is possible 
with the NGA codec MPEG-H, explaining the full chain and 
workflow [18] including extensive user experience tests [19]. 
Many ideas for content were created and tested during their 
experiments. Simon et al. conducted field tests for the 
immersive and user-interactive live production and 
transmission of the Eurovision Song Contest 2018 and French 
Tennis Open 2018 [20]. The field tests outlined in this paper 
extend the previous described activities to the field of classical 
music.  
3 Production and Distribution of 
Classical Music with MPEG-H 
NGA enables a whole new way to produce and consume 
audio. Legacy codecs are only able to deliver  unchangeable 
mixes. With OBA, mixes can adapt to the capabilities of their 
respective playback device and be personalized by 
consumers. This is realized by the production and delivery of 
discrete audio components, which are then flexibly rendered 
in the playback device with the help of affixed metadata. The 
new process of the production workflow is called authoring, 
creating a so-called audio scene, including all audio and 
metadata. 
MPEG-H comprises three NGA features, which are all 
relevant for classical music production: 
• Immersive Audio
• Interactivity
• Universal Delivery
Immersive audio refers to three-dimensional sound and 
enhanced envelopment compared to  speaker configurations 
that are not using the height layer. It is possible to produce for 
certain 3D audio channel layouts defined in [1] as well as to 
create layout-independent audio objects defined by their 
relative position to the listener.  
Interactivity allows for changing the mix in the playback 
device. Producers decide which parameters the listeners can 
adjust and to what extend. This can be selecting presets with 
different presentations of the delivered audio components. 
Even changes in the position of objects or their relative 
volume levels are conceivably possible.  
Universal delivery enables for playback of the same audio 
content in a wide range of different reproduction scenarios. It 
comprises a format converter and an elaborate dynamic range 
control (DRC). The format converter changes the raw multi-
channel audio stream to the selected playback format, as can 
be seen in Fig. 2. This concept allows for producing only in 
the largest reproduction format, while the adaption for smaller 
formats happens in the renderer of the playback device. The 
converter uses an active downmix algorithm to avoid 
downmix artefacts and ensure artistic integrity. The downmix 
coefficients in MPEG-H are highly flexible and can be 
defined by the producer. 
The DRC adapts the overall level to a device-dependent target 
loudness and reduces the dynamic range accordingly. It is 
based on the integrated loudness measurement of each 
component contained in the audio scene. In [1], three target 
loudness profiles are defined: 
• Audio Video Receiver (AVR):  -31 LUFS
• TV: -24 LUFS
• Mobile devices: -16 LUFS
Furthermore, the MPEG-H system automatically normalizes 
program loudness according to common standards (e.g. EBU 
R-128 [21] [22], ITU-R BS.1770.4 [23], ATSC A/85 [24],
etc.) providing loudness consistency between different
content. Also, the loudness between different presets is
adapted, avoiding leaps in level during user interaction. In
certain cases, especially in OBA mastering for music, it can
be necessary to replace the automatic loudness adaption with
manual loudness settings, for example to preserve the natural
or aesthetically motivated loudness relations between single
movements. All mentioned features are under full control of
producer or broadcaster.
Dedicated production tools enable for authoring MPEG-H 
content: They provide the mentioned features, allow for 
monitoring of interactivity and universal delivery and, 
eventually, export audio and affixed metadata. The export 
format can be BWF-ADM [25] or the MPEG-H Production 
Format (MPF), consisting of the audio data and metadata, the 
latter modulated to an audio file or stream in the so called 
Control Track [26]. 
4 Field Test 
4.1. Recording and Mixing 
Over the course of three different concerts, we experimented 
with different microphone setups. We focused on symphonic 
material with elevated sound sources, like choir and vocal 
soloists, as the third and main recording was supposed to be 
Beethoven’s 9th Symphony played by the Gewandhaus-
orchester and conducted by Gewandhauskapellmeister Andris 
Nelsons. 
As main microphone we compared three different setups (see 
Fig. 3): 
Fig. 2: Top-level block diagram of MPEG-H 3D Audio decoder with 
dynamic range control (DRC). All depicted components are 
controlled by metadata. 
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(1) OCT 3D with additional omnidirectional
microphones on front left and right to compensate
for the restrained bass response of the hyper-cardioid
microphones
(2) AB with omnidirectional microphones, spaced 1
meter
(3) Decca Tree with omnidirectional microphones,
spaced 2.20 meters, with retracted center (30 cm
ahead)3 and outriggers
The mixing was done on a 4+5+0 loudspeaker setup in the so 
called “Mozart” studio at Fraunhofer IIS audio laboratories, 
[27]. During the mixing sessions, we subjectively evaluated 
the setups and found the OCT to have the most accurate 
localization and the benefit of very controllable elevation in 
the 3D mix due to good signal separation.  On the other hand, 
poor low frequency fidelity was perceived due to the use of 
super cardioids. Adding the signal of the additional 
omnidirectional microphones helped soften this impression. 
Still, the OCT’s stereo image was perceived more narrow and 
center-focused compared to all other setups. This was 
becoming more obvious during playback on a 3D soundbar: 
the OCT direct signal was found to stay mostly within the 
soundbar’s geometrical limits, while spaced omnidirectional 
setups appeared broader than the soundbar itself. The spaced 
omnidirectional setup enhanced the feeling of envelopment. 
3 This approach is similar to previous surround recordings of 
Polyhymnia International. 
Furthermore, it produced  a distinct string sound that could 
neither be achieved with the OCT nor its combination with 
omnidirectional microphones. As we were recording string-
focused symphonic content, we eventually decided on a 
combination of Decca Tree and a more diffuse AB system to 
gain flexibility in the mix (see Fig. 4). It is important to point 
out that this is not a general recommendation, as the choice of 
main microphone setups remains a rather subjective decision 
depending on the recording location, material and artistic 
taste. This being said, in the very same concert hall we would 
have opted for the OCT setup for music with many 
individually localizable elements. Our decision was based on 
the musical content not least, suggesting the blending of the 
orchestral instruments and a very broad envelopment to 
support the composer’s intention: the fusion “of the worldly 
and the sacred” [28]. 
Using omnidirectional microphones for the height layer bears 
the risk of overly prominent direct sound in the height 
channels [29], which could lead to vertical blur in localization 
and tone coloration after downmixing. Thus, in vertically 
spaced arrays Lee et al. [30] suggest directional polar patterns, 
angled outwards to minimize interchannel crosstalk. For 
experimentation purposes we therefore used MKH 800 twin 
microphones to stay flexible regarding the degree of 
directivity as well as a combination of omnidirectional and 
cardioid microphones. In the final setup we used two Schoeps 
MK21, placed 1,30 meters above the main AB with same base 
width. They were angled up- and outwards to provide 
sufficient separation from the orchestra’s direct sound and still 
catch enough direct sound from the elevated sources to situate 
them in the height layer. We used the Hamasaki Square as 
additional room system feeding the height channels. 
In the surround microphones we were facing disturbingly hard 
reflections from the concrete balustrade. The choice of 
microphone type, position and angle overcomes this 
 Fig. 3: Experimental main microphone setup in Gewandhaus zu 
Leipzig with: spaced height AB (Sennheiser MKH 800 Twin); OCT 
3D  height layer, OCT front with additional omnidirectional 
microphones on front left / front right, surround; and spaced AB (top 
to bottom). 
Fig. 4: Final main microphone setup for the 3D recording of 
Beethoven’s 9th  Symphony in Gewandhaus zu Leipzig: Decca Tree 
with Outriggers; spaced AB and height AB; mid and top layer 
surround microphones (from top to bottom). All designations in 
meter. 
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challenge. The surround’s height layer is designed in the exact 
same way as the front height: 1,30 meters above the according 
mid layer microphone, angled up- and outwards. They are 
widely spaced (distance L-R: 12 meters) in order to increase 
interaural fluctuations in the low frequencies and thus 
envelopment [11].  
The concerts were monitored and recorded in a special 3D 
audio OB Van from B&R Media, allowing loudspeaker 
playback of immersive content. It was also possible to listen 
to the active MPEG-H downmixes and a binauralized version 
of the recording in order to evaluate downmix compatibility 
in an early stage. 
In our mix, the main height system played a distinct role, not 
only increasing vertical spread and the perceived size of room 
and orchestra but also providing subjectively satisfying 
musical balance and fusing of voices in the choir. Yet, 
regarding the apparent elevation of sources, their spot 
microphones were the decisive contributors. The very narrow 
polar pattern of Microtech Gefell’s KEM microphones, used 
as spots for the elevated sources, was useful to isolate the 
choir from the instruments and make sure that the orchestra 
sound does not bleed into the height layer when enhancing the 
choir’s direct sound. We delayed these spots in accordance to 
their measured distance from the main system to keep its sonic 
blending and spectral balance and filtered them to reduce the 
apparent proximity. Spots used to elevate sources were not 
panned to intermediate positions between loudspeakers. So 
they were panned directly to the height L and R speaker 
position. In order to ensure downmix compatibility, they were 
distributed to one respective channel. Further, we used two 
surround reverberators; one for the height and one for the mid 
layer to create reflection patterns for the spot microphones 
used. 
Subtle denoising was applied in the pre-mastering process, yet 
we did not remove coughs and audience noise because, 
especially during silent parts, they give a good impression 
about both, the size and quality of the concert hall and the 
playback system. 
4.2. Mastering and Authoring in MPEG-H 
The necessary steps in the MPEG-H mastering and authoring 
process for the production described in this paper were: 
(1) Configuration of channel layout
(2) Configuration of contained objects
(3) Configuration of presets
(4) Configuration  of user-interactivity
(5) Configuration of loudness values
(6) Modification of downmix coefficients
(7) Labeling in different languages
(8) Audio and metadata export
We used the MPEG-H Authoring Plugin (MHAPI) [31] for 
authoring the final mix in the DAW mastering session. In 
MHAPI, audio is organized in two layers: Components and 
presets. A component represents an incoming mono or 
multichannel audio track which is affixed with metadata like 
labels and interactivity ranges. Presets contain one or more 
components in different compilations and/or with different 
possibilities of interactivity. They allow the user to easily 
switch between different versions of the audio scene, but it is 
also possible to only author one preset. 
For simplicity’s sake, the following delineates the procedure 
for authoring audio content with only one preset without 
interactivity: First, the components have to be created. We 
chose a 4+5+0 channel format as target layout and assigned 
the respective input channels in the right order. No further 
components needed to be defined. Next, we created a preset 
and included the 4+5+0 audio component. As this is the only 
preset, it acts as default preset, active whenever the item is 
played back.  
As explained in chapter 3, MPEG-H comprises a program 
loudness measurement  and a loudness normalization based 
on it. Different movements or even parts of movements, like 
the finale marked purple in Fig. 5, have different loudness 
values. In order to preserve the artistic intention, these relative 
loudness differences must be maintained when exporting 
singular items from one cohesive program. After exporting 
e.g. the quiet third movement (yellow) solely, decoders would
raise the item’s level to match their respective target level, e.g
-23 LUFS for TV reproduction. The much louder fourth
movement, depicted in red, would be attenuated to the same
target level. Thus the relative loudness difference between the
movements would be lost, resulting in a flattening of the
symphony´s dynamic that diametrically opposes the musical
intent. To overcome this challenge, album loudness values
can be set [32]. In this example, for each item being exported,
its measured loudness was replaced with the measured overall
program loudness, so decoder level adaptions do not influence
the relative loudness differences within a compilation of
individual items.
To ensure compatibility to reproduction systems with fewer 
channels, downmix rules can be defined by producers. In the 
case of the production described here, it was important to 
Fig. 5: Short term integrated loudness over the whole concert 
recorded. The overall program loudness was adjusted to -23.0 LUFS 
(dotted line), the loudness values of further parts of the symphony 
are shown. 
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preserve the direct sound of the elevated sources, choir and 
soloists, which were exclusively panned to the top front 
speakers in the 4+5+0 mix. Thus, those channels were only 
slightly attenuated for the 0+5+0 and 0+2+0 downmix 
configurations. On the other hand, surround and top surround 
objects were attenuated more, in order to avoid overly diffuse 
downmixes. The downmixes can be monitored in MHAPI, 
allowing control over all channel layouts available in 
MPEG-H smaller than the target layout. 
Before exporting audio and metadata to the MPEG-H 
production format, labeling presets and components in 
different languages provides good service for the multilingual 
dissemination of audiovisual content. Depending on the 
preferred language settings on their target device, users will 
see the labeling in their respective language accordingly. 
4.3. Suggestions for Interactivity in Classical 
Music 
We implemented two possible user interactivity scenarios in 
this production in order to show possibilities and encourage 
content producers to invent further scenarios for recipients:  
(1) Interactive choice of seats
(2) Multilingual music commentary
For the interactive choice of seats, users could choose 
between presets called Conductor for a close-up orchestral 
sound, Queen’s seat for the default mix and Balcony for a 
predominantly spatial experience enhancing the diffuse, 
enveloping sound as can be seen in Fig. 6. To implement this, 
we split the mixed signals in four components, separating the 
basic mix from diffuse surround and height signals: 
1. Two mono objects panned to ± 30° comprising the
front left and right signal respectively (front main
system, spot microphones, reverberation).
2. A 5-channel object comprising the front center
signal (front main system, spot microphones),
surround reverberation and the height layer front
signal
3. A 2-channel object panned to ± 110° comprising the
mid layer diffuse surround microphones
4. A 4-channel object panned to ± 30° and ± 110° with
elevation at 35° (height speaker positions)
comprising the height layer surround microphones,
Hamasaki square and the 4 channel upper layer
reverberation.
Changing the relative level between the components conveys 
the impression of sitting closer or further away from the 
orchestra. When choosing the Conductor preset, left and right 
objects from the first component are spread in panorama using 
dynamic position metadata. This creates the impression of 
sitting in the middle of the orchestra. 
As a second interactive use case, we produced a music 
commentary that users can switch on and off, choosing 
between two different languages. The commentators shed 
light on compositional and content-related aspects of the 
pieces. Theoretical backgrounds of the compositions are thus 
made comprehensible to a broad audience. The commentary 
offers an additional informative level that combines 
entertainment and cultural education. Users are further 
allowed to change volume and position within restrictions that 
we set in the MPEG-H Authoring Plugin. For the multilingual 
music commentary, we created a 4+5+0 channel bed 
Fig. 6: On-screen display on the user´s TV set to show available interactivity options. The top line (Queen’s Seat, Conductor, Balcony) 
represents pre-configured mix presets to choose from. 
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comprising the music mix (as described in 4.2) and  two mono 
objects containing the commentary. User interaction restraints 
were set, so volume and position can be modified within 
certain limitations: We allowed commentary gain shifts 
between -2 dB and +4 dB and position changes in the 
horizontal layer of ±110° and between 0° and +35° in the 
vertical layer. The default position was set to 0° in both, 
vertical and horizontal layer equivalent to the M0 or center 
speaker in a 4+5+0 speaker layout. 
To ensure speech intelligibility, the channel bed is lowered by 
the decoder, as soon as commentary signal is present, 
comparable to a normal voice-over mix. This is attained by 
gain metadata, so called gain sequences, that are attached to 
the regarding preset and  are applied in the decoder to a pre-
assigned audio component. Gain sequences are comparable to 
volume automation. They are encoded and transported within 
the regular MPEG-H stream. This allows for sending only 
one, unattenuated bed mix and the related objects. Depending 
on the user preset selected, the respective objects are activated 
and their gain sequences process the mix accordingly. 
5 Conclusions 
This paper describes our field test for immersive and 
interactive audio production in classical music at 
Gewandhaus zu Leipzig. We recorded three different 
concerts, i.a. Beethoven’s 9th symphony conducted by 
Gewandhauskapellmeister Andris Nelsons. We found 
convincing microphone setups for the immersive recording of 
classical symphonic music in Gewandhaus. Elevated sources 
like choir and soloists were captured by our height 
microphone system and supported by their corresponding 
spots in the mix. Elevation and spatial fidelity were rated 
credibly authentic in informal expert listening evaluations. As 
the main microphone system, a combination of Decca Tree 
and a more diffuse spaced AB was used for the mid layer. 
Broad cardioids were used in a spaced AB system for the front 
height channels. Surround microphones were widely spaced 
with omnidirectional microphones as mid-layer surrounds and 
broad cardioids in the height layer. We used a Hamasaki 
square as room microphone system for the height layer. 
Beyond that, we specified the common process for mastering 
and authoring classical music using MPEG-H. Downmix 
compatibility as well as loudness consistency are ensured by 
MPEG-H active downmix and loudness adaption algorithms 
respectively. Challenges can occur when exporting individual 
items with differing loudness and compiling them to one 
program. We suggested a solution using album loudness and 
detailed the further procedure up until the encoding process, 
using MPEG-H specific software. 
Furthermore, we suggested two possible scenarios for user-
interactivity: Choice of seats within the concert hall and a 
commentary which explains the theoretical background to the 
composition within an edutainment context. From the 
concerts recorded, we created AV- and audio-only demos, 
which show that MPEG-H is suitable for the presupposed 
requirements. 
We recommend to put further work into the microphone setup 
research and optimization. Also, NGA music mastering and 
authoring processes should be further investigated and 
optimized. The evaluation of the described interactivity 
scenarios is another topic to investigate further. 
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Abstract
Different software solutions have been developed for the calculation and implementation of ambisonic decoding
matrices. The present paper presents and describes a new data file format which can be used as an intermediate
between solutions.
Currently available software solutions use particular data conventions causing difficult compatibility and
exchangeability. In the present work an open-source toolkit is developed for storing, handling and using ambisonic
decoding matrices. The toolkit includes tools for conversion from common matrix data conventions to the ADD-format
and back, calculating decoding matrices, decoding ambisonic signals and extracting existing matrices from external
decoding tools.
The new ADD-format and toolkit enables increased flexibility in production workflows and eliminates the drawbacks
and limitations regarding compatibility between software solutions.
1. Introduction
Spatial audio can be considered an extension of surround
sound but in addition to the horizontal plane, the whole three
dimensional sound field is described. Ambisonics has been
established as a reliable mathematical way to represent the
sound field components [1]. Those components are obtained
by encoding a sound source with spherical harmonics.
Spherical harmonics are an infinite set of harmonic functions
defined over the surface of a sphere and can be defined as
Y m` (ϑ) = N
X
`,|m|P
|m|
` (cos θ)
{
cos(mφ), form ≥ 0
sin(|m|φ), form < 0
(1)
where ϑ is the angular direction, P is the associated Legendre
polynominal of order ` and indexm, andN is a normalisation
factor obtained by a method X defined either for the Schmidt
semi-normalized (SN3D) as
NSN3D`,|m| =
√
2− δm
4pi
(`− |m|)!
(`+ |m|)! , δm
{
1 ifm = 0
0 ifm 6= 0 (2)
or for the fully normalized form (N3D) with an additional
factor
NN3D`,|m| = N
SN3D
`,|m|
√
2`+ 1 (3)
And the encoding of a set of k input signals gl can be
expressed as
φˆ =
K∑
k=1
y (ϑk) gk (4)
where
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y(ϑ) :=
[
Y 00 (ϑ), · · · , Y m` (θ), · · ·
]T
or in a simplified form as
φˆ = Υg (5)
where
g := [g1, . . . gK]
Υ := [y (ϑ1) , . . . , y (ϑK)]
In most cases the signals s decoded for various loudspeaker
setups can be obtained by applying a decoding matrix D
s =Dφ (6)
Thus decoding an ambisonic signal, as long as the position
of the speakers is constant, is a static operation with low
complexity once the matrix has been calculated.
In recent years, numerous approaches have been presented
to calculate these matrices. Above all, the approaches differ
in their suitability regarding certain speaker systems and
playback situations and contents. A good overview of existing
approaches, their advantages and disadvantages can be found
in [2] and [3].
Often these methods are difficult to use in practice. Many
of the methods described exist only as implementations for
applications tailored to specific fields of research.
For example, decoding matrices well suited for irregular
loudspeaker layouts can be calculated with implementations
created for Matlab, such as the EPAD [4], CSAD [5] and
AllRAD [6] method. However, their use in applications like
ambidecode~ [7] in Max/MSP proves to be difficult. Although
both solutions support importing and exporting of decoding
matrices as files, the formats are not compatible with each
other, even though they both contain the same data.
To overcome compatibility problems like these, we propose
the .add format. It should serve as a bridge between different
solutions, while still providing enough flexibility to incorpo-
rate all common features as well as future developments.
2. Method
In order to design such a format, firstly it is recommendable
to get an overview of the requirements that meet existing
formats. Obviously, it is necessary to describe at least one
decoding matrixD which transfers an incoming set of SH φ to
the reproduction channels s. Especially interesting though, is
the additional data produced by the applications we analyzed,
such as e.g. speaker positions, normalization method and
output routing.
In this context, we investigated the following solutions:
ambidecode~ ambidecode~ developed in the Zurich Unis-
ersity of Arts [8] and described in [7] allows to export and
import the internal matrix as an xml file. In addition, the
expected normalization of the incoming ambisonic signal as
well as the layout of the speaker system, a gain factor for
each output, and a set of decoding weights for the ambisonic
components can be exported to a separate file.
Ambix decoder In addition to the matrix, the configuration
files for the ambix decoder [9] also contain information about
the expected order of spherical harmonics and a gain factor
for the entire matrix.
Compact higher-order Ambisonic Library This is a col-
lection of Matlab functions for use with higher order Am-
bisonics [10]. None of these functions were explicitly written
to generate files but this can be done easily.
IEM AllRAD decoder The AllRAD decoder [11] exports
not only the matrix and some metadata such as a name
and a description but also information about the expected
normalization of the ambisonic signal, a desired weighting of
ambisonic components per order, and the layout of the target
rendering system.
IEM Simple Decoder The Simple Decoder [11] is unable
to produce a matrix itself but can read files produced by All-
RAD Decoder and use the matrices it contains for ambisonic
decoding. In addition, one can specify a subwoofer channel,
which will be taken from the matrix output and passed through
a high pass filter after decoding.
Ambilibrium Ambilibrium [12] exports configuration files
for the Ambix decoder and the format used by the IEM.
AmbDec AmbDec [13] enables the seperation of an am-
bisonic signal into two frequency bands and to then decode it
with different decoding matrices. Thus, the format produced
by the AmbDec offers the possibility to store two matrices,
a crossover frequency and a relative gain factor for both fre-
quency bands. Information about the expected normalization,
the speaker layout and whether the decoder should make a
latency compensation when all speakers are not on the surface
of a sphere can also be represented.
Ambisonics decoder toolbox The Ambisonics decoder
toolbox [14] exports ambdec files and configuration files for
the ambix decoder.
3. Design
For designing the .add format we decided to stay close to the
design of the configuration files for the IEM plugins. Ad-
ditionaly, an optional filter stage, optional additional matrices
and extended metadata can be saved. All filters and all outputs
can be named. An .add file contains a creation date, author
information, details about the software it was created with,
and a version number. To avoid compatibility problems, a
format revision is saved in each file.
© Verband Deutscher Tonmeister e.V., 2019 - 18 -
Proceedings of ICSA 2019 5th International Conference on Spatial Audio 
September 26th to 28th, 2019, Ilmenau, Germany 
Papers written by Heller et all. [15, 16] describe the ad-
vantages of multiband decoding. For this reason, the .add
format supports the basic description of filters applied to the
ambisonic signal before the decoding step with corresponding
matrices.
In the description of the filters, we have decided to restrict
ourselves to specifying the cut-off frequencies and to leave the
filter design to the implementation. However, we encourage
the use of phase-matched IIR Filters to preserve uniform
frequency response over all directions.
Channel ordering in .add files is done according to the ACN
standard, where the channel number can be detemined algo-
rithmically:
ACN = `2 + `+m (7)
The expected type of normalization is specified with each file
and may either be SN3D or N3D as in (2) and (3) respectively.
As a container format, we chose JSON for a variety of
reasons. JSON is widely used and supported by many
programming languages. The structure of a JSON object
can be represented by native constructs in those languages
which can be manipulated intuitively. Furthermore, it is
human-readable and can be edited with a simple text editor.
Compared to XML, JSON strings are favorable regarding data
storage space.
decoding
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decoding
matrix 3
output
mixing
matrix
ﬁlter 1
ﬁlter 2
output
signals
ﬁltered
SH 
decoded
signals
input SH
ﬁlter stage decoding
stage
decoding
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......
Fig. 1: Schematic representation of an ambisonic decoder that can
be described by the .add format.
4. Implementation
dotaddtool The dotaddtool converts the various formats for
storing decoder matrices into .add files and back. This tool
enables end users to work with multiple softwares, which have
not implemented the .add file format themselves. As such it
also serves as an intermediate solution, before .add files have
seen widespread adoption.
Decoder Extractor Another part of the toolkit is the
”dotadd-decoder-extractor” that aims for the particular case
when a plugin doesn’t allow exporting of decoder matrices.
The tool consists of two VST Plugins using a peer-to-peer
inter-process connection which are placed up- and down-
stream right next to a target decoder plugin. Since a matrix is
applied passively in the processing algorithm, sending a signal
with a value of 1 through the processor for every channel
results in the output being solely the internal decoding matrix
used in the plugin.
Because matrix data can vary depending on e.g. Ambisonics
order or channel configuration, it is possible to configure
the output signal of the exciter plugin to produce fitting and
functional matrix data. The values of the matrix are cached on
run-time, recalculated according to configurations specified
by the user and lastly exported as an .add-file. The tool can
only extract matrices from decoders that do not apply any
additional filtering or band-splitting.
Software libraries In order to garantee the uniformity of
.add files and to facilitate adaptation, software libraries for
the programming languages C ++, Python, JavaScript and
Matlab are developed. These allow fast adaptation of existing
program infrastructure to the .add format.
Fig. 2 shows a complete example of creating an .add file
describing a basic ambisonic decoder with a single output.
1 const ADD = require("dotadd.js");
2 const fs = require("fs");
3
4 let add_file = new ADD()
5 .setName("Example Decoder")
6 .setAuthor("My Name");
7
8 add_file.addMatrix(new ADD.Matrix(
9 [[1., 0., 0., 0.]]));
10
11 fs.writeFileSync("/output/file.add",
12 add_file.export ().serialize ());
Fig. 2: Creation and export of an .add file in JavaScript for the
node.js runtime environment.
The Software libraries and tools will be released soon and can
be found under https://github.com/smp-3d/dotadd.
5. Discussion
Along the history of Ambisonics, developers have contributed
to the technology in a gradual manner making the theory
practically accessible. Provision of full-fledged toolkits such
as SPARTA [17], the IEM PluginSuite [18] or the ICST
Ambisoncs Externals for Max/MSP [8] has pushed the limits
for widespread usage of Ambisonics technology. However,
compatibility issues are still common and prevent industrial
use of multi-software solutions. As for decoders it still lacks a
common ground to improve further according to agreed upon
standards. Our proposal is a further step towards a universal
workflow with this type of technology. We are optimistic
about the outcome and are curious about improvements and
open for conversation.
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Abstract
This paper presents a systematic investigation of optimization strategies for the convolution algorithm. Special attention is
given to features relevant for the creation of virtual room acoustics, where the source signal is convolved with a room impulse
response signal which has a length of several seconds. Examined were optimizations for the discrete convolution in the
time domain and for the partitioned fast convolution in the frequency domain. Applied technologies were usage of AVX
instructions, and GPU computing with the OpenCL framework. The results of the various algorithms are evaluated in terms of
sample throughput. Various influence factors on the measured performance were identified. It turned out, that even ambitious
projects with more than 10 channels and filter response lengths of several seconds may be rendered in real-time with the
GPU version of the discrete convolution.
1. Introduction
Convolution is one of the key algorithms in digital audio process-
ing. FIR filters perform the convolution of the input signal with the
filter’s impulse response. A special application is the creation of
virtual room acoustics in multichannel setups: the original signal
is convolved with several directional room impulse responses; the
resulting audio signal is played back from the proper directions so
that listeners get a realistic impression of the room reverberations.
If the acoustic environment created by this method is supposed to
be interactive, the virtual room reverberations must be calculated
in real-time. In order to achieve this goal, several challenges
have to be met. Room impulse responses are considerably longer
than the FIR filter lengths usually employed in audio processing.
Typical reverb durations are in the range of several seconds,
resulting in filter lengths of some 100,000 samples.
Approximately 24 reverberation signals will be needed for each pri-
mary source to create a realistic room reverb in a WFS system [1].
For interactive environments, latency is another important feature.
Furthermore, the interaction may cause changes to the virtual
room acoustics. These changes must also be recognizable with
low latency.
The implementation of the discrete convolution in time domain
has an algorithmic complexity of O(n2), so for large virtual
rooms an optimized implementation of convolution algorithms
is of crucial importance. Therefore a systematic investigation
of optimization strategies for convolution algorithms has been
conducted, taking into account modern techniques as AVX and
GPU computing as well as classical code optimization.
The rest of this paper is organized as follows: In the following
section related work is given, then the covered optimization
strategies are presented. After that the test environment is
described and the results are presented and discussed.
2. RelatedWork
Artificial reverberations is a relatively old topic. The first real-time
reverberations where realized in hardware and later by digital filter
structures. The real-time usage of convolution reverb is a devel-
opment over the last 10 years that was enabled by the increasing
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power of CPUs and the usage of GPUs for the convolution [2].
That a GPU can be used to increase the performance of different
audio processing tasks was shown by L.Savioja, V.Välimäki, J.O.
Smith [3]. They showed that with the CUDA framework, a GPU
can be used to increase the performance of additive Synthesis,
discrete and fast convolution. A problem in performance testing is
that the result depends on the hardware. Since the hardware, and
the compiler for said hardware, improves with time, the results
of older papers may not reflect the current state. Similar results
were reported by Wefers and Berg [4].
One of the more recent studies focused on the performance differ-
ence between executing the fast convolution on the CPU, showing
a performance advantage for the GPU for larger problem sizes [5].
Though most papers focus on the fast convolution, the discrete
convolution is of particular interest for real-time audio applications,
not only because of their better performance for certain problem
sizes. An issue with real-time audio processing is the latency
between input and output. The latency depends on the size of
the processing buffer, a smaller buffer means a shorter latency.
When an effect is added to an instrument in real-time, this latency
becomes noticeable. How noticeable depends on the instrument.
The acceptable range can range from 1.4 to 42 milliseconds [6].
The processing buffer size for 1.4ms latency would be 62 samples
for a sample rate of 44.1kHz or 68 samples for 48kHz.
The properties of the discrete convolution, except the algorithmic
complexity, are better for audio processing than the properties
of the fast convolution. The size of the processing buffer does
not affect the processing time of the discrete convolution, so
low latencies are easily achievable, and replacing the filter
response takes up to no time. The better performance for smaller
problem size makes it potentially a better solution for some
problems. Other approaches to the latency problem are hybrid
convolution [7] and non-uniformly-partitioned convolution [8].
The Hybrid convolution algorithm only convolves the direct
sound and the early reflection and use other methods to create the
remaining reverberations. Non-uniformly partitioned convolution
convolves the signals for the smaller partitions and calculates the
larger ones with the fast convolution.
3. Optimization Strategies
Convolution algorithms have a high algorithmic complexity, but
the choice of the algorithm is not the only influencing factor on the
performance. A major contributing factor is how well optimized
the code is and on what kind of device the code is executed. In
this document three approaches to increase the performance of
the convolution algorithm by reducing the execution time are
evaluated. The first approach is the optimization of the code by
standard optimization techniques. The second is the usage of
intrinsic functions, functions that call processor specific operations,
to improve the performance by using the SIMD unit of a CPU. The
last approach is the usage of the GPU of a PC through OpenCL.
Code Optimization Code optimization can be achieved by
various means. The options include: reducing the number of CPU
operations, replacing slow operation through faster ones, reducing
the memory transfer between RAM and CPU Caches as well as
between Cashes and the CPU Registers.
Operator Replacing Replacing of slow operation can drastically
reduce the execution time of code. Two of the slowest arithmetic
operation are the division andmodulo operation, but both can be
replaced under certain circumstances.
If many divisions by the same divisor occur, it is more efficient to
compute once the inverse of the divisor, and subsequently replace
the divisions by the multiplication with the inverse.
Replacing the modulo operation is only possible in integer
arithmetic, when both operands are positive and the right operand
is a power of two. If these conditions are met, the modulo
operation can be replaced by a bitwise AND:
x%2n=x&(2n−1)|x,n∈N
Loop unrolling Loop unrolling is common practice to reduce
the number of operations and jumps in the code, since jumps are
costly operations. Loop unrolling means to reduce the number
of iteration by executing the loop body multiple times in a single
iteration. This does not only reduce the number of jumps, but also
the number of compare operations [9].
Register OptimizationWhen more variables are used in a code
block than the CPU has registers, register spilling can occur: The
CPU has to store the content of the registers into the cache to free
up space for further operations. This slows down the execution
time. Usage of the registers can only be directly controlled in
assembler but by reducing the number of currently used variables
the compiler can optimize the register usage [9].
Advanced Vector Extensions AVX improves the performance
of uniform operations on array elements by processing multiple
data at the same time. AVX instructions are either used directly in
assembler code or by using intrinsic functions in C/C++. AVX can
also be used by the compiler if enabled but there is no guarantee
that the compiler will use it [9].
OpenCL The Open Computing Language is a framework for
developing and executing programs on different platforms for
parallel computing, mainly on the GPU, but also on the CPU, on
FPGA and DSP [10]. OpenCL differentiates between two compo-
nents, the host device and the computing device. The host device
acts as a master that starts the execution of OpenCL programs, the
so-called kernels, and controls the memory transfer between the
devices. Each kernel contains a task for the computation of one
single result element. The kernels are written in Open CL C, a
programming language that is based on the syntax of C.
OpenCL code can be optimized by using the same techniques as
described previously. To further optimize the performance, the
programmer has to properly make use of global and local memory.
A common optimization strategy for the memory is tiling. In
tiling a problem is divided into multiple smaller parts, where each
part is small enough that it can be executed in a single working
group of cores [11, 12, 13].
4. Convolution Engine Implementations
The discrete and the fast convolution algorithm were implemented
multiple times. Each of them multiple times in C++ and OpenCL
usually in an unoptimized variant and an optimized variant to
show the benefits of the optimizations. While the implementations
of the convolution engine interface differ in the used hardware,
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1 i n t n = c u r r e n tR i n gBu f f e r P o s ;
2 f o r ( i n t i = n ; i < I / O_Buffer . s i z e ; i ++ , n++) {
3 f o r ( i n t m = 0 ; m < F i l t e r . s i z e ; m++) {
4 I / O_Buffer [ i ] +=
5
Save_Buf f e r [ ( n − m) % Save_Buf f e r . s i z e ] ∗ F i l t e r [m] ;
6 }
7 }
Fig. 1: Pseudocode for the discrete convolution
and the used algorithm, the internal buffer structure is similar. All
of them have a buffer for the filter response, the I/O buffer, and
a buffer to hold intermediate data.
The convolution algorithms are explained with the help of
pseudocode. To improve readability, the pseudocode describes
only the convolution of a single channel. The iteration over the
different audio channels as well as the normalization of the audio
are missing. The normalization is simply a multiplication of all
samples in the result and the iteration over the audio channels an
additional loop and index for all buffer accesses.
4.1.Discrete Convolution Engine
This engine implements the discrete convolution using the
Overlap Save approach. This implementation was created to have
an unoptimized implementation as a reference of the discrete
convolution for comparison with other engines.
The discrete convolution engine implements the convolution by
implementing the equation 1 to calculate a sample for the result.
(f∗g)[n]=
|g|∑
m=0
f [n−m]·g[m] (1)
The convolution engine implementation needs two for loops for
processing an I/O buffer (Fig. 1). The first loop iterates over the
samples in the I/O buffer and the second loop implements the sum
in the equation.
The implementation of the discrete convolution is the
implementation of the equation 1 with only a small modification
in form of a a modulo operation (Fig. 1, line 4). The modulo
operation is necessary because the Save_Buffer is a ring
buffer. The access to the Save_Buffer in line 4 runs backwards.
Through the modulo operation the access jumps from the lowest
element of the buffer to the highest.
For correct functionality, the ring buffer has to be able to hold
at least the same amount of data than the sum of frame size and
length of the filter response. This size is necessary because every
sample of the filter response is multiplied with a sample in the
Save Buffer from a starting point in the reverse direction (Fig. 1).
A ring buffer is used in every convolution engine for Overlap Add
as well as for Overlap Save.
4.1.1. Optimized Discrete Convolution
Optimizations for reducing the execution time of code are usually
applied at the expense of the readability and maintainability of
the code (Fig. 2). The most efficient way to optimize code is to
optimize the parts of the code that are executed the most, meaning
mostly the bodies of loops.
The convolution operation of a single channel in the convolution
1 s i z e _ t moduloMask = Save_Buf f e r . s i z e − 1 ;
2 i n t n = c u r r e n tR i n gBu f f e r P o s ;
3 f o r ( i n t i = 0 ; i < Frame . s i z e ; i += 8) {
4 f o r ( i n t j = 0 ; j < F i l t e r . l e n g t h ; j += 4) {
5 f l o a t f i l t e r _ 0 = F i l t e r [ j ] ;
6 / / . . . e t c .
7 f l o a t f i l t e r _ 3 = F i l t e r [ j + 3 ] ;
8
9 f l o a t v a l 0 = Save_Buf f e r [ ( n + i − j ) & moduloMask ] ;
10 / / . . . e t c .
11 f l o a t
v a l 3 = Save_Buf f e r [ ( n + i − j − 3) & moduloMask ] ;
12
13 I / O_Buffer [ i ] += va l0 ∗ f i l t e r _ 0 + va l1 ∗ f i l t e r _ 1
14
+ va l2 ∗ f i l t e r _ 2 + va l3 ∗ f i l t e r _ 3 ;
15 / / . . . e t c
16 va l1 = Save_Buf f e r [ ( n + i − j − 7) & moduloMask ] ;
17 I / O_Buffer [ i + 7] += va l1 ∗ f i l t e r _ 0 + va l2 ∗ f i l t e r _ 1
18
+ va l3 ∗ f i l t e r _ 2 + va l0 ∗ f i l t e r _ 3 ;
19 }
20 }
Fig. 2: Pseudocode for the optimized version of the discrete convolution.
Shorter and more readable than the actual implementation
1 f o r ( i n t i = 0 ; i < Frame . s i z e ; i += 8) {
2 s i z e _ t moduloMask = Save_Buf f e r . s i z e − 1 ;
3 v e cRe s u l t = loadVa lue ( 0 ) ;
4
5 f o r ( i n t j = 0 ; j < F i l t e r . s i z e ; j ++) {
6 vec In = load (& Save_Buf f e r [ ( i − j ) & moduloMask ] ) ;
7 v e c F i l t e r = loadVa lue ( F i l t e r [ j ] ) ;
8 v e cRe s u l t += vec In ∗ v e c F i l t e r ;
9 }
10 s t o r e (& I / OBuffer [ i ] , v e cRe s u l t )
11 }
Fig. 3: Pseudocode for the discrete convolution using vector instructions
engine was optimized by loop unrolling of the outer loop (Fig. 2,
line 3) and the inner loop (Fig. 2, line 4). To avoid register spilling,
the number of local variables was reduced by cyclic changing of
the val variables (Fig. 2, line 9, 11, 16 , etc.).
The last optimization visible in the pseudocode, was to replace the
modulo operation with a bitwise AND (Fig. 2, line 9, 11, 16). For
this optimization to work, the size of the ring buffer is rounded
up to the next power of two.
4.1.2. AVX Discrete Convolution
The vector arithmetic unit of a CPU allows operations on a 256-bit
vector. This allows to add or multiply eight floats at the same time.
The vectors can be initialized by loading data from a float array
(Fig. 3, line 3) and can also be written into a float array (Fig. 3, line
10). The AVX implementation always calculates eight samples for
the result at the time. The result is calculated by loading a block of
eight samples from the Save_Buffer and multiply them with a
single value of the filter response. The result of the multiplication
is then added to a result register (Fig. 3, line 5 - 7).
The main advantage of AVX is the potentially higher throughput
through the use of vector instructions. Additionally, the header
of the second loop is executed less often since eight samples are
processed at the same time, the same effect as loop unrolling
(Fig. 3, line 2).
For clarity, the wrap around of the ring buffer is not shown in the
pseudocode.
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1 copy ( t r a n s f o rm_ t ime , l a s t _ I / O_Buffer )
2 copy (& t r a n s f o rm_ t ime [ t r a n s f o rm_ t ime / 2 ] , I / O_Buffer )
3
4 f f t ( t r a n s f o rm_ t ime , t r a n s f o rm_ f r e q )
5 copy ( f d l [ c u r r e n t P a r t i t i o n ] , t r a n s f o rm_ f r e q )
6
7 i n t n = c u r r e n t P a r t i t i o n + n r O f P a r t i t i o n
8 f o r ( i n t j = 0 ; j < n r O f P a r t i t i o n ; j ++)
9 f o r ( i n t i = 0 ; i < t r a n s f o rm_ f r e q . s i z e ; i ++) {
10 f r e q _ a c c umu l a t i o n
[ i ] = f i l t e r _ f r e q [ j ] [ i ] ∗ f d l [ n − j ] [ i ] ;
11 }
12 }
13
14 i f f t ( f r e q_ a c cumu l a t i o n , t r a n s f o rm_ t ime )
15 copy ( I / O_Buffer , &t r a n s f o rm_ t ime [ t r a n s f o rm_ t ime / 2 ] ) ;
16
17 c u r r e n t P a r t i t i o n = ( c u r r e n t P a r t i t i o n + 1) % n rO f P a r t i t i o n
18 l a s t _ I / O_Buffer = I / O_Buffer
Fig. 4: Pseudocode for the fast convolution with uniform partition
4.2.Uniformly Partitioned Engine
The algorithm with uniformly partitioned filter responses is a
variant of the fast convolution that is specificially suited for the
block-wise processing in audio applications. This algorithm
outperforms in all respects the unpartitioned fast convolution
algorithm, where the transformed audio signal is multiplied with
the filter response in one single step. So the unpartitioned fast
convolution is not discussed further.
The algorithm of the uniformly partitioned engine starts with copy-
ing the last I/O buffer into the first half of a transform buffer and
the current I/O buffer into the second half (Fig. 4, line 1-2). The
transform buffer is then transformed into the frequency domain and
its content is put into a FDL (Frequency-domain delay line) (Fig. 4,
line 4-5). The convolution is then carried out by multiplying the
filter partitions with the entries in the FDL and adding them in
an accumulation buffer (Fig. 4, line 7-12). The last step is to
transform the accumulation buffer into the frequency domain and
copy the second half into the IO buffer (Fig. 4, line 14-15).
A particular optimization is the access to the FDL ring buffer.
The required modulo operation could be replaced by an AND
operation if the size of the FDL would be increased to a power
of two, but instead the size of the FDL is doubled. The first half
of the FDL are pointers to the buffers storing the frequency data.
The second half is equal to the first half. Since the implementation
iterates backward over the entries the implementation starts
in the second half. When the wrap around would happen the
implementations simply enters the first half.
A version using AVX for the multiplication of the complex
numbers exists as well.
4.3.Multithreading
All modern CPU have multiple independent cores. Using them
is an effective approach to increase the sample throughput, but
additional time is needed for the synchronization of the threads.
The multithreading in the convolution engines was designed
to minimize the synchronization overhead by assigning the
convolution of an audio channel to a single thread. The channels
are equally distributed to the threads. Because each thread fully
utilizes the computing power of a core, using more threads than
there are CPU cores does not increase the sample throughput.
The advantage of this approach is, that the threads are completely
1 convo lve ( Frame , Save_Buffe r , F i l t e r , n ) {
2 i n t c h a nn e l _ i d = g e t _ g l o b a l _ i d ( 0 ) ;
3 i n t s amp le_ id = g e t _ g l o b a l _ i d ( 1 ) ;
4
5 channe l _ s av e = SaveBuf f e r [ c h a nn e l _ i d ]
6 c h a n n e l _ f i l t e r = F i l t e r [ c h a nn e l _ i d ]
7
8 f l o a t r e s u l t ;
9 f o r ( i n t m = 0 ; m < Frame . S i z e ; m++) {
10 r e s u l t +=
channe l _ s av e [ ( n + samp le_ id − m) % channe l _ s av e . s i z e ]
11 ∗ c h a n n e l _ f i l t e r [ i ] ;
12 }
13 Frame [ c h a nn e l _ i d ] [ s amp le_ id ] = r e s u l t ;
14 }
Fig. 5: Pseudocode for the computation device for the discrete
convolution with OpenCL
independent from the other threads during the convolution.
Synchronization is only needed to start the threads and to wait
until all threads have completed their task.
4.4.OpenCL Implementations
Convolution engines using the discrete and the partitioned convolu-
tion have been implemented for Open CL. TheOpenCL implemen-
tations try to reduce the involvement of the CPU to a minimum.
The only task of the CPU is the memory transfer and calling of
the kernels. The convolution itself is only carried out on the GPU.
In OpenCL, the optimizations can be categorized into two
categories: Optimization of the kernel code and optimization of
thememory transfer between the devices. OpenCL is supported
by a range of devices, but the optimizations of OpenCL code were
applied to maximize the performance on a GPU. The applied
optimization of the code may lead to worse performance on other
device types.
4.4.1. Discrete Convolution
The simple implementation of the discrete convolution with the
GPU is similar to the implementation of the discrete convolution
on the CPU (Fig. 5). Like the CPU version the GPU version imple-
ments Overlap Save. The major difference is that the loops of the
samples in the I/O buffer is missing. The loop is implemented by
spawning a GPU thread for every iteration of the loop. The amount
of threads spawned is controlled by the host device (Fig. 6, line 8).
The kernel of all threads is the implementation of the equation
for the discrete convolution (eq. 1). The equation calculates a
single value for the result. The thread gets the information which
channel and sample they have to calculate by the id of the thread.
In OpenCL a thread has a three-dimensional id. In this case, the
first dimension is the index of the audio channel and the second
the sample in the result that the thread has to calculate (Fig. 5, line
2-3). The last dimension is not used.
4.4.2. Kernel Optimization
The main difference between the standard discrete convolution ker-
nel and the optimized version is the usage of tiling. Tiling is a tech-
nique to improve the sample throughput by dividing a calculation
into smaller tiles to make use of the local memory of the device.
In OpenCL, each thread is part of a work group. A work group
on the GPU consists of multiple GPU cores for parallel code
execution and a shared local memory. The local memory is
smaller but faster than the global memory of the GPU. It is
comparable to the caches in the CPU and is shared by all threads.
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1 cl_cmdQueue . w r i t e B u f f e r ( Frame , FrameCL )
2
3 c l _ k e r n e l . s e tA rg (0 , CL_Frame ) ;
4 c l _ k e r n e l . s e tA rg (1 , CL_Save_Buffer ) ;
5 c l _ k e r n e l . s e tA rg (2 , CL_F i l t e r ) ;
6 c l _ k e r n e l . s e tA rg (3 , c u r r e n t R i n gB u f f e r P o s i t i o n ) ;
7
8 c l : : NDRange g l o b a l ( Number of Channel , Frame . S i z e ) ;
9 cl_cmdQueue . c a l l K e r n e l ( convolve , g l o b a l ) ;
10
11 cl_cmdQueue . r e a dBu f f e r ( Frame , FrameCL )
Fig. 6: Pseudocode for the host for executing the discrete convolution
with OpenCL
The number of cores in a working group varies from one device
to another. On GPU it is usually 32 or 64 cores [11, 12, 13].
Because the local memory is limited, larger problems like the
convolution have to be divided into multiple tiles. In practice, the
processing of the frame buffer is divided into multiple tiles with
either 32 or 64 samples each. This is generally like splitting the
frame buffer into multiple smaller buffers. Each working group
fully processes one tile (Fig. 7) and like the unoptimized version,
every thread calculates one sample for the result [11, 12, 13].
For fast transfer between local memory and global memory the
loading process of the thread in a working group needs to be
aligned (Fig. 7, line 8 - 13). Alignedmeans that when a thread with
the id x transfers element x from local to global memory the thread
with id (x + 1) has to do same for the element (x + 1). If the transfer
is aligned, the transfer is a single instruction, if not, the GPU needs
one instruction for every single transferred value [11, 12, 13].
Read access to the Save Buffer and the filter response is realized
in blocks. The threads load a tile sized block of data into the local
buffer and then access the local buffer to calculate the result(Fig. 7,
line 12, 18, 19). At all times two blocks of the save buffer have
to be loaded to correctly calculate the result. The kernel uses a
ring buffer to allow this.
4.4.3. Memory Transfer
The convolution can be optimized by a better usage of the involved
hardware, mainly the PCI-E bus. The execution time required to
process a frame can be divided into three parts (Fig. 9): Data trans-
fer to the OpenCL device, execution of the convolution, and data
transfer to the host. This means that during the time the device pro-
cesses the current frame the memory bus is idling and vice versa.
By changing the host code the available hardware can be better
used by implementing a pipeline (Fig. 8). Processing the frame
buffer needs three frames. During the first frame the input frame
is transferred to the device, in the second frame the buffer is
processed, and in the last frame, the processed data is transferred
from the device to the host. This means that at any given time
three frame buffers are in the pipeline.
The advantages of the pipeline are, that the time for processing
a frame depends only on the longest execution time for one of
its components and thus increasing the sample throughput. This
is only the case when the memory bus is either full duplex or dual
simplex, like PCI-E.
There are two disadvantages, namely a latency between in- and out-
put of three full frames andmorememory is needed on the comput-
1 convo lve ( Frame , Save_Buffe r , F i l t e r , n ,
2 l o c a l save , l o c a l f i l t e r , t i l e _ s i z e ) {
3 f l o a t r e s u l t = 0 ;
4 i n t c h a nn e l _ i d = g e t _ g l o b a l _ i d ( 0 ) ;
5 i n t t i l e _ i d = g e t _ g l o b a l _ i d ( 1 ) ;
6 i n t s amp le_ id = g e t _ g l o b a l _ i d ( 2 ) ;
7
8 s ave Index = n + samp le_ id + t i l e _ i d ∗ t i l e _ s i z e ;
9 f i l t e r I n d e x = samp le_ id ;
10 b u f f e r P o i n t e r = 0 ;
11
12 save [ b u f f e r P o i n t e r ] = SaveBuf f e r [ c h a nn e l _ i d ] [ s ave Index ] ;
13 b u f f e r P o i n t e r = ( b u f f e r P o i n t e r + t i l e _ s i z e ) % save . s i z e ;
14
15 f o r ( i n t i ; = 0 ; i < F i l t e r . S i z e / t i l e . S i z e ; i ++) {
16 s ave Index =
( s ave Index − t i l e S i z e ) % SaveBuf f e r [ c h a nn e l _ i d ] . S i z e ;
17
18 save
[ b u f f e r P o i n t e r ] = SaveBuf f e r [ c h a nn e l _ i d ] [ s ave Index ] ;
19 f i l t e r
[ b u f f e r P o i n t e r ] = F i l t e r [ c h a nn e l _ i d ] [ f i l t e r I n d e x ] ;
20 b u f f e r P o i n t e r
= ( b u f f e r P o i n t e r + t i l e _ s i z e ) % save . s i z e ;
21
22 f o r ( i n t m = 0 ; m < t i l e _ S i z e ; m++) {
23 r e s u l t
+= save [ ( b u f f e r P o i n t e r + samp le_ id − m) % t i l e _ s i z e ]
24 ∗ f i l t e r [m] ;
25 }
26 f i l t e r I n d e x += t i l e S i z e ;
27 }
28 Frame [ c h a nn e l _ i d
] [ s amp le_ id + t i l e _ i d ∗ t i l e _ s i z e ] = r e s u l t ;
29 }
Fig. 7: Pseudocode for an optimized version of the discrete convolution
with OpenCL. For this code to work all buffer have to have a size that
is a multiple of the tile_size
1 temp = o u t p u tB u f f e r ;
2 o u t p u tB u f f e r = p r o c e s s i n gBu f f e r ;
3 p r o c e s s i n gBu f f e r = i n p u t B u f f e r ;
4 i n p u t B u f f e r = o u t p u tB u f f e r ;
5
6 cl_cmdQueue . w r i t e B u f f e r ( FrameCL [ i n p u t B u f f e r ] , Frame )
7 cl_cmdQueue
. r e a dBu f f e r ( FrameTempOut , FrameCL [ o u t p u tB u f f e r ] )
8
9 c l _ k e r n e l . s e tA rg (0 , FrameCL [ p r o c e s s i n gBu f f e r } ) ;
10 c l _ k e r n e l . s e tA rg (1 , CL_Save_Buffer ) ;
11 c l _ k e r n e l . s e tA rg (2 , CL_F i l t e r ) ;
12 c l _ k e r n e l . s e tA rg (3 , c u r r e n t R i n gB u f f e r P o s i t i o n ) ;
13
14 c l : : NDRange g l o b a l ( Number of Channel , Frame . S i z e ) ;
15 cl_cmdQueue . c a l l K e r n e l ( convolve , g l o b a l ) ;
16
Fig. 8: Pseudocode for the host for executing the discrete convolution
with a pipeline aproach for memory transfer and device computation
ing device. While the latency can be compensated when the size of
the I/O buffer could be reduced to a third of the size than otherwise
possible, the increased memory consumption can not be circum-
vented. The cause for the increase in memory consumption is, that
the content of a frame buffer is filled by the host while the device
needs them for executing kernel. Because of this three frame buffer
are needed on the GPU that are switched by the host (Fig. 8, 1-4).
4.4.4. Uniformly Partitioned Convolution
The OpenCL partitioned convolution implementation uses the
CLFFT library for better performance of the Fourier transforms on
the GPU. The host code differs from the host code of the discrete
convolution. Instead of using a single kernel, three are used to
convolve the signal (Fig. 10). One kernel is for the transform, one
for the multiplication of the frequencies and one for the inverse
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Fig. 9: Pipeline Models for the Open CL Implementation
1 copy ( t r a n s f o rm_ t ime , l a s t _ I / O_Buffer )
2 copy (& t r a n s f o rm_ t ime [ t r a n s f o rm_ t ime / 2 ] , I / O_Buffer )
3
4 cl_cmdQueue . w r i t e B u f f e r ( t r a n s f o rmBu f f e r , t r a n s f o rm_ t ime )
5
6 c l _ k e r n e l . s e tA rg ( f f t a r g s ) ;
7 c l : : NDRange g l o b a l ( Number of Channel , Frame . S i z e ) ;
8 cl_cmdQueue . c a l l K e r n e l ( t r a n s f o rm , g l o b a l ) ;
9
10 cl_cmdQueue . copy ( f d l [ c u r r e n t P a r t i t i o n ] , t r a n s f o rmBu f f e r )
11
12 c l _ k e r n e l . s e tA rg ( complex m u l t i p l i c a t i o n ) ;
13 c l : : NDRange g l o b a l ( Number of Channel , Frame . S i z e ) ;
14 cl_cmdQueue . c a l l K e r n e l ( cmplx_mult , g l o b a l ) ;
15
16 c l _ k e r n e l . s e tA rg ( i f f t a r g s ) ;
17 c l : : NDRange g l o b a l ( Number of Channel , Frame . S i z e ) ;
18 cl_cmdQueue . c a l l K e r n e l ( i n v e r s e _ t r a n s f o rm , g l o b a l ) ;
19
20 cl_cmdQueue . r e a dBu f f e r (
I / O_Buffer , &t r a n s f o rmBu f f e r [ t r a n s f o rmBu f f e r . s i z e / 2 ] )
21
22 c u r r e n t P a r t i t i o n = ( c u r r e n t P a r t i t i o n + 1) % n rO f P a r t i t i o n
23 l a s t _ I / O_Buffer = I / O_Buffer
24
25
Fig. 10: Pseudocode for the host for executing the partitioned convolution
transform.
In the implementation the kernel carries out the convolution by
multiplying the filter partitions with the entries, while the FFT
and the IFFT are provided by CLFFT. The task of the host is to
move the data around, like moving the data from the transform
buffer into the FDL (Fig. 10, line 10).
5. Results and Discussion
In this chapter measurement results for the various engines are
reported. All measurements were carried out on a Intel Core
i7-4770 CPU with 4 cores and a maximum clock frequency of
3.9GHz and 16 GB RAM. The GPU is a NVIDIA GTX 970
with a maximum clock frequency of 1.316GHz, 4 GB memory
and 13 computing units.
The standard parameter set for the convolution measurements is:
I/O buffer of 256 samples, filter length of 48,000 samples, and
4 simultaneous channels.
Only one of these parameters has been varied in the measurements.
5.1.Performance Comparison Between Discrete
and Fast Convolution
The plot in Fig. 11 shows the sample throughput of a discrete
convolution engine and a fast convolution engine for different
processing buffer sizes for all power of two buffer sizes between
Fig. 11: Sample throughput for the discrete convolution (red) and the fast
convolution (blue) for different processing buffer sizes with a filter length
of 440,100 Samples. The 48,000 samples per second line is marked by
a dashed gray line.
32 and 8192. As seen the in the plot the discrete convolution is
mostly unaffected by the change in the buffer size.
On the other hand the sample throughput of the fast convolution
grows exponentially with the size of the processing buffer. The
discrete convolution has a throughput of roughly 200,000 samples,
while the fast convolution starts with 5000 at a buffer size of 32
break the 44,100 mark at a buffer size of 512 and overtake the
discrete convolution at a buffer size of 1024. This also means,
that unlike the discrete convolution, the convolution of two signals
need more time than convolving a single signal with twice the
filter length.
The fast convolution data is shown as dots instead of a line in
Fig. 11, because the performance of the FFT varies heavily with
the length of the transform array. Lengths that are large prime
numbers give very poor performance, many small prime factors
are good, ideal are powers of two.
5.2.Performance Comparison Between CPU and
GPU Implementations
This section presents the results for the most performant
implementations of the discrete and partitioned fast convolution,
on the CPU and the GPU for various values of I/O buffer size,
filter length, and number of channels.
5.2.1. I/O Buffer Size
The first engine parameter tested is the I/O buffer size. While
theoretically the size of the I/O buffer does not matter for the
performance of the discrete convolution, the GPU performance
changes when the I/O buffer size changes (Fig. 12). The lowest
sample throughput for the discrete convolution on the GPU is
with 40 thousand SPS at an I/O buffer size of 32 samples too low
for real-time processing. With increasing buffer size the sample
through of this convolution engine increases through to better
efficiency of the memory transfer. The sample throughput peaks at
a buffer size of 2048 with a throughput of 1524 kSPS. On the CPU
the sample throughput is in comparison relatively constant. The
peak is at an I/O buffer size of 512 with 175 kSPS and at its lowest
at a buffer size of 4096 with a throughput of 136 kSPS. A compara-
ble performance between the two convolution engines is at a buffer
size of 128 where the CPU version has with 172 kSPS a slightly
higher throughput than the OpenCL version, with 155 kSPS.
For the partitioned convolution the behavior is slightly
different (Fig. 12). Like the discrete convolution the OpenCL
© Verband Deutscher Tonmeister e.V., 2019 - 26 -
Proceedings of ICSA 2019 5th International Conference on Spatial Audio 
September 26th to 28th, 2019, Ilmenau, Germany 
Fig. 12: Sample throughput of the convolution engines by varying size
of the I/O buffers. Start value for the buffer size were 32 samples, end
4096 measurement points were all power of twos in between. In this and
the subsequent plots, the CPU implementations are in blue, the OpenCL
implementations in red, and the 48 kHz threshold for processing audio in
real-time for the common sample rates is indicated by the dashed gray line.
implementation of the partitioned convolution starts lower than
the CPU implementation with a sample throughput of 52 kSPS,
but unlike the discrete convolution the OpenCL implementation
is not able to surpass the CPU implementation. The CPU
implementation starts with a sample throughput of 295 kSPS, a
value that is surpassed by the OpenCL implementation at a buffer
size of 128 samples. The throughput of both implementations
increases with increases in the I/O buffer size. At the last measured
buffer size of 4096 the OpenCL implementation has a throughput
of 6.6 mSPS, and the CPU version an throughput of 45 mSPS.
5.2.2. Number of Channels
The next parameter to be examined is the number of parallel con-
volutions. The plots show the behavior of the convolution engines
when the number of channels is increased (Fig. 13). The tests start
at four channels, are incremented in four channels steps and finally
end at a channel number of 48. All convolution engines start with
a higher throughput than necessary for a sample rate of 48kHz.
No engine with the exception of the CPU discrete convolution
fall below this threshold, but the CPU partitioned convolution at
channel number 48 is only slightly above the real-time limit with
a throughput of 51.5 kSPS. The CPU discrete convolution falls
under the 48 kHz threshold when convolving 12 channels. The
sample throughput at this point is 46,8 kSPS, less than a third of
the sample throughput for four channels 153.5kHz. This sample
throughput is too low for a sample rate of 48 kHz but just sufficient
for convolving 12 channels at a sample rate of 44.1 kHz.
The sample throughput of the convolution engines decreases
with an increase in the number of channels for the OpenCL
implementations in a somewhat linear fashion (red line in Fig. 13).
On the other hand, the CPU partitioned convolution (blue line)
first drastically loses performance and then slows down. The
sample throughput of this engine decreases fast from 5.92 mSPS
to 585 kSPS at a channel size of 12, the break-even point between
the CPU and the OpenCL version.
It is noteworthy, that the performance of the OpenCL partitioned
convolution varies only slowly with channel number: The
performance at 60 channels is only smaller than the performance
at 4 channels by a factor of 1.9.
Fig. 13: Sample throughput of the convolution engines by a varying
number of channels for the convolution. The start number of channels is
4, and the end 48. Test were executed between start and end in increments
of four. Blue: CPU, red: GPU
5.2.3. Filter Length
The last parameter to be examined is the length of the filter. In
a first experiment the performance of the discrete and partitioned
convolution are measured for rather long filter lengths of 24,000
to 480,000 samples, corresponding to filter durations from 0.5 s
to 10 s at 48kHz sampling rate. The results are shown in Fig. 14.
In a second test, the measurements are repeated for small problem
sizes. The results are given in Fig. 15. The goal of these
experiments is to find out if there is a break-even point between
discrete and partitioned fast convolution. As the plot shows,
the uniformly partitioned convolution faster than the discrete
convolution even for the smallest filter lengths.
The plots in figure 14 shows that the engine behaves similarly
with regard to the filter length as to the number of channels. The
OpenCL implementation of the discrete convolution is yet again
always better than the CPU implementation, but this time both
end up under the 48 kHz threshold. The CPU engine after a
filter length of 144,000 samples the OpenCL engine at 288,000
samples, coincidentally the OpenCL discrete convolution engine
reaches twice as many samples.
The CPU partitioned convolution outperforms the OpenCL
version drastically for shorter filter lengths, but breaks even with it
between 144,000 and 168,000 samples. The point when the CPU
version falls below the real-time rate of 48,000 samples is reached
outside of the scope of the plot at a filter length around 720,000.
The largest filter length that can be processed with our current
OpenCL implementation is 5,760,000 samples. At this point, the
sample throughput is still 50,000 SPS. This filter length is equal
to 120 seconds of audio at a sample rate of 48 kHz.
That the partitioned convolution is not only good for long filter
length shows another plot showing the sample throughput for
smaller filter lengths for the CPU implementations (Fig. 15).
As always the case the partitioned convolution outperforms the
discrete convolution. The value range of the discrete convolution
is between 25,000 kSPS and 322 kSPS, while the value of the
partitioned convolution ranges from 7250 kSPS to 1686 kSPS.
This clearly shows that the uniform partition also handles relatively
small filter lengths far better than the discrete convolution.
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Fig. 14: Sample throughput of the convolution engines by varying filter
length. The start filter length is 24,000, and the end 480,000. Tests were
executed between start and end in increments of 24,000. Blue: CPU, red:
GPU
Fig. 15: Sample throughput of the CPU convolution engines for short
filter lengths. The start filter length is 2400, and the end 20,600. Tests
were executed between start and end in increments of 2400. The size
of the I/O buffers is in this case 64.
6. Conclusion
Optimization experiments have been conducted to measure the
performance of various convolution implementations. The base
parameters were chosen for a typical scenario of virtual room
acoustics rendering at 48 kHz: I/O buffer of 256 samples, 4
simultaneous channels, filterlength of 48 kSamples (corresponding
to 1 second of room reverb). From this base setting one of the
three parameters was varied and the influence on performance
was observed. Compared were optimized CPU and GPU
implementations in time and frequency domain (discrete
convolution and uniformly partitioned fast convolution).
In all experiments, the performance of the frequency-domain
implementation was considerabily higher, even for small I/O
buffers (32 samples), or short filterlengths (2400).
The result of the CPU / GPU comparison is, that the overhead of
the GPU implementations in time and frequency domain only pay
off at larger parameter sizes. There is one remarkable exception:
The CPU-based frequency-domain convolution with 4 channels
and 480 kSamples filterlengths is considerably faster at all tested
I/O buffer sizes (32 to 4096).
There are however situations in interactive applications, where it is
necessary tomodify the filter response during runtime. These cases
are more easily realized using the discrete convolution. Our results
show, that a properly optimized GPU-based discrete convolution
algorithm is able to handle filterlengths of about 100 kSamples and
an I/O buffer size of 256 for some dozens of channels in realtime.
As a proof of concept a VST plugin was developed which allows
the selection of the various convolution algorithms and filter
responses. With this plugin it was possible to render the acoustics
of the WDR concert hall [1] with 24 channels at 48 kHz sampling
rate in real-time for our 208-channel WFS system.
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Abstract
Augmented reality has the potential to connect people anywhere, anytime, and provide them with interactive virtual
objects that enhance their lives. To deliver contextually appropriate audio for these experiences, a much greater
understanding of how users will interact with augmented content and each other is needed. This contribution
presents a system for evaluating human behavior and augmented reality device performance in calibrated synthesized
environments. The system consists of a spherical loudspeaker array capable of spatial audio reproduction in a noise
isolated and acoustically dampened room. The space is equipped with motion capture systems that track listener
position, orientation, and eye gaze direction in temporal synchrony with audio playback and capture to allow for
interactive control over the acoustic environment. In addition to spatial audio content from the loudspeaker array,
supplementary virtual objects can be presented to listeners using motion-tracked unoccluding headphones. The system
facilitates a wide array of studies relating to augmented reality research including communication ecology, spatial
hearing, room acoustics, and device performance. System applications and configuration, calibration, processing, and
validation routines are presented.
1. Introduction
We imagine a future world in which a multitude of people
will wear augmented reality devices that overlay an entire
metaverse of auditory and visual information on their daily
experiences. Such devices will influence the way we live,
work, and interact with other people. These devices will give
us super-human listening abilities and facilitate telepresence
with a much higher social signal bandwidth. To reach this
future, we will need a much greater understanding of how
users with augmented abilities will interact with the devices
and each other.
Consider an example where two people are sitting in a noisy
restaurant talking to one another. Devices with motion track-
ing, simultaneous localization and mapping, a microphone ar-
ray, and binaural sound synthesis could provide many benefits
in this situation. With the relative positions and orientations
of the participants known, one listener’s microphone array
could capture the other talker with reduced background noise,
and play it back in real time, binaurally positioned in the
same spatial location as the actual talker, hence naturally and
transparently improving the signal to noise ratio of transmitted
speech. The shape and dynamic tuning of the beamformer, the
allowable delay of the reinforcement signal, the accuracy of
the spatialization, and the values of many other parameters
needed to optimize the performance of the system in this
scenario are all unknown.
The technology imagined in the scenario above largely exists
today, just not in a form factor that is suitable for a head-worn,
mobile device. Many technological developments are still
needed to package such capabilities into a consumer product.
Nonetheless, without having these future devices available for
testing, we must utilize what is available to prototype the
experiences and further research in the area. This paper de-
scribes a real-time interactive auralization system that utilizes
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currently available technology to prototype future experiences
to better understand how users with augmented abilities will
interact with their devices and each other.
2. System Overview
Our interactive auralization platform (IAP) is an evolving
combination of hardware and software, designed to allow
us to test new hardware and software, examine novel AR
experiences, and rigorously measure human behavior in real
and augmented reality environments. The facility allows us to
test, evaluate, and demonstrate the various technologies that
are being developed by the FRL audio research group, as well
as assess human behavior in multiple subjects simultaneously
in a variety of realistic acoustic environments, both real and
with virtual components to them. In this way, it acts as a
time machine because some of the functionality is not yet
possible in current generations of AR hardware, even those
that exist only in prototype form. The IAP has a high density
loudspeaker array capable of reproducing realistic sound
fields and is also capable of presenting real-time spatialized
virtual audio wirelessly over headphones, including virtual
sound sources, shared audio from nearby talkers, and remote
talkers (telepresence), all rendered with very low latency
using individualized head-related transfer functions (HRTFs),
simulated room acoustics, and a virtual beamformer. The way
the IAP is constructed gives us an ability to rapidly iterate
changes in functionality to determine the utility and ideal
parameters for a potential device feature without having to do
extensive hardware development.
The IAP is also capable of making fine-grained measurements
of the behavior of multiple people interacting in a common or
physically separated space. These measurement capabilities
currently include head, hand, and body tracking, eye gaze
and pupillometry, and high-fidelity voice capture for up to
six simultaneous subjects. Future additions will include
finger and face tracking, galvanic skin responses measures,
electroencephalography, and heart rate. All the measurement
subsystems are tied to a common master clock (Evertz
5601MSC), allowing accurate time synchronization of current
and future measurement data. This is critical for examining
realtime functionality of devices with novel sensors and
capabilities and also analyzing complex behaviors that are
associated with real and virtual events in the space. The
ability to capture data from multiple people at the same time
ensures that we can capture and utilize details of interactive
communication, exploration, and play in groups of people.
3. Subsystem Details
3.1. Loudspeaker Array
3.1.1. Hardware
In order to best understand how users will interact with future
augmented reality devices, the wide variety of environments
in which the devices will be used must be examined. To
this end, a semi-spherical loudspeaker array for spatial audio
reproduction has been constructed in the interactive auraliza-
tion platform. The array consists of 49 MiniDSP SPK-4P
loudspeakers. The SPK4-P is a compact loudspeaker with
a 3.5” driver and an on-board 400 MHz Analog Devices
SHARC processor and Class D amplifier. A single CAT5/6
network cable from a PoE or PoE+ enabled switch provides
power, audio, and control using the Audio Video Bridging
(AVB) communication protocol. For full-band reproduction,
audio signals below 120Hz are sent to four miniDSP NDAC-2
AVB endpoints which convert the AVB stream to analog audio
to drive four Genelec 7360A SAM Studio Subwoofers.
The loudspeaker array is interfaced to a single Windows PC
computer in an isolated control room using an RME Digiface
USB. Max/MSP and Matlab are used for real-time processing
of the audio streams which allows the array to use different
audio rendering pipelines simultaneously and interface with
the other render and capture technologies in the system.
Figure 1 illustrates the signal path of the IAP subsystems,
including the loudspeaker array and audio pipeline.
Fig. 1: Schematic diagram of IAP hardware connections.
3.1.2. Array Implementation
Figure 2 shows the 53 loudspeaker array for sound field
reproduction that has been installed as part of the Interactive
Auralization Platform. The positions of the loudspeaker were
determined by circumscribing a sphere on to the room and
then optimizing the positions of the loudspeaker for spatial
audio reproduction given the architectural constraints of the
room. The array consists of four rings of 12 loudspeakers
each, roughly approximating a sphere, and a single loud-
speaker directly above the center of the room. The subwoofers
are placed at the cardinal compass directions at the edge of the
room.
Fig. 2: Equirectangular photo of one of the loudspeaker arrays built
for the IAP. (Photo credit: Scott Colburn)
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The loudspeakers are individually calibrated with respect
to level and delay and corrected to minimize coloration of
the soundfield using an automated Matlab script. These
filters can be loaded on to the SHARC processor of each
loudspeaker or implemented further up the signal path, in
the computer, depending on the needs of the IAP. Using the
software back-end, a variety of spatial reproduction formats
are achievable over the loudspeakers, including vector based
amplitude panning (VBAP) [1], Spatial Decomposition
Method (SDM) [2], and Higher Order Ambisonics (up to
order N = 6).
Fig. 3: 3D model showing the loudspeaker positions within the
room.
3.1.3. Room Acoustics
In order to reduce the effects of room reverberance on the
soundfield reconstruction, the room is acoustically treated.
Two inch absorptive paneling is placed on all major surfaces
of the room, save for an observation window and the floor.
The frequency-dependent reverberation time of the room is
shown in Figure 4.
Fig. 4: Measured reverberation time T30 in the IAP.
3.2. Motion Tracking
The IAP uses a Vicon motion tracking system, which employs
retroreflective infrared markers that may be attached to people
or objects and can be tracked at sub-millimeter resolution
throughout the capture space. The system currently in use
consists of eight Vicon Bonita 10 cameras, mounted at ceiling
height in the cardinal compass directions, capable of running
at a sample rate of 250 Hz. An alternative version of the
IAP uses Optitrack Prime 13W cameras running at 120 Hz.
The motion tracking systems may be used to capture data on
listener movements for behavioral capture but is also used to
drive a real-time loudspeaker array and binaural rendering
system. The position and rotation data of all objects tracked
in the space is accessed using the Vicon DataStream SDK
(or Optitrack Motive SDK), which streams the Cartesian
coordinates and 4-element quaternions of each tracked object
to other pieces of software on the same or other computers on
the subnet. Currently this data is captured in Matlab, which
uses a custom script to compute the angles (azimuth and
elevation) and distance of all tracked objects relative to each
other, in local coordinate frames. Untracked virtual objects
may also be added at this stage. The relative Euler angles
and distances are then rebroadcast at a frame rate of 100 Hz
over UDP to Max/MSP, which handles the room acoustic
rendering, loudspeaker DSP, and/or binaural spatialization.
3.3. Eye Tracking
Gaze tracking is accomplished using Ergoneers glasses
(Dikablis II) containing infrared emitters and three cameras:
two eye-facing cameras and one world-facing camera, all
running at a frame rate of 60 Hz. These devices can be
wireless or wired, depending on configuration, and interface
with our data acquisition and streaming pipeline with D-Lab,
with data being shared over UDP to Vicon. This allows us
to assess and utilize gaze angle to alter sound presentation
parameters in realtime in the same coordinate reference
frame as the motion tracking data, and further allows us to
ensure that data timestamps are uniform across the different
software packages and measurement systems. Data captured
for offline analysis includes gaze direction, pupil height, and
pupil width, with HD videos captured from all three cameras
for further analysis.
3.4. Voice Capture
Audio is captured for analysis or re-spatialization from
each participant using DPA microphones (4088 directional
microphone) in a boom-mount configuration. The signals are
transmitted over wireless transmitters (Sennheiser SK 100
G4) and captured in Max/MSP using an RME Fireface UFX
II multi-channel sound card at a sample rate of 48 kHz. Time
alignment between presented and captured signals is ensured
by using the same sound card, which along with the motion
and eye tracking systems is slaved to the IAP master clock.
3.5. Headphone Subsystem
Virtual sound sources may be presented binaurally over
headphones in the IAP, but care must be taken to minimize
the impact that the headphones have on the listener’s
perception of real world or loudspeaker array-generated
signals. The ability to present sounds to a listener without
interfering with the natural sound path is a fundamental
requirement of auditory AR. As there are no currently
available headphones that allow the presentation of fully
broadband binaural signals to completely unoccluded ears
without cross-talk, three types of commercially available
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devices are used in our work, varying inversely in the width
of their frequency response and in the degree to which they
impede the signal path of real world signals into the ear
canal. The first are AKG K1000 open ear headphones, large
diaphragm headphones that are suspended over the ears,
rather than being pressed against the head. These are high
fidelity headphones and have the strongest low frequency
response of the headphones used, but they interfere the most
with the natural sound field due to their large size. The
second type that is used are Sony PFR-v1 headphones, small,
spherical loudspeakers suspended in front of the pinnae,
with a bass port that is routed through a hollow metal loop
that sits in the ear behind the tragus. These are capable of
a relatively flat response over a wide range of frequencies
but have poorer low frequency response than the AKGs as
they are smaller, however, they interfere less with the natural
sound field. Finally, a pair of custom headphones are used
that consist of a small in-ear headphones (Sennheiser IE4)
that are suspended roughly 1 cm from the opening of the
ear canal using a custom 3D printed mount. These have the
poorest low frequency reproduction, but in principle occlude
the ears the least. Two other categories of AR transducers are
also currently used, but as they are proprietary technology
they will not be discussed here. All headphone signals are
presented via an RME Fireface UFXII sound card either
wired or wirelessly with remote monitoring transceiver
(Sennheiser EW IEM G4).
4. Audio Stimuli
4.1. Sound Generation
All audio is processed in Max/MSP, utilizing a variety of
pre-made and custom objects including the SPAT toolbox
from IRCAM. Max/MSP receives the azimuth, elevation,
distance, and level of the desired virtual sound sources via
UDP from Matlab and renders the appropriate virtual signals
at these locations for up to six listeners. Arbitrary HRTFs
can be loaded into the rendering software, ensuring flexibility
in presenting individualized signals to multiple listeners.
Soundfields are rendered using pre-recorded ambisonics
content or by artificially generating sources using traditional
sound design techniques and encoding them in to a spatial
reproduction format. Room acoustics simulations are handled
in two different ways, depending on the configuration of the
system, but both are implemented in Max/MSP.
4.2. Room Acoustics Simulation
4.2.1. Room Re-Synthesis
Generating perceptually plausible virtual acoustic objects in
AR requires matching the acoustics of the simulated percepts
to those of the real room. Once the acoustic divergence
between real and virtual sounds becomes too large, virtual
binaural percepts do not appear well externalized, and thus
impair the quality of experience [3]. However, it is unknown
what are acceptable deviations and to what extent it is neces-
sary to match the acoustics of the virtual sounds to those of
the real space. To enable research in perceptual thresholds of
room acoustics for augmented reality it is useful to generate
binaural renderings that are based on the measured acoustics
of the room.
A straightforward implementation consists of measuring a
binaural room impulse response (BRIR) using a head and
torso simulator (HATS) with a variety of head orientations.
However, this approach is time consuming and does not allow
for personalization using individualized HRTFs. An alterna-
tive approach is based on microphone array measurements at
the listening position and binaurally re-synthesizing the sound
field. The method used here is largely based on the Spatial
Decomposition Method (SDM) and the re-synthesis of BRIRs
by combining the sound-field parametrization data (a pressure
monaural RIR and direction-of-arrival information) with an
arbitrary dataset of HRTFs. An extensive technical descrip-
tion and validation of the auralization approach is described
in [4]. A variety of manipulations of the rendered BRIRs is
presented as well in [4], including arbitrary modifications of
the frequency-dependent reverberation time, the inclusion of
fully synthetic late reverberation, or the manipulation of the
spatial characteristics of the sound field.
The re-synthesized BRIRs are dynamically convolved in real-
time in three separate pipelines: direct sound, early reflec-
tions, and late reverberation. This allows the implementation
of real-time manipulations of the BRIR, enabling the study
of HRTF manipulations, direct-to-reverberant ratio (DRR),
or mixing time, among others. Reproducing room acoustics
based on in situ measurements over non-occluding head-
phones allows us to compare real and virtual sources in real-
time and objectively assess the perceptual differences between
them.
Pilot listening tests have been completed to assess the degree
of authenticity and plausibility of the auralizations. A
discrimination test based on a two-alternative forced choice
(2AFC) with a reference revealed that if listeners are provided
with unlimited listening time the binaural renderings
are not indistinguishable from the real loudspeaker. To
our knowledge, there is only one study available in the
literature testing perceptual authenticity of dynamic binaural
synthesis [5]. In that case, although the BRIRs were
measured in situ using binaural microphones, perceptual
authenticity was not achieved. We have found that typically
small deviations in spectral content and localization are the
most common attributes used to judge deviations between
a reference real sound and a binaural rendering. In order
to test plausibility, we conducted a pilot study where a
loudspeaker was covered behind an acoustically transparent
baffle, and spatially degraded versions of a binaural render
were compared to the real loudspeaker. In this case, we found
that real and virtual sources appear to be equally plausible.
Formal studies are being conducted to confirm these initial
findings.
Figure 5 shows a comparison between a measured BRIR
with a mannequin and a re-synthesized version of this BRIR
using the above described method. As it can be observed,
the time-energy properties of the left and right channels
are largely preserved, although some spurious reflections
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Fig. 5: (a) Absolute value of a BRIR measured with a mannequin and a re-synthesis. (b) Interaural Cross Correlation of the early part (0 to 80
ms) of the measured and re-synthesized BRIRs. (c) Spectral error after monaural equalization.
can be observed in the re-synthesis. The Interaural Cross
Correlation (IACC) of the measured and re-synthesized
versions fall within ± 1 JND (0.075 as defined in the standard
ISO 3382). The spectral error falls within±2 dB up to 16 kHz.
4.2.2. Artificial Reverberation
In this configuration, flexibility and realtime performance
is prioritized, and is used when participants are expected to
walk around the room, interacting with multiple virtual and
real sound sources. Here we use the feedback delay network
in SPAT, with the parameters manually matched to the natural
acoustics of the IAP room. Alternative room models may
also be used that do not match the acoustics of natural signals
in the room. In the future, the real-time propagation engine
found in the Oculus Audio SDK will be implemented as an
additional room simulation configuration.
5. Example Use Cases of the IAP
5.1. Virtual spatial mixing of musical composi-
tions
In this scenario, two participants are fitted with wireless
open-ear headphones and motion tracking markers. The
room contains six physical models of six different musical
instruments, each with a motion tracking marker array, each
corresponding to an individual track of a song. Virtual sound
sources for each track are individually spatialized to the
location of the corresponding instrument. This allows the
participants to pick up a given instrument – which triggers the
playback of the associated track—and place it wherever they
like in the capture space, with the audio for that instrument
appearing to emanate from the correct location. Once each
instrument is placed, the participants may then freely move
through the complete sound field that they have created,
allowing them to, e.g., stand back and hear the recording as
the musicians may have been when on stage, or to sit down
next to the drummer and hear the percussion more clearly.
This installation allows people to interact with music in a way
that is novel and engaging, and also gives us a good testing
ground for examining the plausibility and authenticity of new
spatial rendering techniques and room acoustics simulations.
5.2. Real/virtual sound source comparison
In this application, the room renderings described in 4.2.1
are used to present an augmented soundscape composed of
real sources (loudspeakers) and binaural virtual sources that
mimic the acoustic properties of other visible loudspeakers.
For instance, in a musical excerpt the voice of a singer is
presented over a loudspeaker, while the guitar accompanying
their vocals is presented binaurally over headphones.
Listeners are then asked to identify which source is being
played from the headphones. Additionally, extra controls
are provided to modify the level of the direct sound, early
reflections and late reverberation or to fully remove the room
acoustic component of the binaural renders. This allows
listeners to interactively explore the perceptual importance of
sound propagation on virtual audio for augmented reality and
its importance on the perceived realism.
6. Conclusion
Augmented Reality devices will provide a novel framework
with which users can interact with the world and each other.
Understanding these interactions is a high dimensional prob-
lem involving many sensory modalities and requires novel
solutions to gain insight. The Interactive Auralization Plat-
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form provides a vehicle to gather data about how users with
augmented abilities may interact with their devices, envi-
ronments, and each other by integrating currently available
technology in an experientially meaningful way. The use
of audio, visual, and other sensing technologies as well as
the ability to augment the acoustic environment of the user,
allow for robust and scalable data collection that allows for the
experimental evaluation of new technologies and features that
would otherwise be inhibited by form factor, compute, and
sensor integration challenges. The IAP has proved valuable
to understand the challenges and opportunities of augmented
reality technology and further evolution of the platform is
planned in the future to integrate our findings and address new
areas of research.
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Abstract
The paper presents different methods of implementation for Ambisoncs recordings in a wave field synthesis system.
Using the Ambisonics B-format, virtual microphone signals are extracted from the recording. The signals thus
generated can be placed and reproduced at the corresponding positions in the wave field synthesis system. To further
improve the performance of Ambisonics recordings in the system the possibility of sound source localisation using a
sound field microphone is explored. With the presented methods it is possible to determine the position of individual
recorded sound sources and to create a virtual, aligned microphone signal pointing at the source. Reproducing a single
sound source gives good results in the system. When playing multiple sound sources, the problems of ”sweet-spot”
based systems arise.
1. Introduction
The Hamburg University of Applied Sciences maintains the
Interactive Immersive Audiolab (I2A)1, a wave field synthesis
system that is used for interactive audio drama productions as
well as projects by a wide variety of artists.
In order to make content production more convenient for such
systems and even use existing spatial recordings, it would
be helpful to be able to utilize a more common and already
established audio format, such as the Ambisonics format.
Especially the flexibility of Ambisonics recordings should be
made usable in the system. Thus, the production of content
can be facilitated and working with the system will become
more accessible.
Our WFS system was developed by FourAudio 2 and consists
of a rectangular assembly of linear speaker arrays. There are
56 speakers on the long sides of the rectangle and 48 on the
short sides resulting in a total of 208 channels with a spacing
of 10 cm between each speaker. The size of the rectangle is
approximately 5 m by 6 m and the room containing the system
1https://i2audiolab.de/
2http://fouraudio.com
is acoustically optimized.
The microphone used is an Ambeo microphone by
Sennheiser.
Goal of the study is to play back a B-Format Ambisonics
recording in the WFS system in a meaningful way.
In the following we are going to present methods used
to prepare the signals for playback. This is followed by
the presentation of the measurable results. The results are
evaluated and an outlook for future development is given.
2. Extracting the Signal
The first thing that needs to be done to an Ambisonics
recording is to extract a mono signal in a defined direction
φ. This can be done by applying formula (1), [7]:
S = W ·A+ (1−A) · (cosφ ·X + sinφ · Y ) (1)
whereW, X, Y are the corresponding signals of an Ambisonics
B-format:
• W : omnidirectional signal
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• X : figure eight signal on the x-axis
• Y : figure eight signal on the y-axis
Since the WFS system only operates in a horizontal plane, the
Z signal, containing height information of the recording, is
ignored.
The resulting signal S resembles the signal of a virtually
directed microphone oriented to φ degrees. The directional
characteristic can be set by mixing it with the omnidirectional
W signal. The factorA = 0...1 thus controls the characteristic
of the virtual microphone. (A = 0: figure eight; A = 1:
omnidirectional).
The calculated signal can already be used in the WFS system
by reproducing it from a sound source at the chosen angle
φ. This way everything the microphone recorded from the
direction determined by the angle φ can be reproduced from
the same direction in the WFS system.
When trying to reproduce a full 360◦ soundfield this can be
done by aligning multiple sound sources in a circle around the
listening area and playing back signals created with formula
(1). When using this method, the recording angles of the
virtual microphones should be considered. Overlapping of
the recording angles should be held minimal. When using
hypercardioid characteristics (A = 0.25) for example, a setup
with seven microphones with a spacing of 51◦ each would
result in a minimal overlap of recording angles.
By using this method, a reproduction of the recording is
possible. This way the Wave Field Synthesis is emulating a
static positioning of seven loudspeakers. This would create a
surround playback situation with a sweet spot and would not
use the full potential of a WFS system.
It is possible to extract the spatial information of recorded
sound sources from an Ambisonics recording. Thus, a
recorded sound source can be located and played back at
the correct position and the movement of the source can be
reproduced correctly within the playback system.
3. Locating a Sound Source
The location of a recorded sound source can be extracted
from the recording of the sound field microphone. By
calculating the intensity vector I = [IX IY] the direction
of the highest intensity at any moment of the recording can
be determined. The angle φ can now be calculated from the
complex argument of the intensity vector, [7]:
φ = arg(IX + i · IY). (2)
In their paper ”Localization of the Sound Source with the
Use of the First-order Ambisonic Microphone” Wierzbicki et
al. describe three methods of locating sound sources using a
soundfield microphone.
• by using the RMS value,
• by using the phase information of the W signal, or
• by using the product of the sound pressure and velocity
values.
Since a RMS value can not be negative, using it would only
lead to values between 0◦and 90◦. This requires correction to
360◦, therefore this method is not used.
Using the phase information can be problematic since the
capsules of a sound field microphone still have runtime
differences. Despite the compact design of the microphone,
there may occure inaccuracies with this method.
Therefore, we use the third method presented by [7]. It is
assumed that with the W signal the pressure component of
a recorded sound source is present and the X and Y signals
contain the sound velocity information of the corresponding
spatial axes. Since the sound intensity is defined as the
product of sound pressure and sound velocity, the intensity
can be determined as follows:
IX(n) =
∑
n
X(n) ·W (n) (3)
IY(n) =
∑
n
Y (n) ·W (n) (4)
with (n) representing the sample number.
This method results in angles between 0◦and 180◦, which
makes the correction to 360◦ much easier.
To localize a sound source from a recording, we use formula
(3) and (4) to determine IX and IY . With these values the
intensity vector I = [IX IY] is set up and with formula (2) the
angle of the vector is determined. This angle corresponds to
the direction of the highest intensity, which matches with the
direction of the sound source.
The angles calculated as described are transferred to the WFS
system as information for the position of the sound source.
During playback, the signal created with formula (1) is placed
and played back in the system at the appropriate angle. The
position of the sound source corresponds to the position
during recording.
4. Implementation
The software for WFS rendering used in the system called
wonder, was developed by the TU Berlin and under GPL
license. To play back a signal in the system the following
information is needed: The audio signal and the location that
signal should be played from.
Using formula (1) the signal can be produced at the desired
angle. The localisation process described in section (3) is
applied to reproduce the movement of the recorded sound
source. This results in a list of φ values for the duration of
the signal. By using OSC (Open Sound Control) messages the
location of the sound source is communicated to the system.
Since only angles can be determined the distance to the center
of the system was set to 6 m, just outside the radius of
the physical loudspeaker array, to avoid problems that can
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arise when placing sources inside the physical speaker setup.
Synchronicity between the signal and its location is achieved
by starting the playback and the movement at the same time.
Several possible use cases were tested.
Firstly a single sound source at a known angle was recorded.
The mono signal was generated using formula (1) and the
signal is played back from the corresponding position in the
WFS system.
Secondly multiple sound sources are created in a full circle in
an attempt to generate a full 360◦ soundscape. The angles
of the sources are chosen to keep the overlapping of the
recording angles at a minimum.
In order to check the accuracy of the method described in
section 3, a single moving sound source is recorded with the
Ambeo microphone while it is simultaneously being tracked
by an infrared tracking system. Thus a deviation from the
actual position can be determined.
From the recording, angle φ is determined using formulas (3)
and (2) for every 10 ms of the signal. The time interval of 10
ms corresponds to a spatial resolution of approximately 3.34
cm which is suitable for the speed at which the sound source
was moved. The faster the sound source is moving, the shorter
the chosen time interval should be.
For every angle φ, the audio signal is generated using formula
(1). As microphone characteristic we chose a hypercardioid
(A = 0.25) in order to focus the signal on the sound source.
This results in a number snippets of 10 ms length which are
composed together to the final audio signal of the moving
source.
The implementations and their effects on listening impres-
sions were evaluated by listening tests.
5. Results
When playing back a single sound source, the audio signal
only contains the information from the desired angle. This is
clearly audible in the WFS system when comparing the signal
reproduced with a correct φ value to a signal that was aligned
at a different direction.
This method of playback is suitable when playing back the
recording of a single sound source. It is not possible to
reproduce movement via this method.
When using multiple sources for playback (each source with
its individual audio signal) the movement of the sound source
can be heard in the WFS system. With this method the
system is simulating a static loudspeaker positioning. When
the recorded sound source is moving through an area without
a speaker placed, the setup creates a phantom source, similar
to conventional stereo and surround setups. The movement
can be heard and followed by the listener, but only in a
confined area in the middle of the system. If the listening
position lies outside of this ”sweet spot”, locating the signal
becomes difficult and the audio signal jumps between the
virtual speakers. It is possible to implement Ambisonics
Fig. 1: (a): Calculated angles, (b): enlargement of (a), (c): calculated
values after filtering
Fig. 2: Percentage error between calculated and tracked values
recordings in this way and it might be suitable to use them for
ambience recordings. Though it should be avoided to generate
a sweet spot inside a WFS system, as it is a benefit of a WFS
system to not have a ”sweet spot”.
The third method consists in using the location data from the
recording to position the sound source correctly in the WFS
system.
Fig. 1 shows the calculated values for φ. During recording
the source was moved around the microphone in a full circle.
Therefore values between 0◦and 360◦are expected. As Fig.
1 a) shows these values can be extracted from the recording.
When playing back the signal using these values for φ the
sound source is not following a clear path, because the
position of the source in the WFS system is changing rapidly.
These changes in the calculated angles can be seen in fig. 1 b)
and lead to audible artifacts during playback. The calculated
values are therefore smoothed using a low pass filter. Fig. 1 c)
shows the φ values after smoothing. Playing back the signal
using smoothed angle values yields a much better result. The
movement of the source can be followed from any position
inside the WFS system.
Fig. 2 shows the percentage error between calculated angle
φ and the values of the infrared tracking system. Comparing
these values results in a maximum error of about 13 %, with a
significant increase in the error at low signal amplitude.
The filterlength should be chosen as small as possible while
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still being long enough to smooth the data to avoid large jumps
in the position.
6. Summary
We have shown that it is possible and useful to play back
Ambisonics recordings in a Wave Field Synthesis system.
Single audio signals can be extracted from the recording and
played back at the desired position. This method, though
possible, is not recommended for a WFS system since a
soundfield microphone is not required. A simple recording
with a conventional microphone in a dry environment would
yield the same, if not better results.
Distributing multiple signals at their corresponding positions
in a circle leads to a spatial play back utilizing phantom
sources. This method is not recommended, since it shows the
same restrictions of conventional surround setups: a ”sweet
spot” resulting in a confined listening area.
Most promising is the approach of locating the recorded sound
source and transferring the location data to the WFS system.
Locating the sound source with a soundfield microphone is
possible with a small error. When playing back the signal
while controlling the movement accordingly, the result is a
playback situation where the source can be located at the
correct position. Using the system like this, the advantages of
WFS systems consisting of a good spatial localisation inside
the system at any point, are utilized.
Nevertheless, the method to localize the sound source pre-
sented here has its restrictions. Since only the direction of
the source can be calculated, it is not possible to determine
the distance between the source and the microphone. This
could be done by using two microphones and calculating
the intensity vector for each microphone, therefore making it
possible to determine the intersection of those vectors.
Another restriction is the possibility to process only a single
sound source. If the recording contains two or more sources,
the resulting intensity vector does not necessarily point to the
correct source. This would be a task for future development,
since being able to detect multiple sound sources from a single
recording and placing them correctly within the WFS system
would enhance the effect in the system.
7. References
[1] Bates, Enda and Dooney, Sean and Gorzel, Marcin
and O’Dwyer, Hugh and Ferguson, Luke and Boland,
Francis M. : Comparing Ambisonic Microphones—Part
2. Audio Engineering Society Convention 142, 2017
May
[2] Benjamin, Eric and Chen, Thomas: The Native B-
Format Microphone. Audio Engineering Society
Convention 119, 2005
[3] Fohl, Wolfgang: Sound-Perception-Performance. 243–
255, Springer, 2013
[4] Fohl, Wolfgang and Wilk, Eva: Enhancements to a
Wave Field Synthesis System to Create an Interactive
Immersive Audio Environment. Proc. 3rd Int. Conf. on
Spatial Audio, 2015.
[5] Frank, Matthias and Zotter, Franz and Sontacchi, Alois:
Producing 3D Audio in Ambisonics. Proceedings of the
AES International Conference, 2015
[6] Pulkki, Ville: Spatial Sound Reproduction with
Directional Audio Coding. J. Audio Eng. Soc. Volume
55, 2007
[7] Wierzbicki, J. and Malecki, P. and Wiciak,
J.: Localization of the Sound Source with the
Use of the First-order Ambisonic Microphone.
Acta Physica Polonica A, Vol. 123 (2013) DOI:
10.12693/APhysPolA.123.1114
[8] Woszczyk et al.: Tetrahedral Microphone: A Versatile
”Spot” and Ambience Receiver for 3D Mixing and
Sound Design, 2018
© Verband Deutscher Tonmeister e.V., 2019 - 38 -
Proceedings of ICSA 2019 5th International Conference on Spatial Audio 
September 26th to 28th, 2019, Ilmenau, Germany 
Full Reviewed Paper at ICSA 2019 
Presented* by VDT. 
The Distribution of Ambisonic and Point Source Rendering to Ethernet AVB 
Speakers 
S. Devonport1
R. Foss2
1 Rhodes University, South Africa, Email: tonetechnician@gmail.com 
2 Rhodes University, South Africa, Email: r.foss@ru.ac.za 
Abstract 
Point source rendering is used by many object-based audio systems to mix audio objects to loudspeaker arrangements. 
Algorithms such as Distance-Based Amplitude Panning and Vector-Base Amplitude Panning allow for audio objects 
to have their locations rendered with high precision. It has been shown that in the context of loudspeaker rendering, 
point sources rendered with Ambisonics are often spatially blurred. However, Ambisonics does have the advantage of 
being able to create interesting spatial audio effects and ambient scenes can be recorded using Ambisonic microphones. 
This paper intends to highlight the advantages that may be gained by combining Ambisonics with virtual point source 
rendering. It is well known that the processing required for rendering both point source and Ambisonics can have a 
large overhead. To mitigate this, a distributed spatial audio system based on Ethernet AVB and distributed endpoint 
processors is modified to incorporate both point source rendering and Ambisonics.  An example is given of how point 
source rendering can be integrated with Ambisonics using this system with existing software.
1. Introduction
3D immersive audio can be described as the process of 
creating and rendering spatial audio content to a loudspeaker 
arrangement or headphones. With the advent of consumer 
VR/AR systems, there is a need for new tools that are able to 
render both accurate audio objects and spatially realistic 
ambience. Ambisonics has become a defacto standard for 
VR/AR productions and content is now being widely released 
in Ambisonic format designed mostly for headphone 
listening.  When using Ambisonics in headphone listening, 
point sources are able to be rendered with high precision 
however there are some aspects of headphone listening that 
may cause breaks in immersion due to the fact that: 
1. Headphones by design are unable to reproduce
subsonic frequencies that enhance immersion.
2. Headphone based listening is exclusive to the person
wearing the headphones.
One problem that could prevent Ambisonics from being more 
accepted in consumer multichannel speaker systems is the 
spatial precision lost due to spatial blur induced by the 
limitation of the loudspeaker configuration and the listening 
environment [1]. As such, when rendering precise virtual 
point sources to loudspeakers, it would be preferable to use a 
virtual point source rendering algorithm such as distance-
based amplitude panning (DBAP) or vector-base amplitude 
panning (VBAP) [2] [3]. Whilst Ambisonics can cause spatial 
blur of encoded virtual point sources, this can be less 
problematic for Ambisonic recording and spatial ambience 
effects. It seems appropriate then to use point source panning 
in tandem with Ambisonics audio.  
Point source panning using VBAP allows track objects to be 
localized precisely in loudspeaker layouts using loudspeaker 
triplets. These track objects can be fed signals that would 
normally be fed to actual speakers and these objects can now 
be considered ‘virtual loudspeakers’. This concept has already 
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been used in the All Round Ambisonic Decoding (AllRAD) 
technique which uses VBAP generated point sources to 
generate an ideal loudspeaker layout for Ambisonics 
decoding, however, it can also be applied to surround sound 
speaker layout remapping [4]. This allows standard surround 
sound content to be played back alongside Ambisonics and 
object-based audio, on irregular speaker environments. Not 
only does this create interesting creative possibilities, but it 
also allows for backwards compatibility with channel-based 
surround sound content that is currently available in many 
movies and games. 
The ImmerGo spatial audio workstation provides a 
framework to implement such features [5]. It already 
incorporates object-based point source panning with DBAP 
and VBAP, and can be modified to incorporate Ambisonic 
rendering as it uses object metadata to describe loudspeaker 
positions. Its client-server based distributed architecture 
decouples its usage from particular sound source software 
such as a digital audio workstation (DAW), and this enables 
it to be easily integrated into any audio project’s workflow. 
The use of Ethernet AVB and distributed network processors 
mitigates the processing demands of these different rendering 
algorithms and makes it scalable to any number of 
loudspeakers [6]. 
The research in this paper modifies ImmerGo to include both 
distributed virtual point source rendering and Ambisonics 
rendering. The VBAP algorithm is utilized to provide speaker 
remapping that allows for playback of surround sound content 
on irregular loudspeaker layouts and the AllRAD algorithm is 
used to decode up to 4th order Ambisonics to irregularly 
spaced loudspeakers. 
This paper will continue with an overview of channel-based 
audio, object-based audio and Ambisonics, highlighting key 
benefits of each. This will be followed by an explanation of 
how these immersive approaches were merged within 
ImmerGo to create a system incorporating their combined 
benefits. Finally, there will be a description of an installation 
that utilizes this system.  
2. Representations of 3D Immersive
Audio
Channel-based audio (CBA), object-based audio (OBA) and 
scene-based audio (SBA) are representations used in current 
state-of-the-art immersive audio rendering systems. These 
have been developed to simplify the process of creating and 
distributing spatial audio content correctly to different 
loudspeaker arrangements. Each of these representations 
lends themselves to different rendering procedures that are 
required to generate and feed audio sources to loudspeakers. 
Currently, there are a few systems available that have been 
developed to render these different representations alongside 
each other, notably the MPEG-H Renderer, the European 
Broadcast Union (EBU) ADM Renderer (EAR) which is now 
being implemented in the ITU-R BS.2127 [7] [8] [9] [10].  
2.1. Channel-Based Audio 
CBA can be considered a ‘loudspeaker first’ spatial audio 
technique. A content creator will mix composition into a 
multichannel wav file. It assumes the loudspeaker 
arrangement used for playback will be the same loudspeaker 
arrangement that was used when generating the mix. This has 
led to the well-known ITU surround sound loudspeaker 
arrangements used in home theatre [11]. This format requires 
a relatively simple rendering procedure, as there is a one to 
one mapping between audio channel and loudspeaker. 
While the CBA format has worked relatively well in 
consumer audio distribution, it has avoided dealing with the 
problem of non-standard loudspeaker configurations: if you 
play a CBA mix to an irregular layout of loudspeakers, there 
is a good chance it will not sound the way the content creator 
intended. There are solutions available that mitigate this such 
as the MPEG-H renderer which provides tools that can 
translate between different CBA layouts [12].  
2.2. Object-Based Audio 
Object-oriented distribution formats have been developed to 
allow for spatial audio playback to be compatible with any 
loudspeaker arrangement by using powerful processors that 
render the spatial audio content at playback time. The object-
based format incorporates audio sources, the positional 
information of these sources and the loudspeaker playback 
environment. This has been aptly named OBA. OBA 
represents each audio channel associated with location, spread 
and directionality metadata. When creating object-based 
audio content, the metadata allows the spatial scene to be 
rendered correctly on non-standard and standard loudspeaker 
arrangements alike [13]. At the playback stage, the metadata 
associated with an audio channel is fed into an algorithm that 
generates the loudspeaker feeds so that the audio channel is 
correctly positioned in 3D space. 
OBA has been incorporated in systems such as Dolby Atmos, 
DTS:X and Auro3D. It comprises a significant part of the 
MPEG-H 3D Audio standard. The EBU has released an open 
source Audio Definition Model (ADM) metadata format that 
has been a resource for the ITU Audio Definition Model [14] 
[15] and is used by the open source EAR renderer and the
ITU-R BS.1770 [16]. 
There are a variety of object-based rendering algorithms that 
can be used to render audio object positions according to their 
metadata, most notably VBAP and DBAP. While both these 
algorithms render audio objects using metadata there are 
differences in how they render the audio in relation to the 
listening position. VBAP assumes there to be a listener 
centred at an origin point or sweet spot, whilst DBAP does not 
assume this.  
2.3. Scene-Based Audio and Ambisonics 
SBA could be considered a combination of CBA and OBA 
[9]. It encodes an infinite number of audio objects into a 
known set of audio channels known as the audio scene. This 
encoded format is loudspeaker agnostic and the format must 
be decoded at the loudspeaker endpoint to be heard correctly 
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[17]. There are different formats that describe the Ambisonic 
soundfield, however, it has become a standard to use the 
AmbiX format which is output by various plugins and is the 
format used in the research in this paper  [18] [19]. 
Ambisonics uses a set of encoding functions based on the 
spherical harmonic transform functions [20]. These functions 
are used to encode the positions of audio objects that lie on a 
sphere into a finite set of audio channels called the Ambisonic 
soundfield. An Ambisonic soundfield can be captured using 
Ambisonic microphones, or synthesized by multiplying a 
mono channel by each encoder function to form the 
Ambisonic encoded audio channels.  
The number of channels in the encoded signal is proportional 
to the order according to: 
𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 =  (𝑜𝑟𝑑𝑒𝑟 +  1)2 
1st order content is sometimes referred to as B-format and has 
four channels, and higher order content has more, with higher 
order content having a higher spatial resolution [21]. 
An in-depth discussion into the decoder formulation is 
omitted as it has already been covered in depth in numerous 
other publications [22]. However, it is important to know that 
at the decoding stage, these audio channels are summed 
together and fed to loudspeakers according to decoder scaling 
values that are calculated according to the loudspeaker 
position. These decoder values ensure that all the 
loudspeakers are playing audio from the Ambisonic signal, 
with the sound scene directionality being induced by the 
weighting and phase inversions of each audio signal from the 
encoded Ambisonic soundfield. Since all the loudspeakers are 
playing at once, the decoding can cause some spatial blur 
when listening to Ambisonic content on loudspeaker arrays 
with insufficient, incorrectly spaced loudspeakers, or when 
listening at an off-centre position [23].  
Due to the geometrical nature of Ambisonics, the encoded 
channels are also able to be manipulated and transformed 
efficiently in real-time using processing matrices. This is 
particularly useful in headtracked environments for 
headphone reproduction of VR audio. This feature has also 
allowed for interesting and efficient Ambisonic effects to be 
created [24]. These effects are easily incorporated into 
workflows currently used for media production [25]. As well 
as this, there are a variety of Ambisonic based processors that 
have been developed for both game audio engines 1 and digital 
audio workstations 2 3. 
In the last few years, many Ambisonic microphone arrays 
have been released that can be used to record spatial audio that 
can be played alongside VR games and video. The majority 
of these microphones are in a tetrahedral arrangement that 
records in A-format, which is converted to the B-format used 
1
https://www.audiokinetic.com/library/edge/?source=Help&id=usin
g_ambisonics_in_plugins 
2 IEM plugins - https://plugins.iem.at/ 
in Ambisonics. These microphones capture ambience and 
directionality sufficiently accurately, however higher order 
microphones capture sound field directionality more 
accurately. There is also the well-known Eigenmike 4 which 
is a 32-channel microphone array that is able to generate 
higher order Ambisonic files up to 4th order. Some free-to-
download Ambisonic recordings made with the Eigenmike 
known as the Eigenscape can be found online [26]. 
Of considerable interest is that these microphones are able to 
capture a 3D directional impulse response of an environment 
that can be used as a convolution filter for other Ambisonic 
encoded content. These so-called Directional Room Impulse 
Responses (DRIRs) provide accurate 3D modelling of 
acoustic spaces [27]. Recently, a few databases of DRIRs 
have been converted into the Spatial Oriented Format for 
Acoustics (SOFA) convention [28] [29]. SOFA provides a 
standardized format which can be used interchangeably 
between different systems. This provides a promising basis 
for the growth of these applications in the future. 
3. ImmerGo Spatial Audio Workstation
The ImmerGo spatial audio workstation provides a client-
server-based approach to immersive audio rendering and is 
built on web technologies [5]. It allows a user to render the 
location of multiple virtual point sources in an environment 
using any device with a browser. ImmerGo’s approach to 
immersive audio rendering employs a distributed processing 
model that moves the final audio rendering processing out to 
multiple endpoint processors attached to loudspeakers. Each 
processor is dedicated to the loudspeaker it is attached to. This 
ensures a scalable solution, as any loudspeaker added to the 
loudspeaker array also incorporates the additional processing 
power.  
As shown in Fig. 1, a user is able to select a track and control 
its position, level and spread angle within the loudspeaker 
array. ImmerGo also can control a DAW transport using an 
internal MIDI bus. As well as this, track object metadata 
parameters are able to be recorded and automated according 
to the internal clock or MIDI timecode from an external 
source. When playing this automation, the ImmerGo track 
object model is updated according to MIDI time code quarter 
frames at roughly 8ms intervals. 
3.1. ImmerGo Track and Room Object Model 
Shown in Table 1 is ImmerGo’s track object model. This 
model contains parameters which are used by the renderer to 
generate mixing values used for the endpoint processors that 
mix the spatial composition correctly. The dynamic 
parameters are able to be changed in real-time using the 
ImmerGo UI. The track ID does not change.   
2 SPARTA/COMPASS plugins - 
http://research.spa.aalto.fi/projects/sparta_vsts/plugins.html 
4 Eigenmike - https://mhacoustics.com/products 
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 Fig. 1: The ImmerGo Client. 
Table 1: The ImmerGo Track Object Model 
The loudspeaker object model shown in Table 2 is used by 
the spatial audio renderer to calculate the correct loudspeaker 
signals for a particular audio channel. Loudspeakers are able 
to be positioned using the ImmerGo UI which generates the 
loudspeaker object metadata. Each audio channel fed to the 
loudspeaker is able to be scaled and delayed.  In this research, 
only the scaling function is used.  
Table 2: The ImmerGo Loudspeaker Model 
3.2. Ethernet AVB 
The loudspeaker processors interface to an Ethernet AVB 
network. The Ethernet AVB standard provides the framework 
to allow for a synchronous real-time audio network. It adds 
two standards on top of three older standards to enable the 
appropriate quality of service for real-time audio delivery and 
control. These are the 1722 Audio Video Transport protocol 
(AVTP) and the 1722.1 Audio Video Discovery, 
Enumeration, Control and Connection Management protocol 
(AVDECC)  [30] [31].  
These provide two important benefits that are used 
extensively by the ImmerGo system: 
1. AVTP provides the ability to stream multichannel
audio synchronously to multiple loudspeaker
processors distributed on a network.
2. AVDECC provides the ability to control multiple
loudspeaker processors distributed on a network in
real-time using the AVDECC Enumeration and
Control Protocol (AECP).
3.3. Distributed Endpoint Processors 
Each distributed loudspeaker processor used by ImmerGo 
contains an XMOS microcontroller and SHARC DSP chip 
[32] [33]. This provides each loudspeaker processor with the
capability to have audio mixed in real-time according to the
output of various spatial audio rendering algorithms housed
within the ImmerGo server. Furthermore, the processors and
speakers are able to be powered over Ethernet using the PoE+
protocol.
A core component of the endpoint processor is its multi-in 
multi-out (MIMO) mixer matrix that is controlled using the 
AECP protocol. The MIMO mixer can scale and phase invert 
each of the 32 channels of audio coming from the Ethernet 
AVB stream before summing them to either two loudspeakers 
attached to the processor. The values used to scale the output 
are generated by the ImmerGo server according to object 
metadata.  
4. Modifications to ImmerGo
As shown in Fig. 2 below, ImmerGo’s UI and spatial audio 
renderer is modified to include the capability to control and 
render higher order Ambisonics alongside VBAP and DBAP. 
This allows for a variety of Ambisonics recordings and effect 
chains to be played alongside virtual point source rendered 
content. Other AVB interfaces with live feeds are also able to 
be included in the network using the native Apple AVB 
virtual entity.  
We see in orange the live audio feed from a microphone 
passing through the network to the DAW. Within the DAW, 
the live feed can be processed and streamed out alongside 
other audio content housed within the DAW shown in green. 
When a user interacts with a track object, Ambisonics decoder 
or speaker remapping function on the UI, the updates are sent 
over a web socket which is then parsed within the server. The 
server’s renderer then uses these parameters to render mixer 
values for the loudspeaker processor mixer matrices which are 
sent to the endpoint processors using AVDECC AECP 
messages.  
There were three main considerations taken into account 
when implementing these modifications:  
1. The mixer matrix limit of 32 channels.
2. Changes to listening position across different
speaker environments.
3. Speaker remapping using point source rendering.
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Fig. 2: Modifications to the ImmerGo system to include 
Ambisonics decoding and speaker remapping control. 
4.1. Audio Transport Allocation to the Mixer 
Inputs 
As shown in Fig. 3, the audio transport bus is split into three 
sub-busses that are fed the appropriate audio channels 
pertaining to the style of rendering being performed. The 
audio channel allocation is changed dynamically according to 
the number of channels required for each rendering algorithm. 
Because of this, there is a channel allocation trade-off. The 
higher the order of Ambisonic decoding, the less available 
channels there are for the point source rendering that is used 
for OBA and CBA content.  This is realised in how a user can 
interact with the UI. If a part of the audio transport is 
dedicated to Ambisonics, the user is unable to interact with 
that channel using the typical track object controls. However, 
if a part of the audio transport is dedicated to channel-based 
content, the user is able to fine tune the virtual speaker object 
position. 
Fig. 3: Channel allocation from the audio source to the 
Ethernet AVB stream. 
Fig. 4: Channel allocation of AVB stream with control 
message from ImmerGo to each endpoint mixer matrix. 
Fig. 4 above shows how each endpoint mixer matrix input is 
fed according to the channel allocation given by the sub-bus 
components for each rendering algorithm. The channel-based 
audio that renders surround sound content was placed first, 
with object-based speaker remapping applied. Then dynamic 
object-based tracks were placed second and the rest of the 
transport was dedicated to the Ambisonic encoded signals. 
The mixer inputs dedicated to each format then had their 
mixer crosspoints updated according to the correct values 
pertaining to the rendering algorithm. 
4.2. Surround Sound Speaker Remapping 
As has been shown by the AllRAD approach, virtual point 
sources created using VBAP are able to be used as ’virtual 
loudspeakers’ [4]. This concept is used to provide ImmerGo 
with the capability to playback channel-based content. By 
assigning a particular loudspeaker signal from the CBA 
content to a track object, the loudspeaker feed is able to be 
played from that position. In order to achieve this in practice, 
a central origin is needed so that each object is rendered to the 
correct location in the array. This origin position is known as 
the listening position and is calculated as the midpoint of the 
maximum and minimum (x,y,z) locations of the loudspeakers 
in the array. 
DBAP would also be able to pan a virtual source, however, 
the algorithm is based on loudspeaker energy distribution 
such that all the loudspeakers are required to play the audio to 
keep a constant energy level. VBAP provides more precise 
point sources when compared to DBAP since only 3 speakers 
are active at once. 
The option to ‘remap speakers’ is provided in the user 
interface as shown in Fig. 5. When selecting this option, 
controls are shown that are used to set the desired loudspeaker 
configuration using virtual point sources panned with VBAP, 
as well as control the bass management level. A selection of 
mono, stereo, 2.1, 4.1, 5.1 and 7.1 are currently available. The 
vertical offset of the listening position can be controlled using 
the vertical offset slider.  This is used in case the virtual source 
positions are not in the same plane as the listener position. The 
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track buttons are then changed to give the user feedback about 
which surround channels are mapped to which location.  
 Fig. 5: Speaker remap control using ImmerGo. 
4.3. Ambisonics Decoder Control 
Traditional Ambisonics requires very strict loudspeaker 
layouts such as cubes or icosahedrons however in recent 
years, the AllRAD approach has been developed to overcome 
this limitation. It makes use of virtual point source panning 
using VBAP to create ‘virtual loudspeakers’ in the layout of 
T-designs that Ambisonics encoded signals are able to map to
successfully [4]. This solution allows for Ambisonics to be
decoded to irregular loudspeaker layouts. In order to have
ImmerGo compatible with different layouts, this approach
was employed.
ImmerGo was modified to incorporate the Spatial Audio 
Framework (SAF) 5 which has recently been developed at 
Aalto University and provides an AllRAD solution. SAF is 
able to generate AllRAD Ambisonics decoder values with 
maxRE weightings up to 7th order AmbiX for any speaker 
layout. On suboptimal layouts where the convex hull 
calculation results in large changes of gain values, an 
‘imaginary’ loudspeaker is added either directly above or 
below the loudspeaker array to ensure a balanced energy 
distribution [4].  
In order to use the features provided in SAF, NodeJS bindings 
were developed that allowed for data to be passed between the 
ImmerGo server’s NodeJS runtime and the SAF library. Due 
to the limit imposed by the endpoint mixer matrices, a 
maximum of 4th order (25 channels) was allowed.  
When solving for the loudspeaker directions the listening 
position is selected as the centre of the loudspeaker array. 
From there, vectors are drawn to the loudspeakers and these 
5 https://github.com/leomccormack/Spatial_Audio_Framework 
are used to solve for the loudspeaker directions. Each 
loudspeaker direction is then passed to SAF which calculates 
the AllRAD decoder values. These values are then sent to the 
endpoint mixer matrices at which point the track object 
control in the ImmerGo UI becomes disabled to the user. The 
Ambisonic decoder controls are found in a sub menu. 
ImmerGo’s Ambisonic controls are shown in Fig 6. below. 
Loudspeaker environments may change and as such, the 
listening position also needs to be adjustable. If the initial 
point of origin is incorrect for the loudspeaker array, the sound 
scene can sound weighted unevenly in the vertical plane. As 
such, the ability to change the listening position vertical offset 
is provided, and is different from the vertical offset parameter 
of the speaker remapping option. When changing this control, 
the AllRAD decoders are recalculated, with the loudspeaker 
directions shifted according to the change in the origin. The 
result is the impression that the origin of the Ambisonic 
soundfield has shifted vertically in the loudspeaker array. 
Along with these controls is the option to convert from 3D 
normalised and a semi-normalized (N3D or SN3D) 
normalization scheme [4]. 
The Ambisonic soundfield is also able to be rotated using the 
relevant yaw, pitch and roll sliders. A bass management 
control is provided allows for changes to the volume of the 
omnidirectional component of the Ambisonic encoded signal 
feeding the subwoofers.  
Fig. 6: Ambisonics decoder control using the ImmerGo UI. 
5. Combining Ambisonics with Virtual
Point source Rendering
To demonstrate the benefits of combining these algorithms, a 
system that combines the modified ImmerGo system with the 
Reaper DAW has been created, although any other audio 
software could be used. A score was built that made use of 
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point source panning, speaker remapping and Ambisonics. It 
consisted of a male voice, Ambisonic nature recording, 5.1 
sound effects, and track objects that were used to move 
particular sound sources within the Ambisonic scene. 
The score intended to recreate more precisely the sound of a 
voice being inside a natural soundscape. Ambisonic 
recordings of a nature scene and DRIRs were captured, using 
the H3-VR microphone. This recording was used alongside 
the point source and 5.1 content. Mixed into the Ambisonic 
bus were other audio effects generated by Ambisonic plugins 
to create spatial echoes and virtual source position 
modulations, some of which were convolved with Ambisonic 
DRIRs taken in different environments. 
The channel allocation for the content in this score is: 
1. Channels 1-6: Previously created 5.1 sound effects
including close miked natural sounds such as leaves
rustling and animal sounds.
2. Channels 7-16: Track with different spot mikes of
birds and bug sounds.
3. Channels 29-32: 1st order AmbiX recordings from
the H3-VR microphone mixed with other 1st order
Ambisonic spatial effects of birds.
The project was run as follows: 
1. At startup, the speaker configuration was input to
the ImmerGo system using the mobile device GUI.
2. These positions were used by the SAF to calculate
and update the endpoint mixers for the Ambisonic
decoders according to the loudspeaker positions
3. The speaker remapping was set to use 5.1 rendering.
4. The Ambisonic decoder was adjusted according to
the content’s format.
5. The audio content was played from the DAW and
track objects were able to be controlled alongside
the Ambisonic and surround sound content.
This system highlights some key benefits when combining 
these various techniques to create an immersive audio 
soundscape. The following capabilities are provided: 
• Virtual point source panning using DBAP and
VBAP.
• 5.1 surround sound content playback.
• 3D Ambisonic recordings for the rendering of spatial
audio recordings.
• Ambisonics effect processing for efficient spatial
audio effects.
Fig. 7 below shows how these were combined using ImmerGo 
along with the Reaper DAW. The Ambisonic decoder was 
able to decode the Ambisonics recordings and effects that 
were summed into the Ambisonics transport bus. As well as 
this, the speaker remapping option allowed for the channel-
based content to be rendered on the irregular layout. 
Furthermore, individual track objects were able to be moved 
around the speaker array according to automation tracks. 
Fig. 7: Object metadata controlling the ImmerGo point 
source renderer alongside Ambisonics rendering. 
6. Conclusion
This paper has covered the various representations of 
immersive audio with their associated rendering algorithms. 
This information was used to modify the ImmerGo spatial 
audio workstation so that it is able to perform rendering for 
channel-based, object-based and scene-based audio alongside 
each other. In particular, sub menus were added that provide 
the necessary controls for speaker remapping and Ambisonic 
decoder setup. A possible project layout that incorporates the 
rendering of channel-based, object-based and Ambisonic 
content alongside one another is given. This project highlights 
how a rich combination of channel-based audio, point source 
panning and Ambisonics effects can be rendered 
simultaneously. 
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Abstract
Determining full-spherical individual sets of head-related transfer functions (HRTFs) based on sparse measurements
is a prerequisite for various applications in virtual acoustics. To obtain dense sets from sparse measurements, spatial
upsampling of sparse HRTF sets in the spatially continuous spherical harmonics (SH) domain can be performed by an
inverse SH transform. However, this involves artifacts caused by spatial aliasing and order truncation. In a previous
publication we presented the SUpDEq method (Spatial Upsampling by Directional Equalization), which reduces these
artifacts by a directional equalization prior to the SH transform. Generally, apart from the spatial resolution of the
HRTF set, measurement inaccuracies, for example caused by displacements of the head during the measurement, can
influence the spatial upsampling as well. By this direction-depending temporal and spectral deviations are added to
the dataset, which in the process of spatial upsampling can cause artifacts comparable to spatial aliasing errors. To
reduce the influence of the distance inaccuracies, we present a method for distance error compensation that performs
an appropriate distance-shifting of the measured HRTFs. Determining the required values for the shift benefits from
the directional equalization performed by SUpDEq and results in time-aligning the directionally equalized HRTFs.
We analyze the influence of the angular and distance displacements on spectrum, on interaural cues and on modeled
localization performance. While limited angular inaccuracies only have a low impact, already small random distance
displacements cause strong impairments, which can be significantly reduced applying the proposed distance error
compensation method.
1. Introduction
A spatial presentation of sound sources is a fundamental
element of virtual acoustic environments (VAEs). For this,
monaural and binaural cues, which are mainly caused by the
shape of the pinna and the head, need to be considered. In
many headphone-based VAEs, head-related transfer functions
(HRTFs) are applied to describe the sound incidence from a
source, which is typically in the far-field, to the left and right
ear incorporating both, monaural and the binaural cues.
A high number of HRTFs is required to adequately capture
these cues for all directions of incidence. Complete sets of
HRTFs measured on a spherical grid can be described in
the spherical harmonics (SH) domain by a decomposition
into spherical base functions of different spatial orders N ,
where higher orders correspond to a higher spatial resolution
[15, 18]. Describing sparse HRTF sets in the SH domain
results in a limited order and incorporates an incomplete
description of the spatial properties. This results in spatial
aliasing and truncation errors. To completely consider these
properties, an order N ≥ kr with k = ω/c, and r being the
head radius is required [7, 14]. Performing a nearly perfect
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Fig. 1: Block diagram of the SUpDEq method. Left panel: A sparse HRTF set is equalized on the corresponding sparse sampling grid before
transformed to the SH domain with N = Nlow. Right panel: The equalized set is de-equalized on a dense sampling grid. If required, the
resulting dense HRTF set can again be transformed to the SH domain with N = Nhigh.
interpolation for frequencies up to 20 kHz leads to N = 32
requiring at least 1089 measured directions when assuming
r = 8.75 cm and c = 343 m/s.
Different studies analyzed artifacts caused by spatial upsam-
pling of sparsely measured HRTF sets to a dense sampling
grid or examined methods to reduce these artifacts (e.g.
[5, 7, 9, 19]). In this context, we recently introduced the
SUpDEq (Spatial Upsampling by Directional Equalization)
method [12], which removes frequency-dependent ITDs and
ILDs as well as elevation-dependent spectral features from the
HRTFs. For this we apply spectral division (equalization) to
the HRTFs with a corresponding equalization function prior to
the SH transform. A directional rigid sphere transfer function
(STF) can be used here as equalization function, resulting in
a significantly reduced spatial order N . After spatial upsam-
pling, a de-equalization by means of a spectral multiplication
with the same equalization function is performed to recover a
spatially upsampled HRTF set.
Generally speaking, the use of the proposed method is espe-
cially advantageous for measuring sets of individual HRTFs
which, for example, provide a better localization accuracy
in the median plane than non-individual ones [8]. However,
measuring such datasets in a simple procedure with a cheap
measurement setup, and under non-ideal room-acoustical con-
ditions is a challenging task. In previous papers we already
analyzed the suitability of the SUpDEq method for individual
HRTF sets [13] and investigated to what extent the use of low-
cost loudspeakers in reflective environments affects the HRTF
measurements [11].
In this paper we analyze another critical issue. The po-
sitioning accuracy of the subject in the array during the
HRTF measurement can result in distance and angular er-
rors. These inaccuracies can on the one hand be caused
by a constant shift of the listener’s center position while
measuring. For example, in [4] it is shown that such shifts of
the listener position significantly increase the required spatial
order of the HRTF set. To compensate for this, methods
for recentering the receiver by appropriate postprocessing
of the measured dataset have been developed [16]. On the
other hand these shifts can be non-systematic and thus be
independent of the measured directions, resulting in (nearly)
randomly distributed distance and angular inaccuracies. Such
deviations in the measured HRTFs might be observed with
sequential HRTF measurements. Furthermore, when tracking
the listener’s position and orientation in such a procedure, the
inaccuracies of the tracking device can as well be regarded as
being randomly distributed.
To investigate the influence of positioning inaccuracies on
spatial upsampling, we performed a study which compares
spatially upsampled sparse HRTF sets to a reference sampled
on a dense grid. We analyze the influence of angular and
distance errors regarding spectral differences, binaural cues
and modeled localization performance. Furthermore, we
investigate to what extent a method compensating the distance
errors can enhance the performance. Thus the result of this
study can help to obtain required boundary conditions for
performing HRTF measurements.
2. Method
The SUpDEq method has been described and evaluated in
detail in [12]. In the following we thus only briefly outline
the basic concept. The corresponding block diagram is given
in Fig. 1. First, the sparse HRTF set HHRTF measured at
S sampling points Ωs = {(φ1, θ1), . . . , (φS , θS)} is equal-
ized direction-dependently with an appropriate equalization
dataset HEQ
HHRTF,EQ(ω,Ωs) =
HHRTF(ω,Ωs)
HEQ(ω,Ωs)
. (1)
While generally different equalization datasets can be applied,
in this study a rigid sphere transfer function (STF) is used
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which describes an incoming wave on a rigid sphere [18,
p. 227]. The radius of the sphere corresponds to the
physical dimensions of a human head and an ear position
of φ = ±90◦ and θ = 0◦ is considered. The STF can
thus be regarded as a simplified HRTF set featuring basic
temporal and spectral components but without information on
the shape of the outer ears or the fine structure of the head.
Thus, by the equalization a time-alignment of the HRTFs is
performed and direction-dependent influences of the spherical
shape of the head are compensated. The equalization with the
STF indeed leads to considerably reduced spatial dependency
in HHRTF,EQ and aims at minimizing the required order for
the SH transform. As the equalization dataset HEQ can be
described analytically, it can be determined at a freely chosen
maximal order, typically Nhigh ≥ 35. The SH coefficients
for the equalized sparse HRTF set HHRTF,EQ are obtained by
applying the SH transform to the equalized HRTFs up to
an appropriate low maximal order Nlow, which corresponds
to the maximal order that can be resolved by Ωs. Then
an upsampled HRTF set ĤHRTF,EQ is calculated on a dense
sampling grid Ωd = {(φ1, θ1), . . . , (φD, θD)}, with D 
S by using the inverse SH transform. Finally, HRTFs are
reconstructed by a subsequent de-equalization by means of
spectral multiplication with a de-equalization dataset HDEQ
ĤHRTF,DEQ(ω,Ωd) = ĤHRTF,EQ(ω,Ωd) ·HDEQ(ω,Ωd) . (2)
For de-equalization, again the STF can be used. This last
step recovers energies at higher spatial orders that were
transformed to lower orders in the equalization. HHRTF =
ĤHRTF,DEQ holds if Nlow and Nhigh are chosen appropriately.
Energy which, after the equalization, still is apparent at high
modal orders N > Nlow is irreversibly mirrored to lower
orders N ≤ Nlow. Thus we obtain HHRTF ≈ ĤHRTF,DEQ.
3. HRTF Datasets
We used HRTFs of a Neumann KU100 dummy head mea-
sured on a dense Lebedev grid with 2702 sampling points
which can be used for SH processing at a sufficient order of
N = 35 for the evaluation [6]. The SH representation of the
dataset served as the reference in our investigations. From this
reference set we generated various sparse HRTF sets which
were required as input data for the evaluation. First the sparse
HRTF sets varied regarding the accessible spatial order N.
These sets were obtained in the same way as described in [12]
by spatially subsampling the reference set in the SH domain
by means of the inverse SH transform. Furthermore, in order
to create datasets incorporating positioning inaccuracies, we
randomly varied the distance for each measured direction in a
range of ±∆rmax to the reference distance of R = 2m. To
perform the distance shifts we used a method which is based
on the SUpDEq method [2]. Instead of an incident plane
wave (representing a sound source in the far-field), an STF
for a spherical wave (point source) at the reference distance
of R = 2m is used for the equalization and a spherical
wave at R′ = R + ∆r for the de-equalization. By this,
both the phase and the amplitude are appropriately adapted
to the changed distance. To consider angular inaccuracies, we
randomly modified the directions for which we determined the
HRTFs from the dense HRTF set equally-distributed within a
solid angle of ∆φmax.
It is worth noting that we chose randomly distributed devia-
tions because they showed in informal pretests the highest im-
pact on the spatial upsampling. Furthermore, such deviations
are on the one hand typical, when the subject moves slightly
between each of the sequentially measured directions or turns
the head not exactly to the target direction. On the other
hand measurement errors of a head-tracking device, used to
determine the exact subject position and orientation during an
HRTF measurement can be regarded as well being randomly
distributed.
Accordingly we created datasets considering maximal dis-
tance deviations of ∆rmax = 1 cm, 2 cm, 5 cm and maximal
angular deviations of ∆φmax = 2 ◦, 5 ◦, 15 ◦ by spatially
downsampling of the reference set for 15 sparse sampling
grids – Lebedev grids with 6, 14, 26, 38, 50, 74, 86, 110, 146,
170, 194, 230, 266, 302, and 350 sampling points – equaling
(limited) orders of N = 1− 15. For each of these conditions,
we generated SH coefficients which we used for the further
evaluation. Thus, both order-limited and de-equalized sets
were always based on the respective sparse grid.
While the order-limited (OL) datasets were obtained with an
SH interpolation without any pre- or postprocessing, we used
the Matlab-based implementation of the SUpDEq method
as described in [12] to obtain the de-equalized HRTF sets
(DEQ). The radius for the rigid sphere model was calculated
according to Algazi et al. [1] based on the dimensions of the
dummy head, resulting in a radius of r = 9.19 cm. Finally the
HRTFs of the test grids used in the evaluations were obtained
via the inverse SH transform of the order-limited dataset or
the de-equalized dataset at the respective positions.
4. Evaluation
4.1. Spectrum
First we analyze the spectral deviations to the reference set as
a function of N on a Lebedev grid with T = 2702 sampling
points as test sampling grid Ωt = {(φ1, θ1), . . . , (φT , θT )}.
For this the frequency-dependent spectral differences per
sampling point were calculated in dB as
∆g(ω,Ωt) = 20lg
| HHRTF,REF(ω,Ωt) |
| HHRTF,TEST(ω,Ωt) | , (3)
where HHRTF,REF is the left ear HRTF extracted from the
reference set and HHRTF,TEST the one extracted from the order-
limited or the de-equalized datasets at each sampling point
Ωt. Then the absolute value of ∆g(ω,Ωt) was averaged
across across all sampling points Ωt to obtain the frequency-
dependent measure ∆Gf (ω) (in dB)
∆Gf (ω) =
1
nΩt
nΩt∑
Ωt=1
| ∆g(ω,Ωt) |, (4)
and across ω and Ωt, resulting in a single value ∆G (in dB)
describing the spectral difference
∆G =
1
nΩt
1
nω
nΩt∑
Ωt=1
nω∑
ω=1
| ∆g(ω,Ωt) | . (5)
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Fig. 2: Mean spectral differences ∆G in dB (left ear) between reference HRTF set (N = 35) and the datasets with angular and distances
inaccuracies depending on the order N . Red: order-limited datasets (OL), Blue: de-equalized datasets (DEQ). (a) Influence of the angular
inaccuracies ∆φmax, (b) Impact of distance inaccuracies ∆rmax. The color saturation corresponds to the size of the error.
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Fig. 3: Spectral differences ∆Gf (ω) in dB (left ear) of spatially upsampled datasets (color saturation corresponds toN ) to the reference HRTF
set (N = 35). Red: datasets without positioning inaccuracies, Blue: datasets with angular errors or distance inaccuracies. (a,b) Results for the
order-limited sets (OL), (c,d) Results for the de-equalized sets (DEQ). (a,c) Influence of the angular alteration ∆φmax = 5◦, (b,d) Influence of
the distance shifts ∆rmax = 2cm.
Fig. 2 shows ∆G depending on the orderN both for the order-
limited datasets and the de-equalized datasets, that means
without and with the SUpDEq processing. Data for angular
deviations of 2◦, 5◦ and 15◦ as well as for distance deviations
of 1 cm, 2 cm and 5 cm is given. Generally, for the order-
limited datasets, angular and distance deviations have only a
minor influence on ∆G. For de-equalized HRTF sets angular
inaccuracies of up to ∆φmax = 5◦ result in a slight increase
of ∆G. Only for ∆φmax = 15◦ a strong influence already
at low orders N can be observed (Fig. 2 a). On the contrary,
distance inaccuracies strongly affect the de-equalized datasets
(Fig. 2 b). Already for small ∆rmax, the spectral differences
increase, especially at higher spatial orders N . For example,
at N = 7 and ∆rmax = 1 cm the increase is about 1.5 dB.
Fig. 3 shows the spectral differences over frequency. While
the influence of angular deviations is minor for N = 4 and
N = 7 it causes an increase for higher orders. However,
the deviations are below 1 dB in all cases for frequencies
up to 10 kHz. On the contrary, the influences of distance
inaccuracies are much larger. Errors of ∆rmax = 2 cm
strongly deteriorate the spectrum both for the de-equalized
and the order-limited datasets. Furthermore, the inaccura-
cies nearly completely outweigh the benefit of the SUpDEq
method, especially for higher orders. Thus, when perform-
ing HRTF measurements, distance inaccuracies between the
sound source and the human head need to be avoided.
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Fig. 4: ILDs and ITDs in the horizontal plane. Black: Reference HRTF set, Red: Datasets without positioning inaccuracies, Blue: Datasets
with altered angles ∆φmax = 5◦ or distances ∆rmax = 2 cm. In the upper line (a–d) the results for the order-limited datasets (OL) are
shown, in the lower one (e–h) the ones for the de-equalized sets (DEQ). The angle represents the azimuth φ of the sound source. The radius
describes the magnitude of the level differences (in dB) or time differences (in ms). The left two rows (a,b,e,f) shows the results for the angular
deviations and the right rows (c,d,g,h) the ones for the distance inaccuracies.
4.2. Binaural cues
In Fig. 4 the interaural level differences (ILDs) and the
interaural time differencs (ITDs) are shown. For the order-
limited sets (Fig. 4 (a–d)), differences of the ITDs and ILDs
to the reference vary most depending on the spatial order N .
The maximal deviations from the reference are up to 4 dB
for the order-limited sets at N = 7 and more than 8 dB at
N = 4. For the lateral sound incidence variations in ITDs
of up to 0.1 ms at N = 4 occur. While the influence of the
angular inaccuracies is minor, the distance error affects the
ILDs, but however does not generally lead to a strong increase
of the error. As shown in Fig. 4 (e–h) for the de-equalized
datasets (DEQ), the ITDs are only slightly affected by the
positioning inaccuracies. On the contrary, the considered
distance inaccuracies of 2 cm strongly influence the ILDs and
lead for lateral sound incidence to deviations of 4 dB atN = 4
and of about 2 dB at N = 7.
4.3. Localization performance
To analyze the impact of the distance and angular inaccuracies
on localization performance in the median sagittal plane, we
used the model from Baumgartner et al. [3]. The model
compares the spectral structure of a reference HRTF set to
a set of test HRTFs and calculates a probabilistic estimate of
the perceived sound source location. Based on this estimate,
the polar RMS error is determined which describes the ex-
pected angular error between the actual and perceived source
positions. Additionally, it determines the quadrant error rate
specifying the rate of front-back or up-down confusions. To
estimate the localization performance in the horizontal plane,
we used the model from May et al. [10] which weighs the
frequency-dependent binaural cues (ILDs, ITDs) to estimate
the azimuthal position of a sound source based on a trained
Gaussian mixture model. A lateral error can be calculated
by comparing the intended and the estimated source position.
We used the Auditory Modeling Toolbox (AMT) [17] for
these calculations. The procedure for determining the errors
has been described in detail in [12] and is in the following
briefly outlined. We used a test sampling grid Ωt with
φ = {0◦, 180◦} and −30◦ ≤ θ ≤ 90◦ in steps of 1◦ to
estimate median plane localization performance and assumed
a median listener sensitivity of S = 0.76 (in accordance with
Baumgartner et al. [3]). For the horizontal plane localization
performance, we applied a test sampling grid with φ =
±90◦ in steps of 5◦. We calculated the absolute polar error
difference (PE in degree)
∆PE =| PEREF − PETEST |, (6)
the absolute quadrant error difference (QE in percent)
∆QE =| QEREF − QETEST |, (7)
as well as the absolute lateral error difference (LE in degree)
∆LE =
1
T
T∑
t=1
| LEREF(Ωt)− LETEST(Ωt) |, (8)
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Fig. 5: Influence of distance and angular error on modeled localization performance. (a,b) Absolute polar error difference ∆PE, (c,d)
Quadrant error difference ∆QE, (e,f) Lateral error difference ∆LE over SH order N . Red: Results for the order-limited datasets (OL) , Blue:
De-equalized datasets (DEQ). Left row: (a,c,e) Influence of the angular inaccuracies ∆φmax, Right row: (b,d,f) Impact of distance inaccuracies
∆rmax. The color saturation corresponds to the size of the angular respectively the distance error.
for each order N with the subscripts REF for the reference set
and TEST for the tested HRTF set.
As illustrated in Fig. 5 (a, c, e) angular inaccuracies only
slightly affect localization performance of the order-limited
datasets. For the de-equalized datasets the localization per-
formance is strongly affected only for angular inaccuracies of
∆φmax = 15
◦. This is completely different for the distance
inaccuracies which are shown in Fig. 5 (b, d, f). In the median
sagittal plane already for ∆rmax = 2 cm, both the polar error
difference ∆PE and the quadrant error difference ∆QE are
strongly increased. For some of the data, the localization
errors are even stronger for the de-equalized datasets than for
the order-limited datasets. Thus as already analyzed based on
the spectral differences (see Sec. 4.1), distance inaccuracies
have a severe impact on the spatial upsampling. However, the
increase of the lateral error difference ∆LE is quite small at
least for the de-equalized datasets.
5. Distance error compensation
A major outcome of the present study is that already small
(random) inaccuracies in the distance between sound source
and listener strongly influence the spatial upsampling, espe-
cially when applying the SUpDEq method. As such posi-
tioning inaccuracies might not be systematic but somehow
randomly distributed over the different measured directions
they cannot be compensated using the recentering methods
proposed e.g. by Richter et al. [16]. In the following we de-
scribe and examine the so-called DEC (Distance Error Com-
pensation) method which reduces the influence of distance
inaccuracies. The method is to some extent comparable to the
approach from Ziegelwanger and Majdak [20] splitting up the
HRTF in a direction-dependent part representing the influence
of the sphere and direction-independent part. However,
our implementation benefits from the directional equalization
which is part of the SUpDEq method. As explained in Sec. 2,
the spectral equalization (Eq. 1) removes direction-dependent
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Fig. 6: Influence of the compensation on the upsampled HRTF sets
on the mean spectral differences to the reference HRTF set (N =
35). (a) ∆G depending on the order N . (b) ∆Gf (ω) over frequency
for N = 7. In addition to the compensated HRTF set (comp) the
values for the measurement without positioning inaccuracies and for
different distance inaccuracies ∆rmax are given (color saturation).
spectral and temporal components from the measured HRTFs.
By this head-related differences are removed in HHRTF,EQ
and ideally all peaks of the equalized head-related impulse
responses (HRIR, the time-domain equivalent of an HRTF)
are time-aligned. However, deviations due to the positioning
inaccuracies remain after the equalization and thus the onset
differences between the different equalized HRIRs directly
relate to the distance errors. Thus, a simple onset-detection
of the spatially equalized equalized HRIRs is applied to
estimate the distance errors and to determine the required
distance shift ∆r. To apply the distance shift we use the
directional equalization and subsequent de-equalization at
different distances as already described in Sec. 3. For
each measured HRTF a point source STF at the distance of
Rerror = R + ∆r is used for the equalization and a point
source STF at the reference distance of R = 2m for the
de-equalization. After performing the DEC, the peaks of
all equalized HRIRs are time-aligned. We implemented the
DEC as a separate preprocessing step performed on the sparse
HRTF set (see Fig. 1). A ten-times oversampling was applied
for more precise onset detection and subsample accuracy. To
be robust against noise we determined the onset based on -1
dB related to the maximal value of the equalized HRIRs.
The result of the compensation is given in Fig. 6 show-
ing that the spectral differences are significantly reduced
compared to the different distance inaccuracies ∆rmax and
are only slightly higher than for the dataset not comprising
any positioning inaccuracies. The remaining differences are
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Fig. 7: Influence of the compensation on the localization errors for
the de-equalized datasets (DEQ). Absolute polar error difference
∆PE (a), quadrant error difference ∆QE (b), and lateral error
difference ∆LE (c) over SH order N for the compensated dataset
(comp), the measurement without positioning inaccuracies and for
varying distance inaccuracies ∆rmax (color saturation).
mainly caused by the non-perfect directional equalization.
Due to differences between the measured HRTF set and
the equalization dataset some differences in the temporal
structure remain, which are unintentionally included in the
compensation. In Fig. 7 the impact of the distance error
compensation on the localization performance is shown. The
polar error difference ∆PE (Fig. 7(a)), the quadrant error
difference ∆QE (Fig. 7(b)), and the lateral error difference
∆LE (Fig. 7(c)) of the compensated datasets are as well
very close to the sets without positioning inaccuracies. Thus
an appropriate compensation of the distance inaccuracies as
proposed in this paper can minimize localization errors of
upsampled HRTF datasets.
6. Conclusion
In this paper we evaluated the influence of positioning inaccu-
racies of measured sparse HRTF sets on spatial upsampling.
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For this we analyzed the impact of angular and distance errors
on spectral cues, binaural cues and modeled localization
performance for different spatial orders. The results can be
summarized as follows. First, distance inaccuracies have
much stronger impact than angular inaccuracies. Second, the
effect of distance inaccuracies are much higher for the de-
equalized sets than for the order-limited HRTF sets. Third,
the influence of these inaccuracies becomes stronger with
an increasing spatial resolution of the sparse HRTF set.
Fourth, an appropriate distance error compensation (DEC),
which applies a distance shift based on a time-alignment
of the equalized HRIRs, can nearly completely eliminate
the influence of distance inaccuracies. This way, distance
inaccuracies in the HRTF sets have only minor impact on
the spectral deviations and on the binaural cues. Examining
modeled localization performance showed, that after the DEC
nearly no influence of the investigated distance inaccuracies
on localization performance remains.
Thus results show that the SUpDEq method can be used
with simple and non-optimal measurement equipment in-
corporating angular and distance inaccuracies. Of course
these findings need to be validated perceptually and based
on measured individual datasets. To further validate the
applicability of the method, a demonstration system needs to
be set up allowing to measure spherical sparse HRTF sets.
The research presented in this paper has been funded by
the German Federal Ministry of Education and Research.
Support Code: BMBF 03FH014IX5-NarDasS. A Matlab-
based implementation of the SUpDEq method is available on
https://github.com/AudioGroupCologne/SUpDEq.
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Abstract
Individual head-related transfer functions (HRTFs) improve localization accuracy and externalization in binaural audio
reproduction compared to generic HRTFs. Listening tests are often conducted using generic HRTFs due to the difficulty
of obtaining individual HRTFs for all participants. This study explores the ramifications of the choice of HRTFs for
critical listening in a six-degrees-of-freedom audio-visual virtual environment, when participants are presented with an
overall audio quality evaluation task. The study consists of two sessions using either individual or generic HRTFs. A
small effect between the sessions is observed in a condition where elevation cues are impaired. Other conditions are
rated similarly between individual and generic HRTFs.
1. Introduction
Our ability to localize sounds in a 3-dimensional space relies
on acoustic cues of interaural time difference (ITD), interaural
level difference (ILD), interaural cross-correlation (ICC), and
the spectral filtering caused by the physiology of the outer
ears, head, and torso [14]. To render virtual audio binaurally
over headphones, these cues are usually generated by convolv-
ing signals with head-related transfer functions (HRTFs). The
HRTFs are individual; no two sets are alike.
Measuring or modeling individual HRTFs is a time consum-
ing process requiring specialized hardware and facilities [4,9].
This process is currently unfeasible for the general public
and most virtual experiences rely on non-individual, generic,
HRTFs measured from a binaural head and torso simulator or
averaged over a set of people. However, using generic HRTFs
may result in blurry localization and front-back confusions,
which in turn reduce the immersiveness of a virtual reality
(VR) experience [25]. This study explores the consequences
1A joint institution of the Friedrich-Alexander-University Erlangen-
Nu¨rnberg (FAU) and Fraunhofer Institute for Integrated Circuits (IIS).
of the choice between individual and generic HRTFs in a six-
degrees-of-freedom (6-DoF) virtual environment.
In VR, in contrast to purely auditory research and appli-
cations, multiple modalities help us to construct a mental
representation of our surroundings [7]. Visual information im-
proves sound localization in real and virtual environments [1].
Freedom of movement in VR further improves our ability to
extract and disambiguate sensory information. Sensory-motor
coupling has been argued to form a basis for human cognition,
where motor actions support sensory information process-
ing [6]. This is clearly demonstrated by the reduction of front-
back confusions when head movements are allowed [11, 24].
On the contrary, when we have 6-DoF full-body motion in
a VR environment, the auditory localization resolution was
found to be degraded when compared to stationary listening
in a recent study [20]. This finding hints towards sound
localization being less fine grained regardless of whether
we are using individual or generic HRTFs during full-body
motion.
A number of studies have looked into adaptation to altered
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sound localization cues due to ear molds, hearing aids, or non-
individual HRTFs via different training procedures. Active
learning with feedback has been found to improve generic
HRTF localization accuracy [13]. In VR, audio-visual cross-
modal training improves source localization accuracy already
after short training periods [3]. A many-to-one mapping
mechanism in sound localization has been suggested, where
the plasticity in the auditory cortex allows us to learn multiple
HRTF sets that lead to the same percept [23]. For additional
studies on auditory space adaptations, we refer the reader
to [12].
A somewhat different approach is to select perceptually best-
matching generic HRTFs from a large pool of HRTFs. Some
participants have been shown to benefit from playing a VR-
shooter game with their perceptual best-match HRTFs [17].
Related to adaptation, humans may adapt even to their percep-
tually worst-matched HRTFs through repeated short (12 min)
training sessions [22]. However, the adaptation did not happen
for everyone, suggesting that there may be limitations to
adaptation in the worst match cases. No identifier was found
to predict the individual ability to adapt to a new set of HRTFs.
Anthropometry-based HRTF matching has been investigated
in the context of VR, where no effect on questionnaire results
was found between the best match HRTFs and generic HRTFs
for a free exploration task in a VR scene [21].
Most studies on HRTF individualization have focused on
localization accuracy only. Both timbral and spatial aspects of
HRTF preference were considered in [2], where surprisingly a
general preference of generic HRTFs over individual HRTFs
was found. Potential causes were identified as higher quality
of the built-in microphones of the generic binaural head and
possible participant movement during HRTF measurement.
These findings stress the importance to consider also non-
localization-based HRTF quality attributes.
In this study the effect of individual versus generic HRTFs
is investigated in the context of 6-DoF audio-visual virtual
reality. In contrast to previous studies which have largely
focused on localization accuracy with limited freedom of
movement, the focus is on overall quality of audio render-
ing given self-movement cues and a corresponding visual
environment. We examine the effect of the HRTF set with
similar conditions and same participants in two separate
sessions, namely, one with individual and one with generic
HRTFs. The conditions include purposefully delayed tracking
data and impaired localization cues in addition to a high
quality convolution-based rendering and low quality non-
spatial anchor conditions. We hypothesizeH1: The individual
HRTF session results in lower scores for some impairment
conditions compared to the generic HRTF session, H2: The
individual HRTF session results in less variance in the scores
compared to the generic HRTF session, and H3: Individuals
whose HRTFs are less like the generic HRTFs show more
separation in scores between the sessions.
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Fig. 1: Overview of the real-time evaluation platform.
2. Method
2.1. Virtual reality environment
A platform for real-time evaluation of binaural renderers in
virtual reality was employed. The platform allows participants
to switch between conditions, with no interruption to audio-
visual sensory input, while exploring a 6-DoF virtual environ-
ment. The basic structure is presented in this section; for a
thorough walk-through, please see [19]. The platform may be
broken up into three components: 1) VR device, 2) Graphical
rendering engine, and 3) Audio rendering engine, as depicted
in Figure 1.
For Component 1, the HTC VIVE Pro1 head-mounted display
(HMD) is used for positional tracking, visual presentation,
and control interface. The tracking accuracy and latency are
found suitable for reproducible scientific research [15]. For
Component 2, the Unity3D game engine is used for graphical
rendering, along with hosting positional information for all
audio objects and participant’s position and orientation using
the SteamVR asset. All relevant positional and rotational data
is then sent (via an Open Sound Control (OSC) data package
at a 10 ms interval) to Component 3. In Component 3, a
binaural renderer is hosted in Max 7 and is fed the positional
and rotational information received from Unity3D. All audio
content is loaded into Max on a scene by scene basis and
triggered to play when the respective scene is loaded inside
Unity3D.
1https://www.vive.com/eu/product/vive-pro/ (Accessed: 29.05.2019)
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Fig. 2: Graphical user interface activated within the virtual
environment and the interaction device.
As participants’ location is non-static, the test control in-
terface is implemented inside the VR environment itself,
allowing full freedom of movement while not being forced to
return to a specific location to interact with the experiment
interface. The interface is designed such that it can be
instantiated anywhere in the VR scene. By pressing a button
on a hand-held controller, a semi-transparent panel appears
at eye level in the participants’ field of view. The panel is
presented in Figure 2. Pressing the button again hides the
panel, allowing the user to fully explore the environment.
When instantiated, a virtual laser pointer may be used to
operate sliders and buttons on the panel.
The participants have a possibility to teleport in the virtual
scene, which means they are not bound by the tracked lab
area. They have a 2 m × 3 m floor area for free walking,
but this area may be re-positioned in the virtual world via the
teleport function.
2.2. Participants
In total 10 people (2 female, 8 male) participated in the
test. Their average age is 36.6 years (SD = 9.2). All the
participants are doctoral students or employees at Fraunhofer
IIS working in audio, and all of them have prior experience of
VR systems. The participants may be considered as experts in
audio quality evaluation, but none had experience on quality
evaluation in VR context and they received no information
about the conditions under test. Some of the participants had
prior listening experience with the generic HRTFs used in this
study. None reported any known hearing impairments.
2.3. Stimuli
Scenes There were four scenes with different characteristics
used in the study. The scenes and the audio objects in the
scenes are summarized in Table 1. The scenes were always
evaluated in the same order as follows: Restaurant scene with
three audio sources close to the horizontal plane, Living room
with a fireplace audio object on the floor and a piano and wind
chimes objects positioned at the same horizontal position but
separated in elevation, Outdoor scene with bird sounds, tree
cutting, and an airplane at different elevations, and Fountain
music with a piano and a water fountain audio object.
Tab. 1: Visual scene and audio object descriptions.
Scene Features
Restaurant Three audio objects:
Guitar, conversation, and bottle opening
Living room Three audio objects:
Piano, wind chimes, and fireplace
Outdoor Four audio objects:
Tree cutting, ducks, airplane, and birds
Fountain music Two audio objects:
Piano and a fountain
The audio objects in the three first scenes were presented vi-
sually as yellow spheres at the location of the audio event and
there was no semantic congruency otherwise. In the fourth
scene, Fountain music, the sound producing objects were
visually modeled according to their real world counterparts as
a piano and a fountain. All audio objects were initially within
sight of the participant at the start of a specific scene. The
participants could then teleport or walk closer to the objects
to examine different aspects of the scene more carefully.
The audio samples were constructed of about one minute long
segments that could be looped infinitely. They were recorded
at 48 kbps with 24 bits. The acoustics of the virtual space
was not modeled in the rendering stage. Some of the audio
samples contained a small amount of reverberation from the
recording location, but, due to the lack of virtual acoustics,
the direct-to-reverberant ratio cue was not modeled. Thus,
distance rendering relied only on the intensity cue realized
by applying the inverse square law with a maximum level
reached at 0.1 m from the sound object. Auditory near-field
effects were not modeled. The audio was played back through
Beyerdynamic DT770 Pro headphones and there was no
individual headphone equalization applied. The headphones
are diffuse-field equalized by the manufacturer.
HRTFs Individual HRTFs were measured in a semi-
anechoic chamber at 1.2 m distance with a procedure
described in [18]. The measurement setup is depicted in
Figure 3, where the loudspeaker arc used for measurement
signals is shown behind a participant who is standing on
a rotating platform. The resolution was 5◦ in azimuth and
2.5◦ in elevation resulting in 4608 source positions with a
filter length of 386 samples. The measurements were made
at the entrance to the blocked ear canal. To remove any
non-directional characteristics, the HRTFs were diffuse-field
equalized for this experiment by calculating the average
magnitude over all directions, inverting it, and creating a
minimum-phase filter, which was then convolved with the
HRTFs. Diffuse-field equalization through the recording
stage to reproduction has been found to result in consistent
playback for different listeners and to reduce the need for
individual headphone equalization [10].
The generic binaural head (Neumann KU100) HRTFs were
obtained from the spatial audio for domestic interactive en-
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Fig. 3: HRTF measurement setup with a participant.
tertainment (SADIE) database2. The measurements comprise
1550 source positions measured at 1.5 m distance and the
resulting HRTFs are diffuse-field equalized. Filter length is
256 samples. Notably, the KU100 binaural head does not
include a torso, removing the shoulder reflection effect from
the generic HRTFs. The generic and individual HRTF sets
were level aligned to 68 dBA at 1 m distance using pink noise
and a binaural head.
To characterize the HRTFs objectively, the ITD was estimated
from the HRTF sets for a source position directly to the side
and at ear level. The estimation was based on finding the
lag value corresponding to the maximum peak in the cross-
correlation between the left and right ear head-related impulse
responses. This value correlates with the individual head
size. The resulting estimated differences between the generic
HRTFs and the 10 participating individuals are displayed
in Figure 4. Additionally, Figure 5 displays the diffuse-
field equalized frequency responses of the individual HRTFs
together with the generic HRTF for a source in the median
plane at 40◦ elevation. The generic HRTF is observed to
display one major notch between 7 kHz and 8 kHz, whereas
the individual HRTFs have possibly multiple sharp notches in
the range between 7 kHz and 14 kHz. Overall, the generic
HRTF shows less detail in the frequency domain compared
to the individual HRTFs, which results most likely from the
shorter filter length (256 vs. 386 samples) and the simplified
and torso-less geometry of the KU100 binaural head.
Conditions There were five audio rendering conditions in
the test. The first, Convolution, convolved the nearest pair of
HRTFs for each audio object’s direction of arrival with the
2https://www.york.ac.uk/sadie-project/index.html (Accessed:
29.05.2019)
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Fig. 4: ITD differences between the generic and the 10 individuals
estimated from the HRTFs of the generic head (KU100) and the
participants at azimuth = 90◦, elevation = 0◦. The dashed lines at
42 µs denote the boundaries of low and high similarity to the generic
ITD groups, which are employed in the data analysis.
source signal. There was no interpolation between positions,
i.e., the nearest HRTFs would always be selected. This con-
dition functions as a basis for all the subsequent conditions,
which were constructed by manipulating the tracking data or
the scene setup. The No elevation condition modified the
scene setup by placing all the audio objects’ elevation to the
ear level based on the tracking data of each participant. Here,
the visual scene remained unaltered, but the corresponding
binaural rendering emanated from the ear level at the correct
azimuthal direction. Similarly, the Angle offset condition
biased the horizontal tracking data to shift all audio rendering
by 15◦ counter-clockwise. In this condition the elevations
were rendered correctly. These two conditions resulted in
a constant audio-visual mismatch in location, that became
increasingly evident the closer one is to the audio object.
The Delay 500 ms condition added a delay of 500 ms to
all tracking data for the audio rendering. Effectively, this
condition resulted in a sound scene that reacted slowly to
listener movements in position and rotation. Finally, the
Stereo mix was not reactive to the listener movements, rather
all audio objects were rendered in a static manner and without
any HRTF processing. This condition resulted in a sound
scene that is mostly localized within the head. The conditions
are summarized in Table 2.
It was assumed that the degradation in elevation cues would
most likely lead to differences between the sessions. The
generic HRTFs are known to result in poor localization in
elevation, which, in turn, could lead to a stronger audio-visual
integration effect. Thus, there could be less reduction in
overall quality scores because the visual target would capture
the weakly localized auditory percept. The individual HRTFs
would lead to stronger auditory localization and the audio-
visual mismatch would be more easily perceived.
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Fig. 5: Diffuse-field equalized frequency responses of the generic and individual head-related transfer functions measured at the left ear with
azimuth = 0◦, elevation = 40◦.
Tab. 2: Audio rendering conditions under study.
Condition Description
Convolution HRTF-convolution-based renderer
No elevation All audio objects are re-positioned
to ear level
Angle offset 15◦ offset to the azimuth tracking data
Delay 500 ms 500 ms delay added to all tracking data
Stereo mix Static stereo mix of all audio objects
in a scene
2.4. Procedure
The participants were instructed to rate the overall quality
of audio in the VR scene on a 100-point continuous scale
in a multi stimulus test with hidden reference and anchor
(MUSHRA) -like paradigm [8]. There were verbal labels
marking the regions of the scale as bad, poor, fair, good, and
excellent in 20-point intervals. It was made clear that there
is no audio reference, but their self-motion and the visual
presentations should be understood as creating the reference
for expected auditory stimulation. Quality degradations were
assumed to result from mismatch between the expectations
and the perceived auditory stimulus. When unable to judge
the overall quality, the participants were instructed to pay
attention to spatial impression, i.e., how well the auditory
stimulus is co-located with the visual sensation. The interface
(Figure 2) allowed the participants to switch between the
five conditions via buttons (A-E) as many times as required.
There was no possibility to set loop points to inspect specific
segments of the audio samples.
The participants were first familiarized with the VR system
and interface in a special scene before beginning with the
actual experiment. They were instructed on how to operate the
controller to bring up and hide the control panel. They were
also able to go through a dummy rating test without audio to
get used to the interface buttons. The four experiment scenes
were evaluated after the familiarization scene. There were two
sessions conducted on separate days: the individual or generic
HRTFs sessions. The conditions and scenes were identical in
both sessions. The order of the session was counterbalanced
between the participants so that half started with their own
HRTFs and the other half with the generic HRTFs to remove
the effect of learning. The average time to setup, familiarize,
and complete evaluation of the four scenes in one session was
20 min.
3. Results
The study was structured around three independent variables
in a within-participants design: Scene, Condition, and Ses-
sion. The main effects on the dependent variable Score
were analyzed by a three-way repeated measures analysis
of variance (ANOVA). To check for ANOVA’s assumptions,
Mauchly’s test for sphericity was performed on the data and
indicated that the assumption of sphericity had not been
violated for any independent variable. No main effect of the
Scene (F(3,27) = 0.266, p = 0.850, η2G = 0.000) nor any
significant interactions with other variables were found. Thus,
the data from all scenes were pooled together.
The results presented in the following stem from a two-
way repeated measures ANOVA. The significant main effects
and post-hoc analysis are presented in Table 3. Post-hoc
comparisons were performed with the Tukey’s method. Effect
sizes are reported as the generalized eta-squared values, where
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η2G = 0.01 is considered a small effect, η
2
G = 0.06 a medium
effect, and η2G = 0.14 a large effect [5, 16].
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Fig. 6: Mean scores for conditions and sessions. The whiskers
denote the bootstrapped 95 % confidence intervals of the mean.
Figure 6 displays the main results in a graphical form. Most
importantly for our hypotheses, a significant interaction of
Session and Condition is observed: in the Generic HRTF
session the No elevation condition was scored significantly
higher than in the Individual condition. Otherwise, both
sessions result in similar scoring of the conditions. The
unimpaired Convolution condition is always rated the highest
and the Stereo mix the lowest. The Delay 500 ms condition
receives the second lowest scores in both sessions followed
slightly higher by the Angle offset and No elevation.
Further analysis on the variance between the sessions in each
of the conditions was conducted by the Levene’s test of
homogeneity of variance. The data was split according to
the condition and a separate analysis on the effect of session
was done on each sub-group. The Levene’s test revealed
the homogeneity of variance assumption was met in every
sub-group and thus no significant difference in the variances
between sessions could be concluded based on our data.
The analysis is in agreement with visual inspection of the
distributions in Figure 6, where the 95 % confidence intervals
are approximately similar for the two session in all conditions.
To test the hypothesis that the similarity of HRTFs to the
generic ones has an effect, the participants were evenly
divided into two groups based on their absolute ITD difference
from the generic ITD. The split was done with ITD difference
≤ 42 µs defined as the high similarity and ITD difference
> 42 µs as the low similarity groups. Participants at the
border were randomly assigned to either group to obtain even
groups. By visually inspecting the scores grouped by the
ITD difference, no difference between the groups could be
observed. The ITD difference was further added as a factor
to a linear model to explain variation in the dependent Score
variable, but no effect was found.
4. Discussion
The individual HRTF session was found to be scored lower in
one impairment condition, No elevation, which lends support
to our first hypothesis that the conditions would receive
differing scoring between HRTF sessions. No differences
were observed in any other condition between the sessions.
The other impairment types were not as critical for accurate
HRTFs, since they involved errors in horizontal localization,
which is robust against spectral differences in the HRTFs, or
delayed tracking data, which affects all localization.
The No elevation had a rather large impairment in the eleva-
tion cues especially in the Outdoor scene, where there were
multiple elevated audio objects such as tree clipping, birds,
and an airplane. In other scenes the participants could have
moved close to an audio object and crouched below it to
inspect the elevation rendering. This, however, depended on
the participants since they received no special instruction what
to do in the virtual environment. Similarly, it was easy to miss
the 15◦ angular offset, thanks to the audio-visual integration.
In a 6 DoF VR, the participants may ultimately dictate the
audio content by their movements. While the fundamental
audio content within a virtual scene is the same, participants’
varying position and orientation means that audio in one
participant’s experience will be different from another. This
raises the question whether there should be a participant
training program for VR audio quality evaluations and what
would that program entail. On the one hand, there is value
in evaluations done with naive participants, as they represent
the average end-user of a VR service, but on the other hand,
they may miss some obvious shortcomings in rendering that
become evident by chance to someone else.
Our second hypothesis about the reduced variance in response
scores for the individual HRTF session is not supported by the
data. Inspecting the score distributions visually in Figure 6
the bootstrapped confidence intervals appear similar for both
sessions. Furthermore, Levene’s test for homogeneity of
variance did not find differences in the between sessions
variances for any condition. Similarly, our third hypothesis
concerning the differing scores based on the likeness of indi-
vidual HRTFs to the generic HRTFs is rejected by our data.
For these hypothesis our sample size (N=10) is probably too
limited, since there is not enough variation in the HRTFs. The
HRTF similarity comparison was based on ITD differences
only, which may not be a descriptive or meaningful enough a
metric.
In summary, our findings lend only weak support for the
need of individual HRTFs for critical listening in 6-DoF VR.
Only one effect between individual and generic HRTFs was
observed with a small effect size (η2G = 0.03), signaling
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Tab. 3: Main effects, interactions, generalized eta-squared (η2G) effect sizes, and post-hoc comparisons with p < 0.05.
Effect F-value p-value Effect size Post-hoc (p < 0.05)
Condition F(4,36) = 34.17 p < 0.001 η2G = 0.63
Session F(1,9) = 0.61 p = 0.46 η2G = 0.00
Session × Condition F(4,36) = 3.30 p = 0.02 η2G = 0.03
Session|No elevation F(1,9) = 6.58 p = 0.03 Individual < Generic
Condition|Generic F(4,36) = 34.22 p < 0.001 Stereo mix < Delay < Angle offset < Convolution;
Stereo mix < Delay < No elevation < Convolution
Condition|Individual F(4,36) = 25.82 p < 0.001 Stereo mix < Delay < Angle offset < Convolution;
Stereo mix < No elevation < Convolution
that errors in elevation rendering may go unnoticed with
generic HRTFs. Further studies with larger sample sizes are
needed to be able to draw a clearer image of the question.
Furthermore, here the HRTF sets had a large difference in
the number of source locations with 1550 (generic) versus
4608 (individual), which could be assumed to results in
larger perceptual effects. In 6-DoF VR the visuals and
self-movement potentially largely mask the reduced spa-
tial resolution of the generic HRTFs through audio-visual-
proprioceptive integration. However, our results do not mean
that generic HRTFs will result in higher quality in 6-DoF VR
compared to individual HRTFs. The individual and generic
HRTFs were not directly compared against each other in this
study, and most likely different results would emerge from
such a comparison.
Finally, our observations point towards a need for a train-
ing session to inform participants of the different nature of
impairments in 6-DoF audio. In informal discussions many
participants commented having learned what to listen for only
after the first session or during the second session. Taking
previous literature on auditory adaptation into account, a
training session in 6-DoF may also serve as a familiarization
phase to the generic HRTFs further reducing the effect of
individual versus generic HRTFs.
5. Conclusions
In this study the effect of individual versus generic HRTFs
for critical listening was investigated in 6-DoF audio-visual
virtual reality. The use of individual HRTFs was found to
enhance the participants’ perception of errors in elevation.
However, the effect size was small and most of the conditions
showed no difference between the HRTF sets. Future research
directions are envisioned to include participant training in six-
degrees-of-freedom VR audio evaluation and adaptation to
generic HRTFs in 6-DoF VR.
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Abstract
The immersion of the user is of key interest in the reproduction of acoustic scenes in virtual reality. It is enhanced
when movement is possible in six degrees-of-freedom, i.e., three rotational plus three translational degrees. Further
enhancement of immersion can be achieved when the user is not only able to move between distant sound sources,
but can also move towards and behind close sources. In this paper, we employ a reproduction method for Ambisonics
recordings from a single position that uses meta information on the distance of the sound sources in the recorded
acoustic scene. A subjective study investigates the benefit of said distance information. Different spatial audio
reproduction methods are compared with a multi-stimulus test. Two synthetic scenes are contrasted, one with close
sources the user can walk around, and one with far away sources that can not be reached. We found that for close
or distant sources, loudness changing with the distance enhances the experience. In case of close sources, the use of
correct distance information was found to be important.
1. Introduction
Immersion is one of the key goals of virtual reality (VR) [1].
Along with covering the field of view with live graphics,
realistic spatial sound is an important component. It was
found that tracked rendering improves localization [2, 3],
meaning it is also important for realistic and immersive
reproduction [4]. Thus tracked rendering is an active research
topic in the VR community: It is important to know how
accurate the reproduction has to be and how to get to that
accuracy.
It was shown in our recent paper [5] that by using distance
information in addition to spatial recording from one location
allows six degrees-of-freedom (6DoF) reproduction. The
directions of arrival are estimated from the recording, so with
known distance the sound sources can be correctly positioned.
The question investigated here is in which scenarios the
added distance information leads to a better immersion. For
spatial audio reproduction of recorded scenes, the fundamen-
tal pipeline is as follows: The recording is done from a
single or multiple spatially distributed positions with one or
more microphone arrays; During reproduction, the listener’s
relative position is tracked and used to change the sound
synthesis; The synthesis itself is done using loudspeakers or,
in most cases, headphones. These three basic steps of the
pipeline are briefly reviewed in the following sections.
1.1. Recording
Regardless of the recording apparatus, spatial sound is often
encoded in the Ambisonics format. This format is a compact
and well defined representation of the sound field [6]. It
uses the spherical harmonic domain representation [7], which
captures the directional information of a sound scene with
respect to a specific point in space. The distance of the points
of origin of the sounds is not described. It is theoretically
possible to derive distance information using the knowledge
of the exact microphone positioning. However it might be
hardly practical to derive the location of sound sources from
the Ambisonics signal alone. The simplest way of interpreting
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Fig. 1: VR scene 1, living room, with the MUSHRA panel. The sliders for rating the four conditions are in cyan, below them are the numerical
value and a button each to select the condition. The active condition and a short descriptive text are shown on the left. The sound objects are
the man on the left and the radio, which are inside the walking area of the listener. Bird sounds can be heard from the window.
the sound field for reproduction is to place the whole sound
scene in the ‘far-field’, i.e. outside the reach of the listener.
The size of the recording apparatus has direct implications on
the reproduction possibilities. Here we distinguish two cases:
First, sound can be recorded either in a single location with
compact array; Second, in multiple locations with distributed
microphones or microphone arrays [8]. The first is typically
the case for recordings done with consumer devices such as
cameras and smartphone add-ons. Such a spatial recording
from a single location is often used to reproduce a general
spatial ambiance. Examples for the second case are dedicated
recording sessions in sound or film studios, where multiple
synchronized recording devices are employed. Such a record-
ing allows for reproduction of a complex sound scene. It is
possible to reproduce sound sources enclosed in the recording
area by interpolation between the microphone arrays.
1.2. Spatial Processing
Next, we investigate some common processing methods for
the reproduction of the spatial characteristics to a tracked
listener. When the listener is moving, both the angle of arrival
of the sound and its relative loudness change. Ideally, this is to
be reproduced perfectly with perfect knowledge of the exact
geometric location of each sound source and the acoustic
absorption and reverberation effects of the environment.
When reproducing a recording of a single compact micro-
phone array, all sources are often placed in the far-field. Here,
the relative distance of the listener in reproduction to the
recorded sources is of limited consequence and the reproduc-
tion is often done in three degrees-of-freedom (3DoF) only.
This means that only head rotation is applied. This rotation
can be computed directly inside the spherical harmonic do-
main [9].
It is, however, technically possible to extend the freedom
of movement even if the recording was done in only a
single location. This is facilitated by using parametric sound
processing [10]. Examples of such manipulations are the so
called ‘acoustic zoom’ techniques that allow the user to close
in on a far-field sources in one direction [11, 12].
The novel method first presented in [5] brings the concept
of extending the reproduction possibilities even one step
further. It is also based on a single location of recording
and parametric encoding of the recorded sound is employed
to facilitate the necessary manipulations. By adding distance
information for the sound source in each direction, it is
possible to virtually place the sound sources in the room,
allowing for full 6DoF. It thus is possible to walk around the
sources in reproduction, cf. Fig. 1. This is a strong effect
for immersion enhancement that will be investigated more
thoroughly in this paper.
When multiple microphone arrays or Ambisonics micro-
phones are used in a spatially distributed setup, a complex
sound scene can be reproduced more easily. In order to enable
the listener to walk around sound sources in the scene, the
relative positioning of the recording devices has to be mapped
to the reproduction scene. Then, the relative distance of
the sound sources can be incorporated and the reproduction
can be performed in full 6DoF. Different methods for
interpolation of their signals have been proposed [13–16].
It is also possible to apply source separation techniques for
isolating sound sources in the far-field, especially if the
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Fig. 2: The 6DoF reproduction of spatial audio. A sound source is recorded by a microphone with the direction of arrival (DOA) rr in the
distance dr relative to the microphones position and orientation (black line and arc). It has to be reproduced relative to the moving listener with
the DOA rl and distance dl (red dashed). This has to consider the listeners translation l and rotation o (blue dotted).
recording is done with many microphones and then encoded
in higher-order Ambisonics (HOA) [17].
1.3. Reproduction
Finally, we describe the actual reproduction. This can be
implemented with loudspeakers or headphones.
Sound produced by loudspeakers is usually targeted at the
so called ‘sweet spot’, a small area where the directions
and loudness of all speakers are matched. The listener
has to stay in this area in order to experience the intended
spatial impression, with the head oriented in the intended
direction. Some techniques allow for widening this area [18]
or adjusting to head rotations [19]. The spatial reproduction
ability is often limited by the loudspeakers’ arrangement,
unless a large number of them is used.
The use of headphones is common in VR applications. The
user is often wearing a head-mounted display (HMD), thus
adding headphones is quite practical. When using head-
phones, head-related transfer functions (HRTFs) are applied
in order to spatialize the sound [20, 21]. HRTFs allow to
reproduce the effect of the shape of torso, head, and outer
ears on the sound depending on its direction of origin. Often
virtual loudspeakers are placed around the user. These virtual
loudspeaker signals are then binauralized [22]. It is possible
to binauralize Ambisonics by applying HRTFs directly in the
spherical harmonic domain, however the limited Ambisonics
order can lead to unwanted filtering effects in practice [23].
1.4. Research Question
The question this paper looks to answer is how important the
distance information of sound sources is in VR reproduction
from a recording at a single location. This will be done by
a subjective listening experiment. Recently multi-stimulus
testing has been employed in listening tests for VR. In
several studies the multiple stimuli with hidden reference
and anchor (MUSHRA) paradigm, common in general non-
interactive audio testing, was applied [16,24]. The test subject
is immersed in a VR scene, typically rendered as computer
generated imaging (CGI). Different audio renderings can be
switched from inside the scene and rated on a scoreboard. In
our experiment, such a MUSHRA test is performed in a virtual
indoor scene as in our previous paper [5]. In this scene the
listener can walk around the sources. This is contrasted with a
second virtual outdoor scene, where the distance information
is of less importance as the sources are placed outside the
walking area. This way it is investigated when the use of
distance information actually enhances the experience in a
meaningful way. By keeping the processing pipeline the same
for all conditions, the timbre is as close as possible. The
only difference in conditions is the application of the tracking
data to the sound processing. Angular and distance effects are
separated to allow judging their individual importance.
The rest of this paper is organized as follows: First, the
method introduced in [5] is described in Section 2. The
individual implementation of the sound rendering and the
scenes used are explained in Section 3. Section 4 gives the
listening test results followed by a short conclusion in the final
Section 5.
2. Method
In this paper, a binaural signal is produced at the listener’s
position given the signal at a single recording position and
information about the distances of sound sources from that
recording position. Given a scene of limited size, the physical
sources are assumed to be separable by their angle towards the
recording position.
The position of the recording microphone is used as the origin
of the reference coordinate system. The listener is tracked
in 6DoF, cf. Fig. 2. At a given time, the listener is at a
position l ∈ R3 relative to the microphone and has a rotation
o ∈ R3 relative to the microphones’ coordinates system. We
deliberately choose the recording position as the origin of
our coordinate system to simplify the notation. The sound is
reproduced with a different distance dl, leading to a changed
signal level, and a different DOA rp that is the result of both
translation and subsequent rotation.
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Fig. 3: Proposed method of 6DoF reproduction. The recorded first-order Ambisonics (FOA) signal in B-format is processed by a directional
audio coding (DirAC) encoder that computes direction and diffuseness values for each time-frequency bin of the complex spectrum. The
direction vector is then transformed by the listener’s tracked position and according to the distance information given in a distance map. The
resulting direction vector is then rotated according to the head rotation. Finally, signals for 8+4+4 virtual loudspeaker channels are synthesized
in the DirAC decoder. These are then binauralized.
The reproduction pipeline introduced in [5] is sketched in
Fig. 3. An Ambisonics recording and a distance map are
used as input signal for rendering. In the parametric DirAC
representation [25], geometric transformations are applied.
Then a channel signal for virtual loudspeakers is binauralized
to headphones.
The Ambisonics input signal, in this case FOA, is decomposed
into a parametric DirAC representation [25]. This consists of a
complex spectrum P (k, n), where k denotes the frequency bin
and n the time frame. For each time frequency bin, a diffuse-
ness ψ and unit length direction vector rr are estimated. The
sound scene is thereby decomposed into a diffuse and direct
component, cf. [26]. The directed sound is complemented by
distance information for each time frame. It is formulated as
distance to the closest potential sound source in a spherical
coordinate system. The mapping function m(r, n) returns a
distance in meters for each direction vector r and time frame
n.
The direction vector then undergoes different transformation
steps. First, the distance according to the distance map
is added by multiplying the unit direction vectors with the
corresponding distance map entry:
dr (k, n) = rr (k, n)m (rr (k, n) , n) , (1)
then the translation by the listener position l(n) = [lX(n),
lY(n), lZ(n)]
T is accounted for by subtracting it from each
direction vector:
dl (k, n) = dr (k, n)− l(n). (2)
Additionally, the distance vector’s length is compensated to
map the level change with respect to the closest source given
by the distance map:
dv (k, n) =
dl (k, n)
‖dr (k, n) ‖ . (3)
The resulting distance vector dv(k, n) is then rotated
according to the listeners orientation o(n). It can be
written as vector composed of the pitch, yaw, and roll
o(n) = [oX(n), oZ(n), oY(n)]
T , which allows implementing
the transformation using 2D rotation matrices, cf. eqn. (23)
in [9]:
dp (k, n) = RY (oY(n))RZ(oZ(n))RX(oX(n))dv (k, n) .
(4)
The parametric representation is then decoded into virtual
loudspeaker signals following an edge fading amplitude pan-
ning (EFAP) panning scheme [27] with the DirAC method.
The angle of the unit vector rp is used for the panning, and
the length of the vector ||dp|| is used for a distance dependent
gain. The diffuse sound component is reproduced equally to
all loudspeakers in order to provide an undirected ambiance.
Cf. [5] and references therein for more mathematical detail.
The channel signals are binauralized by convolving each
virtual loudspeaker signal of the 8+4+4 setup with a HRTF
for left and right ear. The distance of all speakers is fixed and
no additional loudness change is added.
3. Experiments
The experiments follow a MUSHRA-like paradigm adopted
for VR [24]. The different methods are compared and rated on
a scale of 0 to 100 points, with 0 being the worst and 100 being
perfect. There is a reference condition, which can be selected
explicitly in addition. It is also one of the presented choices,
this hidden reference is to be rated with 100 points. There is
one clearly bad condition, the so called anchor. In order to do
so in VR, the MUSHRA panel can be opened any time by the
subject. They can then switch and rate the different renderings
at will.
3.1. Conditions
The four randomized conditions in our experiments were:
REF Object-based rendering. This is the reference condition.
The B-format is generated on the fly for the listener’s
current position and then rendered via the virtual loud-
speakers.
C1 3DoF reproduction. The listener position is ignored, i.e.
l(n) = 0, but the head rotation o(n) is still applied. The
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Fig. 4: The signal paths for reference rendering and DirAC. In the reference case, the tracking data is used to change the positioning and
rotation of the object-based synthesis (top left). In the other conditions C1-C3, the tracking data is applied in the DirAC domain (right).
gain is set to that of sources in a distance of 2 m from the
listener. This condition is used as an anchor.
C2 The proposed method for 6DoF reproduction without
distance information. The listener position is used to
change the direction vector. All sources are located on
a sphere outside of the walking area. The radius of the
sphere was fixed to 2 m and the distance-dependent gain
is applied.
C3 The proposed method of 6DoF reproduction with distance
information. The listener position and orientation is
accounted for. The distance information is used to
compute the correct DOA at the listener position, and the
distance-dependent gain is applied.
So the reference is not a perfect synthetic rendering, but the
best possible recording position. This way the limitations of
the FOA signal, namely the large width of the sources, is still
audible. Nevertheless the spatial adaptation to the listeners
movement is perfect. Similarly, the anchor is not a clearly
bad low pass filtered version but just the 3DoF version. So
it is spatially deficient in the regard that there is no distance
attenuation or changing of DOAs depending on the tracked
listeners’ position but otherwise sounds plausible.
3.2. Technical realization
The experiment was realized using a HTC VIVE for tracking
and reproduction, Unity 3D Engine for Graphics, and Max
MSP for audio. The platform is described in full detail in [24].
The user wears the VIVE HMD and DT 770 Pro headphones
driven by an RME Babyface, both connected to a PC running
Unity and Max. A unity script encapsulates the tracking data
and sends it as an open sound control (OSC) message to the
Max patch. The switching of the active rendering as well as
the MUSHRA rating and scene switching were realized by
dedicated interaction scripts sending OSC messages to Max
such as ’condition 2 selected’, ’active condition rated 45’, etc.
Note that the Max patch took care of the randomization of
conditions internally, so that neither the user nor the Unity
scripts would know which is which.
In order to investigate the ability of the proposed method to
reproduce the sound reproduced as if recorded at a single
location in 6DoF, a dedicated rendering pipeline was con-
structed as shown in Fig. 4. A collection of virtual studio
technology (VST) plugins was integrated using Max MSP 7.
The key principle was to keep the same processing chain for
all test conditions, so that the timbre is as similar as possible.
An FOA signal is generated from each source with distance
attenuation with a dedicated VST in the Max patch. In case
of the reference condition, the virtual microphone was placed
at the listeners tracked position. In all other conditions, it was
the fixed recording position in the center of the walking areas.
In scene 1, artificial reverberation is added to the source signal
in a time-invariant manner by a dedicated VST (Fraunhofer
IIS Reverb). Early reflections from the boundaries of the
shoebox-shaped room are added with accurate delay, direc-
tion, and attenuation. Late reverberation is generated with a
spatial feedback delay network (FDN) which distributes the
multichannel output to the virtual loudspeaker setup [28]. The
frequency-dependent reverberation time T60 was between 90
to 150 ms with a mean of 110 ms. A tonal correction filter
with a lowpass characteristic was applied subsequently.
This is rendered to a 8+4+4 virtual speaker setup. Eight
speakers are uniformly distributed along the medial plane at
0, 45, 90 degrees etc. An additional four are placed both at
the top and bottom in a cross formation at ±45◦ elevation.
The reverberated signal is then converted to B-format by
multiplying each of the virtual speaker signals with the B-
format pattern of their DOA in an Ambisonics encoder VST.
The reverberant B-format signal is added to the direct signal.
Subsequently, the mixed signal is processed in the parametric
DirAC domain with a dedicated VST we developed. In
case of the reference condition, no changes are made based
on the tracking data and it is set to the recording position
(l = [0, 0, 0]T and o = [0, 0, 0]T ). The processing is only
done to keep the timbre and delays identical. An added
benefit is that the switch between conditions can be realized
seamlessly. In the other conditions, the 6DoF processing
based on the tracking is applied to varying degree. In C3, only
rotation is applied. In C2 and C3 translation according to the
listener position is applied as well. Only in C3 the distance
information is used. In C2, all sources are assumed slightly
outside the walking area. The signal is then converted into a
channel signal for a 8+4+4 loudspeaker configuration using
EFAP panning [27].
These signals are the convolved with generic HRTFs with
another VST. Each of the 16 channels is convolved with a
far-field HRTF corresponding to the spherical coordinates for
both left and right ear. Then the signal is output from Max to
the headphones.
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Fig. 5: The indoor scene. The sound is coming from the person,
the radio and the open window, each source marked with concentric
circles. The microphone position is marked by a cross. The user can
walk in the area marked by the dashed rectangle on the floor.
Fig. 6: The outdoor scene. The sound is coming from the person, the
radio and the birds, each source marked with concentric circles. The
microphone position is marked by a cross. The user can walk in the
area marked by the dashed rectangle on the floor.
3.3. Scenes
For the experiments, a room with an walking area of about
3.5 × 4.5 m was used. The listening tests were conducted
separately in two scenes. Both scenes were constructed
realistically with visual representations of the sound objects.
This was done to provide a baseline visual immersion for VR
content.
The first scene was an indoor scene in a virtual living room.
Fig. 5 shows a top view. The cross shows the recording
position. In about 0,5 m a virtual human speaker is placed,
in 1 m distance a radio playing a string loop. In 2 m distance,
just at the edge of the walking area, birds singing could be
heard from a window.
The second scene was placed outdoors. Fig. 6 show a top
view. The same sound sources were played back, but this time
outside the walking area. The human was placed in 2 m, the
radio in 3 m and the birds, this time in view as birds on the
floor, in 4 m distance.
4. Results
The listening tests were conducted on different days with
a total of 25 subjects, some only participating on the first
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Fig. 7: MUSHRA ratings for the indoor scene (N=20).
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Fig. 8: MUSHRA ratings for the outdoor scene (N=18).
day. They were 24-40 years old, male and female. Their
VR experience had a wide range from almost none to quite
extensive. After excluding subjects that scored the reference
with less then 90 points, there are 20 remaining out of 24
for scene one and 18 out of 23 for scene two. The scores
for both scenes are shown in Fig. 7 and Fig. 8 as box plots.
The dotted line represents the median score, the boxes the 1st
to 3rd quartile, the whiskers are at ±1.5 inter-quartile range
(IQR). Stars indicate significant differences according to a
pairwise permutation test using one million permutations [29],
* = p < 0.1, ** = p < 0.01, *** = p < 0.001.
4.1. Indoor Scene
As indicated in Fig. 7, all 20 subjects scored the reference
with 100 points in the indoor scene. There was no significant
difference between C1 and C2 (p = 0.74) that is both
the 6DoF without distance and the 3DoF were rated worst
with around 30 points. In both cases the sound came from
the wrong side when walking behind sources, which may
have dominated all other effects. The 6DoF scheme with
distance information is rated better with around 60 points.
The difference between using distance information (C3) or not
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(C2) is significant (p ≤ 0.01). The reference is clearly valued
better than all other conditions (p ≤ 0.001), as is 6DoF with
distance (C3) vs 3DoF (C1) (p ≤ 0.001).
4.2.Outdoor Scene
As can be seen in Fig. 8, all 18 subjects scored the reference
with 100 points in the outdoor scene. In contrast to the indoor
scene, there was no significant difference between the 6DoF
rendering with (C3) and without (C2) distance information
(p = 0.70). The 3DoF rendering (C1) was ranked lower but
not as clearly. However it is rated significantly below both C3
(p ≤ 0.02) and C2 (p ≤ 0.01). Again, the reference is clearly
valued higher than all other conditions (p ≤ 0.001).
4.3. Discussion
The 3DoF anchor is harder to spot than the usual anchors,
which can confuse subjects, especially those used to non-VR
MUSHRA tests. This can explain the rather big variance of
scores. In, e.g., [30] mono mix was used as anchor, which
leads to a clearer distinction. This could have been used in
addition. Still, the requirement of a reference condition and a
lower anchor condition is tricky in VR. Alternative methods
are emerging to avoid this problem [31].
We did not exclude results when subjects rated C1 and C2
similar, which happed often in the first scene as the DOA was
audibly wrong for both. There is a strong and significant
distinction between cases with correct and faulty DOA in
the indoor scene. This distinction is shifted towards a lower
bar of 3DoF in the second scene. As long as there was a
perceptible loudness change and reasonable DOAs, the scene
was accepted as good. Even though there was a misplacement
by using 2 m instead of the true up to 4 m distance of the
sources, there was no significant difference in the subject’s
rating of C2 and C3.
5. Conclusion
A novel method for reproducing spatial audio recordings in
6DoF was evaluated. The method employs distance infor-
mation to reproduce sound recorded at a single position at
different points in the space the listener can move in. This
distance information is important in scenarios with close
sources, which the listener can move around. A listening
test was conducted in two separate scenarios. The first was
an indoor scenario with sources reachable by the listener; the
second was an outdoor scenario where the sound sources are
unreachable. A MUSHRA test showed a clear significant
preference for the use of distance information in the first
scenario, but not in the second. In the second scenario
the 6DoF reproduction was clearly preferred to the 3DoF
with no distance attenuation. This indicates an enhanced
realism by correct placement for close sources and by distance
attenuation for sound source in close to medium distance.
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Abstract
Sound source directivity is a measure of the distribution of sound, propagating from a source object. It is an essential
component of how we perceive acoustic environments, interactions and events. For six-degrees-of-freedom (6-DoF)
virtual reality (VR), the combination of binaural audio and complete freedom of movement introduces new influencing
elements into how we perceive source directivity. This preliminary study aims to explore if factors attributed to 6-
DoF VR have an impact on the way we perceive changes of simple sound source directivity. The study is divided
into two parts. Part I comprises of a control experiment in a non-VR monaural listening environment. The task is to
ascertain difference limen between reference and test signals using a method of adjustment test. Based on the findings
in Part I, Part II implements maximum attenuation thresholds on the same sound source directivity patterns using
the same stimuli in 6-DoF VR. Results indicate that for critical steady-state signals, factors introduced by 6-DoF VR
potentially mask our ability to detect loudness differences. Further analysis of the behavioral data acquired during Part
II provides more insight into how subjects assess sound source directivity in 6-DoF VR.
1. Introduction
The directivity of a source is a measure of the distribution
of sound when propagated, dictated by its shape, size and
material properties [12]. When sound is emitted into a
diffuse-field environment, what arrives at our ears is a sum-
mation of direct and reflected components, all with individual
characteristcs, initially determined by the source’s directivity
pattern. For auralizations inside VR, realistic sound effects
play an import role in our sense of presence [1] and for sound
sources, the directivity is a key component [11]. Altering this
directivity on the same audio source could potentially lead to
manipulation of perceptual aspects such as localization [2],
specifically distance [24], or even increased presence [25].
Some research regarding auralizations suggest that alterations
in source directivity can be perceived by subjects [4], even
1A joint institution of the Friedrich-Alexander-University Erlangen-
Nu¨rnberg (FAU) and Fraunhofer Institute for Integrated Circuits (IIS).
in complex free-field/outdoor environments [8]. However, a
comparison between objective and subjective evaluations of
source directivity suggests that whilst a significant difference
in objective parameters is present between omni-directional
and ‘realistic’ instrument sources, results of subjective testing
showed no perceived significant difference [22]. Although not
stated as significant, subjects were however able to perceive
differences between omni-directional and a highly narrow-
beamed source, with 1/16th of its surface area set to 10 dB
louder than the remaining area. As the evaluation was aural-
ized at various static positions, these results raise the question
if such differences could be audible within a 6-DoF VR
environment. A recent study conducted by Sloma and Nei-
dhardt [18] explores such effects. Using two characteristics
of directivity, omni-directional and loudspeaker data, various
testing phases were conducted involving a static position with
head movements, and full movement with guided paths. The
aim was to state, for all phases, which source directivity was
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present. Subjects should stick to pre-determined trajectories,
which were: a straight line (provoking fluctuations in distance
attenuation) and a portion of the circumference (maintaining
a constant distance). The selected stimulus was music,
additional room acoustics were present. The authors conclude
by stating that subjects were unable to distinguish between
sources with different directivity respones at static positions
with head rotations, that room acoustics only have a high
influence during static listening positions, and that listener
movement itself has a considerable contribution to our per-
ception of source directivities. However, one could speculate
that the simultaneous presence of distance attenuation, non-
steady-state signal type, and inclusion of room acoustics may
heavily influenced the results.
Considering a source inside an ideal anechoic environment,
we hear only the direct sound. If this source has a frequency-
dependent directional response, walking around the sound
source alters timbre and loudness due to magnitude changes in
frequency spectrum. At discrete angular azimuth (θ) positions
A and B (A 6= B), the two frequency repsonses possess
a difference. If the frequency response remains the same
at points A and B but only overall gain changes (i.e., fre-
quency independent directivity), we are essentially comparing
the loudness at two different positions of the same stimuli.
Difference limen (DL), that is the just noticable difference
(JND) of a given attribute, for loudness/intensity have been
extensively researched. Depending on method, aural presen-
tation (monaural, binaural etc.,), measure, presentation level,
and stimuli, the results may differ. However, some concensus
within literature suggests for intensity discrimination using
signals presented monotically (see Figure 1) at 40 dB SL,
thresholds lie around ≈ 0.5 dB [9, 10], with subjects being
less sensitive at levels below 40 dB SL [7, 15]. The unit
dB SL refers to Sensation Level. This is the level in dB
above individual listeners auditory threshold [23]. The effect
remains similar when stimuli are presented diotically with
subjects being slightly more sensitive [3] (i.e., we are able to
detect smaller differences). For a detailed review of intensity
DLs, we refer the reader to [17]. The problem becomes even
more complicated with the introduction of varying interaural
differences (IADs) or with non-steady-state signals [13].
The main aim of this preliminary study is to validate if the
inclusion of 6-DoF elements directly influences our ability to
perceive a loudness difference of A 6= B inside VR. This
includes (but not limited to) two main aspects. One, the
inclusion of consistent movement means an instant A/B com-
parison is not possible between discrete points. Therefore,
the speed of movement, or rate of change may influence our
ability to notice such differences. Two, as mentioned, the
orientation of the listener’s head, also influences noticable
level differences. Again, this may be further affected by
consistent fluctuations in IAD states due to consistent head
movements. The variation of loudness within this 6-DoF
context is directly mapped to the subjects’ position relative to
the sound source and thus, its directivity. Further information
may also be gained from behavioural analysis of tracking
data, regarding how subjects conducted the listening tests.
The scope is not to ascertain new DL for 6-DoF VR, but to
Dichotic high IADsDiotic low IADsMonotic
Fig. 1: Presentation of various head orientations in determining
specific DL.
validate if deviations from traditional DL levels are present in
the context of source directivity.
2. Study Overview
The study is divided into two experiments. Experiment I
ascertains JND data from a control experiment with signals
presented in a dioctic manner (Figure 1). Experiment II ex-
plores if any factors associated with 6-DoF VR have any effect
on detecting changes in loudness in the context of source
directivity, based on data from Experiment I. Throughout
Experiments I and II, both the directivity functions and stimuli
remain constant.
2.1. Directivity Patterns
Two first-order directivity patterns were chosen for investi-
gation: A) cardioid and B) dipole. Both patterns are two
of the most commonly used for source directivity, as they
are simple to describe using a parametric function. So
called zero- and first-order directivity patterns (such as omni-
directional, cardioid, bi-directional, super-cardioid, etc.) can
be constructed by computing a weighted sum of an omni-
directional and a dipole pattern. As such, they are integrated
into most 6-DoF audio renderers that include sound source
directivity [6,21]. Both cardioid and dipole patterns provide a
smooth curve which subjects can easily understand as louder
and quieter when walking in a specific direction around the
sound source (Figure 2). The correlation between off-axis
source and listener angle (θ) attenuation for the two patterns,
are taken from [14,19] and in terms of dB sound pressure level
(SPL) are given as:
y dB (SPL) = 20 log10
(
1
2
cos
(
θpi
180
)
+
1
2
)
(1)
y dB (SPL) = 20 log10
(
cos
(
θpi
180
))
, (2)
where θ is the angle in degrees. The relationship between the
two patterns also provides further information. As θ increases
from 0◦, the angular distance which the user must ‘move’
around a dipole pattern to reach equal levels of attenuation
from a cardioid pattern is halved (illustrated in Figure 2).
Therefore, a comparison of results between both known rates
of attenuation may provide further insight into subjects ability
to detect changes, without them having to physically ‘move’
twice as fast.
The scope of this study limits the source directivity patterns
to be frequency independent. However, due to the equal
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loudness contour of the human ear, it is possible that the
results for a broadband attenuation are influenced by certain
frequency bands more than others.
2.2. Stimuli
Depending on the psychophsyical methodology employed,
steady-state signals are often presented to subjects to elim-
inate the effects of level fluctuation [13]. As such, pink
noise was selected as a steady-state signal allowing subjects
to be highly critical with no temporal variations. However,
in 6-DoF VR, there are seldom situations in which steady-
state signals are present, either due to the signals themselves
(music, speech, environmental, etc.) or the influence of
distance attenuation provided by the subjects’ movements.
Therefore, two non-steady-state signals were chosen, viz.
anechoic male speech and anechoic cello. Using a CORTEX
head and torso simulator and Bayerdynamic DT770 closed
headphones, playback was calibrated to an absolute level of
67 dB SPL using pink noise. Any louder than this, playback
would become uncomfortable for louder portions of the non-
steady-state signals. Normally, subjects’ individual auditory
thresholds should also be added to the playback level however,
due to limited availability, individual auditory thresholds were
not measured and accounted for, and the reproduction system
was calibrated to an absolute playback level. It should be
noted that this procedure can result in larger deviations across
subjects.
3. Experiment I
The goal of Experiment I is to ascertain JND values of
loudness for signals presented monaurally in terms of dB SPL
using two attenuation functions.
3.1.Method
The Method of Adjustment (MoA) was selected as the method
to identify difference limen between a reference signal and
a test signal [20]. The objective is to vary the level of the
test signal, such that a JND in loudness can be heard when
compared to the reference signal. Subjects may alternate
between the reference and test signals at any time, with
no limitation on the number of times they may compare.
Both reference and test signals are presented monaurally over
headphones where only one signal is played at a time. Whilst
other psychophysical methods such as method of constant
stimuli may be more accurate [26], MoA puts the test signal
under the subjects control. The benefit of this approach is
that the subject is an active contributor to finding the criteria,
thus paying more attention, as opposed to being presented
signals in a passive manner and asked to make a forced
choice between two signals. This methodology is also more
comparable to a 6-DoF VR scenario where, given a static
source, the subject is able to indirectly influence loudness
via their body movements (e.g., via distance attenuation or
directivity) and, the stimulus presentation is continuous.
For the test, subjects controlled the test signal via a turn-dial
button connected to a MaxMSP patch. The starting loudness
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Fig. 2: Directivity patterns cardioid (orange) and dipole (blue) as a
function of the angle θ, where x represents the initial randomized
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Fig. 3: Mapping of the turn dial increments and decrements (left) to
angular position around cardiod pattern (right).
of the both signals corresponds to the on-axis playback level
at 0◦. Rotating the dial resulted in a change in angular
distance from the on-axis position; clockwise increases the
angle, anti-clockwise decreases the angle. To eliminate any
learning effects, the amount the dial must be initially rotated
before the angular distance starts to increment is randomized
across all items between 0◦ and 30◦ (see Figure 2). As the
rotation of the dial emulates the movement around a sound
source, continued clockwise movement results in the direc-
tivity pattern repeating itself after 360◦. Finally, 1◦ rotation
of the turn dial being equal to 1◦ angular increase along the
directivity function was considered too sensitive. Therefore, it
was remapped such that 10◦ rotation of the turn dial resulted
in 1◦ angular change around the source (see Figure 3).
3.2. Subjects and Procedure
Twenty subjects participated in the control test, fifteen male
and five female ranging from ages 20 - 42. All subjects were
a mixture of trained and expert listeners at Fraunhofer IIS,
none of which reported any hearing impairments. The test was
conducted in a soundproof listening booth and instructions
for subjects were presented both verbally and through text.
Operation of the test was via keyboard used for switching
between test and reference signals, and a turn-dial for the
loudness control. After finding a JND value, subjects would
press the turn-dial to move onto the next item. Each stimuli
was repeated three times, resulting in (2Directivities × 3Stimuli
× 3Rep) 18 items. Average test time was around 20 minutes.
3.3. Results
The mean and 95% confidence interval (CI) of subjects’
results for the control test can be seen in Figure 4. Statistical
analysis was performed using an analysis of variance. Mean
responses per sample show no significant difference between
© Verband Deutscher Tonmeister e.V., 2019 - 73 -
Proceedings of ICSA 2019 5th International Conference on Spatial Audio 
September 26th to 28th, 2019, Ilmenau, Germany 
−4
−3
−2
−1
0
PinkNoise SpeechMale Cello
Sample
S
P
L 
A
tte
nu
at
io
n 
(d
B
)
Cardiod
Dipole
Fig. 4: Mean JND values as a physical measure in dB (SPL) between
reference and test signals. Whiskers denote the bootstrapped 95%
confidence intervals.
directivity patterns. It is therefore reasonable to argue the rate
of attenuation per angular turn of the dial, provided no bias
into subjects response. A significant effect was found under
the sample type used (F(2,38) = 91.534, p < 0.001, η2G =
0.532). For the steady-state pink noise signal, mean values
are ≈-0.6 dB SPL in accordance with literature [17]. For
non-steady-state signals, mean values are ≈ −2.6 dB SPL.
Additionally, whilst the task proved harder for temporally
fluctuating signals, CIs are still small and consistent across
all samples and directivity patterns, suggesting that absolute
level calibration at 67 dB SPL was sufficient for this test.
4. Experiment II
The goal of Experiment II, is to investigate if the introduc-
tion of self-motion and binaurally presented signals have an
influence on subjects’ ability to detect the thresholds found
in Experiment I when incorporated into two sound source
directivity patterns.
4.1.Method
Inside 6-DoF VR, continuous movement allows the subject to
fully explore around a sound source. As such, an instant A/B
comparison with the subjects’ current position, against the on-
axis position is not possible without by-passing the effect of
self-movement. Therefore, to investigate whether continuous
self-movement and constantly fluctuating binaural cues affect
subjects’ ability to detect loudness change, a different test
methodology is used. Values found in Experiment I for steady
and non-steady state signals are employed as thresholds,
limiting the attenuation of the directivity pattern at a certain
level. As the subject walks around the sound source, the
level changes according to the cardioid or dipole directivity
pattern as expected, until the attenuation is equal to that of
JND values found in Experiment I. At this point, the level is
maintained until returning above the threshold (see Figure 5).
If during the assessment the subjects are unable to detect a
JND in signal level, it may be hypothesized that influencing
factors involved in 6-DoF VR impede, or mask, the ability
to detect the changes in loudness heard in Experiment I.
The limitation of this methodology is that it only provides a
binary ‘Yes/No’ response, and further investigation would be
required to ascertain if these JND values are either higher or
lower. However, it is possible to extract data by monitoring
the subjetct’s behavior within the 6-DoF VR environment.
By additionally recording user behavior during each test
item, factors such as; rate of change with respect to subject
movements, and speed of head movements may be analyzed
and cross-referenced with subjects ‘Yes/No’ responses.
To conduct Experiment II, a 6-DoF VR environment was
created in Unity. The overall system architecture is described
in more detail in [16]. For indicating the position of the sound
source, a sphere was placed in the center of the VR world.
The height of the sphere was tethered to the HMD height
restricting the users movements explicitly around the lateral
plane of the source. A path was rendered at a 1 meter radius
around the source as a guide for subjects to walk along. The
angle θ between on-axis position (0◦) and the users’ position
was directly mapped to the cardioid and dipole directivity
patterns. For binaural audio, a parametric renderer was
integrated with interaural time and level differences modelled
from a spherical head model [5]. No distance attenuation was
modeled to ensure that level fluctuations were induced purely
by the directivity pattern. Using a CORTEX head and torso
simulator and Bayerdynamic DT770 closed headphones, the
playback level was calibrated such that the pink noise, when
presented diotically at the on-axis position, was 67 dB SPL
(consistent with Experiment I). In addition to the thresholds
ascertained in Experiment I (see Figure 5), two sanity check
conditions were also added. One included a threshold at
−10 dB SPL, and the other with no attenuation at all. If
the same changes always are audible by subjects, it is highly
likely this leads to listener fatigue and reduced concentration
levels, thus these sanity check conditions provide noticeable
random variation and post-test subject screening. Finally,
to remove any learning effects, an initial angular distance
randomized between 0◦ and +30◦ degrees must be walked
before the attenuation curve begins.
4.2. Subjects and Procedure
The same twenty subjects who participated in Experiment I
also participated in Experiment II. The test was conducted
in a virtual reality lab at Fraunhofer IIS using the HTC Vive
Pro system, of which the VR space was calibrated to a size
2.3 m× 2.0 m. Instructions for the subjects were to walk to a
starting position and click thumbpad on the Vive controller.
Then, a test item began playing and subjects should walk
along a circular path exploring a 180◦ area of interest around
the sphere (see Figure 5). The task was to answer if they
could hear a JND in absolute playback level of the signal
when exploring around the sound source. To answer, rotating
the hand-held Vive controller ≥ 30◦ to the left and pressing
the trigger means yes, ≥ 30◦ to the right and clicking means
no. For visual feedback, the controller would turn green and
orange, indicating the respective choices. After an answer was
given, subjects would go back to the start place to repeat the
process. Once the test was completed, a text prompt would
appear informing subjects they had finished. Instructions for
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Fig. 5: Representation of -10 dB SPL threshold for cardioid
directivity pattern of sound source, with example of user walking
around the area of interest (light orange).
the test were presented both verbally and also written inside
the VR world for reference. Here, test items were only
repeated twice, plus −10 and 0 dB SPL sanity checks per
stimuli resulting in a total of 21 items.
4.3. Results
The results of subjects’ ‘Yes/No’ responses for Experiment II
are shown in Figure 6. Green bars indicate the number of
times subjects could hear a just noticeable difference, and
orange if no difference in loudness could be heard. All
subjects responded correctly to the sanity check thresholds
(0 dB = could not hear difference, −10 dB = could hear
a difference) and therefore, these responses are not plotted.
Respective thresholds for the different stimuli are shown
below each item. Binomial distribution tests were conducted
for statistical analysis regarding the ‘Yes/No’ pairing of each
item, and are overlayed on top of all ‘No’ responses. If the
number of ‘Yes’ responses occupies the same range as the
binomial test confidence intervals, the null hypothesis may be
accepted (i.e., that no significant effect is present and subjects
are equally likely to respond ‘Yes’ or ‘No’.). For non-steady-
state signals Cello and Speech, no significant difference can
be observed between subjects responding ‘Yes/No’. However,
for the noise signal, in almost all observations, subjects could
not detect a difference in loudness. The number of ‘Yes’
responses does not overlap with the binomial test intervals
therefore, a significant effect is present that results in subjects
not being able to hear any difference. Both observations
regarding the signal type can be made also for cardioid and
dipole directivity patterns.
Comparing these results with the data from Experiment I, it is
reasonable to conclude that for the critical noise signal, the in-
clusion of 6-DoF elements impacted subjects ability to notice
any change in loudness. Mean values in Figure 4 indicate that
50% of subjects could detect a JND smaller than −0.6 dB.
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Fig. 6: Frequency of subjects’ responses for Experiment II as bar
plots. Binomial test data provided over the top showing probability
of success for selected answer within 95% bootstrapped confidence
intervals.
However, the results in Figure 6 show that a JND in loudness
was detected only five times across all presentations. As this
signal is steady state and no inherent temporal fluctuations
are present, subjects’ ability to recognize loudness changes
may be hindered due to the shifting inter-aural time and level
differences induced by head movements. The result is that this
level difference of−0.6 dB is no longer audible inside 6-DoF.
Conversely, ‘Yes/No’ responses in Experiment II for the Cello
and Speech signals remained statistically equal. As the results
from Experiment I show that 50% of subjects could hear
this difference, this may indicate that JND value of −2.6 dB
for non-steady-state signals has remained the same. As the
methodology of Experiment II was designed to confirm or
deny if subjects could hear previous findings, further testing
would be needed to confirm this hypothesis. However, if
such a threshold exists for non-steady state signals inside 6-
DoF VR, this information could prove useful in perceptually
optimizing directivity data for such sound sources.
5. Behavioral Analysis
5.1. Position, Orientation and Time
To further assess subjective results, tracking data of head
movements and user position over time was recorded for
each subject per test item. Analysis was conducted on total
average: distance walked, head movements (pitch, yaw, roll
and source relative yaw), and time taken per test item. For 6-
DoF VR, exploring if freedom of movement combined with
subjects’ head rotations have any affect on our perception
of source directivity is of particular interest. All analysis
showed no significant difference between either the signal
type used or the directivity pattern employed. In comparison
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to the ‘Yes/No’ answers in Figure 6, where a large difference
can be seen between steady and non-steady state signals,
no such difference can be observed in the tracking data.
This indicates ‘Yes/No’ responses provided by subjects were
not due to uncertainty, which would be reflected in subjects
needing significantly more time, or moving greater distances.
Considering the relative yaw movement data, further insight
may be gained by analyzing how subjects listened throughout
the test.
5.2. Interaural Differences
To assess if subjects listening with ‘high’ or ‘low’ IADs
(orientations shown in Figure 1) had an effect on the results,
source relative yaw tracking data was divided into ‘low’ and
‘high’ angular categories. For items that were assessed with
relative head rotations (Yaw) of 0◦, with±20◦ variation were
labeled as having ‘low’ IADs. Conversely, items that were
assessed with 90◦ or 270◦ with ±30◦ variation were labeled
as having ‘high’ IADs. The angular ranges (±20◦ and±30◦)
for these categories was based on visual inspection of all
raw tracking data. A smaller angular distribution was chosen
for ‘low’ IADs as it appears easier for subjects to maintain
a more accurate head position when looking at the source.
For each subject, the percentage of time spent listening to
each item with both IAD categories was calculated. The
number of items where subjects spent over 50% of their
time evaluating with ‘high’ or ‘low’ IADs was then counted
and cross-referenced with their ‘Yes/No’ response. A visual
representation of this IAD categorization is shown in Figure 7
and the results of cross-referencing responses with IADs are
shown in Figure 8. This analysis aims to provide a preliminary
insight into possible behaviors and not to establish new
methods of analysis. By initial observation, the results in
Figure 7 would indicate that if subjects were to listen for any
JND whilst moving around a sound source in an intentional
manner, the most frequent method would be with higher levels
of IADs (as indicated in ‘Red’). Far fewer evaluations were
conducted with subjects spending over 50% of their time with
lower IADs.
For statistical analysis of data, a logistic regression model was
used to determine if the categorized ‘high’ and ‘low’ IADs
had a significant influence on subject responses. Generally,
this method is used to determine if predictor variables (which
may be both continuous or binary) can be used to model
the log odds of a certain binary outcome (‘Yes/NO’). For
this analysis, the predictor variables; ‘Directivity’, ‘Stimuli’,
‘Percentage of time spent with high IADs’ and ‘Percentage
of time spent with low IADs’, were used to identify any
significant effects on the binary ‘Yes/No’ outcome. Results in
Table 1 show which of the variables have a significant effect.
For categorical variables ‘Directivity’ and ‘Signal’, ‘Estimate’
shows the log odds of one variable over another changing
the binary outcome. For continuous variables of IAD, every
unit increase results in the log odds increasing by the estimate
amount (i.e., the estimate equates to a single unit, hence why
these are smaller values). From this, we can see the most
significant effects on binary outcomes are the ‘Noise’ stimuli
(already apparent in Figure 6), and when no attenuation curve
Tab. 1: Table of logit regression analysis showing significant
predictive variables on the binary outcome of subjects being able to
hear a JND in loudness.
Coefficients Estimate St. Err Z-Val P-value
Intercept* -1.846 0.853 -2.164 0.031
Dipole × Cardioid 0.477 0.324 1.469 0.142
Dipole × Null*** -2.621 0.769 -3.406 0.001
Cello × Speech -0.442 0.336 -1.257 0.209
Cello × Noise*** -2.798 0.527 -5.306 1.12e-07
High IADs 0.022 0.012 1.779 0.075
Low IADs* 0.025 0.010 2.431 0.015
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Fig. 7: Number of answers given against the time spent listening
with specific IADs. Responses given where over 50% of time was
spent listening with high IADs is shown in Red, and low IADs in
Blue.
(‘Null’) is used. However, a significant effect is also found
if subjects spent more than 50% of their time evaluating with
low IADs. This result is also reflected in Figure 8 where all
responses with ‘low’ IADs (blue) are in the ‘Yes’ column,
suggesting we are more likely to hear a loudness difference
when maintaining low IADs.
6. Discussion
For Experiment II, subjects were free to move around the
sound source, no instructions were given advising subjects
to maintain a specific head orientation. Given this, it is
interesting to see that whilst conducting the evaluation with
lower IADs made a significant impact on the outcome, it
was far more prevalent to conduct the experiment with higher
IADs. Furthermore, as previously mentioned, all responses
given where subjects spent more than 50% of time listening
with lower IADs, were all positive. This would imply that
even though critical listening is more acute with consistent
lower IADs, in 6-DoF VR where, subjects must move around
the sound source, maintaining persistent head orientation
towards the sound source is either too unnatural, or most
subjects felt like they could conduct the task well in another
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Fig. 8: Number of items listened to with high or low binaural cues
overlayed on top of total ‘Yes/No’ responses. High binaural cues are
highlighed in ’Red’ and low in ’Blue’.
manner. It is also highly unlikely that in a commercial 6-
DoF VR scene there is only one audio source, and that users
would walk round it intentionally maintaining low IADs.
This raises an interesting question as to whether the same
results are obtained if the user remains stationary and the
directivity pattern changes due to the user rotating the sound
source. This would be similar to Experiment I however,
the signal would still be presented binaurally, and subjects
are still free to move their heads. If results change such
that significantly more subjects could hear a JND, this would
provide further evidence to suggest natural body movements
combined with higher interaural differences makes subjects
less sensitive to changes in loudness inside 6-DoF VR. If
our perception is effected in such a way, this may help in
defining a more perceptually motivated model towards sound
source directivity for 6-DoF VR. Furthermore, the scope of
this investigation was limited to frequency independent atten-
uation. Due to interual time and level differences operating
at different frequency ranges, loudness variations in specific
frequency bands may be more/less noticeable depending on
the source relative head orientation of the subject.
7. Conclusion
Two experiments were conducted to investigate if the inclu-
sion of body movements or binaural cues have an influence
on our ability to detect broadband changes in loudness,
relative to sound source directivity. Using the Method of
Adjustment, Experiment I confirmed JND thresholds in lit-
erature for stimuli presented equally at both ears. The
difference between steady and non-steady state signals was
significant, however no difference was observed between
the two attenuation functions (based on cardioid and dipole
directivity patterns). Experiment II implemented the same
directivity patterns inside 6-DoF VR with attenuation limited
to the thresholds found in Experiment I for respective stimuli.
Subjects were asked to explore the area around the sound
source and answer if a difference in absolute loudness could
be heard. Results indicate that for the steady-state signal
‘Noise’, the inclusion of binaural cues and body movements
meant that the JND of −0.6 dB presented monaurally in
Experiment I was no longer audible and that this threshold is
higher inside 6-DoF VR. For both experiments, no significant
difference was observed between the two directivity patterns.
This may be due to the differences not being large enough over
a given time and angular distribution. For future work, the
authors aim to investigate various rates of change over angular
distances to gain further insight into perceptual thresholds of
source directivity inside 6-DoF VR. Finally, cross-correlating
subject’s head movements with ‘Yes/No’ responses, showed
that spending over 50% of time evaluating the sound source
with lower IADs allowed subjects to always hear a just
noticeable difference in loudness. This implies that our head
orientation with respect to the sound source, and consequently
varying IAD, does have effect on how we perceive sound
source directivity inside 6-DoF VR. For future perceptual
evaluations, this may be an important consideration depend-
ing on the task.
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Abstract
Selective Hearing (SH) refers to the listener’s attention to specific sound sources of interest in their auditory
scene. Achieving SH through computational means involves detection, classification, separation, localization and
enhancement of sound sources. Deep neural networks (DNNs) have been shown to perform these tasks in a robust and
time-efficient manner. A promising application of SH are intelligent noise-cancelling headphones, where sound sources
of interest, such as warning signals, sirens or speech, are extracted from a given auditory scene and conveyed to the user,
whilst the rest of the auditory scene remains inaudible. For this purpose, existing noise cancellation approaches need
to be combined with machine learning techniques. In this context, we evaluate a convolutional neural network (CNN)
architecture and a long short-term memory (LSTM) architecture for the detection and separation of sirens. In addition,
we propose a data simulation approach for generating different sound environments for a virtual pair of headphone
microphones. The Fraunhofer SpatialSound Wave technology is used for a realistic evaluation of the trained models.
For the evaluation, a three-dimensional acoustic scene is simulated via the object-based audio approach.
1. Introduction
Conventional closed-back headphones block environmental
sounds through insulated ear cups. Noise-cancelling head-
phones, on the other hand, use on-board processing to cancel
ambience sounds through destructive interference [8]. Under
certain conditions, this technology poses one significant prob-
lem. Since most algorithms rely on basic physical principles,
they lack semantic understanding of the canceled signal.
Consequently, any sound is blocked, regardless of its potential
importance to the headphone user. Information- and time-
critical sounds, such as sirens in traffic, thus may not receive
the user’s attention and provoke dangerous situations.
This issue may be solved through source separation on the
ambient audio stream from the integrated headphone micro-
phones. Sirens as an example for critical sound sources
may be isolated from the auditory scene and played back
on the headphones. This falls into the category of Selective
Hearing (SH) which has seen many advancements in terms of
detection, classification, separation, localization and enhance-
ment of sound sources [1].
Existing DSP-based source separation approaches that may
be used for SH applications are commonly based on statistical
means. The common goal is the estimation of the inverse of
the mixing matrix A which was used to mix N real source
vectors s(t) = (s1(t), . . . , sN (t))T to M output vectors
x(t) = (x1(t), . . . , xM (t))
T :
x(t) = A s(t) . (1)
Since both A and s(t) are unknown, finding A-1 is an ill-
posed problem. Furthermore, in the context of practical
applications M  N . The solution to this problem is
therefore approximated under various assumptions [2].
Independent component analysis is a statistical source sep-
aration method under the assumption that the sources are
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statistically independent and identically, but non-Guassian
distributed [2]. A further common separation approach is non-
negative matrix factorization which assumes that the mixing
matrix A and the sources s are non-negative [2]. Regarding
more recent approaches, projection-based demixing was in-
troduced [4]. In this approach, the observed output mixture
x(t) is decoded into tensors of time, frequency and channels.
Then, different spatial projections are created within these
tensors to identify individual sources.
In contrast to the previous methods for DSP-based source
separation, the use of a neural network architecture poses a
more promising application-focused approach for the separa-
tion of sirens in particular. Since sirens are usually simple
combinations of sinusoidal sounds, neural networks can be
trained to detect and separate them from a diffuse sound
ambience. This poses no further constraints on the audio
material except a certain level of presence of the siren, which
may be negligible within everyday boundaries.
In this context, we compare a CNN and LSTM model embed-
ded into a corresponding system architecture for the extraction
of sirens from a stereo time signal, without digital signal
processing requirements or assumptions. The data preparation
step simulates signals as they may arrive at microphones
integrated into headphones. Apart from accuracy metrics,
the proposed system is tested in a simulated traffic scenario.
The acoustic scene is generated via the object-based audio ap-
proach of the Fraunhofer SpatialSound Wave technology [5].
2. Data Collection
A diverse set of training and validation data was collected
for training and evaluation of the DNN models. About 200
Gigabytes of online audio material were scanned for the
curation of two final datasets of 20 Gigabytes in total size.
One dataset was used for training, the other one for testing. In
addition to the evaluated online content, free field recordings
were made to further expand the dataset. The audio material
was sampled at 44.1 kHz and a resolution of 24 bit.
The training and test dataset are comprised of two parts:
ambience sounds and siren sounds. The curated ambience
sounds mostly consist of various traffic ambience recordings,
as these represent the setting where siren sounds most likely
occur. Apart from traffic recordings, other typical city and
outdoor ambiences were included, such as from parks, malls,
train stations and similar public places. A minor part of the
curated ambience sounds were obtained from the UrbanSound
data set [14]. In order to challenge the DNN models,
white noise and pink noise sequences, as well as ambience
recordings with sounds present in a frequency range similar to
sirens were added, e.g. twittering birds and playing children.
The majority of the curated siren sounds are free from strong
artificial or recorded reverb as well as delay effects to ensure
network model training without data pollution. For further
data cleansing, the siren sounds were high and low cut at
150 Hz and 7500 Hz, respectively, in order to remove low
frequency rumble and irrelevant high pitched noise.
3. Spatial Data Simulation
Signals as they may arrive at microphones placed on the
outside of ear cups were simulated using a custom acoustic
simulation script. This allowed for automated time delay
and distance dependent gain calculations using two virtual
microphones, as shown in Figure 1.
S1
r
C
α
M1 M2
dM
d1 d2
Fig. 1: Virtual microphone simulation. The position of the sound
source S1 is defined by the radius r and the azimuth α. Depending
on the distances d1 and d2 between S1 and the microphones M1 and
M2, the gain and time delay for each microphone signal is calculated.
The simulation works as follows. Two virtual microphones
M1 and M2 are placed at a distance dM from one another,
centered around C. The position of a virtual sound source
of interest S1 is defined by the radius r and the azimuth α,
alongside its initial gain g(S1). The gain of the S1 signal
arriving at M1 and M2 is then calculated using the distances
d1 and d2 between the microphones and S1 via equation 2:
g(S1,M1|2) =
g(S1)
d 21|2
. (2)
Additionally, the time delay ∆t for the signal from S1 arriving
at each microphone is calculated using equation 3 with the
speed of sound vs at 343 m/s:
∆t(S1,M1|2) =
d1|2
vs
. (3)
The stereo mix of the mono microphone signals creates the
impression of the sound source of interest coming from the
intended position. The distance dM can be adapted to the
outer distance between the ear cups of different headphones.
The simulation may be improved in the future through the
simulation of the human head, since with this setup a distance
dM ≥ 1 m led to the most realistic simulations [12].
4. Neural Network Models
A CNN and LSTM model were evaluated for the task of reli-
able separation of sirens. The models were implemented using
the Keras API of Google Tensorflow [3] and embedded into
the corresponding system architecture presented in section 5.
The proposed CNN model is based on the model introduced
in [10]. It is fed with 25 chronological STFT windows in
order to predict an STFT mask for the central 13th STFT
window which is then used to separate the source of interest.
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Input (513, N , 1)

Batch Norm.
ReLU

Conv2D 16, 3x3
ReLU

Conv2D 16, 3x3

Max Pool. 3x3

Dropout 30%
ReLU

Conv2D 16, 3x3
ReLU

Conv2D 16, 3x3
ReLU

Dense 64
Dropout 50%
sigmoid

Output (513,)
Fig. 2: Spectrum masking model. The model is fed with packages
of N STFT windows. After batch normalization, one output STFT
window mask is predicted through multiple convolutional, dropout,
dense, and one max pooling layer.
The original model from [10] was optimized in several steps,
resulting in the final model shown in Figure 2. In comparison
to the model in [10], the leaky ReLU activation functions
were substituted by regular ReLU activations [16]. The
dropout rates were increased to 30% to counteract model
overfitting [15]. Apart from increased dropout rates, a batch
normalization layer was added to normalize the input before
the convolutional layers [7]. This yielded better model
predictions on a larger variety of input data during early
testing. From a practical standpoint, this also produces a more
constant output volume of the separated sound source.
In a last step, the stochastic gradient descent optimizer of
the original model with custom parameters was replaced by
the Adam optimizer [9]. This decreased training duration
and further improved model performance. Due to exploding
gradients, a clip value of 3.0 was set for the optimizer [13].
The input of the network as denoted in Figure 2 has the two-
dimensional shape 513×N × 1, where the 513 frequency
bins result from the STFT window size of 1024 samples, as
further explained in section 5. The N windows correspond
to the 25 chronological STFT windows of the original model
from [10]. This time context of N = 25 was changed to
N = 17 windows in order to evaluate network predictions
with less data. These results are presented in section 6.1.
For potential performance improvement, the chronological
context of each predicted STFT window was also replicated
by an LSTM model [6]. The tested LSTM model uses all
layers of the CNN model in Figure 2 before the output layer
as time distributed input to an LSTM layer with 64 LSTM
cells. The metrics of this alternative model are also discussed
in section 6.1. Despite significantly longer training times,
no practical prediction improvements compared to the CNN
model were identified.
5. System Architecture
The complete system architecture for the separation of sirens
is depicted in Figure 3. One instance of the DNN is applied
In
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DNN L Output
DNN R Output
Mix
S
te
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O
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tSTFT
L
STFT
R
Masking
Masking
2x
2x
Fig. 3: Stereo separation pipeline. The stereo ambience mix is split
into left and right channels by the batch generator. The DNN for
separation is then applied three times to each channel individually.
The mono output of the two network instances is mixed back together
to obtain the final stereo output.
to each channel of the stereo input signal. The correct
localization of the siren signal is preserved through the final
mix of the two separated mono signals.
As presented in the previous section, the CNN and LSTM
models operate on data in the frequency domain in order to
learn spectrum masks. These masks are applied to the STFT
windows of the mixed ambience input, which separates the
siren by isolating corresponding frequency bins. The final
processing pipeline for this approach is depicted in Figure 4.
The network is trained with a processed ambience mix, and
Ambience
Siren
Mix
STFT Clustering DNN Mult.
ISTFT
Mono OutputSTFT
Div.
Teaching Input
Fig. 4: Spectrum masking pipeline. The ambience mix and siren
signal are converted to the frequency domain. The DNN is trained
to predict spectrum masks to separate the siren signal from the mono
ambience mix.
a processed version of the siren signal as the teaching input.
Both the mix and the siren signal are first transformed into
the frequency domain via STFT. The transformation uses the
Hann window function on a window size of 1024 samples and
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a window overlap of 512 samples. This results in complex
STFT windows in the shape 1024× 1.
Since the neural network only operates on real data, the
magnitude spectrum of each STFT windows is used for
further processing. This results in spectrum windows in the
shape 513× 1. For the teaching input of the network, the
magnitude windows of the ambience mix and the siren signal
are divided by one another to obtain the desired spectrum
masks. The calculation of each spectrum mask ~m for the
respective ambience and siren STFT windows ~wa and ~ws is
denoted in equation 4:
~m =
{ |~ws,i|
|~wa,i| if ~wa,i 6= 0
0 else
for i = 1, 2, . . . , 513 . (4)
Instead of training the network to predict one spectrum mask
for one spectrum window as its input, a clustering step
provides the network with more time context. The clustering
step adds N−12 windows before and after the STFT window
of interest to the network input. The network thus receives
packages of magnitude windows in the shape 513×N × 1.
It then outputs a mask in the shape 513× 1 for the N+12 th
input window, with all mask entries lying in the interval [0, 1].
Since the network is only fed with the magnitudes of the
complex STFT windows, the original phase information of
the complex STFT windows is added back to the spectrum
windows before the spectral masks are applied. The separated
time signal can then be calculated using the inverse short-term
Fourier transform.
6. Evaluation
The presented DNN models were evaluated in a quantitative
and qualitative manner. The different metrics as well as the
separation results from a realistic acoustic scene simulation
are presented in the following.
6.1. Network Model Metrics
The final training metrics of the CNN and LSTM models
are shown in Figure 5. It is apparent that the CNN with a
time context of eight STFT windows converges to consistently
lower loss metrics in terms of training, validation and testing
compared to the LSTM model. Taking into account the signif-
icantly longer training duration of a median of 18199 seconds
for the LSTM model compared to the 699 seconds for the
CNN model, the CNN clearly achieves better performance.
Since alerts, including sirens, are typically short sounds that
stand out from an auditory scene, it was tested if reducing
the number of STFT windows fed into the CNN could de-
crease training and prediction durations without compromis-
ing model accuracy. Figure 5 shows training results with eight
STFT windows compared to twelve STFT windows.
The CNN with a time context of eight STFT windows shows
clear signs of overfitting after about 13 epochs. Conversely,
the model with eight windows seems to converge slightly
sooner and trains about 25% faster with respect to the median
training times of 525 seconds and 699 seconds, respectively.
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Fig. 5: Training results. The first two charts show the less accurate
results of the LSTM model despite a roughly 25 times longer training
time compared to the CNN model. The third chart shows the CNN
loss trend with a time context of eight STFT windows, the bottom
chart for a time context of twelve STFT windows. For each scenario,
the median training time for one epoch is denoted above.
After 18 epochs, however, the CNN with a time context
of twelve windows reaches a loss minimum below all loss
minima of the eight window time context model. The CNN
was therefore identified as the better performing model.
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6.2. Spatial Audio Scene Simulation
For a realistic evaluation of the system with the better per-
forming CNN model, recordings in a large test room with a
three-dimensional speaker arrangement were made. The room
dimensions are 9 m× 7.1 m× 4.7 m (L×B×H). The speaker
setup consists of 49 satellite speakers and four subwoofers.
The Fraunhofer SpatialSound Wave technology was used
to play back three-dimensional ambience recordings on the
speaker setup via the object-based audio approach [5]. Be-
sides the realistic playback of the ambience recordings, the
setup enables the mapping of a siren signal to an audio object
which can arbitrarily be moved in space.
Two condenser microphones were placed at the acoustic hot
spot of the demo room. A distance of 0.2 meters between
the microphones was chosen for a distance similar to small
microphones as they could be attached to the back of ear cups.
Three different sirens were each moved along a circular
and linear audio object path as shown in Figure 6. The
Fig. 6: Automated siren movements. The sirens are moved along the
360◦circular path at the top to explicitly test localization accuracy.
The linear path at the bottom simulates sirens passing by in traffic.
sirens represent a German, American Wail and American
Yelp police siren. Common traffic noise was played back
from a three-dimensional recording to simulate a realistic
traffic ambience. The volume ratio between the sirens and
traffic ambience was adjusted by ear. For the circular siren
movement, a constant siren gain was chosen to explicitly
test the localization accuracy of the CNN model at every
azimuth α. In the case of the linear siren movement, the
volume of the siren was automated to be distant dependent, i.e.
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Fig. 7: Separation results for circular siren movements. The CNN
produces reliable results apart from short interruptions in the German
and wail siren signals.
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Fig. 8: Separation results for linear siren movements. The louder
parts of the sirens are separated successfully, while the quieter parts
are not always recognized.
increasing towards the microphone position and decreasing
while moving away from it.
Separation results for the circular siren movement are shown
in Figure 7. The spectrograms are plotted on the Mel
frequency scale using the monophonic sum of the signals [11].
The separated sirens are close to the original siren signals
and the sections without sirens are successfully kept quiet
by the network. The slightly brighter areas around the main
sinusoidal siren sound waves indicate a low remaining noise
floor in the separated sequences.
Separation results for the linear siren movement path are
plotted in Figure 8. Contrary to the separation results of
the constant siren volume on the circular movement path,
these results reveal unreliable separations for the quieter siren
sections. While the German siren is recognized throughout
most of its occurrence in the recorded ambience mix, both
the yelp and wail siren are only separated properly during
the louder sections, i.e. when the virtual distance of the siren
decreases towards the microphone position. This indicates
that the CNN is not able to reliably detect sirens below a
certain volume threshold.
Although quieter siren signals appear to remain a challenge
for the tested models, quiet sirens may also be less of
importance if they are far away. Further simulated or real-life
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tests will therefore be needed to reliably identify the detection
boundaries of the proposed architecture and optimize the
presented system and training data accordingly.
7. Conclusion
This paper compared a CNN and LSTM model with a cor-
responding system architecture for the separation of sirens.
The CNN model training is quicker and produces more
accurate results. The CNN model was also evaluated from a
practical standpoint using the Fraunhofer Spatial SoundWave
technology for an object-based traffic scene playback. The
circular movement of three typical sirens around the micro-
phone position showed reliable separation results. The linear
movement simulation revealed detection boundaries for siren
signals below a certain volume threshold.
Future research may reveal more efficient architectures that
meet the limited system resources and realtime requirements
of an embedded system inside noise-cancelling headphones.
Processing delays will need to be kept within strict time
constraints, for instance in dangerous traffic situations, while
conserving system resources, e.g. with respect to battery life.
For a guaranteed reliable performance in difficult situations,
the exact boundaries of the proposed system will need to be
identified and corresponding training data optimizations will
need to be made.
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Abstract
Calling while driving poses a severe safety risk. When more than two people are involved in a call - a conference call -
this risk increases even more. Intelligent vehicles could offer support systems that ease the cognitive burden of such a
multiparty calls. We explore the possibilities of such advanced driving assistant systems (ADAS) in two ways: first, we
investigate object-based spatial audio where each remote caller is modeled as a distinct audio source. Second, we apply
a non-intrusive ambient stereoscopic 3D (S3D) visualization that indicates the current speaker and its location. In a
between-subject design driving simulator study (n=56), we assess workload, user experience and driving performance.
Surprisingly, we found no positive effect of object-based audio. However, we present evidence how a supporting
visualization might lower situational stress and increase the system’s dependability. We conclude that a supportive and
intelligent stereoscopic visualization is a promising candidate for enhancing multiparty conference calls while driving.
1. Introduction
People work in their cars while driving. They search through
papers, make notes, check emails, or schedule meetings [18,
25]. It is likely and anticipated that advances in connectivity
and automation will increase the time people work in cars
and will make other tasks more likely to be performed [6,
21]. In addition to the mentioned work-related activities,
people make business calls while driving [18, 25]. They
call clients, secretaries, or colleagues to productively use
the time they spent in their car. However, having a phone
call while driving is, despite all technological advances and
hands-free technology, a dangerous task. Leung et al. [19]
concluded that making a cognitively demanding hands-free
phone call while driving is as risky as driving with a blood
alcohol concentration of 0.07 to 0.10%. Moreover, as soon
as phone calls have multiple remote participants (multiparty
conversation), cognitive load increases [29]. In particular, it
gets harder to distinguish the speakers’ voices and by that, to
follow the conversation [8]. In a face-to-face meeting, it is
easy to distinguish who is speaking: we see the people and
hear their voices from where they are sitting or standing. In
a remote multiparty conversation however, the sound sources
that represent the communication partners usually come from
the same direction. Additionally, there is no visible represen-
tation of the callers. Restoring both properties - spatial sound
and visual representation - might help to lower the cognitive
burden of such remote multiparty conversations and make
them less risky.
Thus, this paper investigates two potential solutions to en-
hance the experience during multiparty conference calls while
driving: an object-based spatial sound system and an adaptive
visualization. The former enables the listener to locate each
voice at the correct angle in the room. The latter provides
a non-intrusive ambient stereoscopic 3D (S3D) dashboard
visualization, adding visual representations to the voices, and
enables the user to match the voice to a name.
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The rest of the paper is structured as follows: We start
with background information and related work (Section 2.1).
Following, we present our experimental design and prototype
in Section 3. Section 4 presents our results and Section
5 interprets and discusses them. Finally, we conclude and
provide a brief outlook in Section 6.
2. Background & Related Work
2.1. Stereoscopic 3D
Traditional displays only show one image for the left and right
eye. Depth is visible, but only via cues like occlusion or linear
perspective. Stereoscopic 3D (S3D) visualizations display
individual images for the left and right eye. The human visual
system then fuses these images and calculates binocular depth
cues for depth perception similar to real-life [9].
2.2. Channel- & Object-based Audio
Audio scenes usually consist of many channels mixed to-
gether by the audio engineer. For channel-based audio
(CBA), the audio scene is down-mixed regarding standardized
speaker layouts [8]. Since speaker layouts between common
reproduction systems and the audio engineer’s production or
recording system usually do not match, the originally mixed
sound field can not be reproduced exactly. This leads to a loss
of spatial information (e.g. all sound sources come from one
direction).
In contrast, object-based audio (OBA) does not store pre-
produced audio channels, but instead sound objects consisting
of audio and metadata. Knowing the positions of loudspeak-
ers, the sound field of the audio scene can be reproduced
exactly by calculating each speaker signal independently in
real time during playback [2, 22]. Hence, spatial information
is retained (e.g. the direction of speakers during a mul-
tiparty conversation). Similar results can be achieved by
applying a blind source separation algorithm that decomposes
a multi-channel input stream into several output streams
[23]. Although channel-based and object-based audio are
both spatial audio formats, only the object-based approach
enables the dynamic, real-time capable spatial location of
sound sources. Therefore in this work only the object-based
approach reproduces spatial audio.
2.3.Multiparty Conference Calls
Many research groups try to lessen the cognitive demand
of calling while driving by exploring novel technologies
like AR-glasses [15, 16] and using video-call software [14].
However, these systems have only been tested during one-to-
one conversations.
For multiparty conference calls, Rajan et al. [26] try to solve
this issue by using an intelligent user interface. It successfully
performs, among other measures, speaker identification and
adds presence indicators in form of personalized background
noises to the conference call in a desktop setting. Kilgore
reports a lower level of perceived difficulty when using spatial
audio in a desktop audio conference system [13]. Their
system increases the quality of the conference call but was
not applied in the more safety-critical automotive context.
No significant benefit of spatial audio was found by Inkpen
Tab. 1: Experimental design with four groups.
No visualization Stereoscopic 3D
Channel-based audio CBA-NoV CBA-S3D
Object-based audio OBA-NoV OBA-S3D
et al. [10]. However, they found that displaying a visual
indicator in form of spatial video improved people’s ability
to follow the conversation. It is important to note that
the application of visual indicators during manual driving
has to be handled carefully because the main focus of the
driver should be on the traffic and surroundings. Wickens’
theory of shared resources argues against providing visual
cues while driving because driving is a highly visual task
and the resources for processing visual information should
be allocated for the driving and not for a secondary task
[32]. However, recent advances in ambient lighting (e.g.
Loecken et al. [20]) provide an interesting possibility to
implement a non-intrusive vision-based support system for
multiparty conference systems. Also, previous work on
stereoscopic 3D dashboard visualizations showed that they
do not necessarily decrease driving performance if designed
carefully - especially for change detection tasks [30, 31].
Furthermore, S3D can improve user experience while driving
when designed carefully [3, 4].
The high mental workload induced by phone calls motivated
us to explore spatial audio and stereoscopic 3D visualizations
as support systems during such calls more closely.
3. Study
Our study focuses on multiparty conference calls. The
situation resembles a remote job interview where several
employees of a company talk with a potential new employee
who is currently driving on a highway.
3.1. Experimental Design
The experiment had a between-subject design. Dependent
variable is the type of user interface. Participants experienced
one of the four user interfaces as indicated in Table 1.
Independent variables are described in Section 3.4.
In CBA-NoV, the three speakers’ voices come from the same
direction in front of the user and no supporting visualization
was offered. This condition acts as the baseline. In OBA-
S3D, the three speakers’ voices can be perceived from distinct
directions (left, center, and to the right of the driver) while
supporting S3D visualization was offered.
We chose a between-subject design for two reasons: first,
to shorten experiment duration. Second, a mixed design
would have required a second simulated conversation. It
turned out to be a challenging task to design two similar
conversations that induce the same workload and therefore
allow a comparison of all conditions, but do not repeat
themselves. Hence, we applied the between-subject design
that requires more participants but allows easy comparisons
across groups.
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Fig. 1: The user interface adapts to the number of participants. The
speaking person is highlighted using a green color. Location of tags
matches position of speakers in auditory scene for OBA-conditions.
Fig. 2: Default view of the driving simulation.
3.2. Sample
The final sample consisted of N = 56 participants (male =
38 or 67.9%, female = 18 or 32.2%) with a mean age of 30.5
years (SD=8.22). All possessed a valid driving license, had
no hearing impairments, had normal or corrected-to-normal
vision, and passed a stereopsis test if they were assigned to
a S3D group (Random Dot Stereogram, [28]). 45 out of
56 (80.36%) had experience with stereoscopic displays and
26 (46.43%) had experience with 3D Audio. Overall, 31
participants (55.36%) said that they regularly make phone
calls while driving. Mean MSSQ score is 9.53 (SD=8.62).
3.3. Apparatus
Figures 2 and 3 illustrate the simulation environment. A
screen (2D, 3.6×2.26 m, 2560×1600 pixel at 120 Hz) dis-
plays the driving environment. The car mock-up has an
integrated spatially augmented reality dashboard (L-shaped,
90×60 cm, 2560×1600 pixel at 120 Hz, in S3D mode: 60 Hz
per eye). It is further equipped with a Thrustmaster TX
Racing Wheel Leather Edition and pedals. Volfoni Active 3D
glasses1 enable the stereoscopic visualization. An Optitrack
tracking system 2 realizes head tracking and the head-coupled
perspective. The rear-view was visible via a real car mirror
and a 1920×1080, 30 Hz projection. All visualizations were
realized using Unreal Engine 4.18.3 3. Field of view was set
to 70◦.
Figure 1 illustrates the user interface supporting the multiparty
conversation. The name tags appear one by one according to
the callers in the multiparty conversation. The name tags and
colors are carefully calibrated to be non-intrusive and non-
glaring while driving. They are located at the top of the
1http://volfoni.com/, 2019-01-03
2http://optitrack.com/, 2019-01-03
3http://unrealengine.com/, 2019-01-02
below and above screen
Sub
Sub
Dashboard
Screen
Rearview Screen
S1
S2
S3S1,2,3
Fig. 3: Overview of simulation environment. Positions of dialogue
partners marked for OBA in blue and CBA in red.
dashboard so that they can act as an ambient lighting cue.
Disparity of the name tags is D = 0, 218◦. That means
that they appear 4 cm behind the projection plane with a
viewing distance of 80 cm and and interpupillary distance of
IPD = 63 mm. Disparity of the speedometer, tachometer,
and cruise control indicator is D = 0◦. Stereoscopic 3D was
chosen as an additional cue for the ambient visualization.
Locations of the name tags correspond to the intended seat
distribution of the dialogue partners. In the OBA-condition,
speakers’ voices were located at the intended position relative
to the driver. In the CBA-conditions, all three voices come
from the same direction directly in front of the user resem-
bling mono audio playback.
To reproduce audio, the wave field synthesis based 3D audio
system SpatialSound Wave4 (SSW) using 18 Seeburg TS-
nano speakers and two Seeburg TSM subwoofers was in-
stalled. The speakers are positioned in a horizontal plane
around the listening position at a height of 1.4 m. See Figure 3
for speaker positions. The front speakers are positioned above
at 2.5 m and under the screen at ground level not blocking
view to the screen. Using delay and gain adjustments, the
sound sources can still be perceived in the horizontal plane.
4https://www.idmt.fraunhofer.de/en/institute/projects-products/
spatialsound-wave.html, 2019-01-30
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The audio system was calibrated and equalized to compensate
room acoustics and speakers’ characteristics.
Synchronization between visualization using Unreal Engine
and auralization using SSW was implemented by exchanging
scene data graphs as XML via UDP. By that, all sound sources
(environment, other cars, engine and tires of ego car, wind
noise and voices of the speakers) are managed in real-time and
positioned in 2D space around the driver. Audio reproduction
also included doppler effect of passing objects like cars.
3.4.Measures
To describe the sample, we apply the motion sickness sus-
ceptibility questionnaire (MSSQ, Golding et al. [7]). We
further ask for simulator sickness using the Simulator Sick-
ness questionnaire (SSQ, Kennedy et al. [12]) and for user
experience using the user experience questionnaire (UEQ,
Laugwitz et al. [17]). In order to assess workload, we apply
the Driver Activity Load Index (DALI, Pauzie et al. [24]). The
DALI is a modified version of the NASA TLX [?], especially
designed to assess workload of drivers. Driving performance
was operationalized using number of steering reversals and
number of lane departures (measured using widest part of the
vehicle) [27]. We count a steering wheel reversal when the
driver turns the steering wheel 6 degrees in one direction and
within 2 seconds 6 degrees in the opposite direction. We count
a lane departure when the car crosses the center of a lane
marking without making a lane change.
3.5. Procedure
When participants arrived, they filled out a consent form, the
MSSQ, and a general questionnaire. They were randomly
assigned to one of the four groups. They took a seat in
the driving simulator and received general information about
the phone interview, the car, and its capabilities. Depending
on their assigned group, participants experienced different
audiovisual user interfaces (c.f. Section 3.1). However, all
wore stereoscopic 3D glasses. The virtual car was equipped
with cruise control and participants were instructed how to
use it. They were further told to respect traffic rules. In
our study, participants had to drive along a 12 km curved
three-lane highway with low traffic (approximately 5 cars per
km; primary task) and engage in a multiparty-conversation
(secondary task). After about 3 km, which were considered
training, the phone rang. When participants had accepted
the call with a button on the steering wheel, a simulated
job interview started. In our scenario, the participant had
previously applied for an internship at the fictional “Institute
for Thermodynamics”. Three virtual members of the institute
took part in the interview. For playing questions, answers,
and other sounds (e.g. agreeing sounds) of the callers,
we used a wizard-of-oz-based audio player for multiparty
conversations5 which was controlled by an operator from
another room. Approximately 10 seconds after they had hang
up, the drive ended. After that, they filled out the UEQ, SSQ,
and DALI. That concluded the experiment. Total experiment
duration was approximately 25 minutes. Participants were not
paid, but had the chance to win 50 Euro.
5https://github.com/JoReIMT/Dialogue-Sample-Player, Dialogue-
Sample-Player, GPL-3.0, 2019-03-01
4. Results
All data follows normal distribution (tested with Shapiro-Wilk
test, histograms, and QQ-plots, [33]) and shows homogeneity
(tested with Levene’s test) if not stated otherwise. An
α-value of 0.05 was used as significance criterion when
necessary. Data was analyzed using R 3.5.2 (afex 0.22.1,
fBasics 3042.89, bestNormalize v1.3.0, and MASS 7.3-51.1).
The overall drive lasted about 6 minutes and 4.97 seconds
(SD = 75.07 seconds;), depending on the answers given by
the participants. Mean driving speed was M = 116.47 km/h
(SD=8.00 km/h). Participants drove on average 11.81 km.
4.1. Simulator Sickness
Data of the SSQ is not normal distributed. Hence, we applied
a Yeo-Johnson transformation to correct for normality [34].
A two-way ANOVA found no evidence for significant differ-
ences in simulator sickness on Yeo-Johnson transformed data
of the SSQ (untransformed data: MNausea = 18.91;SD =
17.59; MOculomotor=18.27;SD=15.55; MDisorientation=
14.42;SD=21.21; MTotal=20.30;SD=17.51; p>.340).
4.2. User Experience
Results of the UEQ are presented in Figure 4. Results of a
two-way ANOVA suggest that there is a significant interaction
effect on the Attractiveness scale (F(1, 52) = 6.82, p = .012,
η2p = .12). Closer inspection using Tukey’s HSD confirms that
CBA-S3D (M =0.88 SE=0.09) was perceived significantly
more attractive than CBA-NoV (M = 0.46 SE = 0.08;
t(52) = 2.858, p = .0302, Cohen’s d = 1.26) as Figure 5
indicates. There is also a significant main effect of the video
condition on Dependability stating that the S3D condition was
perceived more dependable than the NoV condition (S3D:
M = 0.60, SE = 0.12; NoV: M = 0.24, SE = 0.12;
F(1, 52) = 4.31, p = .043, η2p = .08). No other main or
interaction effects were found.
4.3. Driver Activity Load Index
Results of the DALI questionnaire are shown in Figure 6. Data
is not normal distributed and data transformations do not lead
to a reasonable normal distribution. Hence, we decided to
analyze data using multiple Wilcoxon Rank Sum tests. Be-
cause of the large standard deviations and rather small sample
size, we deliberately did so without correction for multiple
comparisons. This allows for data exploration, detection of
possible effects, and making suggestions for future research.
However, interpretation of any significant differences requires
taking into account this very liberal procedure.
On the Visual Demand scale, there is a significant difference
between OBA-NoV and OBA-S3D (W = 52, p = .035, r =
.281. indicating that OBA-NoV (Mdn = 48.5) was less
visually demanding that OBA-S3D (Mdn = 15.0). On the
Situational Stress scale, we found evidence for a significant
main effect of visualization between S3D and NoV with W =
266.5, p = .394, r = .276 suggesting that the S3D condition
(Mdn = 19.0) leads to less stress than the NoV condition
(Mdn = 39.5). For all other comparisons, test results are
non-significant with p > .079. This tells us that the other
sub-scales measured by the DALI do not significantly differ
between groups and conditions.
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Fig. 4: Means and standard errors for the UEQ ([-3;3], higher is
better).
Fig. 5: Interaction plot for “Attractiveness” of the UEQ. CBA-S3D
was perceived more attractive than CBA-NoV
Because some authors suggest that the ANOVA is very robust
to violations of the normality assumptions (e.g. Field et al.
[5]), we ran a two-way ANOVA for the two found effects. The
more conservative ANOVA confirms the main effect of the
visualization on Stress (F(1, 52) = 4.75, p = .034, η2p = .08) but
not the interaction effect on Visual Demand (F(1, 52) = 3.30,
p = .075, η2p = .06).
4.4. Driving Performance
4.4.1. Number of Steering Wheel Reversals
We applied a Tukey transformation to establish normal dis-
tribution. A two-way ANOVA found no significant effects
in steering wheel reversals (p > .406). By that, we can
assume that the different audiovisual support systems did not
significantly influence this measure of driving performance.
4.4.2. Number of Lane Departures
Data on number of lane departures does not follow a normal
distribution so we applied a Tukey transformation. Again, a
two-way ANOVA found no significant effects in the Tukey-
transformed number of steering wheel reversals (p > .582).
This indicates that there is insufficient evidence for an influ-
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Fig. 6: Medians for the scales of the DALI ([0;100], lower is better).
ence of the support systems on the number of steering wheel
reversals.
5. Discussion
We explored two support systems: an object-based audio
which emits the speakers’ voices from distinct directions and
a stereoscopic 3D dashboard visualization providing indica-
tions who is speaking at the moment via non-intrusive ambient
lighting and name tags. We expected that each support system
on its own leads to less workload and higher user experience
(UX). We further expected that the combination of both
support systems outperforms each support system regarding
workload and UX.
Results indicate that participants’ responses to the different
support systems are very conservative. We did not find a clear
favorite with respect to user experience or workload.
Prior research indicates that spatial sound makes it easier
for people to follow a conversation and reduces perceived
difficulty in multiparty conversations [1]. In our study,
spatialized audio reproduction did not significantly improve
driving performance or reduce the drivers’ workload during
phone conference. Whereas prior research on multiparty
conversation was done without any ambient noise [1, 29],
the complete auditory scene including environmental sounds
was reproduced with spatial audio in our study. Maybe the
differences between spatialized speech and spatialized noise
were not prominent enough to affect the measures positively.
Nevertheless, results indicate that perceived Situational Stress
is lowered by the S3D support system. As mentioned in
Section 4, this is based on a liberal test procedure. However,
it acts as a strong motivation for further research in this area.
SAE International mentions values for comparison of lane
departures as guidance ranging from 7.1 to 16.4 lane de-
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partures per 100 miles and reversal rates of 1 to 2 per
minute - without any distracting tasks [27]. The measured
number of steering wheel reversals falls within this range.
However, measured number of lane departures in our study
was approximately twice as high - regardless of condition
and with a mean distance of only 11.81 km, meaning that
participants drove serpentine-like but without abruptly mov-
ing the steering wheel. On the one hand, it is important
to note that the experiment was performed in a medium
fidelity simulator with naturally unrealistic vehicle physics.
On the other hand, this suggests that hands-free multiparty
phone conversations are very demanding and impair driving
performance. Another point that could have potentially
impaired driving performance is that all participants wore 3D
glasses all the time. Overall, we did not uncover any main or
interaction effects on driving performance suggesting that the
support systems did not negatively affect driving performance.
However, the S3D visualization was perceived more depend-
able (UEQ, Figure 4) than the NoV-condition, regardless
of the audio condition. Further, we did not measure any
driving performance impairments of the visualization. That
means that participants felt more in control and perceived
the UI as more secure and predictable (c.f. Laugwitz et
al. [17]) when the system presented visual indicators of
who is speaking compared to when they had to rely on
audio information only. This is supported by the mentioned
effect on the Situational Stress scale of the DALI. A more
dependable system might induce less stress. It is likely
that the more obvious visual support system made people
feel more certain in who is speaking and by that, made it
easier to follow the conversation. Also, acting as an ambient
lighting cue, participants can perceive the information in their
peripheral vision without taking the eyes of the road. The
presented names further enhance the experience by adding
meta information. This is confirmed by responses which
indicate the necessity of research on UIs containing additional
information like the role of the speaker, faces or avatars, and
locations during international phone conferences.
5.1. Limitations
Data suggests that the sample size was too small to generalize
results. Follow-up experiments with more participants are
necessary to confirm our conclusions. We missed to ask par-
ticipants how often they engage in multiparty conversations.
Considering that these support systems enhance conference
calls while driving, another study with a sample that is very
likely to often engage in such calls (unlike students and
university staff in our study) is necessary to confirm results
of our exploratory study. The experimental design did not
investigate the full spectrum of visualizations like HUD or
windshield displays as well as traditional 2D displays. While
S3D is not crucial for this study and acts only as a design
element, we chose S3D to explore the application domain
of this visualization technique, in particular for structuring
information. Further research is necessary to put the results
in perspective to traditional 2D visualizations.
It is important to note that mental workload can vary sub-
stantially due to the type of conversation. Involvement and
engagement is another factor that can influence workload. In
our study, participants might not have cared much about the
conversation which influences final workload results.
Participants reported simulator sickness scores ranging from
significant to problematic symptoms according to Kennedy
et al. [11]. Taking a closer look at the scores reveals that
the symptoms ”difficulty concentrating“ (
∑N
n=0 = 49) and
”sweating“ (
∑N
n=0 = 29) were reported especially high
among participants compared to the average scores of the
other symptoms (
∑N
n=0 = 8.9). The first one is likely due
to exhaustion. Participants needed a high effort of attention
and reported high situational stress especially because of the
simulated job interview. The latter is most likely due to the
warm laboratory environment without appropriate air condi-
tioning but many projectors, workstations and loudspeakers.
We need to mention that the used spatial sound setup is
different from a typical setup encountered in a car. Especially
the acoustics in the laboratory and a common car lead to
differences in perceived proximity of audio sources and by
that, the virtual speakers. Hence, replicating our experiment
in a real car might lead to different results.
Also, being a simulator study, vehicle physics as well as
overall replication of real-world conditions is limited by
technology. Hence, results can only be interpreted within
the context of our simulation. The absence of a baseline
drive without any conversational task makes it hard to specify
the reason for the impaired driving performance. However,
comparing our results with previous work suggests that doing
a multiparty call - e.g. a job interview - can lead to impaired
driving performance. Hence, our data indicate that it is not
recommended to engage in a multiparty conversations for
manual driving with SAE Level 1 and 2 automation - even
with support systems like ours. We suggest exploring the
proposed support systems for higher levels of automation, e.g.
Level 3 where participants have to monitor the environment
but do not have to engage while automation is enabled.
6. Conclusion
In this work, we investigated two audiovisual support systems
and their potential to make multiparty conferencing while
driving more pleasant: a stereoscopic visualization and an
object-based spatial auralization. We found no positive -
but also no negative - impact of object-based audio in this
context. This might be due to the spatialized noise re-
production. We propose to conduct further experiments of
multiparty conferencing in realistic acoustic environments to
verify if it generally reduces the benefits of using spatialized
speech reproduction. However, results of our study indicate
that a visualization presenting information about the callers
potentially reduces perceived stress and is likely to increase
attractiveness. Participants further perceived the conditions
with a supporting stereoscopic 3D visualization as more
dependable compared to user interfaces without a vision-
based support system.
Considering the positive aspects of our prototype paired with
the absence of any impairments, an intelligent visualization
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has a lot of potential to support drivers during conference
calls. Our results can be the basis for a user interface that
offers more security, predictability, and makes users feel
more in control during such phone calls. In our fast-paced
society, where workplace availability and flexibility but also
constantly keeping in touch with friends and family is of
utmost importance, such a system could be highly beneficial
for user experience and safety.
Since the impact on driving performance of such systems,
the applied display, and the application in (semi-)autonomous
vehicles are important aspects in this research domain, follow-
up experiments with slightly modified designs that integrate
these factors are planned to investigate this areas further.
Especially a test with people who regularly participate in
conference calls, the comparison with other types of displays
(HUD, windshield, and perspective 3D), and the application
of in vehicles with Level 3 automation seem promising.
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Abstract
There is a high demand for portable audio on the market. Hence, manufactures of headphones and hearing aids have
to deal with miniaturization of electroacoustic transducers (micro speakers) but maintain sound quality and energy
efficiency (battery life time) at the same time. Different techniques are known for downsizing transducers. A very
successful method is provided by the semiconductor industry. The use of the so-called MEMS technology (Micro-
Electro-Mechanical-System) has already led to great success in microelectronics and MEMS applications such as
microphones and accelerometers. This success has triggered a high interest in implementing MEMS technology also
for speaker manufacturing. Based on patents, the initial approaches of MEMS loudspeakers will be presented. An
outlook of the arising new potentials for portable spatial audio with MEMS based speakers will be given.
1. Motivation
3D audio is not only of high interest for loudspeaker repro-
duction, but also for headphones. Especially in the popular
field of virtual reality (VR) and augmented reality (AR),
headphones are the first choice. The connection to the ear
is mostly fixed and every ear can directly be provided with
audio content without any cross-talk. By the use of HRTFs
(Head-Related Transfer Function) the virtual environment can
be presented in a physical correct way [3, p. 9]. Knowing
the exact sound pressure level of the headphones plays an
important role in this application and could be much better
achieved through the use of MEMS loudspeakers than clas-
sical approaches. In combination with a MEMS microphone
this could be a perfect tool.
Other applications like active-noise-canceling (ANC) are
also very popular. Nowadays hybrid feed-forward and
feed-back filtering is used in mid to high prizing headphones.
This means there is the need of at least two microphones
per ear. When using in-ear headphones with small space
requirements, the MEMS technology with all elements
integrated in one chip can bring a big benefit.
In the manufacture of dynamic headphones derivations of
several dB are common. Figure 1 shows the variation between
left and right earphones in a dynamic in-ear headphone, which
is not uncommon in the lower to mid price range.
Fig. 1: Frequency response of an earphone with deviations between
left and right loudspeakers [8].
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Big differences can cause a confusion because of inconsistent
amplitude and phase of the audio signal [2, pp. 206–212].
In Fig. 2 the principle influence of phase and amplitude are
shown in dependency of the frequency. Especially in the
use for VR and AR, differences to the visual cues can be
a problem. If the derivation is not too large, the brain can
compensate this, but best way is to deliver an audio signal
most accurate like a real sound event.
Fig. 2: Influence of various interaural advices on left and right
hearing as a function of frequency [16, p. 639].
For higher pricing headphones the so called pairing
(the two most similar drivers in one headphone) gives
a better stereo representation. But the derivation from
headphone to headphone is still there. Adaptive correction
by microphone or signal processing can solve this problem.
MEMS technology is ideal for this solution, as it allows a
combination of high-precision MEMS loudspeakers with the
smallest dimensions, MEMS microphones and digital signal
processors (DSP) to be fabricated directly on a printed circuit
boards (PCB).
2. MEMS Speakers
The following section explains MEMS technology in its basic
principle and manufacturing process, including loudspeaker
implementation. The historical and present approaches are
presented.
2.1.MEMS Technology
The abbreviation MEMS stands for Micro-Electro-
Mechanical System. Hence, MEMS represent a rational
combination of miniaturized components that operate
typically in the mechanical and electrical domain. Based
on the fact that semiconductor microelectronics and
MEMS fabrication utilize in principle the same set of
microtechnologies, enables (sub-)micrometer feature
precision, high integration density, parallel high yield device
manufacturing, high reproducibility and so-called monolithic
device fabrication. Monolithic device fabrication means that
all elements, comprising the micromechanical components
and the required microelectronics are assembled in a
miniaturized manner on the same substrate or at least within a
single device package. This allows driving MEMS devices in
principle with high energy efficiency and high performance
signal processing. The packaged MEMS are relatively robust
and furthermore allow a direct combination with conventional
PCB surface-mount technology. The monolithic integration
combined with the aforementioned possibilities for high
yield, high volume and parallel microdevice fabrication
enables overall new design strategies for loudspeakers
and potentially a device fabrication at relatively low costs.
Nevertheless, the implementation of MEMS technologies also
requires rethinking the overall speaker design. In contrast to
a conventional speaker assembly, MEMS fabrication relies on
the stacking of patterned functional layers (2.5D technology).
These layers are created by additive and subtractive
technologies comprising, for instance, vapor phase thin film
deposition, optical lithography for micropattern transfer, and
material dry as well as wet etching for area-selective material
removal.
MEMS emerged from the developing microelectronics in the
60s. The so-called resonant gate transistor, demonstrated
by Nathanson and Wickstrom [14], is typically considered
as the first appearance of a MEMS device. In the 70s,
pressure sensors and ink jet printer nozzles were developed
based on MEMS principles [12, pp. 2] followed by the first
MEMS based microphone in 1982 [17]. Since then, MEMS
inertial sensors, microphones, magnetometers, micro-optical
components and various other components were developed
and represent today the foundation of modern sensor systems
and communication devices.
2.2. Early MEMS Speaker Approaches
The following overview is focused on MEMS based speakers
for the reproduction of the audible frequency range. To
the knowledge of the authors, the first approach of MEMS
speakers was published in 1994 by Lee et al. [10] and was
based on a piezoelectric cantilever. The concept itself was
based on a sound generation by the stimulated bending of the
microcantilever. Notably, the device was originally designed
for microphone applications. A cross section of their speaker
is shown in Fig. 3.
Fig. 3: Cross section of the piezoelectric MEMS-speaker from Lee
et. al [10].
Only three years later Harradine et al. introduced the first
electrodynamic MEMS speaker [6]. Attached to a membrane
device, a permanent magnet interacts with a fixed voice coil,
which caused generating of sound. A schematic illustration of
this approach is shown in Fig. 4.
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Fig. 4: Cross section showing the electrodynamic MEMS-speaker of
Harradine et. al [6].
A MEMS speaker with electrostatic drive system was intro-
duced by Neumann and Gabriel in 2002 [15]. Sound is gener-
ated by their system by the interaction of a movable membrane
electrode and a fixed stator electrode. A photograph of their
demonstrator is depicted in Fig. 5.
Fig. 5: Photograph of the electrostatic MEMS-speaker by Neumann
et. al [15].
All recent MEMS speakers are more or less based on well
known and well established principles from the field of com-
mon loudspeakers. Even exotic concepts like magnetostrictive
drive systems are adapted to MEMS speaker approaches [1].
A more elaborate but still incomplete list of MEMS speaker
related literature is given by Maennchen et al. [13].
In addition to these academic publications many patents and
patent applications have been published by companies like
Bosch [18], Infineon [4], Goertek [20] and AudioPixels [11].
In the meantime none of these companies have made any
public demonstrations.
2.3. Todays MEMS Speakers
The following discourse is meant as short overview of the
present MEMS speakers. A detailed view cannot be given
in this frame. For further information on technical details
or characterization results, please refer to the references
provided. Due to the continuously growing demand for minia-
turization of loudspeakers for headphone based applications,
new approaches have been published in recent years:
USound is an Austria-based startup and provides the only
MEMS speaker available on the market at now. Multiple
MEMS based cantilevers act as piezoelectric drive system.
Attached to this is a plate that acts as piston-like membrane.
Because the membrane is attached in a non-semiconductor-
technology processing step, it is a MEMS hybrid [19]. The
MEMS based drive system and the entire MEMS speaker is
depicted in Fig. 6.
Fig. 6: Schematic illustration of the USound loudspeaker [19].
Fraunhofer ISIT introduced a piezoelectric MEMS
speaker consisting of four triangular cantilevers which
are separated by narrow gaps. This speaker is hence called
piezoelectric narrow gap MEMS (PNG-MEMS) [13]. Related
to the drive signal, the cantilevers act as bending actuators
for the reproduction of sound. Because of the narrow gaps,
the acoustic short-circuit is avoided and large excursions are
enabled. Functionality was proven by public demonstrations
of an In-Ear Headphone demonstrator several times, at first
at the Conference of the German Acoustic Society DAGA
in 2018. In order to optimize its performance, the In-Ear
Headphone was designed and equipped with dedicated signal
processing by Fraunhofer IDMT. The basic principle of the
PNG-MEMS is shown in Fig. 7.
Fig. 7: Working principle of the ISIT loudspeaker [13].
Fraunhofer IPMS developed an electrostatic MEMS
speaker with a drive system called Nano-Electrostatic-
Drive (NED). The working principle differs from that
of conventional electrostatic speakers and is based on
electrostatic actuated bimorph bending actuators moving
in-plane [5, 9]. Within the chip, several actuators move in
pairs towards and away from each other. In that way air is
pushed out of one speaker side and sucked in on the other.
Some experts may recall the Air Motion Transformer from
Oskar Heil [7]. Functionality was proven by demonstrations
of an In-Ear Headphone in the project team of Fraunhofer
IPMS and Fraunhofer IDMT. The basic principle of the NED
is shown in Fig. 8.
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Fig. 8: Working principle of the IPMS loudspeaker [5].
3. Outlook
The first developments of MEMS loudspeakers presented
in this paper provide high potential for headphone based
applications. Further considerations regarding performance
and new actuator designs are required.
3.1. Conclusion
More than any other technology, MEMS technologies provide
a high potential to fulfill the current need and to effectively
address the current challenge of miniaturized speakers consid-
ering high acoustical performance and low prices for portable
audio applications like headphones, hearables, hearing aids,
and AR respectively VR glasses. The technology ensures
simple, high volume production of speakers, which are more
light weighted, less divergent and easier to assemble than con-
ventional technologies. Especially the high integration den-
sity of actuators, sensors and signal processing and the high-
precision manufacturing make MEMS loudspeakers highly
attractive. All components can be easily interconnected and
adjusted to each other. This enables sufficient versatility to
cope with various application scenarios. Regarding head-
phone system functions like adaptive control to compensate
deviations between left and right channels, automated instal-
lation of user-oriented listening experiences and similar are
possible.
3.2. Future Work
MEMS speaker technology follows a paradigm change in
the value chain of headphone based solutions. As a re-
sult, headphones are not manufactured anymore by a sin-
gle manufacturer, but represent a combination of headphone
manufacturers, chip manufacturers, and design and software
developers. The increase in production can also reduce
manufacturing costs. As more and more systems are being
developed by wireless means, the problem with impedance
loads is becoming irrelevant, which means that the power con-
sumption of mobile devices is reduced. Further development
will prove to what extent MEMS loudspeakers can also be
used as mobile loudspeakers in mobile devices, as headphones
with over-ear or even as free-field loudspeakers.
4. References
[1] Thorsten S. Albach and Reinhard Lerch. 2013.
”Magnetostrictive microelectromechanical
loudspeaker”. The Journal of the Acoustical Society
of America 134, 6 (2013), pp. 4372–4380.
[2] J. Blauert. 1974. Spatial Hearing: The Psychophysics
of Human Sound Localization. The MIT Press.
ISBN:0262024136.
[3] J. Breebaart and C. Faller. 2008. Spatial Audio
Processing: MPEG Surround and Other Applications.
Wiley. ISBN:9780470723487.
[4] Alfons Dehe and Shu-Ting Hsu. 2013. ”Schallwandler
mit einer ersten und einer zweiten Menge
von ineinandergreifenden Kammfingern”.
Patent DE 10 2012 220 819 A1.
[5] Lutz Ehrig, Bert Kaiser, Hermann A. G. Schenk,
Michael Stolz, Sergiu Langa, Holger Conrad, Harald
Schenk, Andreas Maennchen, and Tobias Brocks.
2019. ”Acoustic Validation of Electrostatic All-Silicon
MEMS-Speakers”. In Audio Engineering Society
Conference: 2019 AES International Conference on
Headphone Technology, San Francisco.
[6] MA Harradine, TS Birch, JC Stevens, and C
Shearwood. 1997. ”A micro-machined loudspeaker for
the hearing impaired”. In Proceedings of International
Solid State Sensors and Actuators Conference
(Transducers’ 97),Chicago. IEEE, pp. 429–432.
[7] Oskar Heil. 1972. ”Acoustic transducer with a
diaphragm forming a plurality of adjacent narrow air
spaces open only at one side with the open sides of
adjacent air spaces alternatingly facing in opposite
directions”. Patent US 3636278 A.
[8] Golden Ears. ”Measurements BOSE IE2”. (accessed
26.09.2019). http://en.goldenears.net/index.php?mid=
GR Earphones&page=11&document srl=13633
[9] B. Kaiser, L. Langa, S.and Ehrig, M. Stolz, H.
Schenk, H. Conrad, H. Schenk, K. Schimmanz, and
D Schuffenhauer. 2019. ”Concept and proof for an all-
silicon MEMS micro speaker utilizing air chambers”.
Nature Microsystems and Nanoengineering 5, 43
(2019), pp. 1–11.
[10] Seung S. Lee, R. P. Ried, and R. M. White.
1994. ”Piezoelectric Cantilever Microphone and
Microspeaker”. Solid-State Sensor and Actuator
Workshop Hilton Head, Soth Carolina 5, 4 (1994),
pp. 238–242.
[11] Audio Pixels Limited. (accessed 26.09.2019). http:
//www.audiopixels.com.au/index.cfm/audio-pixels/
[12] C. Liu. 2012. Foundations of MEMS. Prentice Hall,
Chapter 1. ISBN:9780132497367.
© Verband Deutscher Tonmeister e.V., 2019 - 96 -
Proceedings of ICSA 2019 5th International Conference on Spatial Audio 
September 26th to 28th, 2019, Ilmenau, Germany 
[13] Andreas Maennchen, Fabian Stoppel, Tobias Brocks,
Florian Niekiel, Daniel Beer, and Bernhard Wagner.
2019. ”Design and Electroacoustic Analysis
of a Piezoelectric MEMS In-Ear Headphone”. In
Audio Engineering Society Conference: 2019 AES
International Conference on Headphone Technology,
San Francisco.
[14] H.C. Nathanson. 1965. ”Resonant gate transistor”.
Patent US 3413573.
[15] J. J. Neumann and K. J. Gabriel. 2002. ”CMOS-
MEMS membrane for audio-frequency acoustic
actuation”. In Technical Digest. MEMS 2001. 14th
IEEE International Conference on Micro Electro
Mechanical Systems, Pittsburgh. pp. 236–239.
[16] C. Poldy. 2001. Loudspeaker and Headphone
Handbook. Focal Press, Oxford, Chapter 14 -
Headphones, pp. 585–692. ISBN:9780240522760.
[17] M. Royer. 1982. ”Piezoelectric pressure sensor”.
Patent US 4445384 A.
[18] Christoph Schelling and Thomas Northemann.
2017. ”MEMS-Lautsprechervorrichtung
sowie entsprechendes Herstellungsverfahren”.
Patent DE 10 2016 201 872 A1.
[19] USound. ”Technology”. (accessed 26.09.2019). https:
//www.usound.com/technology/
[20] Qusnbo Zou and Zhe Wang. 2018. ”Mems device and
electronics apparatus”. Patent WO 201S/064S04 A1.
© Verband Deutscher Tonmeister e.V., 2019 - 97 -
Proceedings of ICSA 2019 5th International Conference on Spatial Audio 
September 26th to 28th, 2019, Ilmenau, Germany 

Full Reviewed Paper at ICSA 2019 
Presented* by VDT. 
Switched Spatial Impulse Response Convolution as an Ambisonic Distance-Panning 
Function 
Patrick Cairns1, Dr David Moore2  
1 Glasgow Caledonian University, Glasgow, Scotland, Email: patrickcairns1991@gmail.com 
2 Glasgow Caledonian University, Glasgow, Scotland, Email: j.d.moore@gcu.ac.uk 
Abstract 
Ambisonics offers a robust and effective approach to the recording, processing and delivery of Spatial Audio. The Ambisonic 
system is often considered to provide a perceptually and computationally advantageous Spatial Audio experience in comparison 
to typical Binaural systems. This is true even when an end-step Binaural render is required, as is typical in Virtual or Augmented 
Reality systems which naturally imply audio delivery via headphones. 
Standard Ambisonic processing allows for the rotation of a sound field around an origin position. There is not, however, a 
strongly established means of modulating the radial distance of a virtual sound source from the origin. 
This paper presents a potential solution to an Ambisonic distance-panning function for both static and dynamic virtual sources 
in the form of a FOA (First Order Ambisonics) Switched-SIR (Spatial Impulse Response) Convolution Reverberator. This 
includes a presentation of the framework for such a function, and an analysis of audio rendered using prototype scripts. 
1. Introduction
Two prominent approaches to Spatial Audio have become 
popular in applications: Binaural Audio, and Ambisonics 
(though less used approaches such as Wave Field Synthesis 
are also available) [1], [2]. 
Ambisonics is generally considered to be an accurate and 
perceptually satisfying depiction of Spatial Sound, even when 
considered in systems where Binaural Audio rendering is 
required at the end step for headphone delivery [2], [3], [4], 
[5], [6], [7]. The principles of Ambisonics allow for an 
optimised Spatial Audio processing medium which is being 
enthusiastically adopted by the cutting edge of the audio 
industry. 
Typical Ambisonic processing only allows for the rotation of 
a 3-dimensional sound field around a centre point, providing 
no control over sound source distance from this origin [8]. 
Though a degree of research has been undertaken to provide 
control over the distance parameter in Ambisonic processing 
there remains no uniform method of accomplishing this 
function. Current designs largely fall into one of three 
categories: 
1. Systems which that are only typically appropriate
for modelling the free field (Wave Field Synthesis,
amplitude attenuation) [9], [10], [11].
2. Systems which allow modulation of listener
position within a sound-field but not the modulation
of the radial distance between a virtual source and
sound field centre (Virtual Loudspeaker approach)
[5], [6].
3. Reverberators which are only appropriate for
accurately modelling regular rectangular rooms or
diffuse fields [12], only model static sound sources
[13], or are only viable up to a small order of
reflections in real-time application (Geometric
Simulation) [14], [15], [16].
It can be clearly seen that such designs, though innovative and 
useful, do not meet the criteria required of an Ambisonic 
distance panning function for modern Spatial Audio 
applications: The ability to accurately place or emulate the  
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placement of sound sources in a sound field within a complex 
acoustic environment, the ability to render dynamic audio 
over varying distance, and viability in real-time application 
for dynamic systems. 
This paper offers a solution to an Ambisonic distance-panning 
function that meets these criteria in the form of Switched SIR 
(Spatial Impulse Response) Convolution. In this system SIR 
sets describing a range of discrete distances for a specified 
acoustic environment may be convolved with a mono input 
signal to provide an Ambisonic Auralisation at specified 
distances. By ‘switching’ the SIR set being convolved it is 
possible to create Ambisonic Auralisations of dynamic sound 
sources moving across distance. An architecture for this 
solution is presented here, including a overview of the system 
development and design, and an assessment of audio rendered 
using prototype functions with relevance to the success and 
viability of the design (namely time-frequency analysis and 
listening tests). 
2. Background
2.1. Ambisonics 
Ambisonics is a system of full periphonic directional sound 
pickup, storage, processing and reproduction developed 
through the 1970’s by Gerzon, Fellgett and Barton among 
others, taking influence from the earlier work of Cooper and 
Shiga [1], [17]. 
Ambisonics describes a sound field around an origin position, 
and with radius equal to the radial distance of a sound source 
from this origin position, using the spherical expansion of the 
wave equation in the form [18], [19], [20]: 
𝑝(𝑟, 𝜃, ∅, 𝑘) =  ∑ ∑ 𝐴𝑛
𝑚(𝑘)𝑗𝑛(𝑘𝑟)𝑌𝑛
𝑚(𝜃, ∅)𝑛𝑚=−𝑛
∞
𝑛=0  (2.1.1) 
Where 𝒑(𝒓, 𝜽, ∅, 𝒌) is the pressure at a point in space, k is the 
wave number, r is the radial distance, 𝜽 is the elevation, and 
∅ is the azimuth. 
The Spherical Harmonics, 𝒀𝒏
𝒎(𝜽, ∅), and Spherical Bessel 
Function of the first kind, 𝒋𝒏(𝒌𝒓), describe a unit sphere in 
terms of functions on the surface of the sphere and radial 
functions respectively where n is the order and m is the degree 
of the Spherical Expansion. 
The Spherical Harmonics are given as [18], [21]: 
𝑌𝑛
𝑚(𝜃, ∅) =  𝑁𝑛
𝑚𝑃𝑛
𝑚(𝑐𝑜𝑠𝜃)𝑒𝑗𝑚∅ (2.1.2)
Where 𝑷𝒏
𝒎(𝒄𝒐𝒔𝜽) is the Legendre function, describing angle 
of elevation, and 𝒆𝒋𝒎∅ describes the azimuth. 𝑵𝒏
𝒎 is a 
normalisation factor, typically given as the SN3D 
normalisation scheme [18], [21], [22]: 
𝑁𝑛
𝑚 =  √
(2𝑛+1)
4𝜋
(𝑛−𝑚)!
(𝑛+𝑚)!
(2.1.3)
The Spherical Bessel Function of the first kind is given as: 
𝑗𝑛(𝑥) = (−1)
𝑛𝑥𝑛 (
1
𝑥
𝜕
𝜕𝑥
)
𝑛 sin (𝑥)
𝑥
(2.1.4)
Where in the system presented x=kr thus describing the radial 
functions [19], [20]. 
The Ambisonic Coefficients, 𝑨𝒏
𝒎(𝒌), describe the content of 
the sound field, and, using the free-field spherical 
decomposition, may be given as [18], [21]: 
𝐴𝑛
𝑚(𝑘) =  
1
𝑗𝑛(𝑘𝑟)
∫ ∫ 𝑝(𝑟, 𝜃, ∅, 𝑘)𝑌𝑛
𝑚(𝜃, ∅)∗ sin(𝜃) 𝑑𝜃𝑑
𝜋
0
2𝜋
0
∅
(2.1.4) 
Each discrete order and degree of Ambisonic Coefficient 
corresponds to an audio channel in the Ambisonic B-Format. 
In First Order Ambisonics (FOA) the four B-Format audio 
channels describe a sound pressure in terms of an 
omnidirectional pressure component and plane waves along 
each of the three orthogonal spatial dimensions, with each 
component designated a discrete B-Format channel. The 
nomenclature for these B-Format channels has classically 
followed the Furse-Malham (FuMa) scheme, though more 
recent systems show a rising popularity in the use of the 
Ambisonics Exchangeable (AmbiX) scheme [23]. 
n m AmbiX ACN FuMa Channel 𝐴𝑛
𝑚
0 0 0 W 1 
1 -1 1 Y sin 𝜃 cos∅ 
1 0 2 Z sin∅ 
1 1 3 X cos 𝜃 cos∅ 
Tab. 2.1.1: First Order Ambisonic Components. 
2.2. Spatial Impulse Response 
Impulse Response (IR) is a function describing the filtering 
effect of any system considering the output with respect to the 
input, and may be described mathematically in the 
convolution equation [24]: 
𝑦(𝑛) = 𝑥(𝑛) ⊗ ℎ(𝑛) =  ∑ 𝑥(𝑛)ℎ(𝑛 − 𝑘)∞𝑘= −∞ (2.2.1)
Here x(n) is the filter input, y(n) is the filter output and h(n) 
denotes the impulse response.  
In audio applications IR is widely used to describe the 
acoustic influence of a space on any sound actualised in the 
space. IR may be measured in acoustic spaces [25], [26], 
estimated using statistical approaches [27], or rendered 
through geometric simulation [16], [28]. IR measurement 
procedure considers an excitation signal as the system input 
and the recorded or simulated output (typically from an omni-
directional microphone) as the output. The excitation signal 
used is required to provide an even signal across the time and 
frequency domain such that the acoustic properties of the 
room may be measured evenly. Several approaches are 
available for providing this excitation signal such as MLS or 
Sine Sweep method [25]. 
The Logarithmic Sine Sweep signal, as used in this paper, 
takes the form [25], [29]: 
𝑠(𝑡) = sin [𝐾𝑒−
𝑡
𝐿 − 1] (2.2.2)
Where s(t) is the excitation signal, t is time and K and L are 
given as:  
𝐾 =  
𝜔1𝑇
ln(
𝜔1
𝜔2
)
(2.2.3) 
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𝐿 =  
𝑇
ln(
𝜔1
𝜔2
)
(2.2.4) 
Where T is the duration of the sweep, and 𝝎𝟏and 𝝎𝟐 are the 
start and end frequencies for the sweep respectively. 
The impulse response is obtained for the sine sweep method 
by creating an inverse filter, f(t), from the excitation signal, 
s(t), and convolving with the room response to the excitation 
signal, r(t), in order to obtain the linear impulse response, h(t): 
ℎ(𝑡) = 𝑟(𝑡) ⊗ 𝑓(𝑡) (2.2.5)
The inverse filter, f(t), is calculated by reversing the excitation 
signal and then applying an amplitude modulation filter of 
+6dB per octave. This modulation filter may be given as:
𝑚(𝑡) =  
𝜔1
𝜔(𝑡)
(2.2.6)
Where the introduced term, ω(t), is the instantaneous 
frequency for each sample of t. 
Spatial Impulse Response (SIR), also sometimes referred to 
as Directional Room Impulse Response (DRIR), differs in 
that the output of the system is the B-Format audio channels 
rather than the mono audio channel delivered by standard IR 
measurement [30], [31]. As such SIR is given in IR sets 
describing the difference between a mono excitation signal 
and each of the B-Format channels.  
It should be noted that with mono-Ambisonic upmixing 
widely available it is a simple task to render an excitation 
signal as B-Format channels and obtain SIR sets describing 
the input-output difference for discrete Ambisonic 
components (B-format to B-Format rather than Mono to B-
Format). 
SIR may be measured using B-Format microphones, or 
rendered through the placement of virtual B-Format 
transducer arrays in geometric simulation. The obtained SIR 
may be applied to audio in order to render that audio in the 
measured acoustic environment as an Ambisonic sound field 
with great accuracy by convolving the SIR set with audio 
signal input. This process is described as Ambisonic 
Auralisation [30], [32]. 
2.3. Real-Time Convolution 
Direct convolution of an impulse response and audio file is a 
computationally expensive method of rendering audio. The 
amount of data that is required to be processed in a short space 
of time in audio applications requires a further set of fast-
convolution techniques [33]. 
Computational cost may be saved using Fast Fourier 
Transform (FFT) methods to compute the Transforms, 
achieve convolution through multiplication in the frequency 
domain, and compute the Inverse Fast Fourier Transform 
(IFFT) to give the convolved output [24]. This FFT method is 
generally based on the ‘Cooley-Tukey algorithm’, or ‘Radix-
2 decimation’ [34], [35]. 
If the Fourier transform is given for an N-term sequence as: 
𝐹[𝑘] = ∑ 𝑓[𝑛]𝑒−2𝑗𝑛𝑘𝜋/𝑁
𝑁−1
𝑛= 0
(2.3.1)
Then by declaring a variable called the ‘twiddle factor’, 
defined as: 
𝑊 =  𝑒−2𝑗𝜋/𝑁 (2.3.2)
Substituting in the ‘twiddle factor’: 
𝐹[𝑘] = ∑ 𝑓[𝑛]𝑊𝑛𝑘
𝑁−1
𝑛= 0
 (2.3.3)
Where W is constant for a fixed value of N. It is then possible 
to take advantage of the properties of symmetry and 
periodicity to drastically decrease the number of 
computations required. 
Symmetry: 𝑊𝑁
𝑘[𝑁−𝑛] =  𝑊𝑁
−𝑘𝑛 = (𝑊𝑁
𝑘𝑛)∗ (2.3.4)
Periodicity: 𝑊𝑁
𝑘𝑛 =  𝑊𝑁
𝑘[𝑛+1] =  𝑊𝑁
[𝑘+𝑁]𝑛 (2.3.5)
Breaking down the transform this way decreases the amount 
of computations required from a factor of N2 for the Discrete 
Fourier Transform to a factor of NlogN [34]. 
Partitioned convolution algorithms break down the input 
signal and impulse response into blocks of samples which 
may be convolved in real-time using FFT algorithms [35]. 
The most common partitioning scheme is the Overlap-Add 
method, where the output of each block of convolution is 
summed into the system output at the relevant sample index 
as defined by the partitioning algorithm [33]. 
The overlap-add process can be outlined as [33]: 
1. Partition the input signal into segments
2. Zero Pad the input blocks and impulse response to
an equal and even length of FFT.
3. For each zero-padded input segment perform the
FFT, Frequency Domain multiplication and IFFT.
4. For each resultant block sum into the output from
the relevant sample.
3. System Overview
The Ambisonic distance-panning function offered in this 
paper uses SIR convolution to create Ambisonic Auralisations 
of a mono input signal. SIR sets, where each SIR describes a 
discrete distance, may be obtained through acoustic 
measurement or simulation. Each discrete SIR in such an 
obtained set describes an impulse function in terms of a 
spherical sound field of specified radial distance. Convolution 
of a mono sound source with any discrete SIR therefore 
renders the input as a virtual source at the relevant radial 
distance. 
In typical overlap-add partitioned convolution algorithms a 
single IR is called for convolution each time a new block of 
the input signal is partitioned [33]. In the switched-SIR 
system presented here the SIR called for convolution can be 
varied at each partition. If we consider the instance where a 
sequence of SIRs are called which describe a location A and 
progress sequentially towards location B then the resultant 
Ambisonic Auralisation can be considered an emulation of a 
dynamic sound source. 
3.1. Practical Considerations 
The system developed only extends to First Order Ambisonics 
(FOA), largely due to the availability of equipment. It can be 
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recognised that the design presented may indeed be extended 
to include higher order Ambisonic systems [13]. 
The system receives mono input, as this is the most common 
input form for Auralisation purposes [8]. It can, however, be 
easily seen that through various upmixing capabilities SIR 
sets for other input formats may be easily computed. 
3.2. Previous Work 
The Switched-SIR convolution design draws largely from two 
key systems: 
1. The convolution panning system presented by
Stewart and Sandler [36]. This system presents the
key framework for switched-IR convolution as a
panning function, and in turn takes roots in the head-
tracking system developed by Reilly and McGrath
which uses the same functionality with HRTFs [37].
2. The Ambisonic convolution architecture presented
by Lopez-Lezanco [13] which provides the
framework for the application of SIR convolution.
4. System Design
4.1. SIR Measurement 
In order to obtain an SIR set which describes the distance 
dimension a set of real SIRs were measured in Lecture 
Theatre W011 at Glasgow Caledonian University. 
The room was in an unoccupied state, and the noise floor was 
recorded at 40dB.A Dodecahedral Loudspeaker calibrated at 
80dB (not ideal but more importantly within safe listening 
levels) was set up and used to output the excitation signal. The 
excitation signal used was generated in Reaper using the 
ReaVerb plugin to provide a 1.5s Logarithmic Sine Sweep. 
A SoundField ST250 microphone was used to record the B-
Format room response to the excitation signal at discrete 
source-receiver distances, varying from 1m to 12m at 0.5m 
intervals. Both source and receiver were set at 1.5m height, 
taking care not to vary azimuth or elevation as distance was 
varied. The ReaVerb plugin was then used to deconvolve the 
SIR on a channel-by-channel basis and SIRs were stored as 
.wav files. 
At each discrete SIR measurement distance a B-Format 
recording is made of a semi-anechoic speech sample in order 
to provide reference material for system analysis. 
4.2. Rendering Audio 
A set of prototype functions were developed using MATLAB 
to render audio to assess the Switched-SIR distance panning 
design using the recorded SIR set describing discrete points 
along the distance dimension. A mono semi-anechoic speech 
sample was selected as the input signal for providing a range 
of static and dynamic Ambisonic Auralisations. The computer 
used to run these scripts features a 4GHz quad-core processor 
and 16GB of DDR4 RAM. 
4.2.1. Static Render 
The MATLAB script used to provide the static Ambisonic 
Auralisations consisted of a simple convolution using the 
Radix-2 Decimation FFT algorithm. 
The mono speech sample and SIR at a manually specified 
distance are loaded by the script. The SIR being convolved is 
zero-padded to the length of the speech sample. FFTs are 
performed on each channel of the SIR and on the mono input 
signal. The mono input signal is then convolved with each 
channel of the SIR through multiplication in the Fourier 
(frequency) domain. IFFTs are then taken for each of the 
resultant outputs, providing the FOA B-Format output 
channels containing the static Ambisonic Auralisation. 
This script was used to render B-Format audio at distances of 
1m, 2m, 4m, 8.5m and 12m. 
This process was measured as taking 0.196037s to process an 
excess of 2 million samples, just under 0.1 microseconds per 
sample, and again clearly showing that real-time application 
is viable with the implementation of partitioned convolution 
algorithms, given that at 44.1KHz we are passing 1 sample 
every 22.7 microseconds, this shows that block sizes of 
around 200 samples are a viable option for partitioning of four 
channels. 
4.2.2. Dynamic Render 
The MATLAB script used to provide the dynamic renders 
introduces the switched-SIR partitioning scheme in timed 
offline renders. 
Firstly the complete SIR set describing the distance dimension 
and the mono speech sample are loaded by the script. The SIR 
set is then zero padded to equal length and FFTs are 
performed on each SIR. In application the pre-computing of 
SIR FFTs is sensible to save computing cost during online 
application. 
The dynamic renders are specified for a dynamic sound source 
moving at a speed of 1m/s over 4.5m to maintain consistency 
for analysis. As such the input signal is partitioned at 0.5s 
intervals. Each partition is convolved with a discrete SIR, 
switching the SIR at each partition to move sequentially along 
the distance dimension. These convolutions are performed 
using the same FFT algorithm as with the static renders, and 
implement the overlap-add method to sum each partitioned 
block into the output B-Format channels. 
This script was used to render dynamic sound sources 
travelling across distance from 1m to 5.5m, 4m to 8.5m, 7m 
to 11.5m, 6m to 1.5m, 9m to 4.5m, and 12m to 7.5m. 
This section can be measured as taking 0.880042 seconds to 
complete the convolution and Inverse Fourier Transform for 
over 40 million samples, indicating once again that real-time 
application of such a system is easily viable with real-time 
partitioned convolution techniques given that this time can be 
reduced using more elegant algorithms. 
4.2.3. Binaural Render 
In order to provide a point of comparison with typical Spatial 
Audio distance-panning technology equivalent-distance static 
and dynamic Binaural Renders were created using the mono 
speech sample and a typical Binaural processing tool, which 
allows distance modulation through simple amplitude 
attenuation and the computation of reflections up to the 3rd 
order. 
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5. System Analysis
The success and viability of the developed Switched-SIR 
Ambisonic distance panning function for rendering static and 
dynamic B-Format audio was assessed through Time-
Frequency Analysis and Listening Tests. 
5.1. Time-Frequency Analysis 
5.1.1. Static Ambisonic Renders 
Analysis of static Ambisonic renders was conducted in order 
to examine similarity to the reference recordings made during 
the SIR measurement process.  
Fig. 5.1.1.1: Auralised Vs Recorded B-Format W channel at 1m. 
Observing in the time domain it is evident how accurate an 
Auralisation SIR Convolution provides even when using FFT 
algorithms.  
Peak-matching between the Auralisation and recordings 
consistently showed only miniscule differences between 
iterations of each audio channel. 
Fig. 5.1.1.2: Peak-matching between recordings and static 
Auralisation at 1m. 
Spectral comparison between the static Auralisations and 
recording did however show certain inconsistencies between 
the two. 
Fig. 5.1.1.3: Power Spectrum of recordings and static Auralisation 
at 1m. 
Though extremely accurate the Auralisations notably contain 
more ‘defined’ spectral qualities (showing a lessening of the 
spectral smearing associated with reverberation) and 
contained less late high-frequency energy, presumably due to 
the length of the SIRs. 
The smearing at around 8-9kHz and mains hum apparent in 
the Auralisations are simply the effects of non-ideal SIR 
measurement in a busy city centre campus. 
5.1.2. Dynamic Ambisonic Renders 
As no options were available for providing dynamic 
Ambisonic recordings of the mono speech sample the 
dynamic Ambisonic Auralisations are rendered as Binaural 
Stereo and evaluated with comparison to the dynamic 
Binaural renders created using the typical Binaural processing 
tool. 
In the time domain the Ambisonic Auralisation can be seen as 
an accurate render when viewed side-by-side to the Binaural-
only processing equivalent, indicating that the Switched-SIR 
method does indeed provide a valid means of rendering 
dynamic sound sources. The Ambisonic Auralisation can also 
be seen as providing more natural tails than the Binaural 
processing where the reverberant levels quickly fall due to the 
low order of computed reflections.  
This is also visible in the waterfalls plots. 
Fig. 5.1.2.1: Dynamic Ambisonic Auralisation from 1m to 5.5m in 
time domain, left Binaural channel 
Fig. 5.1.2.2: Dynamic Binaural Render from 1m to 5.5m in time 
domain, left Binaural channel. 
Fig. 5.1.2.3: Left Channel Waterfall of Binaural End-Step Render of 
Dynamic Ambisonic Auralisation moving from 7m to 11.5m. 
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Fig. 5.1.2.4: Left Channel Waterfall of Binaural process Render of 
Dynamic Sound Source moving from 7m to 11.5m. 
5.2. Listening Tests 
Listening tests were conducted to assess the ability of the 
developed system to accurately deliver auditory distance 
cues for both static and dynamic renders. 
As a full Ambisonic playback system was impractical, and 
again end-step Binaural renders are a typical component in 
Spatial Audio systems, audio for these listening tests were 
rendered as Binaural Stereo. This allows an assessment of 
the switched SIR Ambisonic distance panning function as a 
processing option for Binaural delivery in contrast to typical 
Binaural distance processing. 
As absolute source-receiver distance is notoriously 
inaccurately perceived using only auditory cues where a user 
has no other indication to their environment a more 
meaningful measure of distance perception was utilised: 
relative distance between two sound sources. 
5.2.1. Static Renders 
13 experienced listeners were asked to indicate the absolute 
perceived distance of a static sound source on a continuous 
numerical scale. Static renders at 1m, 2m, 4m, 8.5m and 12m 
were played via headphones in random order. Using the first 
indicated perceived distance as a ‘reference’ measurement it 
was then possible to extract information on the percentage 
error of accuracy in relative distances perceived between 
sound sources rendered at varying distance. 
This process was conducted for static Ambisonic 
Auralisation, static Ambisonic Recordings and static 
Binaural-only processing, and results were subjected to a one-
way Analysis of Variance (ANOVA). 
Static Ambisonic Recordings indicated that the accuracy of 
perceived relative distance does indeed vary significantly 
over a range of distances. The significant outlier can be clearly 
identified as the 3m discrepancy, this is likely due to the 
nature of percentage errors, and indicates some testing 
redesign may be in order. 
ANOVA of results from the Static Ambisonic Auralisations 
indicated that relative distance can indeed be perceived with 
consistent accuracy over varying distances, though again the 
largest percentage error can be seen in smaller discrepancies. 
Otherwise results exhibited a similarity to the results from the 
Ambisonic recordings. The increased accuracy of the 
Ambisonic Auralisation compared to Ambisonic recordings 
can presumably be attributed to the reduced late reverberant 
energy, thus reducing the natural smearing effect of 
reverberation on sound source localisation [38], [39]. 
Fig. 5.2.1.1: Notch Graph of results from Static Ambisonic 
Recording listening tests. 
Fig. 5.2.1.2: Notch Graph of results from Static Ambisonic 
Auralisation listening tests. 
The Binaural-processing render listening test results showed 
another significant outlier at 3m, indicating relative distance 
is not perceived consistently as distance varies, but did 
however otherwise show greater accuracy than expected from 
natural listening conditions. This could again suggest that the 
lack of natural reverberation in the rendering provides 
unnaturally accurate localisation [38], [39]. 
5.2.2. Dynamic Renders 
13 experienced listeners were asked to indicate the start and 
stop distance of a dynamic sound source played over 
headphones on a continuous numerical scale. Sound sources 
moved over distances of 1m to 5.5m, 4m to 8.5m, 7m to 
11.5m, 6m to 1.5m, 9m to 4.5m, and 12m to 7.5m. This test 
was undertaken under the same form for the audio rendered 
from Binaural-only processing and from the Switched SIR 
Ambisonic Distance panning function presented in this paper. 
One-way ANOVA of results showed that neither approach 
yielded consistent perception of relative distance over varying 
distances. The results were, however, extremely similar, 
indicating the Switched SIR system performs comparably to 
the Binaural system in this regard. The inconsistency is 
considered as possibly due to the overall poor performance of 
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the human auditory system without accompanying perceptual 
cues, and that these results mirror these expectations from 
natural listening conditions [38] [39]. 
Fig. 5.2.2.1: Notch Graph of results from Dynamic Ambisonic 
Auralisation listening tests. 
Fig. 5.2.2.2: Notch Graph of results from Dynamic Binaural render 
listening tests. 
6. Conclusion
Time-frequency analysis of static renders confirms that 
Ambisonic Auralisation is an effective method of rendering a 
mono input as an Ambisonic sound source across distance. 
Results would indicate that the richer reverberant field 
spectral content of the Ambisonic Auralisations when 
compared to typical Binaural processing would indicate that 
Ambisonics is indeed a superior processing medium with a 
closer resemblance to natural listening conditions, though 
comparison to Binaural Impulse Response Auralisation would 
be required to confirm this. 
Timed renders using prototype scripts confirm that the 
Ambisonic convolution reverb architecture presented by 
Lopez-Lezanco [13] is possible to apply in real-time using 
existing FFT and partitioned convolution algorithms. 
Time-Frequency Analysis of the developed Switched SIR 
Ambisonic distance panning function did effectively render 
B-Format audio dynamically across varying distance. Such
renders exhibited the same richer reverberant field and
spectral content when compared to typical Binaural
processing as was apparent in the static renders. This confirms
that the developed system is an appropriate solution to
distance-panning in the Ambisonic medium.
Timed renders of dynamic Ambisonic Auralisations using 
Switched SIR partitioning, FFT and overlap-add algorithms 
was again suitable for real-time application using existing 
techniques. 
Listening test results were largely inconclusive, though did 
suggest that the Ambisonic processing more accurately 
depicts natural listening than Binaural rendering, as was noted 
several times in a ‘Free Comment’ option given to 
participants, though this requires further investigation. 
The spatial resolution used in this prototype development and 
analysis was only that of 0.5m for dynamic sound sources. It 
was noted that little information on Just Noticeable Difference 
in auditory distance perception is available, and investigation 
into this would allow for some optimisation in spatial 
resolution in such systems. 
It is also noted that in typical Ambisonic processing rotation 
of a sound field implies rotation of the acoustic environment. 
For many applications this is inappropriate, and as such it is 
proposed that the same functions used in providing Switched 
SIR Convolution as an Ambisonic Distance Panning function 
may be extended to include Azimuth and Elevation functions. 
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Abstract 
The virtual acoustic spaces (VAS) unity spatializer is a plugin for dynamic binaural synthesis for Unity. It can handle 
impulse responses (IRs) of arbitrary length (limited only by hardware resources). Hence, it is possible to calculate the 
binaural synthesis not only with head related transfer functions (HRTFs), but also on the basis of binaural room impulse 
responses (BRIRs). The plugin can also virtualize reflections calculated by raytracing and it is possible to load an individual 
IR set for each instance. In addition to being compatible with off-the-shelf cross reality (XR) hardware it features a Bluetooth 
binding for an easily built, custom-made head tracker based on an ESP32 board. It is therefore predestined for audio 
augmented reality applications. 
1. Introduction
The game engine Unity has become very popular. Not only in 
the field of game development, but also in scientific areas, for 
example in the virtualization of acoustic environments. In 
combination with off-the-shelf XR systems such as the HTC 
Vive, Unity provides a very simple setup for dynamic binaural 
synthesis: the angles (azimuth and elevation) between sound 
source and the person wearing the XR glasses are sent directly 
from the integrated head tracker to the spatializer plugin. The 
binaural synthesis is calculated depending on the user's head 
orientation. But this is only a solution if a complete virtual 
reality experience is desired. For an audio-only augmented 
reality (AR), a standalone head tracker is necessary. 
Furthermore, the existing binaural spatializers for Unity can 
either not load custom IRs, or at most one set, or the length of 
the IRs is limited. Most of them are not available for all 
operating systems. Due to these constraints (which are 
described in detail in section 2) a first version of the VAS 
Unity Spatializer was developed for the project Analog 
Speicher [1] where architecture and the corresponding 
acoustics of various ancient buildings were simulated. The 
plugin had to be able to load ten different BRIR sets with 
lengths of up to 0.5 s into one Unity scene simultaneously. For 
the game LosEmal which is currently being developed for the 
project Myosotis [2], three further requirements were added: 
firstly, the plugin had to support iOS. Secondly (because the 
target platform is not a VR system), a connection to a 
standalone head tracker had to be implemented, because the 
game principle relies on a well-functioning binaural synthesis. 
And third, early reflections for less reflecting outdoor 
environments as described in [3] should be simulated to make 
the binaural synthesis more plausible.  
Therefore, a new version of the plugin was developed with 
iOS and OSX bindings to an inexpensive, custom-made 
Bluetooth head tracker, based on an Adafruit Huzzah32 
development board. The sensor fusion was realized with a 
Sparkfun BNO080 inertial measurement unit (IMU) because 
according to its datasheets, the BNO080 is supposed to 
perform an outstanding sensor fusion and has not been used 
in any open source projects yet. 
This paper starts with a brief discussion of related work in 
section 2. Section 3 describes the setup of the native Unity 
plugin, the corresponding C# scripts, the head tracker and its 
communication with Unity. Section 4 outlines the 
implementation details of all components. Section 5 deals 
with measurement results regarding latency and CPU usage. 
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2. Related Work
Several binaural spatializer plugins are available for Unity. 
The Oculus plugin [4] supports Android, OSX and 
Windows. It cannot handle custom IR sets. Microsofts 
plugin is neither able to do this, nor is it compatible with 
systems other than Windows [5]. Resonance Audio by 
Google supports all platforms, but it is not documented how 
custom HRTFs can be used [6]. Steam Audio provides an 
SDK and a spatializer for Unity [7]. It supports the Sofa file 
format [8] and can thus load custom HRTFs and render 
dynamic binaural synthesis. There is no support for iOS yet 
and only one IR set can be loaded globally for all plugin 
instances. The SOFAlizer for Unity is capable of loading up 
to 10 different HRTFs, but the impulse responses are always 
shortened to 256 samples. According to the developers there 
is only support for Windows [9]. The Soundscape Renderer 
(SSR) [10] [11] is a C++ software capable of rendering 
dynamic binaural synthesis. In combination with a virtual 
sound device such as Jack it can be used in conjunction with 
Unity. However, compiling the SSR for iOS or Android is 
not documented. EVERTims [12] [13] is a framework for 
the auralization of 3D models with raytracing for OSX, 
Windows and Linux. It’s based on the Accelerated Beam 
Tracing Algorithm by Lane, Siltanen, Lokki and Savioja 
[14]. While it looked promising, the Binaural Synthesis Kit 
[15] is not yet available for download. Open source head
tracker projects such as the Hedrot by Alexis Baskind [16],
the EDTracker [17], the open headtracker [18] or the
MrHeadTracker by Romanov, Berghold, Rudrich,
Zaunschirm, Frank, Zotter [19] all have a wired transmission
only. Robert Twomey’s bluetooth-headtracker [20] comes
with Bluetooth but the used sensor board is no longer
available. The very advanced project DIY-low-cost-head-
tracker with sensor fusion, BLE- and serial connection by
Sascha Spors [21] uses the MPU9250 which will be
deprecated soon.
3. Setup and availability
The presented solution consists of four components: the 
plugin, the scripts for plugin configuration, the head tracker 
and a small Bluetooth app with two corresponding Unity 
scripts which enable the communication between head tracker 
and Unity. In its simplest configuration, the plugin renders a 
dynamic binaural synthesis with the possibility to apply a 
directional pattern to the sound emitter. In order to take full 
advantage of the Unity environment, the plugin can be 
configured to calculate up to 20 reflections. All components 
are available as source code at the project repository [22] 
including precompiled plugin binaries for iOS and OSX, a 
sample scene for Unity and detailed installation instructions. 
Head tracker firmware, circuit diagram and additional 
information for building, programming and configuration are 
also available there. Detailed calibration instructions for the 
BNO080 are provided by the manufacturer [23]. 
3.1. Unity  
The plugin binary must be placed in the Unity project folder 
in Assets/Plugins/(TARGET_PLATFORM) and the 
VAS_Unity_Spatializer must be chosen as Spatializer Plugin 
under Project Settings/Audio. Unity will search automatically 
for the version appropriate for the respective target platform. 
IRs must be placed within the Assets/StreamingAssets folder 
to ensure cross-platform file access. In the settings of any used 
audio source the checkbox Spatialize must be activated and 
Spatialize Blend should (usually) be set to 1. In order to load 
an IR set into a plugin instance, one of the C# VasSpatConfig 
scripts must be added to the Unity Game Object that contains 
the audio source. Three different versions are available: 
• VasSpatConfigSimple
• VasSpatConfigManual
• VasSpatConfigAuto
All three implement the basic communication between the 
native audio plugin and C#. The latter one demonstrates the 
usage of Unity’s physics engine in cooperation with the VAS 
Unity Spatializer for raytracing. 
3.1.1. VasSpatConfigSimple 
This script configures the plugin as a simple binaural renderer. 
Audio sources can be provided with a directional pattern. The 
script exposes seven variables in the Unity editor view: 
• IR set has to be set to the IR filename including its
extension but without its path. Supported file
types are .txt files in the VAS format and Sofa
files [8].
• Global!denotes whether the IR set should be used as
a global filter for all instances of the plugin.
• Directivity damping defines, whether the signal is
damped linearly or logarithmically outside its full
sound pressure area.
• Horizontal source width sets the area in degrees in the
horizontal plane where the source is audible.
• Horizontal full sound pressure defines the area where
the signal is emitted with full sound pressure in the
horizontal plane.
• Vertical source width sets the directivity in degrees in
the vertical plane where the source is audible.
• Vertical full sound pressure defines the area where
the signal is emitted with full sound pressure in the
vertical plane.
Fig. 1: Directional pattern example with a horizontal source width 
of 120º and full sound pressure level of 80º. 
If the four latter parameters are set to 360°, the source behaves 
as an omnidirectional emitter. If the horizontal width 
parameter is, for example, set to 120° and the full horizontal 
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sound pressure to 80° (fig 1.), the source emits from 0° to 40° 
and from 320° to 0° with full energy. Within 40° to 60° and 
330° to 340° the signal is gradually lowpass-filtered and 
attenuated. This is done either linearly or logarithmically 
(depending on the Directivity damping parameter). Bi-
directional patterns can be achieved with two sources, 
emitting into opposite directions. Distance related damping is 
realized with Unity’s build-in audio source features. 
3.1.2. VasSpatConfigManual 
With the VasSpatConfigManual script it is possible to add 
five binaural reflections for an Audio Source. The user has to 
manually create and place game objects in the Unity scene and 
drag them onto the public variable slots of the script. They 
determine the locations of the corresponding reflections. 
Public variables in addition to those of the first script are: 
• Reflection 1–5 are public variable slots for arbitrary
game objects representing the position of the
reflections.
• Material stiffness selects a material characteristic.
Possible settings are low, middle and high.
3.1.3. VasSpatConfigAuto 
This script uses raytracing to determine the locations of the 
reflections which are updated in real time. The number of rays 
is currently hardcoded to five rays. It has one additional 
variable: 
• Reflection order defines, how many reflections per
ray shall be calculated.
3.2. Head tracker  
Precision and latency of the head tracking are among the 
most important quality assurance factors for an immersive 
auralization of virtual acoustic scenes, eg. dynamic binaural 
synthesis. For the entire audio path, refresh rates of 60 Hz 
and total delay times of 50 ms are considered acceptable 
[24]. Because head tracking is only the first part of this audio 
path, less latency at this point leaves more time for 
subsequent audio processing and is therefore desirable. 
The practical aim of the presented solution is an interaction 
in which both source and listener are moving. Therefore, the 
minimal audible movement angles (MAMA) [25] are 
relevant factors. Strybel, Manligas and Perrott found a 
sensitive area for movement detection with 1° to 2° at a 
position of +40° and -40° azimuth and elevations below 80°. 
Outside of this area the MAMA increased to 3° to 10° [26]. 
Keeping this in mind the head tracker device should offer a 
minimum accuracy of less than 3°. The presented do-it-
yourself (DIY) low cost head tracker device is made of an 
Host MCU - Adafruit Huzzah32 development board 
(ESP32), which supports Wifi and Bluetooth Low Energy 
(BLE) 4.2, and a Sparkfun BNO080 IMU sensor board 
connected via I2C. Apart from receiving the IMU data, the 
ESP32 handles the wireless communication and device 
management. For mobile use, the device has its own power 
supply, in the form of a 3.7 V LiPo battery, and a hardware 
on/off switch. The BNO080 provides orientation data with 
and without inclusion of the magnetometer. The internal 
sensor fusion uses the magnetometer for drift correction of 
the gyroscope. Thus, a smooth output (e. g. for games) or the 
most accurate output can be selected. The former setup can 
lead to the typical drift in long-term applications, the second 
setup to possible jumps during the correction process. 
However, with the help of a stabilization function (AR/VR 
stabilization), these jumps can be gradually corrected so that 
this sensor board is well suited for AR/VR tracking 
applications. When using the Gaming Rotation Vector, 
which does not use the magnetometer, a static/dynamic error 
of 1.5°/2.5° is specified. This complies with the Strybel et. 
al. [26] condition for the MAMA. In this setup, the drift of 
0.5°/min can be balanced if AR/VR stabilization of this 
vector is selected [27].  
3.3. Head tracker connection to Unity 
VAS Head Tracker Connect is a standalone software, 
currently available for iOS and OSX, that serves as an 
intermediary between Unity and head tracker. It connects to 
the head tracker via Bluetooth and sends azimuth and 
elevation as open sound control (OSC) UDP packets to Unity. 
Two values can be set in the user interface: 
• OSC port number must be set to match the receiver
port in Unity
• Headtracker ID must be set to match the head
tracker’s name which is currently hardcoded to the
head trackers firmware.
Fig. 2: VAS head tracker consisting of an Adafruit Huzzah32 
development board, a Sparkfun BNO080 IMU sensor board and a 
mobile power supply, (LiPo battery, 3.7 V). 
Azimuth and elevation do not describe the exact head 
position of the listener, as a possible lateral tilt of the head is 
not included. There is currently no HRTF or BRIR dataset 
that also shows lateral tilt of the head on a straight torso. 
The advanced Head-Above-Torso (HATO) HRTF database 
created by Brinkmann et. al. [28] also uses only azimuth 
and elevation. In the future, if there are data sets that 
support a lateral head tilt (Euler angle: roll), this angle can 
easily be provided by the BNO080. However, such data sets 
would either be very large, since for every possible head tilt 
a complete 360° data set would have to be present or would 
have very high computational costs due to the interpolation 
required for reduced data sets. Both cases are rather 
unfavorable in terms of resource allocation for mobile use 
and require further development work, both hardware and 
software.  
Since both, the BNO080 and Unity work internally with 
quaternions with the y-axis (here elevation) is limited to 
±90° [27, 29], no problems with the gimbal-lock are known.  
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In Unity the package uOSC [30] has to be installed. The 
scripts uOSCServer and ReceiveHeadtrackerData have to be 
attached to the Audio Listener object. 
4. Implementation details
The plugin performs a uniformly partitioned overlap add 
convolution. Length of the IRs is not limited (only by 
hardware resources). For implementation details about the 
underlying rendering engine, please refer to the publication 
and documentation about the VAS library [22] [31] .  
4.1. Unity 
The plugin is implemented with Unity’s native audio plugin 
SDK in C++. Azimuth and elevation are automatically 
accessible in C++ for the direct path from source to listener. 
To be able to calculate angles and delay times for the 
reflections, their positions must be transmitted manually as 
float values from C#, along with the parameters for material 
characteristics. The maximum number of reflections is limited 
by the native plugin parameters which have to be declared and 
initialized in advance in the data structure of the plugin. The 
current implementation uses five rays. Reflections are 
calculated up to the 4th order, resulting in twenty reflections 
in total. The complete signal processing pipeline is illustrated 
in figure 3 below.  
Fig. 3: The complete signal processing pipeline from source to 
listener. 
Frequency related air absorption is approximated for 20º C 
and 20 % humidity with two cascaded biquad filters, similar 
to the illustrated filter curves in [32]. The directional pattern 
(and the corresponding damping) is applied to the direct path 
from sound emitter to receiver only. Reflections are 
considered to be omnidirectional. Their positions are 
calculated with the basic raytracing technique as described in 
[33]. As recommended by the authors, a predefined 
distribution pattern is used due to the small number of rays. 
Schröder suggests distributing them evenly across the 
source’s surface [34]. In the presented solution, sound sources 
are considered as points without volume. Therefore, rays are 
evenly distributed within the source’s directional pattern in 
the horizontal plane as shown in figure 4. Material 
characteristics are currently modelled in a simplified manner 
using a lowpass and a highpass biquad filter. 
Fig. 4: Five evenly distributed rays with a directional width of 120º 
in a Unity scene with 4th order reflections. 
Since outdoor environments usually have no ceiling, 
reflections of a higher order would no longer reach the listener 
if elevation angles are too large. Therefore, they are randomly 
varied by ±2° only. Only specular reflections are calculated. 
The possibility of diffuse reflections is currently ignored. The 
delay line is realized with two delays. In the moment the delay 
time changes, both the current and the target delay are 
performed and a crossfade with a length of 1024 samples is 
calculated from current to target delay. This makes large 
jumps possible without artefacts and prevents the typical pitch 
shifting effects of interpolated delays. 
4.2. Head tracker 
Overall latency for head tracking consists of the packet 
delivery time !"#"$%, which is the sum of packet transmission 
time !"&$'()and the sensor device latency !*+,. With a polling 
time !-#%% at a sample rate of 200 Hz and a propagation delay !-&#- of 3.7 ms [23], !*+, is about 8.7 ms.  The transmission 
time !"&$'()is determined by the Bluetooth LE (BLE) 
transmission speed of the connection between the ESP32 and 
the mobile device. BLE uses channel hopping and so its 
communication consists of a consecutive number of 
connection events, organized at a specific connection interval !./. After one !./ the frequency channel will be switched. The 
connection parameters are initially determined when a 
connection is established.  
In the presented soft- and hardware solution the computer or 
smartphone acts as the master and finally defines !./ to the 
peripheral slave head tracker device. However, the peripheral 
device may ask for certain connection parameters. In case the 
suggested parameters do not meet the specifications of the 
central device, the request will be rejected. Depending on the 
operating system and the device generation, this minimum 
connection interval ranges from 7.5 ms to 30 ms and the 
maximum number of packets per connection interval 012) may 
be 4, 6 or 7. Because BLE is a shared resource on mobile 
devices, the operating system can scale down 0./)as needed 
and increase !./ as needed.  In central mode the connection 
parameters are determined by iOS. On the iPhone 8 test 
device, a !./ of 15 ms [35] and a 0./) of 7 is supported. 
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The data (azimuth and elevation as CSV) takes 8 bytes per 
orientation event, which fits easily into the default maximum 
transfer unit (MTU) size of 23 bytes which has a possible 
payload of 20 bytes, so only one packet per orientation event 
is needed. In line with our requirement of transmitting small 
data sizes within a strict time limit we need the smallest 
possible effective connection interval !3./ and the highest 0./)4)Therefore, the slave latency, the number of skipped 
connection intervals,  0(%)is set to zero with !3./ 5 ) !./ [36] 
and the peripheral will send an update request to the central to 
ask for the smallest !./. 
5. Results
5.1. Latency 
The predicted latency !67689)of the head tracking device in 
conjunction with the iPhone 8 test device should be: !"#"$% )5 ) !"&$'( :)!*+, 
!"&$'( 5 ) ;<=>?@A=B !3./ 5 !./CD :)0(%E !*+, ))5 !-#%% :)!-&#- 
!"#"$% 5 ) FG)H(I)-$.J3"( : K)LM) : )N4O)LM) 5 ) FP4Q)H(-$.J3"
with !.3 )R ) ;<=>?@A=B  to be able to use the maximum allowed 
number of packets. 
With the capability of BLE to transmit 1 symbol in 1 μs [37], 
the time for a single connection event consisting of one 
communication cycle can be estimated as follows [36]: 
1. Receive packet with a payload of 8 bytes and a
maximum protocol overhead of 14 bytes [37]CSS T U)VWX) T )D)YME,
2. Mandatory interframe space (DKZ)YME!
3. Send acknowledge packet)CUZ)VWX) T )D)YME,
4. Mandatory interframe space CDKZ)YME4
The sum meets the above condition for !.3:  Z4KN[)LM RS4D\)LM.
A theoretical number of possible 0-$.J per !./  can be 
calculated with: 
  0-$.J 5 ;=>;=< 
Under real world conditions the influence of the bit error rate 
(BER), as demonstrated by Gomez, Demirkol and Paradells 
[38], the interference with other devices using the 2.4 GHz 
band, packet loss [36] and the restrictions of the central 
operating system leads to a much lower transmission rate 
and varying latencies. Especially the limitation of 0-$.J)per !./ by the operating system means that no further data 
exchange takes place after reaching the maximum  0-$.J 
until the end of the !./. 
For the measurement 10,000 numbered packets were sent in 
ten iterations from the peripheral to the central device at a 
distance of 1 m and with a received signal strength 
indicator (RSSI) of -70 ± 5 dB. By using offline logging and 
a subsequent evaluation of timestamps and quantity of sent 
and received packets, an average packet loss of < 1.5 % was 
measured.  
Packet loss leads to sporadically occurring higher latencies, 
which directly affects the update rates of the central device. 
Therefore, only an averaged update rate of appr. K)LM at a 
IMU refresh rate of 200 Hz can be considered. With this 
setup, we estimate an average latency of the head tracking 
system of appr. 11 ms.  
Using the Best Latency setting in Unity’s audio preferences 
leads to a vector size of 256 samples under both operating 
systems (iOS in conjunction with an iPhone 8, and OSX) 
which corresponds to 5.8 ms (assuming a sample rate of 
44.1 kHz). The dynamic filter change and the resulting 
crossfade between current and new angle causes an additional 
latency of 11.6 ms. The average OSC transmission time from 
the VAS Head Tracker Connect software to Unity was 
measured on a Macbook Pro 2018 (14.4 ms) and an iPhone 8 
(18 ms).  
At a refresh rate of 200 Hz this results in a total system latency 
of 42.2 ms on OSX and 46.2 ms on iOS, which meets the 
above-mentioned criterion [24]. The default latency setting, 
which leads to a vector size of 1024 samples on iOS, leads to 
a total latency of 63.6 ms. This value could still be considered 
acceptable, but savings in terms of CPU load are almost 
negligible (see table 1). 
5.2. CPU load 
CPU load was measured with Xcode Instruments on an 
iPhone 8. Partition and FFT size for the convolution were set 
to match the vector size. The percentage value in the right 
column is the CPU load for one core for one voice. 
Vector size CPU load (iPhone 8, one core) 
256 9 % 
1024 8 % 
Tab. 1: CPU load on an iPhone 8. 
A voice includes the playback of the audio source, Unity 
internal DSP (distance attenuation, doppler effect, mixer) and 
the complete signal processing of the plugin with 20 
reflections. The head tracker was turned constantly, so that the 
convolution for the binaural synthesis (with an HRTF length 
of 256 samples) had to be carried out continuously for the 
current and the target angle. 
6. Conclusion and outlook
The presented soft- and hardware is a powerful and easily 
configurable engine for rendering dynamic binaural synthesis 
in Unity. Besides real time calculation of HRTF based 
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binaural synthesis including up to 20 reflections it can process 
BRIRs of arbitrary length (only limited by hardware 
resources). The possibility to load an individual IR set for 
every plugin instance makes the VAS Unity Spatializer 
unique for the time being. This enables the user to, for 
example, equip different rooms with different BRIRs, preload 
several IR sets for listening tests or allow multiple users to 
experience one scene with different (for instance 
individualized) HRTFs simultaneously.  
In Unity, the audio vector size is not as finely adjustable as in 
other environments, especially those focused primarily on 
audio (such as Pure Data or Max/MSP) where sizes as small 
as 16 samples are achievable. However, due to the low latency 
of the presented head tracker, the overall system latency is 
well within the requirements for dynamic binaural synthesis.  
The Adafruit board can be configured as a Wifi access point. 
With the next firmware version, it will be possible to set all 
parameters (data format: e. g. euler angles or quaternions, 
connection type, sensor fusion method) via a static page 
hosted on the board. In order to enable use in environments 
without Bluetooth, data transmission via Wifi and OSC will 
be implemented. For the presented raytracing solution, 
physical principles have been simplified to ensure good 
usability and not to overuse hardware resources on the iOS 
platform. The focus was on outdoor environments with little 
reflections. A future release will enable the user to use more 
natural directional patterns, different material characteristics 
and a much larger number of reflections. 
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Abstract
State-of-the-art room geometry inference algorithms estimate the shape of a room by analyzing peaks in room impulse
responses. These algorithms typically require the position of the source wrt the receiver array; this position is often
estimated with sound source localization, which is susceptible to high errors under common sampling frequencies.
This paper proposes a new approach, namely using an array with a known geometry and consisting of both sources
and receivers. When these transducers constitute a uniform linear array, new challenges and opportunities arise for
performing room geometry inference. We propose solutions designed to address these challenges, but also designed to
leverage the opportunities for better results.
Keywords: Image model, time of arrival disambiguation, echo labeling, reflection point localization, reflector
localization, room geometry inference.
1. Introduction
The task of room geometry inference (RGI) is concerned
with the localization of reflective boundaries in an enclosed
space, and is of interest in several applications [1]: 3D sound
analysis and reproduction, robust sound source localization
(SSL), speaker tracking and de-reverberation. RGI methods
use times of arrival (TOAs) of the direct-path and reflections
— peaks in room impulse responses (RIRs) from different
microphone and loudspeaker position combinations — to
infer the locations and orientations of planar reflectors. In spe-
cific, first-order TOAs characterize the physical walls present
in the room. The largest family of reflector localization
(RL) methods relies on ellipse geometry [2–6] or hyperbola
geometry [7–9]. Other methods rely on beamforming or other
schemes [1, 10]. For RL, TOAs need to be separated into
†A joint institution of the Friedrich-Alexander-University Erlangen-
Nu¨rnberg (FAU) and Fraunhofer IIS, Germany.
sets, each set belonging to a single reflector [8]. These sets
are used individually with the measurement position, either
known or estimated using SSL, to define multiple constraints
which together localize a reflector.
RGI can considerably benefit from a-priori knowledge of
all the transducers’ locations. Most importantly, finding the
system latency in real measurements is a challenge [1] which
can be alleviated with knowledge of the relative transducer
positions. Known array geometries are commonly assumed
in the RGI literature [1]; however, these usually contain
either microphones or loudspeakers, exclusively. Employ-
ing an array with both types of transducers is uncommon1.
Nonetheless, existing arrays with a single type of transducer
can be transformed into arrays having both types by using one
loudspeaker as a microphone or vice versa; this is made pos-
sible by acoustic transducer reciprocity. Thus, a known array
1Albeit there are exceptions setting a precedent for this [11].
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geometry can be equivalent to known relative loudspeaker-
microphone positions; this motivates our adoption of an intra-
array RGI setup involving a uniform transducer array with
multiple loudspeakers and one microphone (non-coincident).
This paper presents multiple adaptations to our existing RGI
algorithm [1] to address the challenges of this intra-array
setup, e.g., those due to shorter distances between sources
and the receivers. Additionally, the paper proposes one new
improvement inspired by this intra-array setup and leveraging
the opportunities offered by it, as well as two more general
improvements independent of the setup. The novelties and
performance evaluation are presented in 2D; however, they
are generalizable to 3D.
2. Room geometry inference problem
and existing solution
2.1. Problem formulation
Given a uniform linear array (ULA) of L loudspeakers
with a single omnidirectional microphone, and assuming
that the acoustic propagation can be modeled by a linear
time-invariant filter2, the RIR of the filter between the j-th
loudspeaker and the microphone (notwithstanding noise) can
be expressed by
hj(t) = α0j δ(t− τ0j) +
R∑
r=1
αrj δ(t− τrj) , (1)
where α0j and αrj are the attenuation coefficients of the direct
and reflection paths, respectively, the index r refers to one of
R real or image reflectors, the function δ(t) represents the
delta function and t denotes time. The TOAs τ0j that arrive
from the L loudspeakers to the real microphone and the TOAs
τrj (r ∈ {1..R}) that arrive to the image microphones cor-
respond to the direct and reflected wavefronts, respectively;
they form the sets Tr =
{
τrj : ∀j ∈ {1..L}
}
.
These RIRs and the known relative positions of the loudspeak-
ers and microphone in the array constitute the input data.
TOAs need to be detected and disambiguated into separate
sets
{Tr : ∀r ∈ {0 .. R}}. The aim is to obtain from
these TOA sets the desired plane equations 〈nr, x〉 + or = 0
characterizing the different reflectors’ planes3, where 〈 . , . 〉
denotes the scalar product between vectors, nr and or denote
the r-th plane’s normal vector and offset, and x denotes the
Cartesian 2D coordinate vector.
2Although RIRs simulated with this image-source model [12] differ
from those measured in reality, namely due to model errors, the model
reproduces the early wavefronts’ arrival times with sufficient accuracy for
our application. This is because RGI only uses early (first- or at most second-
order) reflections in rectangular rooms, and the wavefronts these produce are
negligibly affected by inaccuracies of the model in simulating modal behavior
or taking into account frequency-dependent absorption etc.
3Thus, finite reflectors are approximated by infinite planes. The final,
finite room geometry can be obtained after the algorithm selects the planes
corresponding to physical walls present in the room (after the region-spot-
searching mode described in Section 3.2): these infinite planes intersect
precisely at the boundaries of the physical walls.
2.2. Overview of existing solution
We build upon our existing RGI method from [1], but we do
not require the graph-based 3D extension it includes. This
method consists of four steps. First, peaks corresponding to
TOAs in the RIRs are detected and labeled using the linear
Radon transform (LRT) [13]. Second, the labeled TOA sets
are used to estimate the image microphone positions using
[14], with knowledge of the source-receiver array geometry.
Third, using the estimated image microphone positions and
the array geometry, the positions of reflection points on the
available reflectors are determined using the RL method in
[5]. Finally, the reflection points determine the reflectors’
locations and orientations. In addition to the known array
geometry, this method assumes a known speed of sound and
sampling frequency, which is equal across all transducers. In
the case of real measurements, it also assumes zero inter-
transducer latency, while allowing for a known global latency.
2.3. Challenges with intra-array setup
In this work, we assume the ULA is placed near and parallel to
a reflector in the room. We use one loudspeaker in the array
as a microphone; other loudspeakers are operated normally,
not reciprocally. The main challenge in this setup is the
near-field scenario due to the short distances between sources
and receivers. This is only mitigated with lower sampling
frequencies, which have the negative side effect of decreasing
the precision of the LRT.
The direct sound from the nearest loudspeaker to the micro-
phone arrives shortly after t = 0, and is thus disproportionally
louder than the sound arriving in reflections or from farther
loudspeakers; this is due to the 1/r sound attenuation law: in
the near-field region (small distances r), differences in attenu-
ation can be drastic between sound paths of different lengths.
This causes the RIRs corresponding to the loudspeakers near
the microphone to be dominated by their direct sound peaks,
with reflections in these RIRs or even direct sound from other
RIRs becoming relatively negligible; this translates in turn
into disproportionally faint reflection responses on the LRT,
especially for microphones positioned centrally on the ULA.
On the other hand, the near-field scenario violates the far-
field assumption in the LRT [13]; this problem is especially
noticeable for the direct sound and the wavefront reflected
from the nearest wall (see Fig. 1). These wavefronts can no
longer be accurately considered planar as they exhibit high
curvature: the main lobes of their LRT responses are accord-
ingly more diffuse, spread over a bigger temporal/angular
region on the LRT, they attain a lower maximum amplitude
and are splintered into multiple sub-responses.
3. Proposed adaptations and improve-
ments to existing solution
3.1. Near-field adaptations
A significant contribution of this work are four adaptations
designed to counter the artifacts of working in a near-field
© Verband Deutscher Tonmeister e.V., 2019 - 116 -
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Fig. 1: Example resampled RIR stack (A) and its LRT response
image (B) for a near-field scenario (Setup 1, microphone position
3 in Section 4.1, the stack is re-attenuated (see Section 3.1), and both
the stack and the LRT are enhanced here for visualization). Yellow
encodes high values, blue encodes low values. The two figures
share the same horizontal (time) axis but have different vertical axes.
Notice the lower focus of the main lobes of the LRT responses for
the two earliest near-field wavefronts (in upper left region in (B)),
with respect to the main lobes of the LRT responses for the later
wavefronts (around samples 600-800 in (B)).
scenario.
The first adaptation selectively re-attenuates the
disproportionally-boosted direct sound and earliest reflections
wrt the later reflections in the RIRs, both within and outside
wavefronts. Only the early region is attenuated as it is
not desirable to simply compensate for the 1/r law for all
samples: this would significantly increase noise levels in
the later portion of the RIRs, with deleterious effects for the
LRT; moreover, extending the re-attenuation region to later
portions is also of little use since later reflected wavefronts
do not suffer from near-field effects. The procedure first
computes the reference direct sound TOAs Tj, ref for all
loudspeakers j = 1..L using the array geometry, then detects
the earliest TOAs in each actual RIR using a peak picker; it
then compares these two TOA sets to estimate any inherent
global latency in the RIRs4. Within a temporal neighborhood
Ter around the (latency-corrected) direct sound peaks, we
re-attenuate5 the RIRs via multiplication by r (translated into
time) according to h′j(t) = hj(t)fj(t) with
fj(t) =
{
t/(Tmax + Ter/2) for T1,j ≤ t ≤ T2,j
1 otherwise , (2)
and Tmax = maxj=1..L(Tj, ref), T1,j = max(0, Tj, ref−Ter/2),
T2,j = min(TT, Tj, ref + Ter/2) with TT the truncated RIR
length from [13]. We use Ter = 3a/c where a is the array
aperture and c is the speed of sound; this Ter is large enough
to contain the direct sound and usually also the first reflection.
A side effect of this procedure is that the direct sound peaks
get more similar amplitudes across all RIRs.
The second adaptation we introduce is an array-geometry-
aware correction of the detected main lobe peak of the direct
sound’s LRT response. The procedure maps the physical
4This is intended for the method to be compatible with real measurements.
5Strictly speaking, this is an attenuation for any distance r < 1 m.
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Fig. 2: Physical - LRT angle mapping from Eq.3, for LD = 0.1 m,
LDLRT = 1/750 m, and FSLRT = 48 kHz.
angle of arrival of the direct sound wavefront to an LRT-
domain angle, i.e., the angle of the incoming wavefronts
on the resampled stack. For transducers on a ULA, the
physical angle of arrival is always ±pi/2 (± depending on the
relative ordering of the transducers), which corresponds to the
maximum physically-valid angle on the LRT. However, this
mapping6 is used in more general cases (Section 3.2):
θLRT = sign(θphys) atan2
((
LD.FSLRT
/
c
((
tan(θphys − pi/2)
)2
+ 1
)1/2)
, LD/LDLRT
)
, (3)
where θLRT is the LRT angle and θphys is the physical angle
of arrival of the wavefront to the microphone (both wrt the
array center), LD is the physical transducer spacing on the
array, LDLRT and FSLRT the transducer spacing and sampling
frequency after resampling the RIR stack [13] Fig. 2 and
atan2 is the two-argument arc-tangent function. The result
is then quantized to the angular grid A of the LRT [13] and
taken as the angular bin of the main lobe. The temporal bin
of the main lobe is simply given by
∑
j=1..L(Tj, ref)/L, and is
also quantized to the sampled temporal grid. The value of the
main lobe peak is then taken as the maximum LRT response
inside the surrounding 7x7 region7. The determined LRT peak
is enforced at the early stages of the processing chain; it is
substituted for the LRT peaks with the 5% highest amplitudes.
The third, trivial but important adaptation is to assume the
microphone position is known via the known array geometry,
thereby alleviating the need for SSL.
The fourth and last adaptation addresses the neighborhood
suppression size used in the LRT processing [13]. As men-
tioned in Section 2.3, the early wavefronts suffer from near-
field effects in our setup; this translates into considerably more
spurious LRT peak response detections in this region. There-
fore, for short (< 20 cm) minimum microphone-loudspeaker
6This mapping shares similarities with the translation formula in [13,
Section 4.4], albeit going from continuous (infinite) sampling to FSLRT
instead of going from FSLRT to FS. A more advanced version, still retaining
its general shape, would use a rounding function to account for the quantized
grid on the stack, however this is not considered here as the LRT used in [13]
allows for further interpolation between RIR stack pixels.
7This region and similar parameters are chosen empirically at our
resampled spatial and temporal frequencies of 750 transducers/m and 48000
kHz [13].
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distances, we multiply the temporal and angular neighborhood
suppression region sizes (Nlx and Nly in [13], respectively)
by two time-reversed sigmoid functions8:
1 + 2Ter/3− 1
)(
1− 1/
(
1 + exp
(
(Ter − n)/8Ter
)))
,
1 + 2|A| − 1
)(
1− 1/
(
1 + exp
(
(Ter − n)/8Ter
)))
,
for the temporal and angular dimensions, respectively, where
n denotes the time in samples Fig. 3. The idea here is to
gradually increase the suppression neighborhood going into
the near-field region Ter. Moreover, we increase the image
filter temporal width to 25, up from 15 samples (at 48 kHz)
in [13], and we adjust the neighborhood suppression threshold
Tr [13] to Tr + 55% for the direct-sound peak specifically9.
Finally, in contrast to our approach in [1, 13], we also allow
reflection stack-lines to intersect the direct-sound stack-lines.
3.2. Setup-inspired and general improvements
In addition to the near-field adaptations, several improvements
are introduced to the RGI method. Specifically, the first two
improvements are made possible by knowledge of the θphys −
θLRT angle mapping (Eq. 3).
The first improvement is the restriction, early in the process-
ing chain, of the LRT peak response detection to physically-
valid angles, i.e., angles that correspond to physical angles
within [−pi/2, pi/2]. This is needed because, whereas it is
not possible for sound waves to impinge on the array with
bigger absolute angles, it is still theoretically possible for
more-slanted but physically-invalid lines to appear on the RIR
stack, and for the LRT to give a strong response to them. After
all, the LRT is but a line detector in computer vision, with no
such physical constraints.
The second and more significant improvement is a novel LRT
region-spot-searching mode; which is promoted by the intra-
array setup and which helps to achieve a more usable RL
output. More specifically, the LRT peak-response detection
is divided into three angular regions: 1) θphys ≤ −40◦,
2) −40◦ ≤ θphys ≤ 40◦ and 3) θphys ≥ 40◦ (all translated
into LRT angles); for the lateral regions 1) and 3) we keep
at most one salient LRT peak (if any), whereas for region
2) we keep the enforced (highest) direct sound peak from
Section 3.1 in addition to at most the second- and third-
highest peaks (if any, with a minimal time distance of a/c
between these two latter). This step ensures that at most,
8These functions and their parameters are chosen empirically.
9This prevents erroneously discarding the LRT peak corresponding to the
image microphone of the wall near the ULA.
and often exactly, four LRT peaks are detected (in addition
to the direct peak); they correspond to the four walls of a
rectangular room in 2D. This step solves the reflector selection
problem left open (supervised) in [1, Section II-B]; it is
effectively an automated reflector sifting mechanism which
discards virtual (non-physical) reflectors, corresponding to
second- and higher- order image microphones, and any other
undesired reflector detections, e.g. the ceiling and floor
detections when working in 2D with real measurements10.
The boundaries between the regions make sense in the case of
a ULA placed centrally near a wall in a shoebox room, as the
image transducers corresponding to the side walls lie around
θphys ≈ ±pi/2, and the image transducers corresponding to
the front and back walls lie around θphys ≈ 0; the angular
ranges of the regions are intentionally chosen broadly in order
to afford an error margin for LRT peak detection and to ensure
robustness to different geometrical conditions, e.g., setups
where the array is placed rotated wrt – instead of parallel to –
the nearby wall.
The third improvement relates to an artifact of the LRT
computation when slanting the RIR stack. The LRT can
theoretically detect stack-lines with negative central time bin
when they feature an angle |θphys| > 0, such as a stack-line
that intersects the array-center RIR in the stack at t = 0
and that is rotated around this pixel. Accordingly, the LRT
response is zero for θLRT = 0, t < 0, but it follows a
step11 function pattern for |θLRT| > 0, t < 0, especially
so in the presence of noise or pre-ringing effects before the
arrival of the direct sound. This step-response pattern can
feign a genuine LRT response peak, especially in near-field
scenarios, whereas it merely corresponds to the start of the
data. Therefore, any LRT peaks within 7.5 LRT degrees and
15 samples of the artifact at (t = 0, θLRT = 0) are discarded,
and any peaks with negative time bins are also discarded.
4. Performance evaluation
We perform two performance evaluations in this paper, one
for TOA detection and labeling (Section 4.3) and one for RL
(Section 4.4). The first evaluation gives information about
how many of the reflectors are detected, whether correctly or
incorrectly and how accurately (in terms of TOAs), as well
as which reflectors are not detected. The second evaluation
gives information about the RL error for the correctly detected
physical reflectors.
4.1. Simulated setups and data sets
We re-used the same setups and performance evaluation
frameworks as in [5, 13]; these consist of 7 different setups
with different ULA configurations and room sizes; the only
changes wrt our previous papers are the exclusion of real
data and the move of the microphone positions from the cross
pattern in the middle of the room (similar to [1, Fig. 11a] but
in 2D) to the ULA itself, in line with the intra-array setup. To
10Both of these tasks are especially challenging in setups involving arrays
with limited geometrical diversity.
11The start of this step corresponds to the start of the data at t = 0 and
occurs earlier for bigger absolute angles.
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avoid exacerbating the already-challenging near-field effects,
we only use the first three and the last three transducers on
the ULA as microphones, i.e., we exclude the microphones
around the array center. This means a total of 7 · 6 = 42
independent RIR stacks for testing.
4.2. Methods under test
To elucidate the impact of each set of novelties on the basis
algorithm from [1], we applied different versions of the
method separately on the data sets, each version including a
different set of adaptations/improvements:
• Version 0: basis algorithm from [1], used12 in 2D.
• Version 1: Version 0 with the physical angle restriction
and the improvements around t = 0 (first and third
improvements from Section 3.2).
• Version 2: Version 1 with all the near-field adaptations
from Section 3.1.
• Version 3: Version 2 with the region-spot-searching
mode (second improvement from Section 3.2).
We start by using our previous method unmodified from
[1] (Version 0), which we then gradually but considerably
expand: we first add changes independent of our intra-array
setup (Version 1), then proceed to add intra-array-setup-
specific adaptations (Version 2) to address the aforementioned
challenges and then we finally add a major new feature to
leverage the opportunities of the setup (Version 3). The
distinctive advantage of Version 3 wrt Version 2 is the auto-
matic, non-supervised discarding of second- and higher-order
reflections.
4.3. TOA disambiguation metrics and results
The performance of the LRT-based TOA detection and la-
beling [13] was objectively assessed with three metrics: the
true positive rate (TPR) indicating the percentage of detected
TOA sets that match reference TOA sets, the number of
false discoveries (FDs) of detected TOA sets that do not
match reference TOA sets and the root mean square error
(RMSE) between the correctly detected TOA sets’ TOAs
and their matched reference TOAs. Each detected TOA set
was compared to all reference TOA sets, and counted as
correct when a one-to-one match with an RMSE of 0.5 ms
or less was found. The reference TOAs were retrieved from
2D simulations using the seventh-order image model [12].
Higher-order TOAs, and those beyond the truncation time
TT, were not considered in the evaluation. All metrics were
averaged across setups and microphone positions. Better
performance is indicated by higher TPRs, fewer FDs and
lower RMSEs. The same parameters as in [13] were used for
the LRT processing.
The results (Table 1) show that the proposed adaptations result
in similar robust performance as in [1]. Algorithm Versions 0
and 1 nearly fail given the intra-array setup, since they do not
contain any of the adaptations addressing its challenges; this
12We use the same parameters as [1] with the exception of the new R̂ = 10.
Tab. 1: Obtained average TOA disambiguation performance metrics.
Order All 1 2
Alg. vers. # of FDs TPR % RMSE µs TPR % RMSE µs
0 2.12 0 N/A 0 N/A
1 3.80 20.2 363.1 1.6 96.5
2 0.55 97.0 189.5 52.0 170.5
3 0.5 97.0 191.3 0.6 145.4
clearly motivates our proposed adaptations. More specifically,
the LRT response involved in these versions is hardly usable
given the aforementioned near-field effects, it only gives a
splintered, diffuse response for the direct sound and a spurious
artifact at t = 0; these two diffuse responses often temporally,
and less often angularly, coincide in our intra-array setup; they
disproportionally overshadow any response from reflections,
and the only way to avoid this is via the near-field adaptations.
In both these algorithm versions, the method can at best
(albeit with difficulty) detect the direct sound properly; this
explains the low TPRs. The removal of the artifact at t = 0
in Version 1 is inappropriate in these circumstances, as the
spuriously detected artifact at t = 0 would itself otherwise
suppress many of the spurious peaks around the genuine-but-
diffuse direct-sound response; this explains the jump in the
number of FDs from Version 0 to Version 1.
Algorithm Versions 2 and 3 show remarkable and nearly-
identical results (nearly-perfect first-order TPRs and a very
low number of FDs). The main difference between these two
versions is the nearly-complete discarding of second-order
wavefront detections in Version 3; this actually fulfills the
very purpose of this version: the automatic removal of second-
and higher- order wavefront detections without compromising
direct-sound and first-order wavefront detections (see Section
3.2).
4.4. RL metrics and results
To assess the accuracy of RL, the orientation error ORL =∣∣∣ arccos (〈nr, n̂r〉)∣∣∣ [15] between the true (nr) and estimated
(n̂r) reflectors’ normal vectors was used; additionally, the
offset DRL =
∣∣∣∣ ∣∣∣〈nr, (m− x)〉∣∣∣− ∣∣∣〈n̂r, (m− x̂)〉∣∣∣ ∣∣∣∣ [15] in
terms of the distance of the true and estimated reflectors to the
real microphone’s true location m was used, where x and x̂
represent points on the true and estimated reflectors, respec-
Fig. 4: Visual representation of RL error metrics. The black line,
arrow and cross indicate a true reflector, its normal vector and image
microphone position, while the red line and arrow indicate their
estimated counterparts.
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Tab. 2: RL performance metrics (average values followed by ± the
standard deviations), for algorithm versions 2 and 3.
Setup Room size (m) DRL(cm) ORL(◦)
1 4.5x5 13.29 ± 14.13 7.45 ± 4.66
2 6x4 11.72 ± 9.20 7.66 ± 4.92
3 6x8.5 18.53 ± 26.58 7.37 ± 4.57
4 9x7.5 17.76 ± 24.17 7.32 ± 4.67
5 6x12 20.28 ± 39.26 7.35 ± 4.55
6 4.5x5 8.81 ± 14.37 6.09 ± 9.32
7 12.66x10.42 11.98 ± 8.66 3.00 ± 2.49
tively (Fig. 4). Only physical reflectors were considered, and
the evaluation was done only for algorithm Versions 2 and 3;
both versions gave the same metrics (Table 2), which were
averaged across microphone positions (not averaged across
setups). Lower metrics indicate better performance.
The results show degraded performance (+8.04 cm DRL er-
ror and +4.89 ◦ ORL error on average) wrt [1] (which shares
identical but 3D-expanded configurations for setups 1-6) ; this
is especially true for setups 4 and 5 (+11.38/12.09 cm DRL
errors and +5.09/5.04 ◦ ORL errors, respectively). This
shows that more adaptations are required to fully mitigate
the near-field effects; however, it is worth noting that when
the ULA is placed further away from the nearby wall and
the room is larger (both conditions fulfilled in setup 7),
angular error drastically decreases wrt other setups, and the
distance error is also relatively lower; this is because the
reflected wavefronts’ near-field effects, which are not fully
accounted for in the presented adaptations, are mitigated. The
results are identical across algorithm versions 2 and 3 for
the correctly-detected, reference-matched physical reflector
detections involved; this is further evidence of the proper
functioning of Version 3 (non-compromising of first-order
reflections).
5. Conclusion
We presented an RGI method adapted for an intra-array
transducer setup. The most important contribution in this
respect is the adaptation to the near-field scenario. The second
important contribution is a new mechanism for selectively
sifting peak responses in the LRT domain by spot-searching
in predetermined-but-broad regions; this automates the final
reflector selection without compromising performance. The
results show significant improvements wrt the existing RGI
method from [1] with intra-array setups, with correct labeling
of up to 97% of first-order echoes, albeit with degraded RL
performance wrt [1] with non-intra-array setups.
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Abstract
Filters with constant phase shift in conjunction with 3/6 dB amplitude decay per octave frequently occur in sound field
synthesis and sound reinforcement applications. These ideal filters, known as (half) differentiators, exhibit zero group
delay and 45/90 degree phase shift. It is well known that certain group delay distortions in electro-acoustic systems
are audible for trained listeners and critical audio stimuli, such as transient, impulse-like and square wave signals. It
is of interest if linear distortion by a constant phase shift is audible as well. For that, we conducted a series of ABX
listening tests, diotically presenting non-phase shifted references against their treatments with different phase shifts.
The experiments revealed that for the critical square waves, this can be clearly detected, which generally depends on
the amount of constant phase. Here, -90 degree (Hilbert transform) is comparably easier to detect than other phase
shifts. For castanets, lowpass filtered pink-noise and percussion the detection rate tends to guessing for most listeners,
although trained listeners were able to discriminate treatments in the first two cases based on changed pitch, attack and
roughness cues. Our results motivate to apply constant phase shift filters to ensure that also the most critical signals are
technically reproduced as best as possible. In the paper, we furthermore give analytical expressions for discrete-time
infinite impulse response of an arbitrary constant phase shifter and for practical filter design.
1. Introduction
Sound reproduction systems for large audiences are often
equipped with vertical loudspeaker arrays which shall de-
liver an equally pleasant acoustic experience to the audience
in terms of loudness, timbre and spatial impression. The
reproduced wavefront can be steered and shaped towards
the target region by applying delays and weights to the
individual loudspeaker signals [1, 2]. Due to the coherence
of these, the sound field typically exhibits a low-pass filter
characteristic, and thus needs to be equalized by high-pass
filtering the audio input signal. As pointed out in [3, Ch. 3],
the same array processing framework is used in wave field
synthesis (WFS), which has only seemingly a different goal,
namely the physical reconstruction of a desired sound field.
The loudspeaker signals for WFS are derived from a high-
frequency approximation of the Kirchhoff-Helmholtz integral
equation [4, 5]. This enables a computationally efficient
implementation of WFS which comprises of, similar to large-
scale sound reproduction, delays and weights for the individ-
ual loudspeakers and an overall equalization filter.
According to the theory of WFS [4], the specification of
the equalization filter depends on the geometry and shape of
the loudspeaker array. The transfer function is iω for 3D
scenarios where 2D arrays (e.g. spherical or planar) are used.
In terms of signals and systems theory this constitutes an
differentiator, exhibiting a slope of +6 dB per octave and a
constant phase of 90◦. For 2D scenarios using 1D arrays (e.g.
circular and linear), the filter is given as
√
iω, constituting a
half-differentiator [6, 7], where both the slope and phase are
halved to +3 dB per octave and 45◦, respectively.
In practical systems, where a continuous and infinite array
cannot be used, the specification of the equalization filter has
to be adjusted accordingly. The usage of a practical array
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built from individual loudspeakers causes spectral fluctuations
above the so-called spatial aliasing frequency [4]. Moreover,
due to the finite extent of the array, the synthesized sound
field exhibits a low frequency roll off. The high-pass filter
characteristic of an ideal equalization filter thus should be
flatten out at the highest and lowest frequencies in the spec-
trum, resulting in a high-pass shelving filter. The upper limit
coincides with the spatial aliasing frequency and the lower
limit is determined by the spatial extent of the array [8].
The digital equalization filter is typically realized either in
a finite impulse response (FIR) or infinite impulse response
(IIR) form. FIR type equalization filters are often designed
as linear phase, while omitting the above mentioned constant
phase (90◦ or 45◦) [9, 10]. This results in synthesized
sound fields exhibiting a negative phase shift (−90◦ or −45◦)
compared to the desired reference sound field (apart from the
group delay of the FIR filter). There are also a number of IIR
type equalization filters where the constant phase spectrum is
explicitly taken into account [11] or comes as a byproduct of
the minimum phase characteristics of the desired magnitude
spectrum [3, 12]. The improved physical accuracy in the
synthesized sound field is well demonstrated in [12, Fig. 9-
11].
The audibility of constant phase shifts can be regarded as
special issue of the audibility of phase distortion and group
delay distortion, cf. [13–18], often evaluated with allpass
filters. From these works it is known, that audibility is
strongly dependent of the signal’s waveform and spectrum and
the amount of the group delay in the critical bands. Generally,
sensitivity for phase/group delay distortions decreases with
increasing frequency. For low frequency content a different
pitch and for high frequency content ringing and different
lateralization is reported for group delay distortions. The
polarity of highly transient signals plays a role for the audi-
bility. It was often shown, that training on phase/group delay
distorted audio content increases the sensitivity to detect them.
To the authors’ knowledge to date, the perceptual impact
of the constant phase shift has not been studied yet. It is
of great interest whether the existence or absence of such a
phase shift is audible, and in the special context of sound field
synthesis, if this affects the authenticity of the synthesized
sound fields. The paper discusses the signal processing
fundamentals of discrete-time constant phase shift in Sec. II.
In Sec. III a listening test is presented for selected audio
content and phase shifts to initially evaluate the audibility of
constant phase shifts. Sec. IV concludes the paper.
2. Constant Phase Shifter
A constant phase shifter, also known as fractional Hilbert
transformer [19], refers to a filter that applies a (frequency in-
dependent) constant shift ϕ to the spectrum of an input signal.
This section introduces the time and frequency representations
of discrete-time constant phase shifters for aperiodic and
periodic signals. Practical implementations for the respective
cases are also discussed. Since the primary interest of the
present study is the audibility of a phase shift, the main
consideration is the accuracy of the constant phase shifter in
terms of its magnitude and phase response. Computational
cost and algorithm optimization are less of a concern.
2.1. Aperiodic Signals
The transfer function of a constant phase shifter in the discrete
time Fourier transform (DTFT) domain reads
H(eiΩ) =

e+iϕ, 0 < Ω < pi
e−iϕ, −pi < Ω < 0
cosϕ, Ω = 0, pi
(1)
where Ω = 2piffs denotes the normalized angular frequency for
the sampling rate fs. By exploiting Euler’s formula, (1) can
be decomposed into
H(eiΩ) = cosϕ− sinϕ ·HH(eiΩ), (2)
with HH(eiΩ) := −i · sgnΩ denoting the transfer function
of the Hilbert transformer [20]. Notice that the Hilbert
transformer can be regarded as a constant phase shifter of
ϕ = −pi2 . Since HH(eiΩ) is free of DC bias [20, Sec. 4.2],
the magnitude response of a constant phase shifter is unity at
all frequencies but Ω = 0, pi, as given in (1).
The discrete-time impulse response of a constant phase
shifter is obtained by computing the inverse DTFT ofH(eiΩ),
h[n] =

cosϕ, n = 0
0, n 6= 0 and even
− 2npi sinϕ, n odd.
(3)
Analogous to (2), it comprises of two components,
h[n] = cosϕ · δ[n]− sinϕ · hH[n] (4)
where
hH[n] =
{
0, n even
2
npi , n odd.
(5)
denotes the discrete-time impulse response of the Hilbert
transform filter [21, Eq. (11.65)]. The constant phase shift of
an input signal is thus a linear combination of the input itself
and its Hilbert transform, weighted with cosϕ and − sinϕ,
respectively.
In Fig. 1(left), the impulse response h[n] for ϕ = −pi4 is
depicted. It can be seen that the impulse response is of infinite
length and not causal. The coefficients for n 6= 0, indicated
by , exhibit odd symmetry with respect to n = 0 and add
up to 0. The DC and fs2 gain are thus solely determined by
h[0] = cosϕ, indicated by and consistently given in (1).
Filtering with the impulse response h[n] is not feasible in
practice due to the infinite extent of h[n]. An FIR constant
phase shifter can be built by applying a finite window to h[n],
known as windowing method [21, Sec. 7.2]. Considering the
decay of the coefficients for |n| → ∞, it is a natural choice
to truncate the impulse response symmetrically with respect
to n = 0, which leads to an even-order (odd-length) FIR
filter. Since h[n] vanishes for even n 6= 0, the FIR length
N has to satisfy N mod 4 = 3 (i.e. N = 3, 7, 11, 13, . . .).
Using a tapering window is advantageous as it smooths out the
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Fig. 2: Frequency responses of constant phase shifters (left: magnitude, right: phase, fs = 44.1 kHz). The FIR filter coefficients are obtained
by using the windowing method (filter length of N = 511 for all angles and N = 511, 2047, 8191 for ϕ = 67.5◦). The magnitude responses
are depicted with 6 dB offsets. The triangles indicate the DC gain cosϕ. The phase responses are obtained by compensating the group delay
τ = N−1
2
1
fs
, i.e. multiplying the complex exponential ei2pifτ to the spectra.
ripples in the frequency domain. Due to the non-causality of
the filter, a constant group delay of τ = N−12
1
fs
is introduced
additionally to the desired property given by (1).
Exemplary frequency responses of FIR constant phase
shifters (ϕ = 0◦, . . . , 180◦) are shown in Fig. 2. The FIR
coefficients are obtained by applying a Blackman window to
h[n] in (3). It can be seen that the desired magnitude and phase
responses are achieved only within a limited frequency band.
Forϕ 6= 0◦, 180◦, the magnitude responses typically attenuate
at low and high ends (f = 0 and f = fs2 , respectively)
and converge to cosϕ. Due to the logarithmic frequency
axis, the behavior at f = fs2 is not clearly visible, though.
For ϕ 6= 90◦, the phase responses are inaccurate at both
ends and gradually tend to 0◦ or 180◦. The constant phase
shifter for ϕ = 90◦ exhibits an ideal phase response but
the most distorted magnitude response among other phase
angles. Accurate frequency responses are observed for ϕ =
0◦, 180◦ where the filters are integer delays (τ= N−12
1
fs
) with
non-inverted and inverted polarity. As indicated by dotted
lines (ϕ = 67.5◦) in Fig. 2, the spectral distortions can be
suppressed by increasing the FIR filter order, which comes at
the expense of an increased group delay.
2.2. Periodic Signals1
Consider an M -periodic signal s˜[n] = s˜[n + M ] and the
generating signal s[n] which coincides with s˜[n] for the period
n = 0, . . . ,M−1 and vanishes elsewhere. Then the periodic
signal can be represented as a shifted sum of s[n],
s˜[n] =
∞∑
µ=−∞
s[n] ∗n δ[n− µM ], (6)
where ∗n denotes the linear convolution with regard to n. The
constant phase shift of s˜[n] reads
y˜[n] = s˜[n] ∗n h[n] = s[n] ∗n
∞∑
µ=−∞
h[n− µM ]︸ ︷︷ ︸
h˜[n]
, (7)
meaning that the generating function s[n] is convolved with
an infinite sum of shifted impulse responses denoted by
h˜[n]. A closed form expression for h˜[n] can be obtained by
1The derivation in this subsection is adopted from [20, Sec. 1.9 and
Sec. 4.6].
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substituting (4) for h[n] and exploiting the series expansion of
the cotangent function [22, Eq. (4.3.91)], reading
h˜[n] =

cosϕ, n = 0
0, n 6= 0 and even
−2 sinϕ
M cot
(
pin
M
)
, n odd,
(8)
for even M , and
h˜[n] =

cosϕ, n = 0
− sinϕ
M cot
(
pi(n+M)
2M
)
, n 6= 0 and even
− sinϕ
M cot
(
pin
2M
)
, n odd,
(9)
for odd M . Exemplary impulse responses are shown in
Fig. 1(center, right) for ϕ = −45◦.
A periodic repetition of a signal in the time domain
is equivalent to a sampling of the spectrum in the DTFT
domain [21, Sec. 8.4]. The discretized DTFT spectrum then
constitutes the discrete Fourier transform (DFT) spectrum [21,
Sec. 8.5], for which periodicity of the signal and the spectrum
are inherent. The DFT coefficients for even M read
H[k] = H(ei
2pi
M k) (10)
=

e+iϕ, k = 1, . . . , M2 − 1
e−iϕ, k = M2 + 1, . . . ,M − 1
cosϕ, k = 0, M2
where H[k] denotes the DFT of h˜[n]. Note that (8), (9),
and (10) are analytic representations of the constant phase
shifter with no approximations involved. An ideal constant
phase shift is therefore feasible as far as periodic discrete-time
signals are concerned.
In practice, a constant phase shift of a periodic signal can
be computed efficiently in the DFT domain,
y[n] =
1
M
M−1∑
k=0
S[k]H[k] ei
2pi
M kn, (11)
for n = 0, . . . ,M − 1, where S[k] denotes the DFT of s[n].
This constitutes a circular convolution of s[n] and h˜[n], and
y[n] exhibits a temporal aliasing which constitutes the desired
result, as shown in (7). Finally, the periodic signal y˜[n] is
constructed with the generating signal y[n], in the same way
as (6).
3. Listening Experiment
We aim at investigating, if audio content treated with a
constant phase shift filter can be perceptually discriminated
from the original signals. This section discusses the design,
procedure and analysis of the conducted listening experiment,
related to this question.
3.1. ABX Test Framework
The discrimination performance was tested with the highly
sensitive two alternatives, forced choice ABX test. Stimuli
A and X were both randomly assigned to either the reference
(original) or the treatment (phase shift), subsequently ensuring
that B contains the other stimulus than A. According to the
ABX test paradigm, test subjects were asked to assign either
X=A or X=B after thorough, non-time-limited comparison of
A, B and X.
No looped playback or instantaneous stimulus switching
with crossfade or fast fade-out/fade-in could be utilized, since
treatment detection would have become a trivial task based on
the resulting artifacts (i.e. clicks for fade-out/in, phasing for
crossfade). Instead, the stimuli—always (re)-started from the
beginning—had to be manually started and stopped by the test
subjects. This ensures artifact free playback, although with
higher interaction. Moreover, the requirements led to some
modifications of the utilized webMUSHRA test framework
[23], which by default intends seamless switching and looping
by fading out/in.
3.2. Audio Content
The 4 monaural audio contents
• three square wave burst signals, each: 50 Hz, 200 ms on
including 40 ms sin2-fade in and out, 300 ms off. Fourier
series synthesis of the harmonics 1, 3, . . . , 19, modal
windowing (Kaiser, β = 4) of the Fourier coefficients.
total length 1.5 s @ 120 bpm, periodicity assumed / DFT
filtering
• pink noise2, lowpass filtered (4th order Butterworth,
cut frequency 300 Hz), length 2.35 s, non-periodicity
assumed / FIR filtering
• castanets3, length 2 s, periodicity assumed / DFT filtering
• Hotel California, Eagles, Hell freezes over, 1994, Geffen,
stereo version mixdown to mono, time range 0:44.938 -
0:48.142, non-periodicity assumed / FIR filtering
were chosen to create the 5 treatments
I square wave burst with ϕ = −90◦
II square wave burst with ϕ = −45◦
III lowpass filtered pink noise with ϕ = −90◦
IV castanets with ϕ = −90◦
V Hotel California with ϕ = −90◦,
according to the following considerations: It is known that
human hearing is sensitive to group delay variations of low
frequency square wave bursts [16], which is assumed to hold
for constant phase shifts as well. To evaluate a potential
detection of phase shifts for highly transient audio material
and to check for potential detection of pre-/postringing due to
filtering of such, castanets were included. Phase alignment in
noise signals is highly random. It was assumed that human
hearing is sensitive to a varied phase structure of noise with
a low frequency spectrum. Furthermore, a musical record
with a percussion sequence—commonly considered as very
high fidelity production (mixing: E. Scheiner, mastering: T.
2generated by Voss-McCartney algorithm:
https://github.com/AllenDowney/ThinkDSP/blob/master/code/voss.ipynb
3anechoic version of EBU SQAM CD track 27:
https://iaem.at/Members/frank/sounds/castanets-dry
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Fig. 3: Crest factor over phase shift for the 4 audio contents used in
the listening test.
Jensen)—was included. For that content, it was assumed that
a constant phase shift might be audible in the decay of the
drumheads or/and in the transients.
For the treatments I, II and IV signal periodicity is as-
sumed and thus the ideal phase shift filter via DFT (Sec.
2.2) was applied. To create treatments V and III, no signal
periodicity was assumed for the whole musical piece as well
as for the generated pink noise raw material of 6 minutes
duration. Thus FIR filtering according to Sec. 2.1 was
realized. Considering the audio contents as rectangularly
windowed signals of infinite duration, the filter order of
3 963 530 (≈ 90 s!) ensures that linear convolution of the
chosen excerpt of Hotel California is complete. The resulting
magnitude ripple of the Blackman windowed FIR is negligible
for the relevant reproduction bandwidth. Since the pink noise
length can be arbitrarily set, the same FIR filter was utilized
for consistence.
3.2.1. Crest Factor Discussion
An ideal constant phase shifter does not alter the spectrum
of the input signal, nor does it introduce any group delay.
One noticeable technical change concerns the waveform,
quantifiable in terms of the crest factor (CF),
CF = 20 log10
( |s|PEAK
sRMS
)
in dB. (12)
During the preparation of this study, it was speculated that an
increase or decrease of the CF might lead to detectable cues
(if there are any) for a phase shift.
Figure 3 depicts the CF of the chosen audio contents
for varying phase shifts ϕ ∈ [−180◦, 180◦]. For aperiodic
signals (pink noise and Hotel California), the phase shift is
applied to the entire piece but the CF is evaluated only for
the selected part which is used in the listening experiment.
Notice that the CF is 180◦-periodic. This is because a phase
shift of 180◦ reverses the polarity of the signal and the CF
remains unchanged. Among other stimuli, the square wave
burst shows the highest variation of approximately 7 dB. Note,
however, that due to the silence between the bursts and the
temporal shaping by the fade-in/-out window, the CF deviates
from that of a continuous square wave (which is theoretically
CF = 0 dB for ϕ = 0◦,±180◦ and CF =∞ for ϕ = ±90◦).
The CF of castanets is about 15 to 25 dB higher than other
stimuli because of its fast attack/decay, very short sustain, and
relatively long silence.
As mentioned in Sec. 1, phase angles of −90◦ and −45◦
are particularly of our interest due to the relation with the
equalization filter in WFS. Except for square waves, a phase
shift of −45◦ is barely detectable for most of the audio
materials that was tested in informal listening. Therefore,
−90◦ is predominantly tested in this study whereas −45◦
is included only for square wave bursts. In Fig. 3, the CF
change of the phase shifted stimuli relative to the original
signal (ϕ = 0◦) is annotated above the filled circles .
3.2.2. Audio Signal Processing and Rendering
Each reference audio content (except castanets) was loudness
calibrated to -23 LUFS [24]. The according calibration gain
was also applied to the associated phase shifted stimuli. Since
the loudness measure of [24] is suboptimal for castanets, per-
ceptually motivated re-calibration to -35 LUFS was pursued
in order to better match playback level with the other audio
contents. Non-dithered 24 Bit, 44.1 kHz PCM wav-files were
rendered for all required stimuli, carefully monitoring that
amplitude clipping—as undesired artifact blended with the
phase shift—does not occur.
3.3. ABX Test Statistics Considerations
All test subjects were to rate the 5 different treatments created
from the 4 audio contents in mixed, randomized order and—
except for the two lead authors—without preliminary training
or other preconditioning with respect to the research question.
For each of the 5 treatments 25 ABX trials had to be
rated, resulting in 5 · 25 = 125 judgments per test subject
aiming at evaluation of individual detection rates in the first
instance. Thus, with underlying Binomial distribution model
[25, 26], these quantities originate from intended one-side tail
hypothesis testing of the H0(pdetect = 0.5) using Bonferroni
correction to a target rejection level α = 0.05, a target test
power 1− β = 0.95 and an effect size of g = 0.4, which was
determined from preliminary test results using square wave
bursts, achieving detection probabilities of about pdetect = 0.9.
Assuming independence of all collected ratings, contin-
gency tables of detection frequencies can be statistically
evaluated with underlying Chi-Square (χ2) distribution model
as post hoc tests.
3.4. Experiment Procedure
The listening test was conducted in our loudspeaker array lab
with 0.3 s mean RT60 and about 40 dB(A)Leq sound pressure
level (SPL) of background noise. A large monitor, a keyboard
and a mouse were set up on a table, where test subjects took
seat in the middle of the lab during the experiment. The
browser based ABX GUI of the webMUSHRA software was
hosted on an Apple Mac Mini connected to an RME Fireface
UC.
Playback was presented diotic (i.e. same signal for both
ears) using an electrodynamic, circumaural, open headphone
Sennheiser HD 800. Playback level was settled such that
for a mono pink noise signal with −23 LUFS loudness
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(−7.8 dBTruePeak, −21.3 dBRMS, i.e. 13.5 dBCF) sound
pressure levels (SPLs) of 72.7 dB(A)Leq / 87.7 dB(C)Peak were
measured for the left and the right channel using a G.R.A.S.
headphone-to-ear coupler and a calibrated Bru¨el & Kjaer SPL
meter according to the IEC 60318 standard.
12 test subjects (4 female, 8 male) took part in the listening
experiment. Except one light tinnitus afflicted, all others
reported normal hearing. Test subjects’ age distribution is
given as µa = 29.8, σa = 6.5 years with the percentiles
a0.05 = 22.6, a0.25 = 25, a0.5 = 28, a0.75 = 32, a0.95 =
40.5 years. About half of the listening test panel consists of
music production experts and (future) professional musicians
(classical instrument students). The other half recruits from
research related, untrained listeners, occasionally without
prior experience in performing listening tests.
For familiarization of the specific ABX GUI, ratings
on full band pink noise with 1 dB level difference were
performed by each test subject prior to the actual listening
test. This procedure was accompanied by written operational
instructions and remarks, indicating that the differences to
be detected in the actual listening test might be very subtle
and will potentially differ in character compared to that of
the training session. Participants (except the two authors)
were left completely uninformed with respect to the signal
manipulation method, thus expecting unbiased strategies for
the detection of differences.
After many pre-listening experiments, we decided against
playback of all 25 trials per each treatment in one sequence.
This regularly resulted in an extremely tedious task, that
should only be considered for few well trained and extraor-
dinary performing test subjects. Since, in the first instance,
we intended to find effect sizes g for a rather untrained, non-
preconditioned test panel, we set up playback for a mixed
randomized sequence of all 125 trials, divided in 4 parts (35
+ 3 · 30) with longer intermissions. Thus, the results to be
presented in the next section, should be considered for this
conditioning.
3.5. Results
3.5.1. Tests on Binomial Distribution
The detection rates (correct discrimination between original
and phase shifted version) of all test subjects for all treatments
are shown as a scatter plot in Fig. 4. For the −90◦ phase
shifted square wave burst, except of three subjects, all other
perform with very high, statistically significant detection rates
between 76% and 100%. For the −45◦ phase shifted square
wave burst, except of the same three subjects, all other show
very high, statistically significant detection rates between 80%
and 100%.
The−90◦ phase shifted pink noise treatment exhibits only
one result for which guessing can be excluded by statistical
significance. This was produced by one of the preconditioned,
trained authors. The majority of detection is slightly below
guessing. About the same situation, however with larger
spread of the rates, can be observed for the−90◦ phase shifted
castanets treatment. The one statistically significant result was
achieved by another trained, preconditioned author. All other
detection rates fail to reject that guessing took place.
Fig. 4: Detection rates in percent and number of correct detections
of all test panelists. Small dots without numbering indicate a
performance of a single test subject, whereas increasing dots with
numbering indicate same performance for multiple test subjects.
Results within the shaded area indicate that guessing is unlikely
with statistical significance.
For the musical content, i.e. the percussion sequence in
Hotel California, no statistical significance can be reported.
Detection rates spread around the guessing rate ranging from
36% to 64%.
3.5.2. Tests on Chi-Square Distribution
TheH0 (correct and incorrect discrimination occur with equal
frequency) is tested with the χ2 test per treatment considering
all judgments. Bonferroni correction for total of 5 treatments
to a target α = 0.05 was considered. The results indicate that
this H0 can be rejected with very high statistical significance
for the two square wave bursts, but not for the other three
treatments.
The H0 (detection performance of two treatments is in-
dependent) is tested with the χ2 test of the contingency table
built from two treatments considering all judgments. Bonfer-
roni correction for the 10 possible pairwise comparisons to
a target α = 0.05 was considered. The results indicate that
this H0 can be rejected for the pairs I vs. III, IV, V and II
vs. III, IV, V with very high statistical significance and odds
ratios (ORs) between 4.5 to 6.5. For the pairs I vs. II and III
vs. IV, V and IV vs. V we fail to reject this H0. For pairwise
comparison I vs. II the OR ≈ 1.4 indicates a very small
(however statistically not significant, p = 0.17) tendency for
a different performance. For the other pairs OR ≈ 1 indicates
very comparable rating performance.
3.5.3. Rating Durations
Test subjects took between 70 and 120 minutes in total for
the whole listening experiment, including intermissions. One
test subject asked to split the test onto two days for improved
power of concentration.
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The webMUSHRA software captures data for rating dura-
tions of all trials. This duration is defined as the time interval
from initiating the GUI for the actual trial up to submitting
the result and moving on with the next trial. Thus, this
duration measure includes all (potentially longer) individual
intermissions of a test subject. Pure playback duration of
A, B, X per trial, which is considered a more useful measure,
is unfortunately not available. We thus report the percentiles
in Table 1 over all rating durations t in seconds without further
statistic evaluation. However, the table easily reveals that the
median and the interquartile range—that should not overly
affected by longer intermission intervals—increase following
the treatment sequence I to V.
treatment t0.05/s t0.25/s t0.5/s t0.75/s t0.95/s
I sq -90 8.1 12.4 17.7 29.2 60.9
II sq -45 8.9 15.3 23.1 39.8 95.2
III pn -90 13.7 19.8 28.7 47.4 98.6
IV cas -90 11.5 20.2 30.0 48.2 109.7
V hc -90 12.6 24.4 35.9 52.5 104.2
Tab. 1: Percentiles of the rating duration per ABX trial.
3.5.4. Qualitative Statements
Test subjects were asked for handwritten qualitative state-
ments (e.g. detection cues, artifacts) during the listening
experiment. Since this was handled as unforced add-on not
all panelists reported back. However, the received statements
are highly valuable and can be summarized as follows.
Treatments using square wave bursts were comparably
very easy to detect, and comparing both square waves, the
−90◦ treatment was much easier to detect than the one with
−45◦. Most often pitch shifts were used as cues, but also
changes in envelopment and dispersion were reported.
The detection of pink noise treatments was reported as
very demanding. Here test subjects indicated changed pitch,
roughness, sharpness, subbass structure, melody and ambi-
ence as cues. For castanets test subjects reported a hard
time for detection and admitted pure guessing very often
using either the pitch or/and the characteristics of the very
first transient (change of attack, punch and crispness) to
discriminate treatment and reference. No pre-/postringing
artifacts were stated for the castanets.
For the percussion sequence (Hotel California) most re-
ports agreed on pure guessing. However, test subjects also re-
ported there to use changed decay of drumheads and changed
pitch as cues as well as smeared transients.
One test subject reported that A,B and X were perceived
with different pitches for the square wave bursts. Here, due
to the forced choice design, the achieved detection rates must
fail to rejectH0, which was confirmed post-hoc.
4. Conclusion
This study exhibits explorative character to firstly evaluate the
audibility of constant phase shifts. For signals with rather
complex structure, arbitrary constant phase shifts can only
be realized with digital signal processing. Based on the
Hilbert transform (i.e. the special case of−90◦ constant phase
shift with unit magnitude), for which the infinite impulse
responses are well known in continuous-time and discrete-
time signal domain, this paper introduces the discrete-time
infinite impulse response for an arbitrary constant phase
shifter. For practical implementations an FIR design is
proposed with special attention to retain unit magnitude.
Furthermore, for periodic signals a periodic convolution is
discussed. Under the periodicity assumption, hereby the ideal
phase shift filter without any approximations or limitations
can be applied. The periodic convolution can be computed
within DFT domain with high performance, for which the
spectrum of the constant phase shifter is given.
The results of the conducted listening experiment can be
referred to the following deductions. Untrained, uncondi-
tioned listeners that have been repeatedly confronted with
multiple low frequency square wave bursts, lowpass filtered
noise, a transient castanet rhythm and a percussion sequence
in a randomized sequence, in general show different detection
performances of applied constant phase shifts.
The majority of listeners was able to discriminate constant
phase shifts of −90◦ and −45◦ for square wave bursts with
comparably little demand and very high detection rate. A
100% detection rate was achieved by musical experts. These
findings are according to the known results with respect to
other low frequency group delay distortion of square waves.
For pink noise the majority of listeners is not able to
detect constant phase shift treatments of −90◦. However,
the results indicate that by musical background and audio
expertise higher detection rates can be achieved, that might
be tested for statistical significance by a more sensitive test
design. An adapted effect size of about g = 0.2 to 0.25
seems to be reasonable for this. The same observation and
conclusion holds for the −90◦ constant phase shift of the
castanets signal. For both signals trained listeners are able
to detect the treatment with statistical significance. The initial
guessed effect size can be well assumed for both stimuli.
All listeners were not able to detect constant phase shift
of −90◦ for the sequence containing percussion material with
full audio bandwidth. Here, highest judgment demand was
reported by qualitative statements, very often admitting pure
guessing. The comparably longest rating durations might
reflect this fact as well. This insensitivity might be due to
complex spectrum and full audio bandwidth, compared to the
other used audio contents. An adapted effect size of about
g = 0.15 seems to be an appropriate choice for a more
sensitive test design (e.g. addressing significant detection
rates ≥69 correct119 total of single treatment judgment for α = β =
0.05).
Although, here only shown in an ABX comparison sce-
nario and not yet for musical contents, we cannot fully
exclude that very critical, trained listeners are able to detect
constant phase shifts of well known references even in an non-
comparison task as well. Considering this circumstance and
the current listening experiment results, it appears advisable to
apply constant phase shift filters in 2.5D and 3D sound field
synthesis applications to perfectly guarantee that potentially
audible phase shift artifacts will not occur.
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code to create all presented figures, the tex source code
for the paper and the related talk, the raw data from the
listening experiment, the code modifications of the used ABX
software as well as the ABX configuration files. Besides the
copyrighted piece of music, all other audio content used for
the listening experiment is freely available.
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Abstract
The incorporation of source directivity is important for a plausible and authentic auralization. While high-resolution
measurement setups and data exist, it is yet not clear how detailed the directivity information has to be measured and
reproduced with regard to perception. In particular, when source and listener are at the same location, resulting in a high
direct-to-reverberant energy ratio, the precise shape of the directivity pattern might not yield perceptual differences. The
paper approaches this question by a listening experiment in a virtual environment with generic directivity patterns and
coincident position of listener and source. The experiment compares different spatial resolutions (spherical harmonic
orders) of the directivity patterns for multiple virtual listener/source positions/orientations and levels of direct sound
for speech and noise. The virtual environment employs a higher-order image-source model and binaural, dynamic
Ambisonic playback. The results show that the exact shape of the directivity pattern is often perceptually irrelevant,
while the preservation of the direct-to-reverberant energy ratio is more important.
1. Introduction
Plausible and authentic auralization of sound sources in rooms
benefits from the incorporation of source directivity and
variable source orientation [1]. This is mainly due to the
natural perception of distance that is controlled by the direct-
to-reverberant energy ratio (DRR) [2, 3]. High-resolution
measurement of source directivity is typically done with
surrounding microphone arrays of up to 64 microphones at
the same time [4] and directivity patterns are often represented
in spherical harmonics to facilitate simple rotation. A high
resolution is sometimes necessary to compensate for imprecise
centering [5, 6], even for sources with low spatial resolution
in their directivity patterns. Our previous study [7] revealed
that perception of spatial resolution in directivity patterns
is limited to spherical harmonic orders around 4 for large
distances between source and receiver in a stimulated concert
hall. In such cases, the DRR is typically negative.
However, for the auralization of one’s own voice or when
playing an instrument oneself [8–10], direct sound dominates.
This paper investigates how precise directivity patterns are
perceived in such cases, i.e. to which order a higher-order
directivity pattern can be reduced to still be perceptually indis-
tinguishable from a reference. The reference directivity pattern
is highly directive as it appears for large brass instruments
at high frequencies. The investigation employs a high level
of direct sound as it appears in human speaking/singing and
further, reduced levels to represent instruments with less direct
sound at the player’s ears. The virtual room in which the
directional source is playing is simulated by an image-source
model without late diffuse reverberation. These settings are
chosen to simulate the most sensitive case, whereas a practical
application might be less critical.
The paper first introduces setup and conditions of the listening
experiment. The following section presents the experimental
results. The results are subsequently compared to technical
measures that are related to room acoustics and properties
of the directivity patterns. Finally, the investigation is
summarized and compared to our previous results in [7] for
non-coincident listener and source.
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2. Setup and Conditions
The parameters of the room simulation were identical to those
used in [7]: The room had a size of 30 m × 20 m × 10 m
and a reverberation time of 1.9 s between 200 Hz and 2 kHz,
and was doubled/halved for frequencies below 100 Hz and
above 4 kHz, respectively. The simulation employed a 7th-
order image-source model (236 reflections) implemented in the
IEM RoomEncoder VST plug-in1. The headphone playback
employed 7th-order head-tracked [11] binaural Ambisonics
[12] using the IEM BinauralDecoder. Note that the rotation
of the source was linked to the head rotation.
The direct sound was not generated by the RoomEncoder
plug-in, as this would result in an infinitely high level for
coincident source and receiver position. Therefore, it was
realized as omnidirectional sound inside the listener’s head
with a specific level that should correspond to direct sound level
at a speaker’s own ears. The level is based on a measurement
of a B&K HATS 4128 using its mouth simulator, its ears, and
two omnidirectional microphones at 1 m and 25 mm distance
(mouth reference point, MRP) from the mouth in an anechoic
chamber, respectively. Fig. 2 shows that the level at the ears is
roughly 20 dB less than at the MRP. These results are similar to
findings in [8] and the deviations can be explained by different
distances of the MRP. The level in 1 m distance is again about
10 dB less than at the ears. A broad-band level difference of
10 dB was used to calibrate the direct sound and the image-
source model for the experiment and is denoted as 0 dB direct
sound level in the remainder of this paper. In order to represent
instruments with less direct sound at the player’s ears, reduced
levels {-10, -20} dB were also evaluated.
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Fig. 2: Sound pressure levels in 1 m in front of the HATS and at its
ears relative to the mouth reference point (MRP).
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Fig. 3: Listener/source position in the horizontal cross section of the
simulated room. Indicated listener/source orientation is defined as 0◦.
The source and the listener were positioned coincidentally with
a height of 4 m above the floor at positions P1 and P2. P1 was
close to a wall to provoke a strong first reflection that could
interfere with the direct sound, when the source/listener was
facing the wall (0◦ orientation), cf. Fig. 3. In contrast, the
second orientation (180◦) at P1 yielded weaker reflections. For
P2, which was close to the center of the room, the reflection
pattern was less orientation-dependent. Thus, there was only
one orientation evaluated at P2.
The reference directivity was a 7th-order inphase [13] design,
resulting in no side lobes and a relatively narrow main lobe,
cf. Fig. 1. This directivity is similar to that of larger brass
instruments, e.g. trombones or tubas, at high frequencies [14].
Typical directivity patterns of other instruments can be assumed
to be less directive. In the experiment, the reference directivity
pattern was reduced to orders 0 to 5 by simple truncation, as
our previous study [7] revealed truncation to be perceptually
better than preservation of nulls. Orders higher than 5 were
excluded, as they were perceived as identical to the reference
in preliminary tests. All resulting directivity patterns were
diffuse-field equalized. The experiment employed two different
sounds: (a) continuous pink noise for maximum sensitivity to
coloration and (b) male English speech [15] that facilitates
better spatial perception and familiarity.
Overall, there were 18 = 2 (sounds) × 3 ({0, -10, -20} dB
direct sound level) × 3 (2 orientations at P1 + 1 orientation
at P2) trials with multi-stimulus comparisons. The listeners
task was to compare the similarity of the 6 (0th to 5th order
truncation) stimuli to the corresponding 7th-order reference on
a continuous scale from very different to identical. Note that
the playback level in each trial was adjusted reversely to the
level of the direct sound in order to achieve similar loudness
between the trials.
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Fig. 1: On-axis equalized directivity patterns of beams in the experiment; gray dashed line indicates 7th-order inphase beam as reference.
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3. Results
There were 10 experienced listeners (average age 31 years)
who spent about 21 min each on the entire experiment. Based
on the 10 values for each condition, the results of the
experiment are presented as median values and corresponding
confidence intervals in Figs. 4 and 5 for noise and speech,
respectively. The gray level of the markers and lines in the
figures indicates the level of the direct sound. Obviously, the
similarity to the reference increases with the truncation order
and also with the level of the direct sound for both sounds and
all positions/orientations.
As we were interested in the spatial resolution required for
perceptually indistinguishable auralization in comparison to
the reference, Tab. 1 provides a suitable and easy-to-read
representation of the results: For each condition, the table
shows the minimum required order to yield indistinguishable
results in terms of a Wilcoxon signed rank test with Bonferroni-
Holm correction.
The influence of the direct sound can be seen clearly: While at
the lowest level (-20 dB) orders around 2 are required, results
are perceptually indistinguishable from the reference already
for an order of 0 at the highest level (0 dB) for all conditions
except speech at P1 and 0◦ orientation. This indicates that for
dominant direct sound, the exact control of the reflections
by the directivity pattern is not important as long as the
direct-to-reverberant energy ratio is preserved. This seems
to be already assured by the diffuse-field equalization of the
truncated directivity patterns.
The sensitivity of the noise conditions increases with the
proximity and orientation towards the walls: The central
position P2 is most distant to all walls and it requires only an
order of 1 or 0 for -20 dB or -10 dB direct sound, respectively.
When facing the close wall at P1 and 0◦ orientation, orders
of 3 and 2 are required for the same level of direct sound.
In contrast, there is no dependency on the listener/source
position and the orientation for speech, except for the increased
sensitivity at P1 with 0◦ orientation. The increased sensitivity
of noise in comparison to speech at P1 for 0◦ orientation and
-20 dB direct sound is due to a strong comb filter. As listeners
reported after the experiment, the truncation led to different
strength of comb filters for noise, while it led to different level
and density of reverberation for speech.
Tab. 1: Minimum required order to be indistinguishable from reference at 5% level with Bonferroni-Holm correction.
0 dB direct sound -10 dB direct sound -20 dB direct sound
sound P1, 0◦ P1, 180◦ P2, 0◦ P1, 0◦ P1, 180◦ P2, 0◦ P1, 0◦ P1, 180◦ P2, 0◦
noise 0 0 0 2 1 0 3 2 1
speech 1 0 0 1 1 1 2 2 2
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Fig. 4: Medians and 95% confidence intervals of perceived similarity to auralization using 7th−order reference directivity for noise at different
listening/source positions/ and orientations for different levels of direct sound.
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Fig. 5: Medians and 95% confidence intervals of perceived similarity to auralization using 7th−order reference directivity for speech at different
listening/source positions and orientations for different levels of direct sound.
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4. Technical Measures
This section calculates some technical measures in order to
generalize the experimental results for application on different
room settings and directivity patterns.
The first kind of technical measure is the direct-to-reverberant
energy ratio (DRR) and it depends on the combination of the
directivity pattern, its orientation, the listener/source position,
the direct sound level and the room. Note that in our calculation
of DRR, the first reflections also contributed to the reverberant
energy. Tab. 2 shows the resulting values in dependence of the
direct sound level. Naturally, the DRR increases with the level
of direct sound. The 0◦ orientation at P1 results in values about
16 dB lower than for the 180◦ orientation and P2 because it
yields a strong first reflection from the nearby wall. In this
case, the DRR increases for truncated orders due to a reduction
of the reflection from the wall, i.e. the diffuse-field equalized
directivity patterns radiate more energy into all other directions
away from the wall. A similar, however weaker behavior can
be seen at P2. In contrast, order truncation of the directivity
pattern reduces the DRR for the 180◦ orientation at P1. Here,
the lower-order patterns lead to an increase of the energy from
the nearby wall that in turn reduces the DRR values.
Tab. 2 relates to the experimental results by printing values
in bold that resulted in indistinguishable results for speech.
For reference DRR values around 40 dB, deviations of around
4 dB were not perceivable. For values around 30 dB, deviations
must not exceed 2 dB to remain perceptually irrelevant. Similar
sensitivity can be found for DRR values around 0 dB. The
tendency that sensitivity decreases towards higher DRR agrees
with literature [16]. However, there are exceptions, where the
threshold is smaller (P2, 0◦ with -20 dB direct sound: below
1 dB). This might be due to the different strategies for creating
the stimuli: In [16], the direct sound was attenuated/boosted
and the rest of the impulse response was kept identical. In
our experiment, the modification of the directivity patterns
modified the impulse response but the direct sound remained
the same. In this way, we did not directly modify the level ratio
between direct sound and reverberation, but the level of each
reflection in the impulse response.
Tab. 3: Side lobes, beam width, and front-to-back energy ratio of the
tested directivity patterns.
directivity side lobe width F/B-R25
order in dB in ◦ in dB
7 (ref) −∞ 71 19.8
5 -49.1 72 19.8
4 -34.2 74 19.9
3 -23.4 81 20.1
2 -15.1 99 15.9
1 -8.0 147 9.5
0 0 360 0
The second kind of technical measures is independent of the
room and the listener/source position because it solely depends
on the directivity pattern itself. The measures are (a) side
lobe: level of the strongest side lobe in dB, (b) width: aperture
angle of the cap exceeding -6 dB relative to the maximum at
the 0◦ direction in ◦, and (c) F/B-R25: front-to-back ratio in
dB, with lower dynamic limitation at -25 dB relative to the
maximum [7].
Tab. 3 shows the above-mentioned measures for the reference
directivity and the directivities truncated at different orders. For
-20 dB direct sound, the minimum required order for speech
was 2. In this case, a side lobe attenuation of around 15 dB was
not distinguished from the reference, a widening of the beam
of 28◦ or 39%, and a F/B-R25 difference of 3.9 dB. For noise
under the most sensitive conditions, the required 3rd order
resulted in a side lobe attenuation of around 23 dB, a widening
of the beam of 10◦ or 14%, and a F/B-R25 difference of 0.3 dB.
Speech at -10 dB and all position/orientations, as well as at
0 dB at P1 with 0◦ orientation, required an order of 1, resulting
in a side lobe attenuation of 8 dB, a widening of the beam of
76◦ or 107%, and a F/B-R25 difference of around 10 dB. All
other conditions with 0 dB direct sound did not require any
modeling of the reference directivity except for diffuse-field
equalization.
Tab. 2: Direct-to-reverberant energy ratio of the tested directivity patterns at the listener’s ears in dB for all listen/source positions and orientation.
Values that resulted in indistinguishable results for speech are printed bold.
directivity 0 dB direct sound -10 dB direct sound -20 dB direct sound
order P1, 0◦ P1, 180◦ P2, 0◦ P1, 0◦ P1, 180◦ P2, 0◦ P1, 0◦ P1, 180◦ P2, 0◦
7 (ref) 22.4 38.7 38.9 12.4 28.7 28.9 2.4 18.7 18.9
5 22.5 38.7 38.9 12.5 28.7 28.9 2.5 18.7 18.9
4 22.7 38.7 38.9 12.7 28.7 28.9 2.7 18.7 18.9
3 22.9 37.9 38.7 12.9 27.9 28.7 2.9 17.9 18.7
2 24.5 36.1 39.0 14.5 26.1 29.0 4.5 16.1 19.0
1 27.8 33.9 40.8 17.8 23.9 30.8 7.8 13.9 20.8
0 34.1 34.1 42.4 24.1 24.1 32.4 14.1 14.1 22.4
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5. Conclusion
This paper evaluated the perceptual effect of reducing the
spatial resolution (maximum spherical harmonics order) in
directivity patterns for coincident source and listener position
in a virtual room. For maximum sensitivity, the room
simulation employed a higher-order image-source model
without late diffuse reverberation and used dynamic binaural
playback including head tracking that also controlled the
orientation of the source. For the same reason, the reference
directivity pattern was highly directive and the level of the
direct sound was high, such as in human speech. The direct
sound was played back omnidirectonal, i.e. inside the listener’s
head and the evaluation also included conditions with reduced
direct sound to simulate other instruments.
In comparison to our previous experiment [7] with non-
coincident listener/source positions, the perceptual influence
of the reduction in spatial resolution was less pronounced,
i.e. lower spherical harmonic orders were required to produce
perceptually indistinguishable results from the reference. This
could be attributed to the dominance of the direct sound in the
new experiment. Thereby, reducing the direct sound increased
the minimum required orders from 0 to 2, on average. This
result agrees with the literature [16], where the sensitivity
of the direct-to-reverberant energy ratio (DRR) is highest for
values around 0 dB and decreases towards large absolute values
of the DRR. Although the reduction of the spatial resolution
yields an increase in beam width and reduction of side-lobe
attenuation, the DRR is often well preserved, especially at the
central listener/source position and direct sound levels as in
human speech. In such cases, the diffuse-field equalization of
the reduced-order directivity patterns might already be good
enough. However, when facing a nearby wall and with less
direct sound, the preservation of the directivity pattern is more
important. The perceptual effect of the order reduction seems
to be signal-dependent: coloration for noise, level and density
of reverberation for speech.
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Abstract
For spatial audio reproduction in the context of virtual and augmented reality, a position-dynamic binaural synthesis
can be used to reproduce the ear signals for a moving listener. A set of binaural room impulse responses (BRIRs) is
required for each possible position of the listener in the room. The required spatial resolution of the BRIR positions can
be estimated by spatial auditory perception thresholds. If the resolution is too low, jumps in perception of direction and
distance and coloration effects occur. This contribution presents an evaluation of spatial audio quality using different
spatial resolutions of the position of the used BRIRs. The evaluation is performed with a moving listener. The test
persons evaluate any abnormalities in the spatial audio quality. The result is a comparison of the quality and the spatial
resolution of the various conditions used.
1. Introduction
Existing audio systems can reproduce spatial audio in a way
that artiﬁcial and real audio objects are perceived as plausible
audible events in a virtual and/or augmented environment [3].
An auditory illusion of a spatial acoustic environment can be
created with the help of existing position-dynamic binaural
synthesis systems [2]. The occurrence of such a plausible
auditory illusion depends on an adequate technical realiza-
tion and on several context dependent quality parameters
like congruence between synthesized scene and the listening
environment or individualization of the technical system for
example.
This paper examines spatial auditory perception thresholds
using a position-dynamic binaural synthesis. The binaural
transfer functions are provided for discrete positions in the
room. The local area in which one set of BRIRs is used is
referred to as cell. The size of the cell directly inﬂuences the
direction and distance errors of the reproduction caused by it.
The discretization of the room is therefore determined by the
perceived minimum direction and distance change between
the position of the listener and the source. This allows the
creation of a perceptually motivated BRIR grid which needs
less BRIRs than a uniform shaped grid.
2. Binaural Synthesis System
The reproduction of an audio object in a reverberant room
can be realized by using BRIRs. The audio signal of the
source is convolved with the BRIRs for the left and the right
ear and for the current source-receiver position and head
orientation of the listener. A change of position and/or head
pose requires a new pair of BRIRs. The position and pose
changes are continuously measured by a tracking system and
made available to the BRIR selection. In this contribution,
a QualiSys motion capturing system is used to track the
horizontal orientation and the x-y coordinates of the listeners‘
head. Headphones are mostly used as playback devices.
An open or extra-aural headphone additionally enables an
acoustic recognition of the real environment. The headphones
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must be equalized for correct reproduction of the binaural
ear signals. For this contribution a KEMAR head and torso
simulator is used for the BRIR recordings and an equalized
Beyerdynamic DT-1990pro headphone is used for playback.
The inverse of the headphone transfer function is calculated
by a least-square method with minimum phase inversion [13].
The needed BRIRs can be calculated by room-acoustic sim-
ulations or by measurements of real sound sources in a real
room. A comprehensive synthesis of an auditory scene with a
variety of sound sources, room acoustics, and movements of
sources and receiver requires a high number of BRIRs. Amin-
imization of this number while simultaneously maintaining a
high perceived quality is desirable here.
Several approaches are available to reduce the amount of
measurements for binaural synthesis. These are for example
room acoustic simulations [12, 20] or methods which use
head-related transfer functions and directional dependent or
independent room impulse responses [6, 11]. In addition
to these approaches the required BRIRs can be synthesized
from the measurement of just one BRIR data set from only
one position in the listening room by changing acoustic
parameters like initial time delay gap, energy decay, and direct
to reverberant energy ratio. These methods are applied for this
contribution. Details can be found in the references [16, 18].
A basic feature of the used approach is the use of synthesized
BRIR data sets for discrete positions in the room. These dis-
crete areas can either have a uniform distribution (grids with
rectangular grid areas/cells) or a non-uniform distribution of
the single grid cells. Figure 1 illustrates an uniform grid. The
listener can move within an area of max. 4 m x 4 m. The
resolution of the binaural synthesis for translation is 0.25 m
using an uniform grid of squares.
2.1. Basic Arrangement
Figure 1 illustrates the walkable area and the location of the
possible audio object positions. The center speaker (C) is
positioned at 0◦ and 3.5 m from the midpoint of an assumed
circle. A left and a right speaker (L, R) is positioned at +/-
30◦, another left and right speaker (SL, SR) is placed at +/-
120◦. For the recording of the BRIRs, loudspeakers of the
type Geithain MO2 were used. They were arranged at ear
level of the used KEMAR artiﬁcial head. Their orientation
was towards the midpoint of the area. Only the middle
position of the area was measured. The other grid positions
are synthesized as described above.
The concentric black line in ﬁgure 1 shows the path to be
followed in the listening test by the listeners. More details
about this can be found in section 3.2 Test Procedure.
2.2. Non-Uniform Grids
The use of a uniform grid as shown in ﬁgure 1 does not
take perceptive inaccuracies in localization [7] and distance
perception [1, 14] into account. Figure 2 shows the principle
of localization blur and distance blur in the horizontal plane.
If a ﬁxed localization blur or minimum audible angle (e.g.
5◦) is assumed, the density of the cells (in the sense of the
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Fig. 1: Schematic view of the walkable area with the possible audio
object positions. Concentric black line indicates the walking path.
width of the cells) should have to increase at small distances
to the source and decrease at larger distances. The situation
is similar with regard to distance blur. For small distances
the density (in the sense of the length of the cells) should be
higher than for large distances. This approach leads to the
non-uniform cells which can effectively save on the number of
BRIRs required without causing increased errors in direction
and distance perception.
In each individual grid cell, the BRIR set inside only repre-
sents the distance from the sound source to the center of the
cell. If the listener is not in the center of the cell, the distance
and direction cues no longer corresponds to the intended
object position. The transition between the cells leads to a
maximum deviation.
Figure 3 shows the four non-uniform grids used on the basis
of a Voronoi network. Grid 1 (Figure 3 top left) is the
ﬁnest grid and Grid 4 (Figure 3 bottom right) has the lowest
resolution. The main parameters for generating the grids
are the maximum allowed angle error α and the maximum
allowed relative distance change d. For the grids were used:
Fig. 2: Localization blur (left) and distance blur (right) in the
horizontal plane. A displacement of the reference (black) by an angle
or distance below the threshold is inaudible (light grey), whereas a
bigger displacement is audible (dark grey). (from [4])
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Fig. 3: Non-uniform grids used in the listening test; top left... grid 1,
top right... grid 2, bottom left... grid 3, bottom right... grid 4.
Grid 1 α = 5◦, d = 0.25; Grid 2 α = 10◦, d = 0.5; Grid 3
α = 15◦, d = 0.75; Grid 4 α = 20◦, d = 1.0. The distance
parameter for Grid 1 is based on results from Spagnol et al.
[15] where distance blurs of d = 0.25 were found. The angle
parameters are estimates which have been collected from the
literature. It is assumed that the localization blur range is from
1◦ to 10◦. The α = 5◦ for Grid 1 is selected on the one
hand because it is in the middle of the indicated range and
on the other hand it corresponds to the angular resolution of
the BRIRs for head rotation. The perceptive effect of a small
angle for localization blur would be masked in an evaluation
by the larger angle for the head rotation.
For a detailed description of the procedure for creating non-
uniform grids, we refer to the work of Georg Go¨tz and
Samaneh Kamandi [4]. This work can be requested from the
authors of this contribution.
For each cell, a BRIR data set is stored for the left and right
ear, which has a horizontal resolution of 5◦ for the head
rotation. Therefore 2x72 BRIRs are stored per cell and for
each sound source. Table 1 shows the number of cells and
number of BRIRs for the different grids. Compared to an
assumed uniform grid with the same angle resolution of 5◦,
a grid resolution of 0.25 m, and for one source, as shown in
Figure 1, there are high reductions in the number of BRIRs
required. The reduction as a ratio of the number of BRIRs
required for the uniform grid to the number of the sparsest
non-uniform grid is 19.7 (see Table 1).
The centers of the individual cells are marked by dots in
ﬁgure 3. Only at these points the BRIRs reproduce the correct
direction and distance information. Outside the center, errors
occur due to a shift in distance and direction. This effect is
evaluated in the listening tests.
Tab. 1: Overview of the number of cells and BRIRs for the different
grids. The ratio indicates the saving of BRIRs to the uniform grid.
Grid numberof cells
number
of BRIRs ratio
uniform 256 36,864 -
1 111 15,984 2.3
2 39 5,616 6.6
3 24 3,456 11.0
4 13 1,872 19.7
3. Listening Test
The listening test is intended to investigate various non-
uniform grids with regard to spatial auditory perception. The
aim is to ﬁnd out what effect a reduction in the number of
BRIRs has. Two evaluation approaches are used for this
purpose.
3.1. Test Design
The listening test is divided into two parts. In the ﬁrst part,
unanticipated events should be detected while the listener is
walking around. These events should refer to artifacts in the
spatial listening which may lead to an implausible scene per-
ception. This can be for example: object extension, distance,
localization, envelopment, externalization, spaciousness, and
timbre.
The second part of the test takes place each time a test
condition, and therefore a path, has been completely passed
through. The test person evaluates various quality features
in a questionnaire (see subsection Quality Evaluation 3.1.2).
Of course, this does not make the single unanticipated event
assessable, but at least the quality impression of the single test
conditions.
3.1.1. Detection of Unanticipated Events
The test persons should conﬁrm a detected unanticipated event
while walking around with the help of a radio button. The
time and especially the x-y coordinate in the grid is recorded
as information using the tracking system for the binaural
synthesis. The button itself is realized by a presenter for slide
presentations via a radio link and queried with the help of a
Python script.
The test person is allowed to explore the local area more
precisely by small forward and backward movements and
head rotations when an unanticipated event is detected. This
should allow a higher reliability in the determination of the
position.
3.1.2. Quality Evaluation
The evaluation of perception is performed for different quality
features. In addition to single features, this also includes
the rating of the overall impression as a kind of overall
quality. The individual quality features include localization,
externalization, and timbre perception. The query usually
takes place on quasi-continuous scales with the negative value
at ”0” and the positive value at ”100”. Externalization is rated
on a category scale.
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Overall Impression OI - The overall impression should
capture the individual impression and the perception of the
overall quality of what is heard by the listeners. No speciﬁ-
cations were made with regard to possible underlying single
quality features. The survey of the overall impression was
always carried out at the beginning of the survey for each
walking path in order to minimize the inﬂuence of the evalua-
tion of single quality features. The following question had to
be answered: ”How would you rate the quality of experience
of this system?” A quasi-continuous rating scale from ”0-
poor” to ”100-very good” was used.
Localization Ability LA - The localization ability is in-
tended to test the ability of the listener to localize the auditory
event. A high localization ability exists when the auditory
event can be clearly assigned to a direction. If the directional
information of the auditory event is diffuse or not localizable,
a low rating should be given. The following question had to
be answered: ”How would you rate the ability to localize the
audio object?” The quasi-continuous scale used ranges from
”0-poor” to ”100-very good”.
Localization Stability LS - The use of different grids with
different spatial resolution can lead to jumps in the perception
of the object position. The movement of the listener through
the individual grid cells causes more or less pronounced
abrupt changes in the reproduction of directional and distance
cues. The following question had to be answered: ”How
would you rate that the audio object stays at a ﬁxed position?”
The quasi-continuous scale used ranges from ”0-poor” to
”100-very good”.
Coloration CO - The feature coloration aims at the eval-
uation of the hearing perception, which cannot be described
by directional hearing, perception of externalization or spatial
stability of the auditory event. The underlying perceptual
feature of coloration is timbre. Timbre can be deﬁnes as ”that
attribute of sensation in terms of which a listener can judge
that two steady complex tones having the same loudness,
pitch and duration are dissimilar” [9]. In the present case,
timbre is deﬁned as the difference in perception of the audio
signal at a detected abnormality and the otherwise perceived
audio. This is referred to as coloration. The audio signal
of the abnormality is evaluated as colored compared to the
remaining audio shortly before it. The following question
had to be answered: ”How would you rate the coloration of
the audio during walking?” The quasi-continuous scale is in a
range from ”0-strong coloration” to ”100-no coloration”.
Externalization - The externalization of auditory events
describes the perception of the location of the event in the
head or outside the head of the listener [5, 10]. Externalization
is a crucial feature to reach a plausible spatial auditory illusion
with binaural headphone systems [10, 17]. The dichotomous
quality feature is counted as the index of the ratings on a
three-point scale. In additions to the characteristics “in-head”
and “outside the head” a transition point “outside but close to
the head” is used. This scale is motivated by the individual
mapping to a scale of the percept of externalization for every
test person. Only the scale point “outside the head” is counted
as an externalized auditory event in further analysis. We
deﬁne the perception of an event very close to the head or ears
as in-head-localized or non-externalized. We suppose that
this conservative approach maps the ratings in a reliable way
referred to the resynthesis of the real loudspeakers with their
positions in the room. The goal is to minimize the confusion
between distance perception and externalization for closer
distances. The following questions had to be answered: ”How
would you rate the externalization of the audio object?”. The
following scale is used ”1=in-head”, ”2=close to the head”,
”3=in the room”, ”4=at the intended distance”.
3.2. Test Procedure
The test was divided into several phases. The ﬁrst phase com-
prises a written and oral introduction to the test environment,
the assessment methodology and the quality characteristics
to be assessed. The second phase is the familiarization
phase with the position-dynamic binaural synthesis system.
The headphones were placed on the listeners and were not
removed until the end of the entire test. This should make
it possible to get used to the headphones. The test persons
should continue to move freely within the accessible area.
Two audio scenes were synthesized binaurally.
The ﬁrst phase consists of different male and female speakers
who are placed at the ﬁve loudspeaker positions. The scene
starts with one speaker until all ﬁve speakers are active at the
same time. The intention of this scene is to capture individual
sound object positions, to get used to a complex scene and to
promote the active movement of the listener by speciﬁcally
listening to individual sound sources, also by moving towards
the sources.
The second phase is an excerpt from a radio play in which
there are discrete audio objects and an enveloping and ambient
sound-scape. In contrast to the ﬁrst scene, this scenery
is realized by multi-channel stereo panning onto the ﬁve
loudspeakers. The intention of this scene is to get used to
a complex environment and to listen to the content without
consciously considering the technical realization. A uniform
grid with a spatial resolution (spacing of the grid cells) of
0.25 m and an angular resolution of the horizontal head
rotation of 5◦ was used for playback. This resolution leads
to slight perceptible artifacts in critical hearing in the form of
localization jumps of the audio object position in translational
and rotational movements. A technical and perceptive proof
of function of such a system is to be taken from the references
[8, 18, 19].
The third and ﬁnal phase includes the evaluation of the
individual grid conditions. At the beginning, a section of
an audio book is presented to the test persons. The intended
source position is the center position of the arrangement used.
The test persons should follow the path shown in ﬁgure 1 in
order to cover an area as large as possible uniformly. The
concentric path starts in the middle of the walkable area
and leads to the outside. Its length is 24m for one walking
direction. The path had to be walked forward and backward.
According to the instructions the test persons had to mark
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unanticipated events by pressing a radio button. At ﬁrst the
worst resolution grid was presented. This should ensure that
abnormalities are also found. The different test conditions
(different grids and audio signals) are then presented in
random order for each test person. After the path for each
condition had expired, the individual quality characteristics
were evaluated in a questionnaire. After this the next test
condition is presented. The test persons were instructed to
position their heads in the walking direction. However, head
movement was explicitly allowed. The test persons were also
instructed to move in a normal to slow walking speed. After
the evaluation of the last test condition, the test persons had
the opportunity to make further comments and remarks on the
test. The whole procedure took about one hour.
4. Ratings
The evaluations of 21 out of 22 test persons with a mean age
of 29.1 years (standard deviation 8.2 years) were used for
the evaluation. Fifteen of the ﬁve women and 17 men were
experienced in listening tests and ten persons had experiences
with binaural synthesis systems. Experience is deﬁned as
participation in at least two listening tests or the listening to a
binaural synthesis at least twice. The ratings of one test person
were omitted because even for the playback with the worst
grid, ratings were always given on the scales of more than 85
scale points and thus clearly outside the average of the ratings
of the other test persons. No further post-screening of the
assessments was carried out. The authors are not aware of any
method that allows a reliable and comprehensible evaluation
of spatial hearing quality assessments using a virtual hearing
instrument. The test itself did not contained any evaluations
of real sound sources that might have allowed this.
Table 2 shows the time required for the path to walk forward
and backward. The average speed corresponds to a slow
walking speed. The standard deviation as well as the max
and min values indicate a certain variance in walking speed
between the test persons. The mean walking speed was at
0.4m/s, with a length of the whole path of 48m.
Tab. 2: Duration of walking of the test persons to complete the
path (forward and backward); times are in minutes; N indicates the
number of the single walks.
N mean standarddeviation max min
160 02:01 00:22 03:02 01:17
4.1. Detection of Unanticipated Events
Figure 4 shows the total number of ratings for the detection
of unanticipated events during listening. The number is
proportional to the grid resolution. There is an almost linear
increase with relation to the grids, which indicates an uniform
selection of the grids with relation to its parameters. There is
a higher number of ratings for the music signal than for the
speech signal. This may indicate that the music signal was
rated as a more critical signal. The test subjects’ statements at
the end of the test also indicate this.
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Fig. 4: Absolute number of ratings of unanticipated events for all
grids and audio signals.
The ﬁgures 5 and 6 show the frequency of perceived unantic-
ipated events as a heat map while walking around. The side
plots show the sum of the frequencies for the x and y axis as
histograms. The gray lines shown in the heat map illustrate
the position of the respective grid cells. Only the ratings for
the most highly resolved grid (grid 1, ﬁgure 5) and the least
resolved grid (grid 4, ﬁgure 6) are shown. The ratings for the
other two grids lie between these two.
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Fig. 5: Ratings of unanticipated events as heat-map for Grid1 (α =
5◦;d = 0.25). Side plots show the sum of the ratings over the x or y
axis as a histogram. Dashed lines indicate regression line. Grey lines
illustrate the position of the respective grid cells.
When the audio signals are played back using Grid 1 (Figure
5), the number of detected abnormalities is signiﬁcantly
lower compared to grid 4 (Figure 6). For all grids there is
tendentially a symmetrical distribution of the abnormalities
along the x-axis. For the y-axis there is a decrease in
the number of abnormalities with increasing distance to the
source. This effect increases with the use of more coarse grids.
4.2.Quality Evaluation
Figure 7 shows the ratings of perceived externalization of
auditory events for the various grids and audio signals. When
using the grid with the highest resolution (Grid 1), high
externalization indices close to 1 are visible. The indices
decrease continuously but slightly to a value of around 0.75
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Fig. 6: Ratings of unanticipated events as heat-map for grid 4 (α =
20◦;d = 1.0). Side plots show the sum of the ratings over the x or y
axis as a histogram. Dashed lines indicate regression line. Grey lines
illustrate the position of the respective grid cells.
when less high-resolution grids are used. It is assumed that
the localization and distance errors lead to a reduction of the
externalization due to a reduced plausibility of the perception.
With regard to the audio signals used, there are no inﬂuences
on the externalization observed.
Figures 8 and 9 show the ratings for the individual quality
features and for the overall impression for the music and the
speech signal. It can be said that Grid 1 achieved the highest
ratings. There is a tendency for lower valuations to be given
for the less resolved Grids. The interquartile distances tend
to rise slightly for Grid 3 and 4. This indicates that the test
persons are less in agreement if grids with lower resolutions
are used.
Overall it must be noted that relatively high quality ratings are
given both for the overall impression and for the individual
quality features in view of the savings achieved in the number
of required BRIRs. However, it must also be made clear that
the perceived quality also depends on the type of application.
For example, a test scenario with a direct comparison of
real and virtual sources with the intention of testing for
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Fig. 7: Externalization as index with 95% conf. interval; left: music,
right:speech.
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Fig. 8: Ratings of the quality features for the different grids and for
the music signal as violin plots including boxplots; OI... Overall
Impression, LA... Localization Ability, LS... Localization Stability,
CO... Coloration.
authenticity would most likely lead to a much more critical
evaluation [3].
5. Conclusion
The evaluation with regard to the detection of abnormalities
and on the quality assessment shows that the test persons are
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Fig. 9: Ratings of the quality features for the different grids and for
the speech signal as violin plots including boxplots; OI... Overall
Impression, LA... Localization Ability, LS... Localization Stability,
CO... Coloration.
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quite capable of detecting abnormalities in the various grid
conditions. The low-resolution grids are rated worse than
the high-resolution grids. However, this effect is much less
pronounced for the individual quality features and for the
overall impression. It seems to be the case that although
the test persons recognize abnormalities, these only lead to
a slight decrease of the perceived quality and plausibility of
the scene. A further evaluation of authenticity and plausibility
can provide information on this. This will also include
more critical test signals (e.g. noise), a comparison between
uniform grids and quasi-continuous provision of BRIRs. This
will be done at a later date.
For a further evaluation in this ﬁeld, it is intended to consider
the assessments for the individual test persons. It can already
be seen that the test persons are not homogeneous in their
assessments. There are people who generally rate more
critically than others.
Nevertheless, the results show that the use of non-uniform
grids leads to a suitable position-dynamic binaural synthesis.
The number of BRIRs used can be signiﬁcantly reduced
while maintaining a plausible spatial auditory perception. The
presented method of non-uniform grids can be applied to
any local provision of BRIRs. Furthermore, the method can
be used to determine perception differences and perception
thresholds in relation to directional and distance perception
with a moving listener.
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Abstract
The aim of auditory augmented reality is to create a highly immersive and plausible auditory illusion combining
virtual audio objects and scenarios with the real acoustic surrounding. For this use case it is necessary to estimate the
acoustics of the current room. A mismatch between real and simulated acoustics will easily be detected by the listener
and will probably lead to In-head localization or an unrealistic acoustic envelopment of the virtual sound sources. This
publication investigates State-of-the-Art algorithms for blind reverberation time estimation which are commonly used
for speech enhancement algorithms or speech dereverberation and applies them to binaural ear signals. The outcome of
these algorithms can be used to select the most appropriate room out of a room database for example. A room database
could include pre-measured or simulated binaural room impulse responses which could directly be used to realize a
binaural reproduction. First results show promising results combined with low computational effort. Further strategies
for enhancing the used method are proposed in order to create a more precise reverberation time estimation.
1. Introduction
The aim of Auditory Augmented Realities (AAR) is to enrich
the real acoustic environment of the listener with additional
sound objects. Thus, it is inevitable to match the acoustic of
the augmented sound objects with the acoustics of the real
room or acoustic surrounding. Previous research has shown
that a mismatch of the virtual and real acoustics can lead
to in-head localization which means, that the sound objects
are not located outside the head as usual for natural sound
sources [12]. This effect was named room-divergence effect
[9]. The current study focuses on the reverberation time as
room dependent value, but of course a room has much more
characteristics and properties which contribute to the “identity
of a room”. The pattern of the ﬁrst reﬂections, timbre of the
reverb, room acoustical modes and others are maybe equally
important. Additionally, many of these parameters change
when the listener moves through the room which gives him
or her an impression how the room sounds.
In order to realize a listening room dependent acoustic simu-
lation, it is possible to create a 3D model of room and conduct
a simulation [11] or to select an appropriate set of binaural
room impulse responses (BRIRs) out of a database. On
the one hand, approaches which generate or measure BRIRs
beforehand require an extensive database but on the other
hand the computational load during the rendering of the ear
signals is low, because only the BRIR selection has to be done
in real time. In conjunction with methods for the interpolation
and extrapolation of BRIRs of a moving listener [10], the
required memory for a BRIR database can be reduced. This
approach is the motivation behind this publication.
2. State of the Art
Auditory Augmented Realities is a emergent research ﬁeld
and there are no state of the art approaches to include the real
acoustics into the simulation. But of course there are several
ways to do so. A database of rooms and acoustic surroundings
can be used in conjunction with artiﬁcial neural networks for
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Lecture Room Meeting Room Ofﬁce Room H2505
Size [m] 10.8 x 10.9 x 3.15 8 x 5 x 3.1 5 x 6.4 x 2.9 9.9 x 4.7 x 3.1
Meas. Dist. [m] 4, 5.56, 7.1, 8.68,
10.2
1.45, 1.7, 1.9, 2.25,
2.8
1, 2, 3 1, 2, 3, 4, 5, 6, 7, 8
Tab. 1: Dimensions of the rooms from which the BRIRs were used in this study. Lecture, meeting and the ofﬁce rooms are located at the
RWTH Aachen and the H2505 room at the TU Ilmenau. The measurement positions indicate the different distances between sound source and
artiﬁcial head.
acoustic scene classiﬁcation [14]. Those methods may also be
able to estimate room acoustic parameters or room geometries
in the future. By including optical information a room size or
reverberation estimation might be improved. When multiple
cameras or time of ﬂight cameras are available, a 3D model of
a room can be created [15]. Based on this, an acoustic room
simulation can be realized which synthesizes new binaural
room impulse responses. This paper focuses on blind T60
estimation methods known from communication engineering.
Blind T60 estimations are utilized for dereverberation in order
to enhance speech perception, for automatic speech recogni-
tion or for acoustical scene analysis [4]. Because of these
popular applications several methods for blind reverberation
time estimation from speech exist [6]. In a comparative study
by Eaton [5] the algorithms by Prego [7] and Lo¨llmann [8]
delivered the best results. Both algorithms use framewise
subband analysis of free decaying regions. Eaton states, that
algorithms which use features based on the decay rate are
most accurate.
3. Reference and test data
Two different datasets of binaural room impulse responses
(BRIRs) were used for this work. A freely available data
set from Jeub et al. [3] includes BRIR measurements of three
different rooms at the RWTH Aachen University. Another
data set was recorded at the TU Ilmenau in room H2505,
which is a seminar room. Thus, four different rooms with
different dimensions and acoustical properties were available
(see table 1 for details). In each room, measurements with
different distances to the sound source were conducted. For
the measurements in the lecture, meeting and ofﬁce room
the artiﬁcial head HMS2 from HEAD Acoustics was used.
For BRIR measurements in Aachen, pseudo-random noise
was used to excite the space [3]. The measurements in
room H2505 were conducted with an artiﬁcial head type
KEMAR 45BA of the manufacturer G.R.A.S. The room
H2505 was excited with a sweep from 60Hz to 20kHz. For
all positions BRIRs with head direction of 0◦ azimuth were
used. The default orientation of the sound source is frontal
towards the dummy head. For room H2505 there was an
additional condition with the sound source turned to the
opposite direction.
A reference T60 dataset was derived from these measure-
ments. At ﬁrst the T30 is calculated on basis of the energy
decay curve of the BRIRs and then the T60 value is calculated
from the T30 value. This calculation is done for left and right
BRIR and the T60 valued are averaged afterwards. This is
justiﬁable, because the head is oriented towards the source
and therefore left and right ear signals should be similar.
However, there were small differences because the room
acoustics were not symmetric or the measurement positions
were not centered in the rooms.
For the preparation of the test data, the BRIRs are convolved
with a 30s speech signal. Three additional variants were cre-
ated by adding white noise to create a signal with 30dB, 20dB
and 10dB SNR next to the basic version without artiﬁcially
added noise. This was done to simulate more realistic and less
sophisticated recording equipment like microphones typically
used in consumer electronics.
4. T60 estimation algorithm
An algorithm proposed by Lo¨llman et al. [2] was used to esti-
mate the reverberation time. In contrast to the aforementioned
algorithm Lo¨llman (see section 2) this algorithms makes no
use of a subband decomposition. The advantages are a low
computational complexity and robustness against background
noise [5]. The algorithm uses a statistical decay model of the
transient signal components from a mono speech signal and
their selection for a blockwise T60 calculation. The selection
of interesting frames is done via a maximum value, minimum
value, and energy comparison of successive subframes within
every frame. The calculated values are compared with those
of the previous subframe and it is determined whether the
entire frame has a descending structure. If this is the case,
the frame is considered in the T60 calculations. If this is
not the case, the current frame is discarded and the next
frame is analyzed. For each subframe a decay parameter is
determined which can be used for T60 calculation. With the
help of a maximum-likelihood estimation, the most probable
reverberation time is determined by the probability density of
the decay parameter of the selected frame, thereby calculating
the T60 for each frame. The calculated values are stored
in a T60 histogram. The variance of the stored T60 data is
last reduced by a recursive smoothing to get a more reliable
ﬁnal estimation. The binsize of the histogram describes the
quantization step in which the T60 values are calculated.
For the calculations, the smoothing factor α and the binsize
were adapted to achieve the best possible results for the T60
values in this case. The settings of the smoothing factor and
binsize have an effect on the accuracy of the estimation for
different reverberation times. A smaller binsize and a smaller
smoothing factor is beneﬁcial for shorter reverberation times
and respectively, the algorithm archives better results for
longer reverberation times with a larger binsize and a higher
smoothing factor. A higher downsampling factor speeds up
the process. The settings for this study were determined
empirically. Table 2 shows the selected values.
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Fig. 1: Example of the frame wise processing of the input signal. Figure shows the waveform of a speech signal in room H2505, the percentage
of each frame which was used for calculation as well as the progression of the T60 estimation.
frame size [n] 5740
subframe size [n] 820
binsize 0.15
smoothing factor α 0.996
downsampling factor D 2
input size [s] 30
Tab. 2: Empirically selected parameters for the T60 estimation
algorithm by Lo¨llman.
The algorithm works in an interval of the reverberation time
from 0.2s to 1.2s and with a recommended minimum input
signal duration of 10s. The quality of the estimate changes
with the SNR of the input signal. The decaying structure
of the transients is distorted by the noise components and
fewer frames are considered during the preselection of frames,
which leads to an inaccurate T60 estimate. Therefore, input
signals with a low SNR need to be preprocessed with an
noise reduction algorithm to ensure a good estimate. Noise
reduction was performed using a wavelet denoising process.
The denoising was designed adaptively for various SNR. For
a SNR > 20dB no noise reduction is carried out, for 20dB ≤
SNR > 10dB a moderate denoising and for SNR ≤ 10dB a
strong denoising. Since white noise is assumed, an orthogonal
wavelet (Daubechies10-Wavelet) was used.
Figure 1 shows the progression of the T60 estimation. The
ﬁgure shows the input signal (speech signal in room H2505
with frontal condition) as absolute amplitude in the upper half
of the plot. The lower half of the plot shows how many of
the subframes of a frame were selected for the T60 estimation
of the corresponding frame or if the frame was used at all
(corresponds to 0%). A minimum of three out of seven
subframes have to be selected in order to assume a sound
decay structure in a frame - this corresponds to 43% of the
length of a frame. The red line shows the estimated T60
over time. The start value for the T60 value defaults to 0.5s.
While the algorithm is real-time capable it takes some time to
approach the ﬁnal T60 estimation.
5. Experimental Results
Figures 2, 3 and 4 show the estimation results for the speech
signals with different amounts of noise added. In each of the
ﬁgures estimation results are separated by the rooms. Each
marker corresponds to a estimation using one position in the
respective room. The amount of available positions is noted
in brackets and varies with rooms. The colored areas indicate
the range of the T60 values derived from the BRIRs directly,
thus indicating the reference range of the reverberation time.
Figure 2 shows the condition without additional noise.
For the meeting room and both conditions of the H2505
room, all estimations are inside or close to the reference
range. For the other two rooms we see several outliers.
However, in a classiﬁcation task those rooms would be easily
distinguishable.
However with raising noise levels the estimation gets worse.
Figure 3 shows the condition with 30dB SNR and without
denoising applied. The estimations for the H2505 room are
still within the reference range. For the other rooms the
estimations become more scattered.
Figure 4 shows the condition with 20dB SNR and with
denoising applied. There is a strong tendency towards longer
reverberation times for the lecture, ofﬁce and meeting room.
Surprisingly, the results for the H2505 are still very good. The
results for the condition with 10dB SNR and with denoising
are not shown here, because they are very similar to the 20dB
SNR condition and shows the same tendencies. The spread of
the estimations is increased again, especially for the smaller
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Fig. 2: T60 Estimation performance without additional noise. Markers show estimation results for each position in the corresponding rooms.
The colored areas indicate maximum and minimum reverberation times in each room derived directly from the BRIRs.
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Fig. 3: T60 Estimation performance with 30dB SNR. Markers show estimation results for each position in the corresponding rooms. The
colored areas indicate maximum and minimum reverberation times in each room derived directly from the BRIRs.
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Fig. 4: T60 Estimation performance with 20dB SNR and denoising. Markers show estimation results for each position in the corresponding
rooms. The colored areas indicate maximum and minimum reverberation times in each room derived directly from the BRIRs.
meeting and ofﬁce room. Raising noise levels modify the
energy decay curve and thus lead to an overestimation of the
reverberation time.
5.1. Analysis of the DRR
The direct to reverberant ratio is a position and room depended
value and therefore a correlation with the T60 estimation
was suspected. The DRR is calculated on the basis of the
BRIRs and corresponds to the average from left an right. The
DRR values in the meeting room range between 8.3dB and
6.8dB, which means a high proportion of direct sound at all
positions. In the ofﬁce room the position depended variation is
signiﬁcant higher. The DRR decreases rapidly with increasing
distance from 8.2dB to −1dB. This is due to the many
differently reﬂective surfaces of the room furnishing. This
results in a sharp increase in diffuse sound, even with small
changes in distance of one meter each. As the diffuse sound
component increases, the results of the estimation improves.
However, this is only the case for test sounds without addi-
tional noise and it must be considered that there were only
three measurement positions in this room. In the lecture
room the DRR drops sharply from 7.2dB to −5.7dB as the
distance from speaker to microphone increases. Accordingly,
the direct sound component at the outermost position is
considerably lower than at closest position. However, no
dependency between DRR and T60 estimation performance
can be observed. The T60 estimations in room H2505 were
the best among the rooms in this study and it is also the
room with lowest DRR values. The DRR in the H2505 room
front condition changes from 6dB to −8.5dB with increasing
distance. Not surprisingly, the DRR values for the H2505
opposite direction range between −0.5dB and −5.4dB.
The DRR analysis could not show a clear dependency be-
tween DRR and T60 estimation performance. In some rooms
and noise conditions such a tendency could be observed but
other measurements disprove this hypothesis. The estimation
performance in room H2505 in connection with the low DRR
values leaves room for speculations whether or not there may
be an interconnection. A study with more rooms would have
to prove this.
6. Discussion and Conclusion
In this paper a state of the art approach for blind reverberation
time estimation was evaluated for binaural test signals. The
estimation for the selected rooms is good to distinguish the
rooms. However, this task is not particular difﬁcult given the
fairly large differences between the rooms. For test signals
without artiﬁcial noise the results are close or within the
T60 values obtained from the BRIRs directly. With more
noise the estimation gets worse, even when denoising is
applied. It remains unclear why the estimation performance
in room H2505 was the best and the most robust. The DRR
could be an explanation, but this could not be conﬁrmed
with certainty. The recording equipment and procedure was
different between room H2505 and the others, but the authors
are in doubt whether this is a decisive factor.
The tuning of the parameters of the algorithm require some
a priori knowledge about the rooms in order to perform
best. Here parameters were chosen which should result in
better estimations for rooms with a reverberation time over
0.5s. Another restriction of the algorithm is the delay of
the estimations, because the algorithm needs several seconds
to approach a stable T60 estimation. It will depend on the
application if that is an issue. The algorithm is tuned to
speech, because a speech based decay model is used. By
combining sound recognition with this approach, different
decay models might be applied based on the type of the
sound source. Furthermore in future researches additional
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acoustical parameters can be used for a better selection of
suitable BRIRs. The current state of research can not explain
which acoustical parameter is most important with respect to
the room divergence effect. A study by Werner [13] found no
signiﬁcant effect of DRR manipulation on externalization in
situations of room divergence. This ﬁnding draws attention
to other features like the temporal structure of BRIRs. If
temporal structures are indeed relevant, a possible solution
would be to combine an BRIR selection based on T60 with an
optical or acoustical geometry estimation. This way BRIRs
would be selected from a room which is similar to the actual
listening room in terms of T60 and geometry.
Overall, the performance in light of the low computational
complexity make this, and other similar algorithms, attractive
for further investigations in the scope of augmented auditory
realities.
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Abstract
We compare the extent of the usable audience area of two algorithms that produce diffusely enveloping, multi-channel
surround playback from a single-channel input. The FIR approach designs a set of random group-delay allpass filters to
generate a set of minimally correlated playback signals. Canfield-Dafilou presented a frequency-dependent maximum
group delay value as a constraint to keep audible artifacts small, in studio environments. To enlarge the audience area
in which an enveloping and diffuse listening experience is achieved, we relax this constraint while having to accept
an unavoidable impression of spaciousness and reverberation. Consequently, the FIR approach naturally competes
with IIR feedback-delay network as alternative approach. We conduct listening experiments to reveal quality and
effectiveness of both methods, in particular regarding sweet area size and sound quality.
1. Introduction
Literature typically defines (e.g. Rumsey [1]) listener envel-
opment (LEV) as the auditory perception that spacious sound
appears to arriving from all the surrounding directions in the
space. Often envelopment is defined in contrast to apparent
source width (ASW), which refers to the impression of a
localized sound, however appearing to be wide. Others refer
to measures related to late reverberation to calculate a value
for the envelopment as seen in [2, 3].
Multichannel audio playback could use room models, virtual
microphones or measurements [4] and auralize them in order
to produce the sensation of envelopment. By contrast, this pa-
per regards decorrelation algorithms as less physical concept
rendering diffuse sound fields on loudspeakers, such as those
presented in [5–10]. Typically, such algorithms produce a set
of signals by filtering a single-channel input, so that the set
of signals is audio-technically considered to be uncorrelated.
The expectation is that feeding those signals to surrounding
loudspeakers produces envelopment.
Nevertheless, such algorithms may only partly decorrelate the
signals, as audio quality requires to maintain as much of the
temporal structure of the original signal as possible. And
yet, spacious impressions are often generated as a noticeable
side effect. Two candidate algorithms compared here: (i)
Canfield-Dafilou recently proposed a promising block-filter
implementation designed by random group-delay all-pass
filters with frequency-dependent limits [9]. On the other hand,
(ii) the feedback-delay network [11,12], is a multi-channel IIR
structure offering high onset fidelity and efficiency.
In this paper we are going to illuminate how well the ex-
emplary algorithms perform in producing envelopment over
an extended listening area. Zotter/Frank [13] and Frank [14,
15] contained ideas to investigate the sweet-area size of
decorrelated/diffuse and enveloping sounds, which we are
going to extend, here.
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(a) Block diagram of the FDN used for the experiments.
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(b) Block diagram of GDL FIR filter set.
Fig. 1: The FDN used in the experiment with the mixing matrix
H in the feedback loop and the GDL FIR approach has 12 filter
implemented as FFT.
2. FDN (IIR)
Feedback-delay networks are multi-channel recursions, e.g.
64 channels, denoted in the z-domain as
 Y1...
Y64
 =H diag

B1
...
B64
 diag

z−N1
...
z−N64

 Y1...
Y64
+
X1...
X64

w. Bi = gNilo Blo + g
Ni
midBmid + g
Ni
hi Bhi, (1)
their feedback matrixH is unitary, the channel delays Ni are
individual, and the channel gains in 3 bands glo, gmid, ghi
correspond to the desired attenuation per sample (Fig. 1(a))
The network employed in the study is the IEM FdnReverb
[16]. It uses a selection of increasing prime numbers to
specify the sample delays Ni. For efficiency and optimal
mixing, the unitary matrixH is implemented as Fast Walsh-
Hadamard transform with 64 multiplications (normalization)
and 8 · 64 sums/differences, see Rochesso [12], which leaves
the 3-band IIR filters in the 64 bands as the only costly
operation.
As is, the FDN would start with a strong attack after which
the signal decays in a 10−3t/T60 shape. In the implementation
here, the single-channel input is fed to the inputsX1, . . . , X12
to get a delayed feed-forward signal to every loudspeaker from
the outputs Y1, . . . , Y12.
The IEM FdnReverb plugin moreover allows to set a slow
onset, which is accomplished by subtracting two 64-channel
FDNs. From the main FDN with the desired decay time,
another one is subtracted that exhibits a fast decay, which
becomes a (1 − 10−3t/Tonset)-shaped onset. In the slow-
onset implementation here, the single-channel input is fed to
the input X1 to get a delayed feed-forward signal to every
loudspeaker from the outputs Y1, . . . , Y12.
These FDN input setups were used in all experiments except
number 1 (see Sec. 4).
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(c) Example of the maximum group delay with the sampled values at
ERB-spaced frequencies (M = 512,N = 512), in ms.
Fig. 2: The triangular probability density function ensures more
values close to zero. The maximum group delay curves have a roll
off above 4kHz as it provided better sounding impulse responses.
The sampled values on the interval [−1 1] are scaled to the min/max
interval of group delay values.
3. Random GDL (FIR)
The FIR approach uses impulse responses generated from
random group delay curves in the same manner as Canfield-
Dafilou and Abel proposed in [9].
For each filter, M random values are drawn from a symmetric
triangular probability density function (Fig. 2(a)) provided
by MATLABs makedist method. Having the maximum
probability at the zero value ensures a higher amount of
zero/small values. These values, spaced on a Moore-Glasberg
ERB [17] warped frequency scale, yield the group delay
curve. The generated curve is scaled by maximum and
minimum values predefined for each frequency (Fig. 2(c)).
To avoid instability of the listening impression stemming
from certain phase differences, the group delay curves are
modified to limit the differences at low frequencies. One of
the generated curves is taken as common ground while the
others are scaled to fall into the interval
[
− (4f)−1 (4f)−1
]
in relation to that common curve. A cross fade between the
modified curves and originally generated curves happens from
600 Hz to 1400 Hz.
Using any group delay function τ(f) over frequency f the
phase is calculated by
φ(f) = −2pi
∫ f
0
τ(f)df. (2)
Evaluating the integral for frequencies on the interval
[
0 fs2
]
where fs is the sampling frequency. Since the positions of
the sample values on the frequency scale are not equidistant, a
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resampling to the equidistant bins k = 0, . . . , N/2 at f = k fs2N
has to be done first, in this case linear interpolation provides
sufficient precision. Integration is numerically solved by
φ[k] = −∑kk′=0 τ [k′] 2pi fsN , and mirroring about the origin
yields the phase of the desired skew-symmetric spectrum.
Lastly the the inverse fast Fourier transformation yields a real
valued impulse response
h[n] = IFFT
{
ejφ[k]
}
. (3)
The resulting all-pass impulse responses are symmetric in
time which means the slow onsets can be disturbing. An
option to mitigate this problem is to truncate the impulse re-
sponses at chosen points. The best option for the preservation
of transients is to truncate at the center symmetry of the im-
pulse response. For slower onsets it can be truncated at earlier
points. In general this leads to better onsets but compromises
the all-pass frequency response. The randomized nature of the
impulse responses leads to random deviations in the frequency
responses, which are cancelling out when using a sufficient
amount of impulse responses.
The impulse responses generated by this method and used in
this study are of two lengths and onset types. A maximum
group delay value curve of 300 ms as well as 500 ms both
with a decrease in high frequencies above 4 kHz (Fig. 2(b))
with a fast onset and an onset of 2000 samples (Fig. 3(a)).
The slow onset is formed by truncating the symmetric impulse
response 2000 samples (45 ms) earlier and multiplying a fade
in function of the form f(n) = 2 nL −
(
n
L
)2
with the first
2000 samples where n = 0 . . . L is the sample number and
L = 2000 the length of the fade in.
All GDL impulse responses used for the following experi-
ments were generated using the parameters M = 131072,
N = 131072, fs = 44100Hz.
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(a) Fast and slow onset for a GDL FIR impulse response
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(b) Fast and slow onset for a FDN IIR impulse response
Fig. 3: Fast and slow onsets for truncated GDL impulse responses
and a FDN. The slow onsets for the FDN approach are fit to the peak
location of GDL at 45 ms.
4. Off-center envelopment (Exp. 1)
Beranek [3] defines envelopment as perceived presence of all
sound arrival directions in a room. Choisel/Wickelmaier [18]
define it as the perception of a sound that wraps around
you giving you the impression of being immersed in it in
contrast to being outside of it. Most literature defines it in
a similar manner, although a common accepted definition is
non-existent.
In our first experiment, listeners were asked which loud-
speaker directions did not appear to contribute to the surround
sound playback, at two off-center listening positions.
4.1.Method
Both FDN and GDL algorithms were used to produce 12
independent impulse responses to feed the 12 horizontal loud-
speakers of the IEM CUBE (10×11 m, 500 ms reverberation
time; Fig. 4). The parameters of the GDL approach are as
described in Sec. 3, the parameters of the FDN are listed
in Tab. 1 which were chosen to fit the corresponding GDL
conditions by ear. The onset was varied between Tonset =
{0, 45} ms, yielding 8 conditions in total.
For this experiment only, the inputs of the FDN were fed by a
mono source encoded in 5th-order ambisonics in order to feed
signal into multiple inputs simultaneously (Azimuth: 24◦,
Elevation 38◦). As a loop sound, Joyride from IEM OpenData
Archive [19] was used.
8 participants aged from 23 to 39 years took part in the
experiment. Every participant did the task alone and had
a remote control to switch between the 8 conditions. For
each condition, the participant could look into any direction
and was asked to write on a piece of paper which of the
12 loudspeaker directions did not appear to contribute at the
laterally off-center listening positions −3 m, −1 m, 1 m, and
3 m. 4 listeners were able to finish the task at both, the left
and right off-center listening positions within 30 min, and 4
did so for only the left off-center listening position (average
time for either left or right positions 22 min).
Listeners reported difficulty in estimating the presence of a
loudspeaker direction whenever the perceived sound appeared
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Fig. 4: Layout of the IEM CUBE with loudspeaker positions,
listening positions for experiment 1 and evaluation lines for
experiment 2.
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Stim. ParameterRoom
size
Rev.
Time [s]
Fade-In
[s]
Gain
[dB]
300ms
so.
4 0.7 0.11 0.0
300ms
fo.
4 0.7 0 0.0
500ms
so.
4 1.0 0.11 0.0
500ms
fo.
4 1.0 0 0.0
Tab. 1: Settings for the IEM FdnReverb for experiment Nr. 1.
The Filter Gain parameter is applied to both bands for a flat filter
response. (so. = slow onset; fo. = fast onset)
(a) 300 ms conditions (b) 500 ms conditions
Fig. 5: The average perceived loudspeaker activity from binary
responses of 12 directions are shown in terms of the means (circular
segments) and 95% confidence intervals (radial segments). Sectors
with significant differences are marked (∗). Listeners were laterally
off-center by either 1 m or 3 m, left and right offsets were mirrored
and averaged, and front-back responses were assumed symmetrically
pooled (upper half plane: graph for 1 m , lower half plane: graph for
3 m), with short (a) and long (b) decorrelation networks, FDN and
GDL.
to be closer than the loudspeaker in distance.
4.2. Results
The evaluation was done based on the small set of responses,
which was not extended because of the difficulty and duration
of the task. As listeners freely changed their look direction, re-
sponses for back loudspeakers were mapped to the front, and
responses for left-off-center listening positions were mapped
to such for right-off-center positions. In this way, 8 responses
acquired 12 directions for left offsets and 4 for right offsets,
give us 2 × (8 + 4) = 24 responses for 6 frontal directions,
per condition. Pair-wise tests on the pooled data indicated
hard/soft onset not to be significant as factor, so responses for
the hard/soft onset conditions were pooled, yielding 48 data
points per direction. By contrast FDN/GDL and short/long
response lengths were found to improve the ratings.
Fig. 5 shows the averaged binary directional response (loud-
speaker direction perceived to contribute or not) of the 6
frontal response directions on a linear radial scale from 0 to 1.
Upper half planes show perceived directional activity for 1 m
off-center positions and lower half planes for 3 m. Whereas
more reverberant responses of the decorrelator networks gen-
erally produce a slight increase in directional activity, we can
Stim. ParameterRoom
size
Rev.
Time [s]
Fade-In
[s]
Gain
[dB]
300ms
so.
8 0.6 0.10 0.0dB
300ms
fo.
8 0.6 0 0.0dB
500ms
so.
8 1.0 0.10 -2.6dB
500ms
fo.
8 1.0 0 -2.6dB
Tab. 2: Settings for the IEM FdnReverb for experiment 2 and 3.
The Filter Gain parameter is applied to both bands for a flat filter
response. (so. = slow onset; fo. = fast onset)
1 1.5 2 2.5 3 3.5 4
Sample number 104
-200
-180
-160
-140
-120
-100
-80
M
ag
ni
tu
de
GDL
FDN
common peak
Fig. 6: The squared impulse responses are summed up to fit the onset
peak of FDN to the onset peak of GDL.
also observe in Fig. 5 that distant loudspeakers may only
produce a perceived activity up to 12 according to our results.
For a directional activity rated with ≥ 12 , we can find a
coverage of ±120◦ measured from the closest loudspeaker at
1 m off-center, or±90◦ at 3 m. Apparently, already slight off-
center positions can exclude distant loudspeakers from a clear
audibility in an all-enveloping playback setting.
In greater detail, the GDL algorithm appears produce signif-
icantly better results in some cases (Student’s T-test). In par-
ticular, GDL produces significantly more loudspeaker activity
with long group delay time (500 ms) at the 75◦ direction at
both the 1 m (p = 0.0001) and the 3 m (p = 0.001) off-center
position and weakly outperforms at 1 m/45◦ (p = 0.0882),
3 m/15◦ (p = 0.0512) and 3 m/−45◦ (p = 0.0324). The
short group delay condition (300 ms) weakly outperforms
the FDN counterpart at 1 m/−75◦ (p = 0.0579), 1 m/−15◦
(p = 0.0569). On the other hand, the FDN algorithm has a
weak advantage at 3 m/15◦ (p = 0.0702). All other condition-
direction combinations show no significant differences.
From these results, we might conclude that envelopment in
the standard definition (presence of all directions) is infeasible
for an extended audience area in surround playback using
individual loudspeakers. While this might appear counter-
intuitive, e.g. when regarding the apparent success in [15],
plausibility of an enveloping auditory scene might not depend
on a detailed presence of all directions. The presence of dry
and direct as well as lateral reverberant sound might already
be satisfactory.
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Fig. 7: Rating of the lateral limit of the plausible-reproduction
sweet area in meters, with regard to direct frontal and reverberant
enveloping/lateral sound, in medians and 95% confidence intervals.
5. Sweet-area size (Exp. 2)
As envelopment might be too strict a criterion to evaluate the
sweet-area size, our second experiment considers direct sound
from the frontal loudspeaker together with the diffuse sound
from all the 12 horizontal loudspeakers.
5.1.Method
The 8 conditions were the same GDL impulse responses
as in experiment 1 as described in Sec. 3 and the FDN
parameters as listed in Tab. 2. The direct sound from the
frontal loudspeaker was set at a level of −6 dB compared to
the diffuse sound field at the center position.
For this experiment, the parameters of the FDN implementa-
tion were fit to the GDL approach by the measure of the center
time
Ts =
∫∞
0
t · h2(t)dt∫∞
0
h2(t)dt
(4)
for the fast-onset stimuli and additionally fitting the onset peak
of the FDN to the onset peak of GDL at 45 ms (Fig. 6). Again,
the onset was varied between Tonset = {0, 45}ms, yielding 8
conditions in total and as a loop sound, Joyride from the IEM
OpenData Archive [19] was used.
Listeners were individually asked to switch through 8 condi-
tions with a remote control. For each condition, their task
was to write on paper the lateral limits of the sweet area when
walking the line from the central listening spot towards either
loudspeaker 5 (at 110◦ right) or 9 (at 110◦ left) as depicted in
Fig. 4. We gave them a definition of the sweet area as being
laterally limited where either (i) the frontal sound would move
outside the ±30◦ range of the frontal loudspeakers 12-1-2, or
(ii) the lateral reverberation begins to dominate and disturb the
spatial impression.
8 persons between 24 and 55 years of age participated in the
experiment with an average duration of 12 minutes. The lower
time it took participants to complete this task, suggests that
this task was much simpler than the previous one.
5.2. Results
Fig. 7 shows that overall that diffuse impulse responses with
slow onset are most effective when desiring an extended
sweet area for direct sound plus reverberation. A Wilcoxon
signed rank test with Bonferroni-Holm correction confirms
the significantly larger sweet area for each condition (p <
0.009). Only in case of the GDL with fast onset, long
reverberation contributes to a enlarged sweet area (p =
0.025). In detail, the short GDL with slow onset weakly
outperforms its FND counterpart (p = 0.051). The same
holds for the long GDL with fast onset (p = 0.087).
6. Envelopment/transients (Exp. 3)
While the experiments above did not consider audio quality
aspects and would not give much insight yet into which of
the algorithms is more effective, our third experiment uses
a multi-stimulus test setup for the central listening position
(Fig. 4) to acquire a closer differentiation.
6.1.Method
The conditions were chosen as in the previous experiment
investigating sweet area size, however without the frontal
direct sound. The 12 surrounding loudspeakers were fed by
the 8 different filter sets to switch between and the listeners
were asked to comparatively rate in multi-stimulus trials:
(i) the preservation of transients (min . . .max) as an audio
quality aspect, and (ii) the diffuse envelopment (min . . .max)
they perceived as a criterion of effectiveness. Both multi-
stimulus tasks were rated twice per listener, each time with
randomly arranged assignment of the stimuli to the 8 sliders.
Like previously, Joyride from IEM OpenData Archive [19]
was used.
As this experiment happened in conjunction with the previous
one, the same 8 persons aged 24 to 55 years participated. The
average completion time was 18 minutes.
The participants reported difficulty in the diffuse envelopment
task, especially whenever conditions appeared to be different
in timbre (high frequencies) or onset, which occasionally
made their decision difficult.
6.2. Results
Fig. 8(a) shows that the slow onset deteriorates the perceived
preservation of transients for both FDN and GDL (p < 0.01),
except for the long GDL (p = 0.125). This negative effect is
worse in the FDN conditions compared to such with GDL.
In general, quality decreases for longer decay times (p <
0.011). The fast onset conditions (dotted) are generally of
higher quality, and there, the FDN conditions outperform the
transient preservation of GDL (p < 0.011), especially for
the long decay time. This might be due to the linear decay
profile of the GDL responses which on the other hand appears
to be beneficial under slow onset conditions, as GDL largely
outperforms FDN in terms of diffuseness.
The comparison of the diffuse envelopment rating of the
sound fields in Fig. 8(b) shows an increase with the decay
length (p < 0.029) and increase with onset time by tendency:
In case of the FDN approach, the fast onset conditions perform
significantly less effective (p < 0.011) than their slow
counterparts. However, in case of the GDL approach, there
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Fig. 8: Comparative rating of the diffusion networks in terms
of quality (preservation of transients) and effectiveness (diffuse
envelopment) at central listening position concerning medians and
95% confidence intervals.
are no significant differences for both the short and long decay
time.
The GDL condition with 300 ms with slow onset appears to be
a good compromise between preservation of transients (qual-
ity) and the perceived diffuse envelopment (effectiveness),
and despite the larger efforts required, the GDL approach
appears to be an interesting alternative.
7. Conclusion
In this contribution we compared two fundamentally differ-
ent diffuseness and envelopment rendering approaches on a
rather large loudspeaker setup, random-group-delay (GDL)
allpasses implemented as FIR structures and feedback-delay
networks (FDN) that are implemented IIR.
Independent of the algorithms and their settings, we found that
it is challenging to produce diffuse envelopment across a large
audience area in experiment 1 (Sec. 4), in particular in the
strict understanding of sound being perceived to directionally
arrive from everywhere. This is because the contribution
of distant loudspeakers soon becomes imperceptible, even
at relatively small distances to the central listening position.
The standard definition of envelopment appears impractical
in evaluation of sound fields for larger audiences. As a
refinement of the method, future experiment might consider
asking for the auditory distance of the enveloping sound into
a given set of directions.
For diffuse rendering with direct sound, experiment 2 (Sec. 5)
showed that independent of the approach, methods with slow
onset have a crucial advantage over such with fast onset.
Consistent rendering of envelopment is possible for a sweet
area of about 4 m when using algorithms producing impulse
responses with mentioned slow onsets, in contrast to such with
fast onsets (2 m). Moreover, the random group-delay-based
approach appears to produce a slightly larger sweet area.
For both algorithms, we showed in experiment 3 (Sec. 6) that
they produce more envelopment when used with slow onset,
in particular the FDN structure. Additionally, the proposed
GDL structure with moderate time constants (300ms) can
be recommended in terms of its pronounced effect, while its
transient preservation is quite acceptable.
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Abstract
In the presented work, a live-rendered percussionist is transformed into a virtual game character and performs a
piece along digital avatars created from recordings (audio and motion-capture) of other members of an ensemble,
while audience members can observe the collaborative performance through VR headsets. To create a cohesive and
compelling result, the auditory expectations of the listeners need to be considered in terms of acoustic integrity between
real and virtual sources and spatial impression of each avatar performer.
This paper presents an overview of the workflow and motivations behind this pilot experiment of a novel musical
experience, laying down the foundations for future subjective studies into collaborative music performances using
virtual and augmented reality headsets. Particular focus is given to the technical challenges concerning the audio
material, the perspectives of each participant role, and the qualitative impressions of musicians and audience.
1. Introduction
The question of digitally augmented music collaboration is
ever-relevant in the field of immersive audio and musical
performance. Currently, the adoption of commercial im-
mersive headset devices for virtual and mixed reality can
enable today’s musicians to experience enhanced forms of
virtual presence when connected to their peers. For instance,
motion-capture data of a human being can be streamed and
live-rendered using complex camera-sensor systems. Game
avatars animated by real human beings are thus brought into a
shared virtual space where observers and participants are part
of a common world. A performer’s captured audio stream
can be paired with associated metadata to create a three-
dimensional trajectory of an audio source, or to create an
association to a specific digital element, or avatar, visualizable
in the shared virtual scene via a head-mounted display device
(HMD, or headset). Usually, the main goal of this application
is to create an illusion of realism (or hyper-realism) for the
participants involved while maintaining an effective musical
output quality. In other words, to achieve a sensation where
the collaborating musicians are perceived, by themselves or
by an audience, as if playing together in the same room.
Such prototype systems have been recently explored for
immersive theatre applications where live or recorded actors
are experienced virtually by a co-located audience [1, 2].
Musical environments have also been explored by testing
designs of musical interfaces [3, 4] or assessing the factors
that can improve the perceived experience plausibility [5]
and co-presence [6, 7]. However, music-making and concert
experiences in the traditional sense have so far been more
complex challenges, not extensively covered in literature.
As these technologies become progressively more available, it
is worth to explore the implications for new kinds of enhanced
music performances. Using HMDs, musicians and audience
members alike can be placed in a shared virtual world while
being, for instance, in physical remote locations. Another
avenue is given by Mixed Reality (MR) scenarios, where
digital elements are rendered with a degree of connection
to the physical world of a user [8]. MR is interesting as it
raises a question of considering the individual perspective of
each participant in terms of the features that define their local
reality both visually and acoustically. In MR applications,
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the real and the virtual elements are treated to blend together
into a cohesive scene creating an illusion of an augmented
world where virtual objects assume location-specific proper-
ties, thus seeming more ”realistic”. In terms of audio, this
involves acoustic character of the space, (early reflections, late
reverberation, etc.), characteristics of the audio source (e.g.
radiation patterns) and spatialized, dynamic, 3D localization
of individual sources.
The number of variables and possible combinations involved
into organizing immersive mixed-reality performances is only
bounded by the amount of technology at the disposal of the
artists and engineers. Since it is a complex, if not impossible,
task to generalize a qualitative study for all kind of virtual
music network topologies, it is usually necessary to limit the
investigation by having a target user and scenario in mind.
We hereby present a pilot implementation of a novel mixed-
reality musical experience using motion-capture and VR
headsets, meant to serve as a first test and canvas upon which
to build a series of formal studies on the subject. Although
only non-formal assessment was conducted for this work, the
establishment of a workflow pipeline helped to investigate an
exploratory scenario and provide insights on future evaluation
methods. This paper discusses the design, implementation
and technical challenges of this work, with particular focus
on the audio elements.
In the presented work, a dancer and three percussionists of
an African music ensemble have been individually recorded
with microphones and an OptiTrack motion capture system.
Their audiovisual data was then converted into digital avatars
able to be reproduced as virtual performer animations through
VR headsets. During an exhibition demo, an additional live
percussionist, wearing a motion-capture suit, was brought into
the virtual scene as a real-time character. A single audience
member, located in the same space as the live-percussionist,
was able to observe the joint collaborative performance of all
musician avatars, live and pre-recorded, by means of a VR
headset and headphones.
2. Experience Design
For this particular piece, it was decided to explore a mixed-
reality setting where a combination of live and pre-recorded
musician game avatars (created with audio and motion
capture data) would play together and be observable within a
VR headset by an audience member. Within this framework,
a number of possibilities were open for exploration in
terms of organization and disposition of the three types
of participants involved (audience, live musician and pre-
recorded musicians, from here referred to as the ”virtual
ensemble”). What was of interest was the question of how
to design a convincing sense of ”co-presence” and how
to create a sense of shared reality from the perspective of
the target user, in this case, the audience. To achieve this,
it was decided to tailor a mixed-reality (MR) experience
grounded in the local auditory reality of the audience. In
other words, fit the virtual material to adapt to a predefined
”concert” space shared by the both the live performer and
Fig. 1: Design for the spatial disposition of participants during the
exhibition phase. The live musician (L) shares the room with the
audience (A). The virtual avatars (V) are spatially located around
the listener to form a virtual ensemble with the live performer. The
audience is provided with transparent headphones in order to allow
the local acoustic path to be heard with little obstruction while
dynamically rendering in binaural format the sound of the virtual
members (acoustically treated).
audience participants. Within this shared space, it was desired
to make the experience ”feel like a concert” where all the
musicians could be perceived as if ”being together in the
same space” [9]. Using this audience-centric approach, all
the elements had to be put into service for the enhancement
of the audience perspective and quality of experience, but
also without compromising the performance of the musician.
Mixed-reality experiences have a different set of challenges in
comparison to pure virtual reality experiences. Having a sonic
reference from the real world allows the auditory system to
compare the real and virtual cues and base the judgment of
”scene realism”, or plausibility, upon the correlation between
the two. In this scenario, as the live musician shares the
concert space with the listener, the sound emitted by the
”local” instrument and its natural acoustic room reflections,
is heard by the audience. This forms the perceived ground
reality to which the ”remote” virtual sound needs to adapt
towards. For the virtual content to mix and adapt cohesively
to the concert space and the local acoustic character, artificial
reverberation using a room-impulse-response (RIR) measured
in-loco can be overlayed through convolution to each object
source, provided the source-material is recorded in dry con-
dition. This step ensures a shared acoustic character to all
elements, helping to build the auditory integration of the scene
[10], while small mismatches of that character could instead
potentially decrease that sense of integration.
From the perspective of the audience, the live sound needs to
be heard naturally as it fits with the visual display, whether
real or virtual, thus unobstructed by closed surfaces between
the ears and the direct path of the source. In regards to the
virtual sources, a dynamic binaural rendering process can
create externalized, localizable, virtual sound emitters, which
help the listener to build a cognitive organization of the stage
display. These considerations can be addressed by the use of
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VE LM Aud.
Auditory Env. Virt. Real Real & Virt.
Visual Env. Virt. Real Virt.
Tab. 1: Table of shared auditory and visual environments between
the three participants: virtual ensemble (VE), live musician (LM),
and audience (Aud.). The labels indicate ”Real” environment (Re.)
or ”Virtual” environment (Virt.).
open-back headphones connected to a binaural engine and a
head-tracking device. Open-back headphones allows for local
real sound sources to be perceived reasonably uncolored,
while the integrated IMU units in modern HMDs can provide
the positional data for six-degrees-of-freedom movements
of a user. In fact, when the 3D binaural rendering is made
responsive to rotations and position shifts it dramatically
enhances the spatial impression, presence, and perceived
directional accuracy [11]. Ideally, a transparent, or hear-
through headphone device would be better than the open-back
kind as it provides the least amount of coloration of free-field
sources [12]. The use of a loudspeaker system is theoretically
also possible but it makes it harder to accurately reproduce
the directivity patterns of the instruments.
The exhibition of the performance was thus planned as
portrayed in Fig. 1. The local presence of a real sound source
in proximity to the listener, in conjunction to the delivery of
spatialized object-based audio via headphones, effectively
creates an auditory mixed-reality scenario on top of which, a
virtual visual environment has to be projected on a VR HMD.
The resulting dynamic is that of a combination of shared
environments between the three types of participants (Tab.
1). Most interestingly, the audience shares the auditory space
with the live musician, but the visual space of the virtual
ensemble (including a live-rendition of the live musician). To
achieve congruence in any realistic display, the bond between
the visual and auditory senses needs to be considered; a
listener’s expectation of the acoustic character of a space is
in fact influenced by its visual impact [13]. Cohesiveness
between the two sensorial realms is key for achieving a
convincing mixed-reality base of display and avoid poor
engagement with the intended application. In practice, as
a VR headset is here needed to display the avatars and
provide the head-tracking data, the virtual visual environment
projected to a viewer needs to be congruent with their
experience of the local auditory reality if a compelling blend
is desired between the live drummer and the virtual ensemble.
As we grounded this experience based on the local sound, the
visuals need to adapt by displaying an environmental location
which would plausibly relate to the local acoustics.
3. Implementation
The implementation of this experience can be divided into
three main phases, data capturing, scene design, and exhi-
bition. While the capturing phase was conducted to collect
material also usable for possible independent projects, the
material was selected to be specifically appropriate for the
exhibition described in this paper.
The selection of musical content for the performance had
to take into consideration the use of motion capture sensors
suits which may interfere in the regular use of an instrument.
The selection of an African percussion quartet (Djembe),
plus a dancer, was deemed appropriate as the suit proved
to be non-invasive to the musicians and also helped to later
simplify the graphical rendition of the instrument in the virtual
scene. Percussive, highly-transient, content is also more
easily localizable in binaural displays as its wide frequency
bandwidth covers the range of both ITD and IID cues in
generic HRTF sets [14]. The presence of the dancer was
effective in raising the aesthetic value of the final piece but
was not a determinant element of the exhibition presented.
3.1.Motion and audio capture
The capturing session was performed in a medium size room
equipped with optical cameras for motion tracking. Each of
the musicians was recorded separately to ensure full control
over each take. The goal was to obtain individual, dry
recordings of each member of the ensemble so that each one
could be treated as a separate audiovisual object.
The motion tracking was performed using an OptiTrack sys-
tem with 15 cameras and the Motive capture software [15].
Each percussionist, and the dancer, were fitted with a 32-
sensors suit, including gloves. As the suit did not seem to
impair the musical performance ability, the audio recording
could happened simultaneously to the motion-tracking.
For recording the sound of the Djembe drum, four condenser
microphones with cardioid pattern were used. This directivity
pattern was chosen in order to achieve a good separation of
the direct sound to the recording room reflections. The top
two microphones were oriented towards the drum membrane,
while the bottom two were placed close to the resonance
chamber. The ambience sound was also captured using
the first order Ambisonics microphone Sennheiser Ambeo,
positioned in front of the drum. The ambience sound was only
collected for reference and future use, and not included in later
parts of this production.
The main drummer was recorded first using a metronome
click. The best take was chosen and the track was used as
a reference for the following drummers who were recording
the other voices of the percussion piece. In total, three
drumming parts and a dancer part were recorded, leaving the
last drummer part for the live exhibition.
Since it is common, when capturing full body motions, that
sporadic glitches may occur for some of the sensors, the
motion-tracking data had to be passed through a ”cleaning”
procedure before further editing. This consisted in correcting
the position of each individual sensors at the frames where
those glitches resulted in an unnatural skeleton rendering.
3.2. VR Scene Design
The NYU Future Reality Lab provided the necessary facil-
ities that the project required, a large enough room for the
performance needs, and a motion capture system for the live-
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musician. All the steps described in this section involved a
tailored approach to this particular space.
3.2.1. Visual Design
An additional important reason for the selection of the room,
was the availability of a 3D model rendition of the actual
performance space as a digital asset. This made it possible to
provide to the audience a semi-identical virtual environment
to the actual physical one, thus optimizing the coherence of
the local sound with the visual stimulus.
The VR scene was built using the Unity game engine [16]
using the aforementioned laboratory asset and digital models
of African percussion instruments. The cleaned and synced
motion-capture data was used to create skeleton rigs in the
AutoDesk Maya software [17] which were used to animate
digital characters back in the Unity scene. The three virtual
percussionists were disposed as shown in Fig. 1 while the
dancer figure was placed in the background behind the digital
ensemble.
An Optitrack tracking system was mounted in order to capture
the live musician during the exhibition and transform the
motion into an additional character in Unity (live-streaming
was implemented through the Motive asset package). A
calibration step was performed in order to achieve a one-to-
one spatial match between the digital rendering of the live
musician (plus a digital drum model) and its actual physical
position in the room. This was important in order to ensure
the perfect match between localization of visual avatar and
the live free-field sound of the performer.
3.2.2. Audio rendering
To obtain an acoustic characterization of the space, measure-
ments of the room acoustic impulse response were retrieved
from an earlier project conducted in the same location. Two
omnidirectional microphones DPA 4006 were mounted in the
center of the performance space 17 cm apart and at the height
of 1.8 m. The measurement signal was reproduced by one
speaker located 3 m from the microphones. The ScanIR (v2)
MATLAB toolbox [18] was utilized to reproduce the measure-
ment signal and capture the impulse responses. A 2-seconds
sinesweep was thus recorded in stereo at 96 kHz, ranging
from 20 Hz to 20 kHz [19]. The impulse responses were
later used to process the signal and superimpose the acoustic
characteristics of the exhibition space onto the rendered audio
tracks, increasing the timbral blend between performers.
For each of the musicians, two microphone positions, one
from the bottom and one from the top of Djembe drum were
selected out of the four available, and rendered as separate
audio tracks. A gentle compression was applied to achieve
a more satisfactory timbre of the instrument. The tracks
were used to create virtual audio objects implemented in
Unity within the prepared visual scene. The Steam-Audio
plugin [20] was employed as the audio rendering engine.
Each virtual Djembe model was assigned two object sound
sources, one for each of the two top-bottom microphone
tracks. The transient slap sound from the hand hitting
the membrane was thus placed at the top of each digital
instrument while the low frequency resonance was positioned
at the bottom. This double-emitter strategy ensured that the
size of the instruments and their radiation characteristics were
preserved.
The scene spatialization was handled by the binaural
rendering engine of Steam Audio, using generic HRTFs and
the rotation/position data from the VR headset IMU unit and
its tracking sensors, which allow for dynamic perspective.
The location of each of the object sound sources was rendered
according to its avatar position in relation to the viewer,
while distance attenuation was simulated by use of the
square-law [21].
In order to apply the diffused reverberation of the room, all
the microphone tracks were summed together and the resulted
signal was convolved with the late diffused part of the stereo
impulse response earlier collected. Finally, the resulting
reverberant stereo file was mixed with the dry binaural mix
of the avatars (where a slight EQ was applied), in order to
achieve a calibrated balance of direct vs reverberant sound
deemed aesthetically satisfactory for a compelling experience.
3.3. Exhibition
The experience demo was exhibited to a crowd of academics
during an internal event. Rehearsals with the live musician
were first conducted in order to test the system and allow
sufficient comfort in performing while wearing a tracking
suit (Fig. 2). It is worth to note that the musician was also
part of the original motion-captured ensemble, meaning that
there was familiarity with all the parts in the piece and with
performing with the suit. The live performer was not provided
with a separate VR headset, but with the binaural audio stream
deriving from the movements of the audience device. This
was not ideal in terms of providing the musician with an
optimal auditory perspective but ensured that a perfect syn-
chronization with the recorded material could be maintained.
Because a single room impulse response was available, the
audio levels had to be mixed for a single seating location of
the audience in the space. The audience seat was placed in
front of the virtual ensemble and the balance between direct
Fig. 2: Video still of the exhibition rehearsal. The VR audience
POV of the audience is shown in the background picture, while the
overlayed smaller picture illustrates the external view of the live
musician and the audience, seen from the experimenter. A video
of the exhibition rehearsal is available at https://www.youtube.com/
watch?v=-0VqIn1pTA0.
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and reverberation sound was adjusted for that location. The
audience (one person at a time) was fitted with a tethered VR
headset and open-back headphones, and encouraged to look
around and shift their head position within the area of their
seat, but to not walk around the performance space. No formal
questionnaire data was collected from the audience, but the
musician participants had a chance to share their impressions
with the authors.
4. Discussion and future work
The work described in this paper was exhibited in an informal
setting closer to an art show rather than a formalized experi-
ment. However, a lot of insights were gathered as well as the
consolidation of the design criteria that lead to this kind of
implementations.
Although the design was audience-centric, no particular au-
dience feedback was received other than general comments
about the visual quality of the meshes. However, the live
performer was able to respond to a short post-performance
questionnaire made of three scale ratings and an open-ended
feedback form. The musician rated the comfort of perform-
ing while wearing the suit as 3 out of 7 (1 being ”Very
uncomfortable” and 7 being ”Very comfortable”). The sense
of acoustic cohesiveness between real and virtual sound was
rated 5 out 7 (1 being ”Not cohesive at all” and 7 as ”Very
cohesive”). Finally, the difficulty of playing with avatars
rather than real life musician was rated to be 3 on a seven-
point likert scale (1 being ”Easier”, 7 being ”Harder”, with 4
being ”No Difference”). Other general impressions included
the fact that the performance felt like a ”one-way avenue of
communication, where my job was to fit myself into this
world that was created for the experience” and it ”did not
feel as organic as performing with other people in real time,
perhaps because of some visual aspects”. Naturally, this is a
single data point which needs to be further explored before
generalizing to wider settings.
These answers will be taken into consideration for future
work, and compared to possible situations where instead all
the participants will be live. Some improvements might be
achieved in future by treating the live musician point-of-view
with the same approach as the audience perspective (acoustic
adaptation and binaural dynamic response from their own
perspective). Our project also assumed that the audience
members were not changing their position drastically since
the implemented impulse response was captured at a single
point in space with an omnidirectional mic. In future imple-
mentations, adding more measurements and dynamic controls
for the direct sound to reverberation ratio could add a further
degree of realism to the scene and give more flexibility of
movement for the audience. More accurate room impulse
responses would be obtained by adjusting the source-emitter
position at the intended locations of each participant, adding
a more accurate early-reflection pattern rather than just the
diffused part.
Having built this pilot framework, future studies on mixed-
reality and music performance will be conducted in order to
investigate the technical and cognitive aspects which regulate
the subjective quality of experience. When talking about
evaluating and measuring such quality of experience, it is
important to differentiate the metric according to the role of
a participant. A setting can be indeed defined in terms of the
target-user, indicating if the outcome needs to be compelling
to the musician for a music-making experience, or to an
audience for a concert. The perspectives of the audience
and the live-musician could be both taken into account into
deciphering the success of musical virtual environments.
While they both might tie quality to their sense of presence
into the scene, the musician might seek something more keen
to an intersection of ”co-presence” and ”naturalness”, as in the
sense of ”being performing together” to the fellow performer,
in a setting comparable to real life. The evaluations from
the two perspectives might or might not correlate. However,
some kind of different design choices oriented towards hyper-
realism or unrealism might have to be evaluated not in terms
of naturalness (or realism), but in terms of telepresence and
plausibility, which connect respectively more with a general
sense of engagement and coherence between not-necessarily-
real environments.
Qualitative observations through questionnaires might reveal
how some of these subjective attributes vary according to the
nature of the content and the network topology created (e.g.
distribution of musicians between local and ”remote”, or live
and virtual). Furthermore, some alternative strategies such
as task-success metrics (e.g. correctness of musical output,
musical synchronization ability, etc.) or parametric control by
the audience [5], could provide a more objective measure and
reveal the relationship between technical aspects, perceived
quality and effective outcome.
The outlook of future applications related to this work its
oriented towards studying virtual and mixed reality for dis-
tributed music networks. Music collaboration over the inter-
net has been explored for years [22] but only now its possible
to explore virtual performance spaces and connect these
endeavours with a three-dimensional virtual presence of the
musical performers. In this field, latency is still the primary
concern, and streaming motion-capture data efficiently over
the internet is a challenge yet to be overcome. However,
putting this issue aside, it is still worth to study all the other
aspects which relate to these systems.
In our case, the use of pre-recorded material for the guest
musician to perform a part, can allow a test system to
bypass the issues of signal latency that are inherent in music
network collaborations. This also helped to focus the effort
on the experience design and reduce rehearsal times for the
musicians involved. In future iterations of this experience, it
is intended to simulate distributed settings where all musicians
are live in order to fully study a real-time collaborative
mixed-reality music environment in either musician-centric or
audience-centric evaluation schemes.
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Abstract
Binaural room impulse responses were measured with a KEMAR 45BA head-and-torso-simulator. For the first data
set, it was placed at different positions located on a line with a length of 2m in a 25 cm positional resolution and
an azimuth resolution of 4◦. Two source positions were considered in the setup, one in front of the line, one at the
side. The same arrangement of source and receiver positions was realized in two different rooms, a quite dry listening
laboratory and a quite reverberant seminar room. For the second data set, BRIRs and omni-directional RIRs were
measured for a translation line with a length of 7.5m through the given seminar room. The data sets are valuable for
realizing, testing and studying dynamic binaural walk-through scenarios in the two different rooms.
1. Introduction
Today, devices for experiencing virtual and augmented reality
are available to everyone and can be used even at home. The
user can move within a certain area that is covered by motion
capturing modules. For devices like head mounted displays
the audio reproduction is usually realized over headphones
with dynamic binaural synthesis.
To provide efficient audio rendering algorithms for position
changes of the listener, researchers are currently investi-
gating potential for simplification in psychoacoustical and
data-driven studies. Various approaches for interpolation
and extrapolation are considered. In this context data sets
with binaural room impulse responses (BRIRs) measured at
densely arranged positions for varying head rotation angles
are of interest, e.g. to provide a reference scenario.
Within this publication, the measurement of such data sets for
two different rooms is documented. The created data sets are
provided for free download.
2. Data set 1 - 2m line in two rooms
The same arrangement of loudspeakers and a line of 9 listen-
ing positions with a length of 2m was realized in two rooms,
a relatively dry listening laboratory and a quite reverberant
seminar room. The direct sound is similar in both scenarios,
but the amount of reverberant energy as well as the spatio-
temporal structure of the early reflections differ with the room.
2.1. Room 1 - Listening laboratory
The first room is the listening laboratory of the university
in Ilmenau. The room has a size of 8.4m×7.6m×2.8m, a
volume of V =179m3 and a reverberation time T60 =0.27 s
(broad band). It complies recommendation ITU-R BS.1116-2.
A translation line with a length of 2m was defined within
the room as illustrated in Figure 2. A G.R.A.S. Kemar
45BA head-and-torso-simulator (HATS) with large ears was
positioned on an electronic turntable Outline ET 250-3D for
accurate rotation. Two loudspeakers Genelec 1030A were
placed in the room, one in front of the translation line, the
other a the side as illustrated in Figure 2.
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Fig. 1: The measurement setup in the listening laboratory.
The translation line covers the distances of 1.25 m to 3.25 m
to the center of the frontal loudspeaker and passes the second
loudspeaker with a minimum distance of 1.25 cm (center head
to center loudspeaker).
BRIRs were measured at nine positions with equal distances
of 25 cm along the translation line. At each of the positions
measurements were conducted with an azimuth resolution
of 4◦ over the full 360◦ rotation of the HATS. Elevation
changes were not considered. For the measurement a swept
sine method with a logarithmic sweep ranging from 50 Hz to
20 kHz over a duration of 3 s was used.
2.1.1. Psychoacoustic evaluation and further experiments
In order to conduct a psychoacoustic evaluation, Neidhardt
and Knoop [1] asked subjects to rate the plausibility of the
position-dynamic binaural reproduction in a Yes/No paradigm
without including a real version of the scene. With regard to
their inner reference all participants rated the BRIR data set as
plausible for the frontal loudspeaker reproducing male speech
and a pop song.
In another study Neidhardt et al. [2] investigated the per-
ceptual consequences of systematic simplifications of the
BRIR data set in an interactive position-dynamic exploration
scenario. The original data set was included as one of the test
cases and was again rated as plausible by all participants.
Fig. 2: Measurement positions of the Kemar 45BA and the two
loudspeakers in the listening laboratory.
In both studies STAX SR-202 headphones with a non-
individual headphone compensation filter with roll-off
frequencies of 80 Hz and 20 kHz were used. The headphone
filter was created from a measurement with STAX headphones
positioned on the Kemar 45BA by the least squares approach
according to the description by Scha¨rer and Lindau [3].
Furthermore, in both studies pyBinSim [4] was used for the
dynamic auralization. When switching between filters only
a very short cross-fade in the time domain was applied. No
interpolation or extrapolation was used.
2.2. Room 2 - Seminar room
The same arrangement of source and receiver positions was
set up in a seminar room of the university. The room has
a size of 9.9 m×4.7 m×3.1 m, a volume of V =144 m3 and a
reverberation time of T60 =0.99 s (broadband).
Again, the HATS was placed on the turntable at 9 positions
along the translation line with the length of 2 m. The location
of the translation line in the room is illustrated in Figure 3. A
photo of the measurement setup shown in Figure 4. BRIRs
were measured with an azimuth resolution of 4◦.
2.2.1. Additional BRIRs: Same setup with headphones
In order to study the plausibility and authenticity as suggested
in [5] and [6], BRIRs need to be measured for a scenario that
can be directly compared to a real sound field. In such test
subjects should not need to take the headphones off and put
it on again. To create BRIRs for such a test paradigm, open
headphones were placed on the HATS as shown in Figure 5.
In previous studies, extra-aural headphones were used. The
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Fig. 3: Measurement positions of the Kemar 45BA and the loudspeakers Genelec 1030A in the seminar room.
Fig. 4: Measurement setup in the seminar room.
data set presented in this study should enable the listener to
move free and intuitively along the given line. The extra-
aural headphone are quite heavy and instable on the head.
Listeners usually carry out only slow careful movements
while wearing those. As a consequence, we decided to use
the open AKG K1000 headphones instead. They were placed
on the dummy, which was moved only very carefully to make
sure the headphones did not change their position on the head
during the whole measurement.
Furthermore, the headphone transfer function (HpTF) was
measured right away with the same positioning on the head.
The headphone compensation filter created from this mea-
surement is included in the data set.
For an authenticity study an azimuth resolution of 4◦ may not
be enough. Therefore this additional BRIR set was measured
with an azimuth resolution of 2◦.
2.2.2. Psychoacoustic evaluation and further experiments
The BRIRs measured without the headphones on the HATS
were used in a study similar to [2] with the goal to verify
the observations in a more reverberant room. The results
have not been published yet. Also in this study the measured
data set was rated as plausible by the participants in a
test paradigm that did not include a real version of the
sound field. Continuity, externalization and the impression
of walking towards a sound source were rated very well,
too. The experiment included only the BRIRs for the frontal
loudspeaker and the test was only conducted with dry male
speech as a test signal. The results of [2] indicate that for
noise the positional resolution is not adequate.
A psychoacoustic experiment [7] was conducted to evaluate
plausibility in the Yes/No paradigm as suggested by
Lindau and Weinzierl [5]. A detailed documentation of
the experiment and the results, observations and discussion
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Fig. 5: Headphones AKG K1000 with a 45◦ opening angle were
placed on the HATS in order to enable a direct comparison of the
binaural reproduction with the real loudspeaker reproduction.
can be found in the corresponding paper [7]. Without an
individualization, experts were able to identify the binaural
auralization, though they found it challenging in several
cases. Most of the untrained listeners did not find reliable
cues for an identification.
3. Data set 2 - 7.5m in seminar room
In order to investigate the position dependent change of
BRIRs over a longer distance, a second BRIR data set was
created in the same seminar room. A translation line with
a length of 7.50 m was defined diagonal through the rooms.
The line is an extension of the previous one, several listening
positions are equivalent. However, the source positions were
changed according to the illustration in figure 6. For this data
set, the Kemar 45BA was placed at 16 positions along the line
with a 50 cm spacing in between. The measurement positions
cover a distance from 1 m to 8.50 m to the frontal loudspeaker.
Again, for each of the positions and both loudspeakers BRIRs
were measured with an azimuth resolution of 4◦ for the full
360◦ rotation.
3.1. Turning the loudspeakers by 180◦
The directivity of a sound source influences the sound field
and the acoustical reflection pattern in a room. To study
this effect, the loudspeakers at both positions were turned
by 180◦ around their center. Consequently, the loudspeaker
membrane was moved to the other side. The whole series of
measurements was repeated. The setup is shown in figure 7.
3.2.Omnidirectional RIRs
For a more detailed analysis, an omni-directional Microtech
Gefell MK221 microphone capsule connected to a MV203
amplifier unit was placed subsequently at the center of each
of dummy head positions. The same logarithmic sweep was
used to measure the omni-directional room impulse responses
at each of the positions.
4. Conclusion
This paper documents the creation of BRIR data sets for
the realization of position-dynamic binaural synthesis. A
comparable measurement setup was realized in two different
rooms, a relatively dry listening laboratory and a quite
reverberant seminar room. The created data sets are available
as creative commons CC BY-SA 4.0 following the links
provided in [8] and [9].
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Fig. 6: Measurement positions of the Kemar 45BA and the loudspeakers Genelec 1030A for a translation line throughout the seminar room.
Fig. 7: Measurement setup in the seminar room with the loudspeakers turned by 180◦.
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Abstract 
Many applications for 3D audio are aimed at live events. Several manufacturers of PA systems now offer solutions. 
These are not optimized for native 3D audio, but achieve an immersive impression due to placement of objects and 
added reverberation. 
To operate native 3D audio for live events, there are two key questions to consider: 
• How should the loudspeaker layout be chosen so that the audience gets the most impressive listening experience
at a reasonable cost?
• How should 3D audio content be designed so that it reaches the audience as effectively as possible through such
PA systems?
Two phenomena can be used for 3D audio: Envelopment and projection of sound sources in the front. The most 
impressive case is provided by a loudspeaker setup using imaginary connecting lines between the loudspeakers, 
which results in a volume. Vertical phantom sound sources presented in the front sound more natural than horizontal 
ones. The number of vertical front loudspeakers determins the resolution of the image. 
The wedge-shaped loudspeaker setup, that means with height loudspeakers in the front, meets both requirements 
minimally. The greater the listening area, the more loudspeakers are needed. The greater the distances of the 
loudspeakers to each other, the more audible holes are perceived, depending on the acoustics of the playback room. 
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1. Introduction
3D audio has enormous potential: listeners can experience 
previously unheard sound at events. This is especially the 
case, as long as 3D audio setups are rarely found in homes, 
cinemas and cars and thus consumers do not have access to 
it. 
To make the most out of 3D audio, event organizers must 
meet some requirements; these are very complex: 
- Guarantee optimal room acoustics.
- Provide a sufficiently high density of loudspeakers in
the reproduction room.
- Set up a meaningful loudspeaker layout so that psycho-
acoustical effects such as vertical stereophony and the
cocktail party effect can be used.
- Produce suitable content that uses the loudspeaker
setup highly natively.
Depending on the situation, such as open-air situation or 
addressing a hall, requires different measures to achieve a 
convincing result.  
2. Loudspeaker layout and psycho-
acoustics
2.1. Initial situation for the playback of 3D 
audio 
Sound engineers create reproducible 3D audio content pri-
marily in studio and movie rooms. These rooms sound very 
good in contrast to large event halls. This raises the question 
of how to best scale up mobile PA systems for 3D audio, in 
order to lose the least noticeable added value of 3D audio. 
Therefore, it is crucial to look at the appearing phenomena 
of 3D audio and to investigate which perceptible sound 
changes occur when the scaling factor changes. For this pur-
pose, the loudspeaker layout of the two components sound 
sources (direct sound) and envelopment (room sound) are 
first considered in isolation from each other and then com-
bined. 
2.2. Loudspeaker layout for envelopment 
Envelopment is one of the most important features of 3D 
audio. Spatiality comes from sound, which is reflected in 
rooms at the boundary surfaces; the sound of the room meets 
the listener distributed equally from all directions. Con-
vincingly appearing envelopment therefore requires addres-
sing of the listener with room sound from different direc-
tions. 
2.2.1. Envelopment for the horizontal plane 
For the simplest case of an envelopment by PA, four loud-
speakers are used; they stand at the same distance around the 
listener on the horizontal plane, see Fig. 1. 
This works very convincingly in the sweet spot for listening 
situations in control rooms and living rooms. However, if the 
volume of the room, and thus the area of the loudspeaker 
setup is much larger, i.e. this means more than 5m between 
adjacent loudspeakers, noticeable holes between the loud-
speakers occur outside the sweet spot. This can be avoided 
by placing the loudspeakers in a sufficiently high resolution 
around the listener; thus the mentioned perceptible holes do 
not appear, see Fig. 2. 
On the one hand, the cost of a high-resolution loudspeaker 
setup increases with each additional loudspeaker. On the 
other hand, the resolution also has an influence on the 
perceptibility of the individual loudspeakers as sound 
sources. The room sound is very balanced in the center of 
the listening area. This means from that position, with a 
favorable signal selection each loudspeaker signal is per-
ceptible. The more a listener approaches a loudspeaker, the 
louder its signal becomes in relation to the other loud-
speakers. If, at the location of the listener, the level of the 
nearest loudspeaker exceeds 10 dB compared to other loud-
Fig. 1: View from above on the loudspeaker setup: The listener 
already feels impressively enveloped by four loudspeakers that 
reproduce the room sound. This requires relatively small distances 
between the loudspeakers (up to about 5m x 5m). Due to the small 
number of loudspeakers, the resulting listening area is small. When 
a listener approaches one of the loudspeakers, the level rises from 
that direction. If the level exceeds 10 dB, the remaining loud-
speakers are no longer effective for an envelopment. 
Fig. 2: View from above onto the loudspeaker setup: When loud-
speakers reproduce room sound around the listener from all 
horizontal directions, the listener feels a very impressive envelop-
ment. Since many loudspeakers reproduce room sound from all 
directions, the room sound is distributed very regularly in the room. 
A listener can get much closer to a loudspeaker before its sound 
exceeds the 10dB threshold. 
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speaker signals, a clear misbalance of the spatiality occurs 
[1]; the listener perceives only the loudest loudspeaker, 
compare cocktail party effect [2], see Fig. 3. 
The optimal resolution or optimal distance between the 
adjacent loudspeakers can be determined on the basis of the 
radiation characteristic (dispersion): The narrower the dis-
persion angle, the closer the loudspeakers must be to one 
another. Furthermore, the minimum possible distance be-
tween a person and the loudspeakers can be influenced: with 
a doubling of the resolution, the minimum possible distance 
is halved. 
The expense of up-scaling such a loudspeaker arrangement 
and at the same time avoiding perceptible holes becomes 
greater as the listening area increases. Fig. 4 shows a case of 
a square loudspeaker setup with a width of 20m or a 
listening area of about 400m2. 
2.2.2. Envelopment for 3D audio 
The effect of the envelopment becomes more impressive 
when the loudspeaker setup spans a volume rather than a 
horizontal plane. In this case, the listener has the impression 
of being in the recording room when using meaningfully 
selected loudspeaker signals, see Fig. 5. 
The expense of up-scaling such a loudspeaker arrangement 
and at the same time avoiding perceptible holes increases 
with a larger listening area as well here. The following 
chapters show that due to psychoacoustic laws, a loud-
speaker arrangement requires much fewer loudspeakers than 
expected from a geometrical point of view. 
2.3. Signal quality for optimal envelopment 
Perceived envelopment occurs during loudspeaker repro-
duction, when all loudspeakers in the setup reproduce room 
signals of similar levels and a correlation around zero [1]. 
The correlation has a considerable influence on the per-
ceived spatiality; it increases prominent at a degree of co-
herence of less than k = 0.2 (ear signals), see Fig. 6 [2]. 
The degree of coherence of the sound source signals is 
usually different from that of the ear signals. Incoherent 
sound source signals result in incomplete incoherent, i.e. in 
partially coherent ear signals [2]. This means that the 
correlation of loudspeaker signals must be less than the 
degree of coherence in ear signals in order to produce the 
maximum possible spatiality; the optimum is around zero. 
A correlation of 1, however, is very unfavorable for room 
signals; correlation 1 corresponds to a sound with identical 
loudspeaker signals. There may be strong audible comb 
filtering effects. Spatiality, on the other hand, occurs 
primarily in reflected sound from side walls [3]. 
Fig. 3: View from above on a part of a 3D audio loudspeaker setup: 
If a listener is in the listening area, he / she hears both room sound 
signals from left and right about equally loud and at a relatively 
small angle. If the person is close to a loudspeaker, he / she 
practically only hears that signal. If the listener is very close to the 
front between two loudspeakers, the angle between the two loud-
speakers becomes very large: In this case, the listener perceives a 
hole in the middle. 
Fig. 4: View from above onto a large loudspeaker setup with a 
listening area of about 400m2: The loudspeaker ring produces a 
homogeneous sound field with room sound at a sufficiently high 
resolution.  
Fig. 5: The reproduced room sound between the front and rear 
loudspeakers should be balanced in level to ensure an impressive 
envelopment. In this case, a listener can be placed almost anywhere 
in the setup and has the impression of being in the recording room. 
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Sound engineers should avoid such signals for the side loud-
speakers in particular; in many cinemas with a surround 
sound system, however, this is exactly what is done by 
distributing few signals by the audio playback systems to 
many surround loudspeakers. 
2.4. Reduction of the number of loudspeakers 
Especially in a mobile PA system, the outlay must be in a 
sensible relationship to the benefit. Therefore, loudspeakers 
which provide no significant added value in the set position 
in the loudspeaker setup should be omitted. 
2.4.1. Reduction of height loudspeakers 
At many live events there is a stage or a clear orientation of 
the audience to the front. This means that side loudspeakers 
lead to a two-sided lateral addressing of the audience with 
room sound.  
Lateral sound addressing on both sides of the listener leads 
in turn to emphasis of high frequencies [4] among others 
also in the range around 8kHz similarly to height loud-
speakers of a 9.1 loudspeaker setup. This means that the 
directional bands elevate room sound with a correlation 
around zero, see Fig. 7. 
Since these are signals with a correlation around zero and 
not identical signals, the elevation effect between bottom 
and top is blurred; this contributes to the filling of the above-
mentioned holes. The balance between the left and right 
sides may be around 15dB when used with a side-positioned 
loudspeaker; at higher level differences, the elevation effect 
decreases rapidly, and the listener can only perceive the 
sound of the louder loudspeaker as a real sound source. 
Due to comb filtering effects lateral addressing also leads to 
elevation effects with lower intensity even at low frequen-
cies at 600 Hz [5], see Fig. 7. 
2.4.2. Reduction of the rear loudspeakers 
Listeners who are located far in front of the listening area 
can not perceive room sound from behind because of the 
masking due to direct sound and lateral addressing due to 
room sound; the level difference is much higher than 10dB, 
compare cocktail party effect [2]. 
As described above, both-sided lateral addressing of listeners 
leads to an emphasis of high frequencies. In addition to 
8kHz higher frequencies around 10kHz are raised and lead 
to a perception from behind. Thus, listeners have the im-
pression of perceiving reverberation also from the top and 
rear when using side loudspeakers, see Fig. 7. 
An addressing from the rear is associated with risks: 
Listeners who are located far back in the listening area and 
thus near the rear loudspeakers, primarily hear the sound of 
those loudspeakers. As a result, sound from all other 
directions, and especially from the front, may be heavily 
masked. 
Room sound from behind leads to a narrowing of the stereo 
panorama for room sound and an increase in the degree of 
coherence of the ear signals respectively. Therefore, such 
signals do not contribute to the spatiality but only to an 
avoidance of perceptible holes. 
Furthermore, concertgoers in halls or churches and in the 
vicinity of the back wall do not perceive room sound from 
that direction. Due to their individual position in the room, 
they perceive room sound primarily from the direction where 
the largest proportion of the room volume lies. 
All of these reasons argue that loudspeakers should not be 
used on the back of the loudspeaker setup regarding room 
sound. This results in the following structure for the setup, 
see Fig. 8. 
Fig. 6: Lateral blurring Δ (τph = 0)min as a function of the degree 
of coherence of the ear signals. Low pass noise fg = 2kHz, level 
about 90dB, 7 subjects. The measured value for k = 0 corresponds 
to complete uncertainty in the experimental setup used [2]. 
Fig. 7: The directional bands [2] make it possible to omit loud-
speakers in the setup without compromising on sonority: Listeners 
perceive both sides of laterally reproduced room sound with an 
increase in high frequencies. As a result, the room sound not only 
appears from the sides but also from both above and from behind. 
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2.4.3. One-sided spatiality 
One-sided spatiality occurs when room sound reaches the 
listener only from one side. If, instead of a real sound source, 
several loudspeakers are arranged on a line to the side of the 
listener, the reproduced sound covers an angle of sound in-
cidence of up to approximately ±70°. Since in this case se-
veral loudspeakers reproduce sound with correlation around 
zero, the listener does not perceive a real sound source 
anymore, but sound that largely corresponds to side re-
flections. This type of sound addressing also leads to ele-
vation effects. At least 4 loudspeakers are necessary for this, 
so that on the one hand the angle of sound incidence is 
sufficiently large and on the other hand no perceptible holes 
occur between the lateral loudspeakers, see Fig. 9. 
2.5. Loudspeaker layout for sound sources 
For the simplest case of imaging by sound addressing a 
stereo configuration is used. On a wide stage with 10m or 
even 20m, the resulting stereo base width is too large; it 
would create a middle hole. In addition, in the case of phan-
tom sources outside of the middle axis, some serious distor-
tions of the image arise: the farther a listener moves away 
from the middle axis, the further the image shifts in the 
direction of the closer loudspeaker [6]. Therefore, the solu-
tion is similar to room sound: a sufficiently high number of 
loudspeakers within the stereo base. 
2.5.1. Combination of real sound and phantom sources 
An extension of a 2-channel stereo setup with additional 
loudspeakers raises the question as to what criteria the sound 
engineer should use to assign signals to the loudspeakers. 
In the simplest case, the loudspeakers within the stereo base 
represent real sound sources. The direct sound of mono-
captured or strongly directed instruments such as vocals, 
trumpet, bass drum, e-bass, etc. has no stereophonic width. 
This sound content is therefore predestined to be used as real 
sound sources. In addition, the transparency of real sound 
sources is much greater than that of phantom sources [6]. 
This has a dramatic effect, especially at high frequencies. 
Acoustic instruments with resonating bodies such as grand 
pianos, strings and large bodies of sound such as choirs that 
are captured stereophonically require a stereo width in the 
reproduction in order to sound as natural as possible. 
In general, the wider the stereo base for stereophonic micro-
phones is, the more impressive the horizontal stereo repro-
duction becomes. Conversely, the narrower the chosen 
stereo base is, the more powerful / compact the sound 
sources will be. If the number of loudspeakers in the front is 
sufficiently high, stereo bases of different widths can be 
created and also several narrow stereo bases next to each 
other, see Fig. 10. Signals from stereo microphones and 
synthesizers or similar sources can be used. When using 
different adjacent narrow stereo bases, the instruments 
spatially delimit clearer from each other without sounding 
mono. 
Fig. 8: View from above of a loudspeaker setup for a 3D audio PA 
system without height loudspeaker as well as without rear loud-
speakers. Due to psychoacoustic phenomena, the room sound 
appears both from the back and from above for listeners within the 
loudspeaker setup at a favorable signal selection. 
Fig. 9: View from above onto a loudspeaker setup. In case 1, 5 
loudspeakers reproduce room sound with a correlation around zero. 
The listener perceives a one-sided spatiality on the left, extending 
from the front to the rearmost loudspeaker. This corresponds to 
slightly less than half (about 40%) of an envelopment (100%) on 
the horizontal plane. In case 2 only one loudspeaker provides the 
listener from the side with sound. The listener perceives a real 
sound source instead of a spatiality; this corresponds to a point on 
the horizontal plane. 
Fig. 10: View from above onto the loudspeaker setup: If there are 
enough loudspeakers in the front, different widths of stereo bases 
can be created and also several narrow stereo bases next to each 
other. Each loudspeaker can represent a real sound source, see 
center loudspeaker ,C’. 
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In some situations, it makes sense to combine phantom and 
real sound sources for instruments. A typical case is the bass 
drum: The attack should appear in the center channel and the 
boost distributed over several loudspeakers in order to 
achieve a spatial extent of the instrument. 
2.5.2. Projection of sound sources in the front 
In the context of direct sound, early reflections lead to a 
distance impression of sound sources [7]. This occurs when 
direct sound and early reflections are reproduced from the 
same direction. If the lower loudspeakers in the front L-C-R 
reproduce direct sound predominantly and the upper loud-
speakers in the front HL-HR reproduce early reflections, this 
results in an audible connection of the lower and upper front 
levels; this is what the author describes as a projection of the 
sound body in the front [8], see Fig. 11. 
The instruments are mainly located at the lower loud-
speakers due to direct sound. However, they sound more 
natural than without the early reflections; it corresponds 
approximately to the conditions in a concert hall near the 
stage. 
2.5.3. Vertically reproduced direct sound 
If one of the lower loudspeakers and the loudspeaker verti-
cally above it reproduce stereophonic direct sound with 
sound content correlation [8], such as L-HL, this results in a 
similar natural effect as in early reflections, see Fig. 12. 
In this case, the image is not clearly perceived from the 
lower loudspeaker but is located between the two loud-
speakers involved. Noteworthy in this case is the localization 
sharpness in the horizontal plane, which corresponds to that 
of a real sound source [6]. The combination of a very sharp 
localization with a simultaneously strong naturalness of the 
instrument and impressiveness of a synthetic sound means 
that the sound source is perceived very direct and therefore 
attracts attention. This is especially true for sound sources 
with a high proportion of high frequencies [8]. 
The lower and upper loudspeakers must sound similar and 
have a wide dispersion characteristic both vertically and 
horizontally for vertical stereophony to work reliably. Only 
in this way it is possible for a listener to perceive both 
loudspeaker signals equally loud and, on the other hand, 
balanced levels between several vertical stereo pairs, largely 
independent of their position in the reproduction room. 
Furthermore, vertical stereophony works optimally only if 
the lower and upper loudspeakers are perpendicular to each 
other and have no horizontal components. Otherwise, 
partially horizontal phantom sound sources arise. 
As described above, vertical stereo pairs in the front edges of 
the loudspeaker setup are not enough at a 10m or 20m stereo 
base; there are noticeable holes in the image. The solution 
lies in a loudspeaker layout with two identical height levels 
of loudspeakers. Thus, both the above-described require-
ments for vertical arrangement and high resolution are 
simultaneously fulfilled, see Fig. 13. 
Fig. 11: If the lower loudspeakers in the front L-C-R reproduce 
direct sound predominantly and the upper loudspeakers in the front 
HL-HR reproduce early reflections, this results in an audible con-
nection of the lower and upper front levels: projection in the front. 
Fig. 12: In this 9.1 loudspeaker setup, two stereo pairs of two 
vertical instruments on the front edge reproduce two instruments / 
sounds. The transparency of a mix remains the same as if real 
sound sources were used for a surround sound reproduction. 
Fig. 13: In this extended 9.1 loudspeaker setup, five vertically and 
equidistantly arranged stereo pairs in the front represent instru-
ments / sounds. The transparency is very high in this constellation 
compared to horizontal phantom sources in the front. 
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2.6. Loudspeaker layout for sound sources and 
envelopment 
Sound sources (direct sound) and envelopment (room sound 
components) always occur at the same time and overlap each 
other in a PA system. Therefore, the result for a PA system 
with 3D audio is the combination of the two partial results, 
see Fig. 14. 
If loudspeakers are placed at head height in the reproduction 
room, the listeners closest to the loudspeakers cover the 
sound reproduced by the loudspeakers, in particular of the 
high frequencies. As a result, only the front listeners can 
hear the front lower loudspeakers, and only the rear listeners 
can hear the rear lower loudspeakers unlimited. Thus, an 
imbalance occurs for most listeners. It is therefore more 
appropriate to arrange the lower loudspeakers slightly above 
the heads of the listeners to avoid such shading effects. 
3. Applied psychoacoustics in the signal
assignment for a 3D audio PA system
The previous chapters explain the optimal design for an eco-
nomical 3D audio loudspeaker layout and basic consid-
erations for the required loudspeaker signals. The next step 
is to consider how sound engineers have to assign micro-
phones signals, samples, etc. to the many loudspeakers from 
a psychoacoustic point of view. 
3.1. Signals for the envelopment 
3.1.1. Native captured room sound 
In many cases, captured room sound is the best choice for a 
plastic-sounding envelopment. The following conditions 
exist for this: 
- The recording room must be acoustically excellent.
Room sound from small rooms or rooms with acoustic
problems are much more noticeable if reproduced by a
3D audio system than with mono and stereo. This
means that such signals lead to bad-sounding recor-
dings.
- The room signals must not have direct sound, espe-
cially at high frequencies. Otherwise, especially in the
back of the listening area, listeners perceive sound
sources from the direction of the direct sound compo-
nents. In many cases, this leads to double and multiple
images or increased muddiness.
3.1.2. Artificially generated room sound 
It is not easy to provide room microphone signals with 
correlation around zero in the required number, especially 
for larger loudspeaker setups. Room sound processors and 
upmixing tools represent an alternative. As with the room 
microphone signals, important conditions must also be con-
sidered: 
- Simple reverb units and plug-ins have a comparatively
low quality for confounding real room sound. Only the
best reverberation processors generate satisfactorily
appearing room sound [8].
- Upmixing tools have the challenge of extracting spatial
components from every possible existing sound mate-
rial. Therefore, they are limited in the generation of
plastic sounding room sound.
3.1.3. Combination of native room sound and up-
mixing 
Especially in the case of already realized recordings, there 
are in many cases fewer captured room signals than are 
needed for sound addressing in 3D. One solution is the 
combination of existing room sound signals with an upmix 
of the original signal, compare [8]. 
3.1.4. Pad and noise-like sounds 
In synthetically produced music there is usually no room 
sound. In most cases, room sound is also out of the question 
for that kind of music. Alternatively, pad and noise-like 
sounds can be used for the envelopment [6]. In many cases, 
it is sufficient to use multiple instances of the same sound to 
generate signals in sufficiently high numbers of channels 
with correlation around zero [8]. 
3.2. Assigning sound sources to loudspeakers 
In this article, the author limits himself to the case of direct 
sound from the front. Direct sound from other directions as 
well as panning direct sound is not discussed here.  
3.2.1. Mono sound sources 
As described in chapter 2.5.1., mono sound sources are espe-
cially suitable for use as real sound sources. There are two 
cases: 
- Cocktail party effect: When two or more real sound
sources are present at different locations in the room,
they are clearly distinguishable from each other and do
not cover each other or only weakly [6].
Fig. 14: In this extended 9.1 loudspeaker setup, five stereo and 
equidistantly arranged stereo pairs in the front represent instru-
ments / sounds. All loudspeakers reproduce room sound and thus 
lead to an impressive envelopment. 
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- Sense of depth: If two or more mono sound sources
appear at the same point in space, masking and merging
effects occur [6]. Depending on the level ratios and
spatial proportion of individual sounds, a pronounced
sense of depth occurs [9].
3.2.2. Stereo sound sources 
Most acoustic instruments and in particular string instru-
ments radiate direct sound with different spectra depending 
on the direction. In addition, resonant bodies represent their 
own room, which behaves acoustically similar to a recording 
room [10]. Stereo close-miked instruments of this type 
therefore always have partly direct sound, some room sound, 
which cannot be separated easily. The stereo information of 
the signal is retained if the assignment to the loudspeakers is 
two-channelled. There are basically two possibilities for an 
assignment: 
- Horizontal phantom source: At this assignment, the
imaged sound source acts as an audible connection
between instruments due to the expansion of horizontal
phantom sources [8]. At the same time, masking and
merging effects occur, allowing sense of depth. As
described in chapter 2.5.1., different widths of stereo
bases can be used during the mixing process.
- Vertical phantom source: At this assignment, the ima-
ged sound source is spatially delimited from those with
other directions. As a result, on the one hand, the
transparency is very high. On the other hand, vertically
stereo reproduced instruments sound more natural than
horizontal phantom sources [8].
4. Conclusion
The cost of a live event PA system with 3D audio is very 
high compared to a 9.1 loudspeaker setup due to the even 
higher number of required loudspeakers and playback chan-
nels. By applying psychoacoustic phenomena, however, it 
can be kept to a reasonable level. 
The spatial resolution for a natural sounding image is pheno-
menal, especially at larger loudspeaker setups with many 
front loudspeakers or vertical stereo pairs. So there is not 
just the chance of obtaining a large part of the psycho-
acoustically occurring phenomena in an upscaling, but due 
to the much higher resolution of sound sources in the front, 
the reproduction of music using 3D audio is also much 
closer to natural hearing with a maximum localization 
sharpness of about 1°! 
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Abstract
Fulldome is an immersive half-spherical video format utilized mainly in planetariums which is often combined with
spatial audio playback. This combination on one hand offers new ways of perceiving sound in space and on the
other hand helps enhancing fulldome productions with audiovisual synergy. However, audio production for fulldome
video poses some technical and artistic challenges. Limited time slots and resources seldom allow to work on sound
productions inside a planetarium directly. Likewise, the various spatial audio technologies provide the user with fairly
different approaches to create, position and move sounds in space.
This paper investigates three different approaches to create spatial audio content for fulldome productions in remote
studios and to present them in a planetarium: object based proprietary Fraunhofer “SpatialSound Wave” (SSW) system,
scene based Higher Order Ambisonics (HOA), and channel based production will be compared. Technical challenges
and potentials of storytelling in spatial audio will be discussed.
1. Introduction
The terms “fulldome” or “fullspace” refer to half spherical
video projections designed to present the audience with an
immersive multi-media experience in venues like planetari-
ums, resembling illusionistic Renaissance ceiling paintings
(Gerling, 2013). Today fulldome productions form an increas-
ing part of multi-media shows in planetariums worldwide. In
the wake of this new immersive content, planetariums have
started to recognize the potential of spatial audio and have
installed suitable playback systems in their domes.
Although the workflow for producing spatial audio content
for fulldome is very similar to other immersive formats such
as fixed media concerts, sound installations or VR, playing it
back in a planetarium brings up a variety of challenges:
• The size of the room is very likely much larger than the
listening room in which the content was produced. Even
though their size is similar to cinemas, no guidelines
or standards exist for audio playback in planetariums,
which makes it difficult to judge sound characteristics
(such as loudness) in the production stage.
• Because of the floor area occupied by the star projector
– the essential piece of technology in a planetarium that
is always installed in the very center of the dome – seats
are usually grouped around the center, leaving open the
area where the ideal listening positions would be.
• To maximize seating capacity, seats in planetariums
generally go right up to the walls of the room, giving
the audience seated there necessarily a different auditory
experience (see Fig. 2, p. 5).
Dealing with these challenges, this paper investigates work-
flows when producing with generically different spatial audio
representations (object based, scene based, channel based),
discussing their assets and drawbacks.
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2. Production formats
2.1.Object based production (SSW)
The proprietary “SpatialSound Wave” (SSW) System de-
veloped at Fraunhofer IDMT has been installed in several
planetariums in Germany, such as Hamburg, Jena, Berlin and
Bochum (Fraunhofer IDMT, [n. d.]). Producing in this format
is therefore an obvious choice for fulldome production.
SSW is an object based / hybrid system based on the works
of Brandenburg et al. (2013) with its origin in Wave Field
Synthesis (WFS). The core of the System is a real-time
renderer that spatializes monophonic sound sources for multi-
channel loudspeaker arrays. The audio content is fed into the
renderer from an external playback machine.
Spatialization in SSW is controlled wirelessly via a web
interface in real time. To produce SSW content, a workstation
for playback of the mono sound sources, the SSW renderer
and a loudspeaker array are needed. Playback through head-
phones is not possible. The movement of sound sources is
synchronized with the playback machine via timecode.
SSW productions can be delivered to other SSW systems in
the form of 32 mono tracks containing the audio information
of the sound sources and the SSW session containing the
positional meta-data. If the playback venue has a SSW
system installed the studio production translates easily to the
playback system. To compensate for the difference in size of
studio and venue, a scaling factor can be applied. It is also
possible to pre-render the loudspeaker signals for a specific
playback system by recording the outputs of the rendering
unit.
2.2. Scene based production (HOA)
A convenient way of producing sound for a multi-directional
medium like fulldome is to use auditory scenes, in this case
achieved by utilizing Higher Order Ambisonics (HOA). This
technology, based on the works of Gerzon (1973), has become
very popular in the spatial audio scene, not least due to
format specific advantages of scene based coding like e.g. the
possibility of rotating the soundfield. Lots of solutions exist
today for producing Ambisonics content and many of them
are open-source. For linear content such as fulldome, working
with tools like VST plugins in a DAW differs the least from
conventional linear audio production, and the resulting signal
takes full advantage of the spatial resolution of the playback
venue given that the utilized Ambisonics order is high enough.
Further advantages of producing in HOA are that no specific
hardware except for the loudspeaker array is needed, and
that the signal can be rendered for virtually any playback
situation including stereo or surround, i.e. the Ambisonics
format can be regarded as system-agnostic. This is helpful
since the number of planetariums equipped with spatial audio
playback systems is still small. The content can also easily
be adapted for binaural playback and other applications. It is
theoretically even possible to produce on headphones, which
reduces the technical demands for producing for planetarium
to a minimum compared to the other approaches discussed.
Ambisonics and HOA
Higher Order Ambisonics (HOA) should not be
confused with first order Ambisonics, created e.g. with
the now popular tetrahedral microphones. First order
Ambisonics is known for suffering greatly from sweet
spot issues, as the spatial auditory scene tends to
collapse when the listener is situated at a non-ideal
position. We therefore would not recommend it as a
format for fulldome productions. In contrast, HOA
productions – specifically from 5th order upwards – are
rather robust regarding the listening position, as shown
by Frank and Zotter (2017). The authors’ experiences
conform with these findings.
Ideally the playback facility would be equipped with an
Ambisonics renderer configured for the playback system.
This renderer could easily be implemented with an ordinary
computer powerful enough for HOA rendering, running e.g. a
DAW software with a dedicated plugin like the AllRADecoder
of the IEM Ambisonics plugin suite (Zotter and Frank, 2012).
Setting up a HOA renderer like this would be a low-cost yet
very valuable addition to any planetarium’s technical setup.
In case the HOA signal cannot be decoded in real time, i.e.
if no Ambisonics renderer is available in the venue, it is also
possible to pre-render for the specific playback system of the
venue, creating a multi-channel loudspeaker feed. In this
case the loudspeaker signals would be played back directly by
short-cutting a potentially installed 3D audio processor like
SSW. However, this direct access to the loudspeakers might
not be available in every venue.
In case these two “best options” are not realizable, a less opti-
mal workaround is possible, assuming the venue is equipped
with SSW: the HOA signal can be decoded to a virtual
loudspeaker array created within the SSW system. The
obvious way would be recreating the production venue’s setup
as a virtual loudspeaker dome in SSW. The alternative way
would be to render the HOA in a last step of the production
process to a virtual setup matching the loudspeakers in the
playback venue, as if it would be rendered for direct HOA
playback. Unfortunately, either way requires two layers of
virtualization which can result in a significant degradation of
localization compared to other workflows. Although the latter
solution might appear needlessly complicated (as virtual point
sources would be positioned at actual loudspeaker positions),
this might be worth trying for the reward of a less colored and
more stable soundfield.
A factor to be taken into account for scene based audio
is the listening position, which can vary greatly depending
on the size of the venue and space occupied by projectors
or similar. While in theory the sweet spot – the “perfect
reconstruction area” – for Ambisonics is very small, listener
feedback suggests a satisfying listening experience and stable
scene perception in an extended radius outside the sweet spot,
specifically when working with Higher Order Ambisonics
(Frank and Zotter, 2017).
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2.3. Channel based production
The production workflow with a channel based approach
differs significantly from those discussed previously. It is
assumed that the production will be played back on a known
loudspeaker array. Sounds might be distributed over several
speakers using e.g. Vector Base Amplitude Panning (VBAP)
after Pulkki (1997), or they might be static using dedicated
loudspeakers for the different sonic objects (which in fact
means utilizing the playback system as a “loudspeaker orches-
tra” in the tradition of spatialized electro-acoustic music; cf.
e.g. Brech and Paland 2015; Voit 2014). Either way such a
production benefits greatly from a High Density Loudspeaker
Array (HDLA) with 20+ loudspeakers.
Advantages of a HDLA channel based approach are the
very precise localization of sounds with clearly localizable
auditory objects, virtually no spatial blur, no sweet spot
restriction (if no panning is applied), and perfect control
of spatialization assuming there is a sufficient number of
loudspeakers available.
Of course, in less avant-garde environments, “channel based
production” usually refers to material produced in and for a
well-defined comparatively sparse array, like Auro-3D 9.1.
The latter or similar 3D Audio systems can be classified as
“surround with height”, with one sole height layer above ear
level, and with the height loudspeakers typically situated ver-
tically above the ear-level loudspeakers, which complicates
triangular panning like VBAP and leads to unstable phantom
sources / auditory objects at the sides, rear and height (for a
list of channel based systems see ITU-R BS.2051 2018). The
advantage of a 3D 9.1 or similar approach would be at least
the availability of production facilities.
However, since there is no standardized loudspeaker array for
planetariums, playback for channel based fulldome produc-
tions is difficult. Ideally a channel based production would
mean to produce directly at the location, i.e. in the planetarium
dome. This is very unlikely because of time constraints of
a running planetarium, and furthermore this would lead to a
production playable just in one particular planetarium. So it
comes back to the task of matching a channel based studio
production – be it common 3D 9.1 or fancy 33.2 – to a
different loudspeaker array.
A rather pragmatical way of dealing with non-matching loud-
speaker setups would be choosing the “nearest to perfect”
loudspeakers from the array. Here the task would be – similar
to playing back decoded HOA – to get direct access to the
loudspeakers. And the significance or insignificance of spatial
errors and coloration introduced by the utilization of a non-
ideal setup are hard to predict.
A practical approach to adapt a channel based spatial produc-
tion to different playback systems is to render the channels
within the respective playback system (like SSW or HOA)
as virtual loudspeakers. In theory this would preserve the
spatial and sonic properties of the production, but in practice
some advantages of channel based production might get lost
as spatial blur and coloration of the virtual loudspeaker system
are introduced.
3. Storytelling and formal considera-
tions in spatial audio
A common assumption in content production for so called
“immersive media” is that they facilitate a deeper experience
of immersion and stronger emotional impact compared to
conventional audiovisual media (see e.g. Hahn 2018; Uhrig
2015). While it is widely believed that the immersive expe-
rience provided by media like fulldome, 360◦ video or VR
might be explained by an enhanced “realism”, it should be
noted that this technically mediated realism – specifically with
fictional content – is basically different from the real-world
experience, as the audience is always aware of its fictional
nature however strong its emotional impact might be; Carroll
coined the term paradox of fiction (Carroll, 1990; Voss, 2009).
Following Ijsselsteijn et al. (2000), presence – a more specific
description of the immersive experience – can be understood
as feeling present in a mediated environment and losing
awareness of the technological medium involved. Thus an
objective of media production for fulldome would be enhanc-
ing the audience’s immersion and experience of presence in a
virtual space – realistic or not – by technical means.
But what creates a believable and effective virtual auditory
environment, both in fulldome productions and in other media
such as VR and cinema? Lennox et al. (2001) argue that
realism is based not solely on the directionality of sound
and geometrical representation of space, but rather on the
relationship between sound objects and their environment, i.e.
their sonic context.
Spatial audio systems, for their advanced options to arrange
and direct auditory objects in space, bring added spatiality
to storytelling, being a powerful tool for better directing the
audience’s attention and increasing presence, according to
Hendrix and Barfield (1996).
Barrett (2010) states that a technically sophisticated spatial
audio system – her example being Higher Order Ambisonics
– facilitate realism beyond sheer listener envelopment and
might be capable of even “breaking the paradox between
reality and fiction”.
And Ijsselsteijn et al. (2000) note spatial sound as a conveyor
of sensory information that increases presence depending on
fidelity and extent of auditory events. These sound properties
do not necessarily mean real-world accuracy.
According to Grimshaw (2014), immersion is further im-
proved via referencing other senses (touch, smell, taste)
through sound: “A visually rendered corpse alone may not
trigger an olfactory sensation of decay, but the sound of
buzzing flies and wriggling maggots around it has a much
greater potential to do so. [...] Although a realistic virtual
soundscape may (virtually) reflect its reality counterpart, the
lack of audio input compensating for other sensory modalities
creates an incomplete experience, lacking immersion and,
ironically, appearing unrealistic.” (Grimshaw 2014: 368)
Lennox et al. (2001) talk about creating a sound hierarchy:
“my space”, “adjacent space” and “distant space”, with the
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first containing the closest and most urgency-filled sounds,
the second being less relevant in terms of urgency or threat to
the listener, but having the potential to move into their close
space, and distant space providing the least amount of threat
and requiring the least amount of localization to be believable
(cf. Hall’s well-established concept of social distances, see
Hall 1969). Context is hereby a requirement for the ability
to employ selective attention to distinct objects and features,
and the authors speak of “selective inattention” with respect
to background information in the environment, required in
order to detect consistency or inconsistency in space. Like-
wise, Dalton and Fraenkel (2012) investigate “inattentional
deafness”, describing the effect of not consciously perceiving
a sonic event if the attention is captured by a different part
of the auditory scene. Nonetheless, one can expect that the
“overheard” elements of the auditory scene have an emotional
impact as well (Bargh, 1988).
Movement is also an important source of information and can
be expressed not only by change in location, but also through
spectral changes like high-frequency comb filtering (Lennox
et al., 2001). Consequently, movement should be considered
as a key element of a compelling spatial audio production (cf.
Karadog˘an and Go¨rne 2019).
Spatial sound productions in planetariums allow for novel ap-
proaches to storytelling. Cinematography for such a medium
brings challenges such as the audience’s orientation in space
or the risk of disorienting and making the viewers sick through
jump-cuts and sudden panning because of the fact that the
viewers’ field of view is enveloped, unlike with traditional
screens (Yu et al., 2007).
The role sound plays and its relationship to the visuals are
also in question. One of the tasks sound can fulfill is directing
the audience’s attention via auditory cues. Although this is a
common stylistic device in film sound design (Go¨rne, 2017) it
is crucial for sound design in fulldome video (and comparable
to other immersive media like VR or 360◦ video) because of
the visual envelopment, even though the viewers are rather
stationary in this case, encouraged to lean back their chairs
and being set up in a way that creates roughly the same
preferred spot of viewing (even if from different directions).
An experiment done by Sheikh et al. (2016) employed 360◦
video and stereo sound to divert attention from the main
characters to a third person in the scene, employing a variety
of means (gestures from characters, the main characters
addressing the viewer directly, another person walking to the
target): “Audio cues have the advantage that no assumption
is made about the viewer’s focus of attention at the time of
the cue. Even without fully spatialised audio, the use of sound
also alerts the viewer that there is something to see; with the
visual cue alone, participants sometimes followed the cue, but
not as far as the target. When both audio and visual cues were
used, all participants saw the target.” (Sheikh et al., 2016)
Sound can be tied to the picture in a straightforward (hyper-)
realistic fashion, or it can act independent from it, which
French (2018) claims to increase extended presence in full-
dome productions through viewer participation and exchange
with the medium and its different sound layers and objects
(for an extended discussion on sound/image relations in film
see Go¨rne 2017).
An example of an approach that tries to go one step further,
taking advantage of the capabilites of a planetarium, is an
audio-visual piece produced by some of the authors in 2018. It
was attempted to employ a unique storytelling approach: half
of the production was meant to be experienced with the eyes
closed, to communicate events from the story via flashes of
light and color and basic geometric shapes that simulate what
we normally perceive visually in that state. As this approach
has its limitations due to the default brightness of the video
projection when displaying pure black (which makes it hard
to simulate directional light and shapes), spatial sound was the
principal medium conveying the story, but the light did have
an interesting function in maintaining a visual connection to
the medium. The second half of the piece was realized as a
conventional fulldome video with spatial sound.
The concept was to put the audience in the shoes of someone
“blindly” going through his or her last day before suffering a
car accident, at which point an experience of the “afterlife”
or an altered reality, reassembled from bits and pieces of
the last day’s memories, was introduced. In between, the
“transitioning” was marked by a star projection using the
planetarium’s Carl Zeiss Universarium Projector.
4. Case studies
In 2018 and 2019, two evening programs under the title
“Equinox” were produced at HAW Hamburg’s Immersive
Audio Lab (IAL) for screening at Planetarium Hamburg. They
consisted of several distinct fulldome productions with spatial
audio. Most tracks were produced in 7th order Ambisonics
while two were produced using a channel based approach.
Fig. 1: Situation at IAL (without ring 0 / floor loudspeakers).
The production system at IAL is an 33.2 array arranged
in 5 height layers with ring 1 being at ear level (Fig. 1,
Table 1). The array layout was designed to accommodate
not just HOA beyond 6th order in half-space but also a
wide range of channel and object based audio coding formats
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Ring Height Diameter Channels
0 −1,0 m 6,5 m 4
1 0 m 8,0 m 8
2 +1.2 m 6,5 m 8
3 +2.4 m 6,5 m 8
4 +3.5 m 4 m 4 + 1 (VoG)
Tab. 1: IAL array layout, height relative to ear level.
including setups commonly used in sound art and electro-
acoustic music; for details see Kessling and Go¨rne (2018).
The playback system at Planetarium Hamburg is a 60.4 array
arranged in 4 height layers plus one layer solely for the “Voice
of God” loudspeaker, with a dense array in the horizon ring
(nominally ear level) and rather sparse in the height layers
(Fig. 2, Table 2).
Fig. 2: Planetarium Hamburg. Note the dense horizon array (ring 1).
Ring Height Diameter Channels
1 0 m 20.6 m 36
2 +4.0 m 19 m 11
3 +7.3 m 14.5 m 8
4 +9.5 m 7.9 m 4
VoG +10.3 m – 1
Tab. 2: Planetarium Hamburg array layout (level 1 at nominal height
of 0 m equals the synthesized ear level by the SSW system; actual
height is some 1...2 m above the listeners’ heads).
In addition to the screenings at Planetarium Hamburg, the pro-
ductions were also submitted to the 12th and 13th Fulldome
Festival Jena Student Competition. Therefore they had to be
prepared for two different playback systems.
In 2016 one of the authors produced a fulldome video utiliz-
ing a SpatialSound Wave system at Hochschule Darmstadt’s
Soundscape & Environmental Media Lab (SEM). The SEM-
Lab is equipped with a flexible and mobile loudspeaker array
which at the time consisted of 24.2 loudspeakers. This
production was shown at the 10th Fulldome Festival Jena
Student Awards. It was also adapted in 5.1 for screening at
a mobile fulldome tent at Hessentag 2017.
4.1. SSW content
This is the most straightforward approach, assuming the
planetarium has SSW installed.
The external spatialization of sounds makes the system
beginner-friendly. In contrast to technologies like
Ambisonics, no deeper understanding of underlining
principles is needed to set up a session for spatialization. The
user can connect her or his mobile device to the renderer and
control all sound sources at once, which makes it very easy to
spatialize pre-produced mono tracks – representing the sound
objects – from inside the planetarium.
While this approach is very versatile for live applications,
it has disadvantages in linear productions such as fulldome
video. Movement can only be recorded in real-time, and the
automation of movement cannot be edited as it is common
in DAW software. This makes operations such as deletion,
copy-pasting and adjustments time consuming and imprecise.
Time constraints are therefore a big factor if the producer
is spatializing her or his pre-rendered sound sources in the
planetarium. If the studio used for the production is not
equipped with its own SSW renderer, some of the other
workflows discussed might be advisable.
The playback of SSW productions in other venues with SSW
systems is relatively easy. However different room sizes might
make sound adjustments necessary. Since they are transmitted
as separate mono channels, each of the different sound objects
can still be adjusted in volume and with effects like e.g.
equalization, which is not the case for other approaches such
as Ambisonics. The transfer in the form of multiple mono
files is also susceptible to mistakes by both the producer and
the planetarium technicians. It is crucial that a shared naming
convention for all files should be discussed beforehand.
If the production is to be shown in a venue without a SSW
system it is possible to pre-render the audio channels for the
respective playback system. This is achieved by configuring
the SSW renderer in the studio with the speaker positions of
the venue and recording its outputs. However, this requires
changing the routing of the studio and knowledge of the exact
speaker positions of the venue. It is also a real time process.
Changes during sound check are not possible anymore.
While rendering for other formats such as 5.1 is theoretically
possible, in the case of our production playback on this much
smaller horizontal array could not achieve a good represen-
tation of localization and sound. To preserve the artistic
intent, a dedicated manual remix/downmix for this format
would be preferred. Further experiments with productions in
Ambisonics would be of interest.
4.2.Higher Order Ambisonics (HOA) content
4.2.1. Producing and playing back in HOA
This is the second most straightforward approach, as produc-
ing with an open system like HOA is very convenient.
HOA productions were made using Cockos Reaper DAW and
the Ambisonics plug-in suite developed by Zotter et al. and
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Rudrich at IEM (Institute of Electronic Music and Acoustics)
Graz (Frank et al., 2015; Rudrich, 2018; Zotter and Frank,
2012). The IEM StereoEncoder was our primary plug-in
to pan channels and write automation for spatial movement.
Productions were made in 7th order to take advantage of the
full spatial resolution of the IAL loudspeaker dome.
For the presentation in March 2019 we configured IEM’s
AllRADecoder with the planetarium’s speaker positions, ren-
dering the signals for the loudspeaker array in Hamburg
planetarium, and connected our playback laptop via Dante,
short-cutting the renderer in the venue and directly feeding
the pre-produced loudspeaker signals to the playback system.
This experiment basically worked quite well, as can be
expected with a system-agnostic format like HOA.
However, the perceived locations of auditory objects might
be displaced drastically due to precedence effect if single
loudspeakers are too close to the audience – a factor we found
to be of special importance in planetariums: The seats close to
the “rear” wall of a planetarium with the lowest loudspeakers
very close above can be considered the worst seats in the
venue, where it might happen that the audience perceives
everything behind and above the head due to precedence
effect. Of the approaches discussed here Ambisonics can
be expected to suffer the most from this effect, since all the
loudspeakers are contributing equally to the sound field even
if just a single point source is rendered.
Disregarding speakers that are too low and too close, thus
utilizing just a smaller slice of the system, increases the dis-
tance to the nearest speakers for these seats and thus possibly
prevents the precedence effect at these positions. Even though
the utilization of less speakers might result in a lower effective
Ambisonics order and therewith a smaller listening area and
lower spatial resolution, we found that trading off Ambisonics
order against precedence effect by practically switching off
loudspeakers helps to even out the listening experience for
all seats of a planetarium. Experimenting with the lowest
loudspeakers (i.e. the horizon ring) combined with careful
listening at different seats in the venue is greatly encouraged.
An alternative might be to keep the seats close to the room
boundaries unoccupied.
4.2.2. Adapting HOA to SSW
As easy as it is to render HOA content for the loudspeaker
array of the playback venue, as complicated it gets when HOA
has to be played back via SSW. This might be necessary if
the venue’s signal routing cannot be restructured and direct
loudspeaker access is not available before the show. We
realized the HOA/SSW adaptation in March 2018 at Plane-
tarium Hamburg and for both screenings at Planetarium Jena.
Basically two workflows can be implemented:
1. decoding HOA to the loudspeaker array in the planetar-
ium (which then would be substituted with fixed SSW
objects),
2. creating SSW sound objects representing the
loudspeaker positions of the production venue,
Both options utilize SSW as a static playback system, where
movement of auditory objects is implemented in the HOA
signal. The first option is similar to rendering directly for
the loudspeakers in the planetarium, with an extra SSW
processing stage in between, which seemed to be rather
inelegant. We therefore opted for the second approach,
creating a virtual IAL loudspeaker dome from SSW objects
in the planetarium. It turned out that the “bottleneck” of
multiple format conversions (sound object→ HOA encoding
→ HOA decoding → SSW encoding → SSW decoding) led
to a substantial spatial imbalance, so that the content had to
be remixed for the final presentations with a specific focus on
loudness of auditory objects above the horizon ring. Another
problem is the decreased number of virtual loudspeakers
available. Even though SSW can synthesize 32 sound-objects
at once, the setup in both planetariums allowed to use only
24 of them. This was a significant degradation of spatial
resolution from the 33 loudspeaker array at IAL.
4.3. Channel based content
Here, “channel based production” refers to pre-produced
material that has been rendered within a specific loudspeaker
array like Auro-3D or similar, with one exception described
below. Direct playback of such material is possible only if
a subset of the loudspeaker array in the planetarium matches
the original production array, at least approximately (which
for example is not working for Auro 9.1 playback in Hamburg
planetarium).
4.3.1. Live spatialization
A workflow similar to the customs of sonic art and electro-
acoustic music is the live spatialization of more or less pre-
produced tracks, the presentation being a live performance
and the loudspeaker array used as a “spatial diffusion system”
or “loudspeaker orchestra”. If the venue has a system like
SSW with its capabilities of live processing installed, then
the pre-production would typically be channel based, where
during the live event the channels are treated as sonic objects.
4.3.2. Adapting channel based material to SSW
This adaptation is similar to our approach of adapting HOA
to SSW, but with a significantly lower number of virtual
loudspeakers (e.g. 9 or 11 for Auro-3D content) implemented
as SSW objects. Hence the spatial impression is less stable,
and possible aberrations of the virtual loudspeakers tend to
have a larger impact.
4.3.3. Adapting channel based material to HOA
Adapting a standard 3D Audio production to HOA is simi-
lar to adapting to SSW. However, in our experiments with
productions for Hamburg planetarium, we also dealt with
channel based productions in our in-house 33.2 format, which
then were rendered as 7th order HOA to achieve system
compatibility. Results were quite satisfactory; there was no
obvious difference between generic channel based and generic
HOA material when rendered as HOA for the planetarium
loudspeaker array.
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5. Conclusion
Fulldome productions benefit greatly from spatial audio. Our
experiments with dedicated spatial audio compositions and
sound designs for fulldome video have been received very
positively by the audience, independent of production and
playback formats. The extended storytelling options and
enhanced immersive experience of spatial audio for fulldome
by far outweigh practical issues and more or less complex
workflows.
The Fraunhofer SpatialSound Wave system has become a
de facto standard in this niche. If a studio equipped with
SSW is available, producing in this format makes playback
in planetariums with SSW straightforward. However, this
requires spatialization outside the DAW with its convenient
editing features, and limits the distribution to venues with
SSW systems.
For playing back channel based content in planetariums there
are several options; however, all of them require some prepa-
ration. Channel based material with a rather low spatial
resolution and a low number of channels like 9.1 might be
presented as “surround with virtual height”, but due to the few
virtual height loudspeakers issues with sound coloration and
with spatial resolution can be expected. Of course, such a
“3D” format would still be an advantage over the common
stereo or surround playback in the venue, yet immersion,
presence and emotional impact might not be as impressive as
one would expect from spatial audio.
Producing in HOA provides the producer with a rather famil-
iar workflow similar to conventional audio productions when
compared to SSW. Furthermore, HOA leaves all options of
distribution open, as the playback venue does not need to have
an Ambisonics system installed. Preparing a HOA production
for playback in a remote venue is uncomplicated: in case
the venue is not equipped with a HOA rendering system, the
producer simply needs the geometrical data of the playback
array to render loudspeaker signals for the specific venue (and
then the only technical obstacle to overcome would be finding
a way to feed signals directly to the loudspeakers).
If the production was made in HOA then of course HOA
playback is advisable, as the adaptation to a system like
SSW indeed is possible, but likely leads to degradation of the
content.
A yet still pending experiment for the production of HOA
material is the virtual spatialization in the studio utilizing
binaural rendering in HOA instead of the loudspeaker dome.
A production environment like this could make fulldome
productions realizable even for smaller studios. We expect
promising results, especially when personalized HRTFs are
incorporated.
The choice of technology thus depends on the requirements
of the fulldome production itself: on the venues where it will
be shown (only one particular planetarium, only planetariums
with SSW, other loudspeaker arrays outside of the fulldome
niche), and finally if it will be edited for other distribution
channels such as 360◦ video or VR.
One last remark on the production of spatial audio content: in
conventional music, audio drama or sound design productions
it is very common to think of sound production and “spatial-
ization” (typically in form of a stereo or surround mix) as
independent production steps. However, from our experience
this does not apply to spatial audio, as the spatialization
here becomes a substantial part of the artistic process (see
e.g. Karadog˘an and Go¨rne 2019). There is a remarkable
difference between a workflow where the sounds are produced
in a conventional studio and then “mixed” in the loudspeaker
dome, and a workflow where the composition is made in and
for the immersive environment.
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