Grinberg Theorem, a necessary condition only for planar Hamiltonian graphs, was proved in 1968. In this paper, using the cycles in a cycle basis of a simple connected graph to replace the faces in planar graphs, we give a new proof of the equality ′ − 2 ′ | | =3 = V − 2 in Grinberg Theorem, where ′ is the numbers of faces of degree i. This result implies that Grinberg Theorem based on cycle bases can be extended to survey Hamiltoncity of simple connected graphs.
Introduction
In 1968, taking a Hamiltonian cycle on the plane as a Jordan curve [1] , Emanuel Grinberg analyzed the relations between interior faces and outer faces along the curve and generated an equality, called Grinberg formula or Grinberg criterion. This result is a well-known necessary condition for planar Hamiltonian graphs which was named Grinberg Theorem:
Grinberg Theorem Let G be a planar graph of order with a Hamilton cycle C.
− ′′ ) = 0, where ′ and ′′ are the numbers of faces of degree i contained in inside C and outside C, respectively.
In the original proof of the theorem [1] , the given graph G is a planar graph consisted of elementary cycles which were partitioned into interior and outer faces. So, from the theorem it is easy to derive the following the equality associated with interior faces:
Clearly, the equality 1.1 holds only for planar graphs. Although some specia l graphs have been studied [2, 3, 4] on the extension of Grinberg Theorem, it is unknown for simple connected graphs.
In this paper, we induce the cycles of a cycle basis to analyze the combinatorial structure of the simple connected graphs according to the Inclusion-Exclusion Principle, substitute interior faces with these cycles under the condition that the given graph is Hamiltonian, and derive the same as the equality 1.1 . This result implies that we obtain a new extension of Grinberg Theorem:
Definitions
The graphs considered in this paper are the finite, undirected, connected and simple graphs. A graph G = (V, E) is a nonempty set V of elements called vertices, together with a set E of two element subsets of V called edges. A walk is a finite alternating sequence of vertices and edges that begins and ends with two distinct vertices, such that each edge is incident with the vertices preceding and following it.
No edge appears more than once in a walk. A closed walk in which no vertex (except the beginning and ending vertex) appears more than once is called a cycle (that every vertex in a cycle has degree two). A cycle that contains every vertex of a graph is 
The proof of Theorem 1.1
Proof Let G be a Hamiltonian graph and F a cycle basis of G. ∈ F is referred to a cycle (an interior face in Grinberg theorem) of order i ≤ V .
denotes the number of and F the number of F. Therefore, we have
Since the union of the whole cycles (both vertices and edges) in a cycle basis is the given graph itself, then the number of all vertices of the given graph equals to the cardinality of this union, that is
By inclusion-exclusion principle, we have that
Note that in G every Hamiltonian cycle can be represented by the symmetric difference of a set of cycles in a cycle basis of G and the union of every pair of disjoint cycles is null. Let V ∩ V denote the item of that the value of the intersection of every pair of joint cycles is 2. Then, we rewrite the equality (3.2),
Since V ∩ V = 2 and the number of pair of joint cycles is F − 1, then we have
is the sum of all subsets of vertices, that is .
3.6
Using the equality (3.4) and (3.6) to substitute the correspondent items in the equality
Rearranging the expression gives:
3.8
Particularly, in the case of a planar graph, we can replace with interior faces ′ and obtain,
3.9
Hence, the equality (3.9) is same to the equality (1.1) that completes the proof. ∎
Discussions
In this paper, we show that Theorem 1.1, as a necessary condition, can be extended to survey Hamiltoncity of simple connected graphs. However, since that the given graph is a Hamiltonian, the value of the intersection of every pair of joint cycles is 2, denoted by V ∩ V = 2 in our proof; when further investigating this intersection, one could find two different combinatorial structures satisfied V ∩ V = 2 .
Analyzing this difference will not only clarify the reason for Grinberg Theorem to be a necessary condition but also result in a new necessary and sufficient condition of Hamiltonian graphs.
