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Resumen
En este documento se propone un algoritmo de optimizacio´n basado en el movimiento de part´ıculas
con caracter´ısticas de vorticidad. Uno de los principales problemas que se presenta en optimiza-
cio´n es la convergencia temprana a mı´nimos locales. El algoritmo propuesto emplea un modelo de
part´ıculas activas con desplazamientos circulares lo cual permite escapar de mı´nimos locales. Tam-
bie´n se realiza un ana´lisis del modelo seleccionado, comprobando mediante simulaciones que los
resultados obtenidos son consistentes con el comportamiento del sistema. El algoritmo propuesto
se probo´ en casos esta´ndar obteniendo un desempen˜o satisfactorio.
Palabras clave: Optimizacio´n, enjambre de part´ıculas, vorticidad.
Abstract
This document proposes an optimization algorithm based on the motion of particles with vor-
tex behavior. A main disadvantage in optimization is the early convergence to local minima. The
proposed algorithm uses an active particle model with circular behaviors, which allows escaping
from local minima. An approximate analysis of the selected model was performed and it was ob-
served, via simulations, that the results obtained were consistent with the behavior of the system.
The proposed algorithm is tested on benchmark problems obtaining satisfactory performance.
Keywords: Optimization, particles, swarm, vortex.
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Introduccio´n
La optimizacio´n es un proceso presente en muchos aspectos de la vida donde se busque maximizar
utilidades o minimizar costos. La solucio´n de este tipo de problemas se puede tener desde diferentes
puntos de vista, presenta´ndose un fuerte v´ınculo desde la matema´tica puesto que proporciona
herramientas formales que permiten encontrar soluciones a estos problemas.
En la antigu¨edad una aproximacio´n al problema de optimizacio´n fue realizada por Apolonio de
Perge (262-190). El estudio de Apolonio se encontraba enfocado al ca´lculo de segmentos de longitud
ma´xima y mı´nima trazados respecto a conos de revolucio´n [1].
Un avance importante en el campo de la optimizacio´n lo realizan Isaac Newton (1642-1727) y Gott-
fried Leibniz (1646-1716) con el desarrollo del ca´lculo diferencial en el siglo XVII. Con esta teor´ıa se
emplean las derivadas para resolver problemas de ma´ximos y mı´nimos ampliando las aplicaciones
a diversas a´reas [2], [3]. Adicionalmente Leonhard Euler (1707-1783) desarrolla el ca´lculo de varia-
ciones, lo cual permite determinar mı´nimos de funcionales, es decir, funciones cuyos argumentos
tambie´n son funciones, permitiendo de esta forma abordar problemas ma´s complejos [1], [2].
Otro aporte significativo en el campo de la optimizacio´n lo realiza Joseph Louis Lagrange (1736-
1813) proponiendo un criterio para la solucio´n de los problemas de optimizacio´n. Si el sistema de
ecuaciones proporcionado por el criterio de Lagrange tiene un nu´mero finito de soluciones, entonces
es posible encontrar una solucio´n optima [1]. Por su parte Jean Baptiste-Joseph Fourier (1768-
1830) mostro´ aproximaciones intuitivas a me´todos de optimizacio´n actualmente considerados en la
programacio´n lineal [1].
Sobre la programacio´n lineal esta aparece en Inglaterra en 1943 como la necesidad de optimizar
recursos militares a fines de la Segunda Guerra Mundial. Al respecto, el criterio de Lagrange
sirvio´ como punto de partida sin embargo este no es aplicable cuando el sistema de ecuaciones
de Lagrange tiene un conjunto infinito de soluciones, como en el caso de la programacio´n lineal
donde su solucio´n se determina mediante el me´todo simplex propuesto por George Bernard Dantzig
(1914-2005) en 1947 [1], [2].
Finalmente desde 1945, con el desarrollo de las computadoras, se ampl´ıa la aplicacio´n de los pro-
cesos de optimizacio´n en diferentes campos [1]. Desde este enfoque se tienen me´todos denominados
cla´sicos la mayor´ıa basados en el ca´lculo de derivadas y tambie´n me´todos heur´ısticos los cuales en
buena parte son inspirados en la naturaleza como lo es el comportamiento colectivo de individuos
tambie´n denominado enjambre. Uno de los problemas significativos en los algoritmos de optimi-
zacio´n consiste en la convergencia a mı´nimos locales. La propuesta presentada en este documento
busca encarar esta problema´tica realizando procesos de dispersio´n luego de presentarse la conver-
gencia a un punto mı´nimo. Una forma de lograr la dispersio´n consiste en los movimientos circulares
que puede presentar un enjambre de part´ıculas, por lo cual, bajo este enfoque se propone un al-
goritmo de optimizacio´n basado en un modelo de enjambre con comportamiento de vorticidad que
permita escapar de mı´nimos locales y de esta forma ampliar la capacidad de encontrar un mı´nimo
global.
2 Contenido
La organizacio´n del documento consiste en la descripcio´n del proyecto en el Cap´ıtulo 1 donde se tiene
la justificacio´n, objetivos y antecedentes. En el Cap´ıtulo 2 se presenta el marco teo´rico revisando en
primer lugar los conceptos matema´ticos de optimizacio´n y posteriormente el me´todo de optimizacio´n
basado en enjambres de part´ıculas. En el Cap´ıtulo 3 se realiza una revisio´n sobre los diferentes
modelos de part´ıculas con caracter´ısticas de vorticidad. Posteriormente en el Cap´ıtulo 4 se efectu´a
la seleccio´n del modelo donde se busca tener una expresio´n compacta con pocos para´metros. Luego
en el Cap´ıtulo 5 se desarrolla un ana´lisis aproximado del modelo para observar las caracter´ısticas
del mismo. Posteriormente en el Cap´ıtulo 6 se realiza un conjunto de simulaciones que permiten
apreciar de forma cualitativa el comportamiento del modelo propuesto. Posteriormente se describe
el algoritmo de optimizacio´n en el Cap´ıtulo 7 donde tambie´n se realiza una propuesta para la
seleccio´n de para´metros. Luego de tener definido el algoritmo en el Cap´ıtulo 8 este se prueba en
diferentes casos cla´sicos teniendo resultados cualitativos correspondientes a figuras que muestran
el comportamiento del algoritmo y resultados cuantitativos donde se observa el desempen˜o del
algoritmo propuesto mediante un ana´lisis estad´ıstico. Finalmente se presentan las conclusiones de
los resultados y trabajos futuros.
Contribucio´n
La principal contribucio´n de este trabajo consiste en la propuesta de una estrategia de optimizacio´n
que permite escapar de mı´nimos locales ampliando de esta forma las capacidades de bu´squeda para
encontrar mejores valores de la funcio´n objetivo.
El algoritmo propuesto utiliza de forma alternada procesos de convergencia (explotacio´n) y dis-
persio´n (exploracio´n). Para esto se emplea un modelo de enjambre que permite tener movimientos
lineales y circulares de las part´ıculas. Con este enfoque los movimientos lineales se utilizan para la
convergencia mientras que para la dispersio´n se emplean movimientos circulares.
La propuesta del algoritmo se realiza considerando el ana´lisis y simulaciones del modelo seleccionado
el cual fue tomado de la literatura donde se utiliza para la descripcio´n del movimiento de algunos
seres vivos.
De los ana´lisis realizados al modelo se establece la velocidad de las part´ıculas como tambie´n el
radio de giro y la configuracio´n de para´metros para lograr un comportamiento similar al me´todo del
gradiente en la fase de convergencia y una dispersio´n en forma circular para la etapa de exploracio´n.
Adicionalmente, del ana´lisis realizado al modelo se propone una estrategia para la seleccio´n de
para´metros de tal forma que se puedan controlar las caracter´ısticas dina´micas del enjambre tanto
en el proceso de convergencia como de dispersio´n.
1. Descripcio´n del proyecto
1.1. Justificacio´n
Los procesos industriales que en general involucran actividades de disen˜o, distribucio´n, asignacio´n,
secuenciacio´n y produccio´n suelen requerir herramientas de optimizacio´n para lograr una mayor
precisio´n, exactitud y eficiencia [4], [5]. Esto muestra la importancia de tener adecuados me´todos
de optimizacio´n que atiendan las aplicaciones antes citadas.
Por otra parte, tal como se ha mencionado anteriormente, la naturaleza es fuente de inspiracio´n para
el desarrollo de algoritmos que permiten solucionar problemas en diferentes a´reas. En general, los
algoritmos desarrollados bajo esta perspectiva se han enfocado en problemas de optimizacio´n, siendo
de los ma´s representativos los algoritmos gene´ticos, la optimizacio´n basada en colonia de hormigas,
enjambres de part´ıculas y la quimiotaxis bacteriana [6], [7], [8]. Por otro lado, en el a´rea de la biolog´ıa
son de intere´s los modelos que describen comportamientos de seres vivos como aves, peces, hormigas
y bacterias, entre otros. Cuando se trata de comportamientos colectivos, es importante modelar
las interacciones presentes entre individuos con el fin de reproducir las conductas que describe una
congregacio´n de individuos [9]. Algunos estudios consideran el efecto del liderazgo de un individuo
[10], formas de organizacio´n [11] y mecanismos de prediccio´n [12]. En particular son de atencio´n
los denominados, comportamientos emergentes, distinguie´ndose el movimiento de enjambres de
individuos con la formacio´n de vortices y/o remolinos [13], [14]. Es importante resaltar que este
tipo de comportamiento en sistemas biolo´gicos proporciona la capacidad de evadir obsta´culos y
depredadores [15].
Dicha capacidad corresponde a comportamientos que presentan los enjambres de individuos como
aves y peces, y que pueden ser empleados en procesos de bu´squeda [16]. Un ejemplo de lo anterior
puede verse en [17], donde se describe un modelo general para enjambres con la capacidad de evadir
obsta´culos. Otro ejemplo se aprecia en [18] donde se realiza una revisio´n de diferentes estrategias
de bu´squeda en la naturaleza tales como cooperacio´n natural, comportamiento grupal y formas de
comunicacio´n las cuales pueden ser empleadas en algoritmos de optimizacio´n.
Lo anterior evidencia que es posible proponer algoritmos para la solucio´n de problemas en ingenier´ıa
con modelos de enjambres ya desarrollados y explotar estas ventajas en procesos de bu´squeda. En
particular se busca desarrollar un algoritmo basado en enjambres de part´ıculas que permita tener
una mejor exploracio´n del espacio de bu´squeda de tal forma que se evite la convergencia temprana
a mı´nimos locales.
1.2. Identificacio´n del problema
Una de las grandes limitaciones del proceso de optimizacio´n cuando se tienen ecuaciones no lineales,
es la dificultad de garantizar la optimalidad global, ya que esto so´lo es posible cuando se tienen
funciones objetivo convexas definidas sobre regiones factibles tambie´n convexas [19].
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Una limitacio´n que presentan los algoritmos de optimizacio´n consiste en la convergencia temprana
a mı´nimos locales resultando en soluciones sub-o´ptimas [20], [21], [22], [23], [24]. La convergencia
temprana tiene el efecto de reducir el espacio explorado disminuyendo la posibilidad de encontrar
un mejor valor de la funcio´n objetivo [25].
Aunque los algoritmos de enjambres de part´ıculas han tenido buena aceptacio´n y prometen ser una
buena herramienta en optimizacio´n [26], estos, por el momento, tienden a presentar convergencia
temprana en mı´nimos locales [27], [28], [29], como tambie´n un bajo desempen˜o cuando se realiza
una mala seleccio´n de sus para´metros [30], [31].
1.3. Alcance
Con el desarrollo de este proyecto se busca proponer un algoritmo de enjambre de part´ıculas donde
se incorpora una dina´mica o comportamiento novedoso del enjambre. De esta forma se busca
contribuir en los problemas de optimizacio´n, proporcionando un nuevo enfoque para escapar de
mı´nimos locales de tal forma que se tenga una mejor exploracio´n del espacio de bu´squeda evitando
el estancamiento.
El alcance de este trabajo considera la optimizacio´n mono-objetivo de funciones de varias variables
sin restricciones. El problema de optimizacio´n que se aborda, segu´n [25] consiste en que dada una
funcio´n:
f(~x), f : Rn → R (1-1)
se busca ~w ∈ Rn tal que f(~w) 6 f(~x), ∀~x ∈ Rn.
1.4. Objetivo general y objetivos espec´ıficos
1.4.1. Objetivo general
Desarrollar un algoritmo de optimizacio´n basado en enjambres de part´ıculas con comportamiento
de vorticidad que permita evadir mı´nimos locales.
1.4.2. Objetivos espec´ıficos
Identificar y seleccionar el modelo de enjambre ma´s adecuado para la aplicacio´n propuesta.
Desarrollar el algoritmo de optimizacio´n basado en enjambres de part´ıculas con comporta-
miento de vorticidad.
Definir casos de aplicacio´n esta´ndar (Benchmark) con sus respectivas me´tricas de desempen˜o.
Evaluar el algoritmo propuesto en los casos de aplicacio´n esta´ndar y comparar su desempen˜o
con otros algoritmos de optimizacio´n PSO.
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1.5. Antecedentes
En la presente seccio´n se desarrolla el contexto general de la propuesta abordando los aspectos ma´s
relevantes. En primer lugar, se revisa una posible clasificacio´n de los algoritmos de optimizacio´n.
Luego se observan algunos algoritmos bio-inspirados de optimizacio´n, como tambie´n estrategias
para evadir mı´nimos locales. Posteriormente se revisan algunos comportamientos de enjambres y
su aplicacio´n en el desarrollo de algoritmos de optimizacio´n. El comportamiento de intere´s en esta
propuesta consiste en el movimiento circular de individuos; por lo cual, en la parte final se revisa
el concepto de vorticidad como tambie´n modelos de enjambres de part´ıculas que presentan este
comportamiento y aplicaciones de este concepto.
1.5.1. Optimizacio´n
Segu´n el dominio de aplicacio´n del algoritmo de optimizacio´n se puede tener la siguiente clasifica-
cio´n:
Variable independiente: Continua, discreta, una o varias.
Funcio´n objetivo: Continua, discreta, una o varias.
Con o sin restricciones.
La funcio´n objetivo la cual puede ser lineal o no lineal se encuentra sujeta a restricciones de
desigualdad, igualdad, tanto para variables continuas, como para variables discretas.
En el caso de tener una funcio´n objetivo lineal y restricciones lineales se presenta el caso de pro-
gramacio´n lineal (Linear Programming LP). Por lo general en este tipo de problemas se emplea el
me´todo SIMPLEX para su solucio´n. En el caso de tener variables discretas aparece la programacio´n
lineal mixta (Mixed Linear Programming MILP) [32].
Cuando se trabajan variables continuas y adema´s la funcio´n objetivo o algunas de las restricciones
no son lineales se tiene el problema de programacio´n no lineal (Nonlinear Programming NLP). En el
caso de tener una funcio´n objetivo y restricciones diferenciables, los o´ptimos locales vienen definidos
por las condiciones de optimalidad de Kuhn-Tucker. Cuando el problema de programacio´n no lineal
considera variables discretas se tiene la programacio´n no lineal con variables enteras mixtas (Mixed
Integer Nonlinear Programming MINLP) [32].
Un caso especial ocurre cuando no es posible establecer una estructura espec´ıfica del problema que
se esta´ tratando, en cuyo caso su solucio´n se aborda desde el concepto de modelo de caja negra.
En aplicaciones de optimizacio´n que emplean recursos computacionales se busca la solucio´n op-
tima con un costo computacional razonable. Bajo esta orientacio´n se puede tener una primera
clasificacio´n de los me´todos optimizacio´n como locales y globales. En primer lugar, los me´todos
locales permiten encontrar la mejor solucio´n en las inmediaciones de un punto inicial, hacie´ndolos
dependientes de este punto. La mayor´ıa de los me´todos locales utilizan la informacio´n del gradiente
imponiendo sobre el espacio de bu´squeda condiciones de continuidad y diferenciabilidad. Por otro
lado, los algoritmos de optimizacio´n global suelen ser independientes de la naturaleza del espacio
de soluciones y presentan la capacidad de atravesar el espacio de bu´squeda permitiendo encontrar
una solucio´n cercana al o´ptimo global. Dado que los me´todos globales suelen explorar de forma
exhaustiva el espacio de soluciones, estos algoritmos presentan demora en su convergencia [33].
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Considerando la anterior clasificacio´n general y su aplicacio´n a nivel computacional los algoritmos
de optimizacio´n se pueden clasificar como tradicionales (exactos) y heur´ısticos modernos [33]. Esta
clasificacio´n se puede apreciar en la figura 1-1. Los me´todos tradicionales trabajan sobre soluciones
parciales del problema aislando partes del espacio de bu´squeda sin examinarlas buscando el punto
o´ptimo de forma local. Como una alternativa a los me´todos tradicionales se tienen los me´todos
heur´ısticos, los cuales en su mayor´ıa se pueden considerar como globales ya que emplean mecanismos
espec´ıficos para evitar o´ptimos locales; sin embargo, no garantizan la convergencia al punto o´ptimo
obteniendo as´ı mu´ltiples sub-o´ptimos [33].
Te´cnicas de optimizacio´n
Me´todos tradicionales (exactos)
Me´todos heur´ısticos (modernos)
Sin restricciones Con restricciones
Lineal
SIMPLEX
No lineal
Ma´ximo descenso
Primeras derivadas
Gradiente conjugado
Segundas derivadas
Cuasi Newton
Davidon-Fletcher-Powell
Broyden-Fletcher-Goldfarb-Shanno
Penalizacio´n de funciones
Direcciones factibles
Direcciones factibles de Zoutendijk
Gradiente reducido generalizado
Programacio´n lineal secuencial
Programacio´n cuadra´tica secuencial
Basado en un individuo
Ascenso estoca´stico de colina
Recocido simulado
Basado en poblacio´n
Algoritmos gene´ticos
Evolucio´n diferencial
Colonia de hormigas
Quimiotaxis bacteriana
Enjambre de part´ıculas
b
b
b
b
b
l
l
l
l
b
b
bc
bc
bc
bc
l
l
l
l
l
l
l
b
Figura 1-1.: Clasificacio´n de te´cnicas de optimizacio´n.
De los algoritmos tradicionales basados en el ca´lculo de gradientes que no consideran restricciones
se tiene, en primer lugar, el me´todo del ma´ximo descenso. Dicho me´todo se encuentra basado en
la direccio´n dada por el ca´lculo del gradiente. Una mejora con la cual se elimina efecto de zigzag
se logra con el me´todo del gradiente conjugado el cual fue originalmente empleado para la solucio´n
de sistemas de ecuaciones lineales. De las te´cnicas que requieren conocer las derivadas de primer y
segundo orden (gradiente y hessiano) existen, en primer lugar, el me´todo de Newton. Una variacio´n
de este consiste en calcular el hessiano mediante derivadas de primer orden empleando informacio´n
de iteraciones anteriores (me´todo cuasi Newton). En segundo lugar, con el me´todo de Davidon-
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Fletcher-Powell (DFP) la inversa del hessiano se calcula con aproximaciones sucesivas a diferencia
del me´todo de Broyden-Fletcher-Goldfarb-Shanno (BFGS) donde se actualiza de forma iterativa la
matriz hessiana en lugar de su inversa [32].
Entre los algoritmos que consideran restricciones y emplean el ca´lculo de gradientes se encuen-
tran los siguientes: el me´todo de penalizacio´n de funciones (Penalty Function Method), el me´todo
de las direcciones factibles de Zoutendijk, el me´todo del gradiente reducido generalizado (Gene-
ralized Reduced Gradient GRG), el me´todo de programacio´n lineal secuencial (Sequential linear
programming SLP) y el me´todo de programacio´n cuadra´tica secuencial (Successive Quadratic Pro-
gramming SQP) el cual consiste en aplicar el me´todo de Newton y las condiciones de optimalidad
de Karush-Khun-Tucker (KKT) [32].
Entre los me´todos heur´ısticos esta´n aquellos basados en uno o varios individuos. Para empezar,
entre los algoritmos basados en un individuo existe el de subida estoca´stica de la colina (Stochastic
Hill-Climbing SHC ) y tambie´n el de recocido simulado (Simulated annealing SA). As´ı mismo,
entre los me´todos basados en varios individuos (poblaciones) encontramos los siguientes: algorit-
mos gene´ticos (Genetic Algorithms GAs), evolucio´n diferencial (Differential Evolution DE), colonia
de hormigas (Ant Colony Optimization ACO), quimiotaxis bacteriana (Bacteria Chemotaxis Op-
timization BCO) y enjambre de part´ıculas (Particle Swarm Optimization PSO). El algoritmo de
subida estoca´stica de la colina se encuentra fundamentado en la seleccio´n estoca´stica de soluciones
vecinas, las cuales son aceptadas si se tiene una mejora en la funcio´n objetivo [34]. El recocido
simulado es un me´todo que pretende emular la formacio´n cristalina de un material al calentarlo y
enfriarlo con lo cual se busca pasar de un estado de mayor energ´ıa a un estado de menor energ´ıa
[34]. Los algoritmos gene´ticos y la evolucio´n diferencial, buscan emular el proceso que realiza la
naturaleza al mejorar una especie a lo largo del tiempo [34]. Por otro lado, algoritmos basados
en colonias de hormigas, quimiotaxis bacteriana y enjambres de part´ıculas esta´n inspirados en los
comportamientos en conjunto que tienen seres vivos para la bu´squeda de alimento [35], [36], [37].
1.5.2. Optimizacio´n bio-inspirada
A continuacio´n se revisan algunos principios de la optimizacio´n bio-inspirada como tambie´n la
fuente de inspiracio´n de algunos algoritmos ampliamente difundidos. En particular se aborda el
concepto de enjambre de part´ıculas aplicado a optimizacio´n. En la parte final se revisan algunos
algoritmos basados en otros comportamientos y feno´menos de la naturaleza.
En primer lugar se tiene que la naturaleza es una buena fuente de inspiracio´n para el planteamiento
de soluciones en ingenier´ıa, especialmente en problemas de optimizacio´n. Un ejemplo de optimiza-
cio´n presente en la naturaleza ocurre cuando animales o seres vivos con mejores te´cnicas para la
bu´squeda de alimento tienen mayor posibilidad de sobrevivir [36].
En segundo lugar, sobre te´cnicas de optimizacio´n que emulan el comportamiento de seres vivos se
tienen los algoritmos basados colonias de hormigas tal como se puede apreciar en [35], [38], [39]
y [40]. Bajo esta misma orientacio´n el comportamiento de abejas ha permitido el desarrollo de
algoritmos tanto de optimizacio´n como de bu´squeda y exploracio´n [41], [42].
Otra te´cnica de bu´squeda inspirada en la biolog´ıa, consiste en el comportamiento que presentan
seres unicelulares como las bacterias cuando e´stas buscan alimento, dando lugar a la te´cnica deno-
minada optimizacio´n basada en quimiotaxis bacteriana. En [36] se presenta un algoritmo general
de optimizacio´n basado en la bu´squeda de comida que realiza la bacteria de E. coli. Una aplicacio´n
8 1 Descripcio´n del proyecto
pra´ctica de este concepto se puede apreciar en [43] y [44], donde se propone un algoritmo de op-
timizacio´n basado en quimiotaxis bacteriana el cual es empleado para la solucio´n de un problema
multi-objetivo enfocado al disen˜o de un eje meca´nico.
En tercer lugar, otra fuente de inspiracio´n biolo´gica para el desarrollo de algoritmos de optimizacio´n
consiste en el estudio de los comportamientos colectivos o de enjambres. Al respecto, estudios
han indicado que estos tipos de comportamiento obedecen a simples reglas de interaccio´n entre
individuos, las cuales esta´n sujetas a una serie de consideraciones sobre el comportamiento de los
mismos.
En relacio´n con el desarrollo de aplicaciones que involucran enjambres de individuos, originalmente
su implementacio´n en procesos de optimizacio´n fue propuesta por James Kennedy y Russell Eber-
hart [37]. Una aplicacio´n en problemas de optimizacio´n multi-objetivo no lineal con restricciones se
puede observar en [45] y [46]. Un trabajo adicional donde proponen cambiar en momento de cada
part´ıcula modificando su velocidad es propuesto en [47].
De igual manera existen otros trabajos a considerar, los cuales consisten en el desarrollo de algo-
ritmos de optimizacio´n basados en enjambres de part´ıculas que emplean elementos de meca´nica
cua´ntica [48], como tambie´n la aplicacio´n el oscilador armo´nico [49].
Acerca de otros algoritmos de computacio´n flexible bio-inspirados se pueden apreciar propuestas
basadas en el comportamiento de murcie´lagos (Bat Algorithm BA) [50], [51], lucie´rnagas (Firefly
Algorithm FA) [52] y primates [53]. Tambie´n se tienen otros enfoques bajo principios y leyes f´ısicas
como la ley de Coulomb para part´ıculas cargadas (Charged System Search CSS) [54], la sinton´ıa
en frecuencia de una nota musical (Harmony Search HS) [55] y la ca´ıda de agua en una cascada
(Intelligent Water Drops IWD) [56].
1.5.3. Algoritmos de enjambres con estrategias para evasio´n de m´ınimos locales
Dentro de los diferentes algoritmos bio-inspirados segu´n [26] los algoritmos de enjambres de part´ıcu-
las han tenido buena aceptacio´n y prometen ser una adecuada herramienta de optimizacio´n; sin
embargo, estos tienden a presentar convergencia temprana en mı´nimos locales [28], [29]. Adicio-
nalmente, son susceptibles a una mala seleccio´n de sus para´metros tal como se muestra en [30] y
[31]. Por lo anterior, se han desarrollado modificaciones y propuestas con las cuales se busca evadir
mı´nimos locales teniendo una mejor exploracio´n del espacio de soluciones. Estas modificaciones
resultan ser ajustes del algoritmo PSO sin lograr por el momento una estrategia definitiva.
Acerca de los mecanismos para detectar una convergencia prematura en [29] y [31] se consideran tres
criterios. El primero consiste en el radio ma´ximo del enjambre; el segundo, considera la convergencia
de un porcentaje de part´ıculas y el tercero, observa el nu´mero de iteraciones que no presentan
ninguna mejora en la funcio´n objetivo.
Una estrategia general para el escape de mı´nimos locales consiste en realizar un proceso de disper-
sio´n (explosio´n) luego de tener una convergencia a un mı´nimo local. Un ejemplo de este enfoque
se puede apreciar en [57], donde se emplean movimientos aleatorios hasta lograr salir del mı´nimo
local. Este algoritmo es empleado principalmente en la planeacio´n de trayectorias de robots mo´vi-
les. Otros ejemplos de este concepto se pueden apreciar en [58] con el algoritmo de optimizacio´n
Supernova, en [59] para el algoritmo de optimizacio´n Glowworm y en [60] con el algoritmo de
optimizacio´n basado en forrajeo de bacterias.
En particular para el algoritmo PSO una primera modificacio´n consiste en adicionar un factor
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de inercia modulada tal como se propone en [24] y [61]. La finalidad de este enfoque consiste en
controlar la exploracio´n del algoritmo sobre el espacio de bu´squeda. En [24] y [61] se expone que un
factor grande de inercia acelera la convergencia mientras que un valor pequen˜o mejora la capacidad
de bu´squeda. La te´cnica de inercia modulada tambie´n es discutida en [26] y [62] donde se adiciona
un factor de restriccio´n permitiendo cambiar la convergencia del algoritmo desde un punto de vista
dina´mico. Una modificacio´n adicional del algoritmo PSO consiste en reiniciarlo cuando se considera
que hay un estancamiento del mismo [20].
Otra variacio´n del algoritmo PSO consiste en incorporar de un te´rmino de turbulencia sobre lo
cual se han desarrollado varias propuestas. En [63] se incluye este operador en el algoritmo PSO
tradicional como una variable estoca´stica de locura. Segu´n [64] con este operador se busca mantener
la diversidad de la poblacio´n. Desde un punto de vista de algoritmos evolutivos el te´rmino de
turbulencia tiene la misma funcio´n de un operador de mutacio´n [65]. Por otro lado, en [66] se
propone el algoritmo TPSO (Turbulence in the Particle Swarm Optimization) donde se incluye la
turbulencia para resolver el problema de la convergencia prematura, con esta propuesta se busca
impulsar las part´ıculas perezosas para llevarlas a explorar nuevos espacios de bu´squeda. TPSO
utiliza un umbral de velocidad mı´nima para controlar la velocidad de las part´ıculas y tambie´n evita
la aglomeracio´n de part´ıculas y mantiene la diversidad de la poblacio´n en el espacio de bu´squeda.
Un enfoque adicional del factor de turbulencia consiste en realizar una perturbacio´n al enjambre
proporcional a la distancia entre una part´ıcula y otra la cual se toma de forma aleatoria, en esta
propuesta el factor de turbulencia ayuda a escapar el enjambre de mı´nimos locales [67], [68].
Aparte del enfoque de inercia modulada en [69] se propone un me´todo denominado olas de enjambres
de part´ıculas (Waves of Swarm Particles WoSP) con el cual se busca impulsar el enjambre para
que pueda escapar de un mı´nimo local y as´ı continu´e el proceso de exploracio´n. Por otro lado,
en [70] se propone emplear te´cnicas de repulsio´n para cada mı´nimo local encontrado, esperando
as´ı evadir soluciones encontradas previamente. Adicionalmente, en [22] se presenta una variante
del algoritmo PSO denominada aprendizaje integral la cual consiste en emplear la informacio´n
histo´rica de las part´ıculas para actualizar su velocidad. Este enfoque busca conservar la diversidad
del enjambre evitando la convergencia prematura. Sobre las anteriores propuestas en [71] se expone
que los trabajos desarrollados en [22], [69] y [70] presentan problemas cuando se tienen espacios de
bu´squeda con un alto grado de dimensiones.
Un acercamiento desde un enfoque anal´ıtico se presenta en [31] donde se efectu´a un ana´lisis de
convergencia al algoritmo PSO. Con este ana´lisis se busca mejorar la seleccio´n de para´metros y de
esta forma tambie´n su convergencia.
1.5.4. Comportamientos de enjambres
En la naturaleza se pueden apreciar diferentes comportamientos los cuales han sido estudiados y
representados de forma anal´ıtica. En particular, las congregaciones de individuos son una tema´tica
interesante por los comportamientos emergentes que surgen [13]. De los trabajos a resaltar se tiene
el presentado en [72] donde se desarrolla un modelo ba´sico para representar un enjambre de indi-
viduos. Una extensio´n del anterior trabajo se realiza en [14] donde se describen algunos patrones
representativos de los enjambres. Por otro lado en [13] se realiza una revisio´n del comportamiento
colectivo para la formacio´n de enjambres observando las propiedades de la auto-regulacio´n y prin-
cipios del comportamiento colectivo como lo son: integridad, variabilidad, realimentacio´n positiva,
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realimentacio´n negativa, umbrales de respuesta, direccio´n, inhibicio´n, redundancia, sincronizacio´n
y ego´ısmo.
Sobre los diferentes enfoques considerados para modelos de enjambres, en [10] se analiza el efecto
que tiene el liderazgo de un individuo, en [11] se consideran las diferentes formas de organizacio´n
que presentan las aves y en [12] se observa el efecto que tiene incorporar mecanismos de prediccio´n
en un modelo de enjambre.
En particular, el comportamiento emergente que es de atencio´n en esta propuesta, consiste en el
movimiento circular de part´ıculas con la formacio´n de un vo´rtice ya que se considera que esta
estrategia de locomocio´n que emplean ciertos seres vivos para buscar alimento y evadir obsta´culos
puede ser u´til en procesos de optimizacio´n.
1.5.5. Modelos de part´ıculas con comportamiento de vorticidad
La vorticidad es un comportamiento que se presenta con frecuencia en los fluidos y se debe al
acoplamiento que existe entre las fuerzas inerciales y las fuerzas viscosas (nu´mero de Reynolds
[73]). El ana´lisis de este comportamiento se realiza mediante las ecuaciones de Navier Stokes, las
cuales suelen ser dif´ıciles de resolver de forma anal´ıtica en casos generales [74]. El comportamiento
de vorticidad se caracteriza por el movimiento de forma rotacional de part´ıculas alrededor de un
punto el cual se denomina vo´rtice. Adema´s de los fluidos, este tipo de comportamiento se presenta
en enjambres de individuos como peces, aves y bacterias, entre otros.
La descripcio´n del comportamiento de muchos seres vivos se caracteriza por exhibir movimiento
cooperativo coordinado, tal como poblaciones de bacterias las cuales presentan movimientos basados
en quimiotaxis. Tambie´n se observa este tipo de comportamiento en bandadas de aves, cardu´menes
de peces e incluso en microorganismos como el zooplancton Daphnia [75], [76], [77]. Existen dos
modelos que son los ma´s empleados para representar este comportamiento: el de part´ıculas autopro-
pulsadas [78], [79] y el de part´ıcula activa Browniana [77]. Este u´ltimo considera una componente
estoca´stica a diferencia del primero. Dichos modelos tienen la caracter´ıstica de poder describir el
movimiento de part´ıculas con vorticidad. Por lo general, estos modelos suelen emplear potenciales
de Morse para representar la interaccio´n entre individuos; sin embargo, en [80] se puede observar
un modelo que emplea un potencial parabo´lico.
Es importante sen˜alar que sobre aplicaciones que emplean modelos de enjambres con caracter´ısticas
de vorticidad, uno de los trabajos ma´s representativos es el desarrollado por Mohammed Mabrouk
y Colin McInnes [81] donde se propone un me´todo para la planeacio´n de trayectorias de robots
mo´viles que permite evadir mı´nimos locales. Este algoritmo es denominado Local Minimal Avoidance
(LMA), o tambie´n Local Minimal Escape (LME).
Finalmente, sobre desarrollos cercanos a la propuesta realizada en este documento en [82] se presenta
un algoritmo de optimizacio´n que emplea el concepto de vorticidad al efectuar una analog´ıa con el
comportamiento de un fluido en un sumidero (drenaje). Este algoritmo se denomina Particle Swirl
Algorithm (PSA) y hasta el momento no ha sido muy difundido ni empleado en aplicaciones reales
de optimizacio´n.
2. Marco teo´rico
2.1. Introduccio´n
En el presente cap´ıtulo se realiza la revisio´n de aspectos teo´ricos los cuales se toman como refe-
rencia para la propuesta del algoritmo. En la primera seccio´n se presentan definiciones y conceptos
empleados en el proceso de optimizacio´n. Posteriormente se revisan varios conceptos teo´ricos sobre
optimizacio´n, siendo de intere´s el me´todo basado en el descenso del gradiente ya que el algoritmo
propuesto presenta este comportamiento en la fase de convergencia. En ultima seccio´n se realiza
una descripcio´n del algoritmo de optimizacio´n basado en enjambres de part´ıculas, prestando aten-
cio´n a las diferentes variaciones las cuales se toman de referencia para realizar la comparacio´n con
la propuesta desarrollada.
2.2. Definiciones preliminares
A continuacio´n se revisan las definiciones de vector, matriz, bola, conjunto, regio´n convexa, funcio´n
co´ncava y convexa como tambie´n funciones con formas cuadra´ticas. Estas definiciones se toman
como referente para la formulacio´n del problema general de optimizacio´n.
2.2.1. Vector y matriz
Se denomina vector ~x a la secuencia ordenada de n nu´meros reales de tal forma que ~x ∈ Rn.
Por su parte una matriz es un arreglo bidimensional de elementos (nu´meros) organizados en filas y
columnas. Una matrizA con n filas ym columnas se le denomina matriz n×m donde n,m ∈ N−{0}.
En el presente documento los elementos de las matrices se consideran nu´meros reales de tal forma
que A ∈ Rn×m.
2.2.2. Esfera y bola
En primer lugar, con M ∈ Rn se tiene que la aplicacio´n d : M ×M → R define una distancia (o
me´trica) sobre M donde para todo x, y, z en M se deben cumplir las siguientes propiedades:
1. d(x, y) ≥ 0 (positividad).
2. d(x, y) = d(y, x) (simetr´ıa).
3. d(x, z) ≤ d(x, y) + d(y, z) (desigualdad triangular).
Para estas condiciones, se dice que el par (M,d) es un espacio me´trico [83], [84].
Adicionalmente se llama distancia eucl´ıdea a la aplicacio´n d : Rn ×Rn → [0,+∞) donde:
d(~x, ~y) = |~y − ~x| =
√
(y1 − x1)2 + ...+ (yn − xn)2 (2-1)
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Para R2 una circunferencia corresponde a todos los puntos del plano que se encuentran a distancia
dada de un punto fijo o centro. Al generalizar la anterior definicio´n a un espacio de n dimensiones
se tiene el concepto de hiper-esfera tambie´n denominada n-esfera [83], [84]. Una hiper-esfera de
forma vectorial se puede definir como la esfera de radio R ∈ R+ y centro ~w ∈ Rn donde todos los
puntos ~x cumplen |~x− ~w| = R.
Una bola corresponde a todos los puntos que distan de otro en un valor menor o igual que una
distancia denominada radio [83], [84].
Se denomina bola abierta de centro ~w ∈ Rn y radio R > 0 a todos los puntos que:
B(~w,R) = {~x ∈ Rn : d(~w, ~x) < R} (2-2)
Se denomina bola cerrada de centro ~w ∈ Rn y radio R > 0 a todos los puntos que:
B(~w,R) = {~x ∈ Rn : d(~w, ~x) ≤ R} (2-3)
2.2.3. Conjuntos
Un conjunto es una coleccio´n bien definida de elementos los cuales poseen una propiedad en comu´n.
Por otra parte, en teor´ıa de conjuntos, una clase es una coleccio´n de conjuntos. El concepto de clase
se encuentra asociado a la agrupacio´n de todos los conjuntos que comparten una cierta propiedad.
A los objetos que componen el conjunto se les denomina elementos o miembros. El s´ımbolo ∈ se
emplea para mostrar que un elemento pertenece a un conjunto, es decir a ∈ A indica que a pertenece
a A o tambie´n como A contiene a a. En el caso que se quiera expresar que el elemento no pertenece
al conjunto se emplea el s´ımbolo 6∈.
Una clase puede ser una coleccio´n incluso de otros elementos que no necesariamente son conjuntos
[85]. En relacio´n al concepto de conjunto se tiene:
Un conjunto se denomina cerrado cuando contiene todos sus puntos limite. Por su parte un
conjunto es abierto cuando su complemento es un espacio cerrado.
Un conjunto es llamado limitado si esta´ contenido dentro de una hiper-esfera de radio finito.
De esta misma forma un conjunto se denomina compacto si es cerrado y limitado.
Un conjunto es conectado si todo par de puntos dentro del conjunto se puede unir con un
nu´mero finito de segmentos rectos y estos segmentos esta´n dentro del conjunto. Considerando
lo anterior un conjunto es convexo si todo par de puntos dentro del conjunto se puede unir
con una l´ınea recta que esta´ dentro del conjunto.
El vecindario de un punto ~x0 es el conjunto dentro de una hiper-esfera abierta de radio ǫ y
centro ~x0, {~x : |~x− ~x0| < ǫ}, con ǫ > 0.
2.2.4. Regio´n convexa
Una regio´n de puntos se define como un conjunto convexo en un espacio n-dimensional si, para
todos los pares de puntos ~x1 y ~x2 en el conjunto el segmento rectil´ıneo que los une esta´ dentro del
conjunto. Lo anterior implica que todo punto ~x, donde
~x = θ~x1 + (1− θ)~x2, 0 ≤ θ ≤ 1 (2-4)
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esta´ tambie´n en el conjunto [4], [19], [32].
Un ejemplo de conjunto convexo se puede apreciar en la figura 2-1-a, mientras que en la figura
2-1-b se puede observar un conjunto no convexo.
p1
p2
x1
x2
(a) Conjunto convexo.
p1
p2
x1
x2
(b) Conjunto no convexo.
Figura 2-1.: Conjunto convexo y no convexo.
2.2.5. Funciones
Un funcio´n f se define como una relacio´n que proyecta cada elemento de su entrada ~x en un
elemento de salida f(~x). El conjunto de todos los elementos de su entrada se llama dominio D(f).
El conjunto de todos los elementos de su salida se llama rango R(f).
Una funcio´n que se aplica desde un espacio vectorial a un espacio escalar, f : Rn → R, se denomina
funcio´n escalar.
Una funcio´n que tiene como salida un espacio vectorial se denomina funcio´n vectorial. En este caso
~f(~x) = [f1(~x), f2(~x), ..., fm(~x)]
T es una funcio´n vectorial.
Una funcio´n f es continua en un punto ~x0 ∈ D(f) si, para cualquier serie {xn} en D(f) que
converge a ~x0, entonces f(~xn) converge a f(~x0). Una funcio´n que es continua en todos los puntos
de un conjunto A, se dice que es continua en A.
Considerando un conjunto abierto A ∈ Rn y una funcio´n f : Rn → R, si cada funcio´n
∂f
∂xi
, i = 1, 2, ..., n (2-5)
es continua en A, se dice que f es C1 continua o, simplemente, f ∈ C1. Adicionalmente, si cada
funcio´n
∂2f
∂xi∂xj
, i, j = 1, 2, ..., n (2-6)
es continua en A, entonces f ∈ C2. Finalmente se dice que una funcio´n es suave si f ∈ C∞ [85].
14 2 Marco teo´rico
2.2.6. Convexidad
Una funcio´n φ(~x) es llamada convexa sobre el dominio de R si para 2 vectores arbitrarios ~x1 y
~x2 ∈ R,
φ(θ~x1 + (1− θ)~x2) ≤ θφ(~x1) + (1− θ)φ(~x2) (2-7)
donde θ es un escalar en el rango 0 ≤ θ ≤ 1.
La funcio´n φ(~x) es estrictamente convexa si para la ecuacio´n 2-7 se puede cambiar ≤ por <.
Una funcio´n convexa no puede tener ningu´n valor mayor que los valores de la funcio´n obtenidos
mediante interpolacio´n lineal entre φ(~x1) y φ(~x2).
Si la desigualdad de la ecuacio´n 2-7 es ≥, la funcio´n es co´ncava. Una funcio´n φ(~x) es co´ncava (o
estrictamente co´ncava) si −φ(~x) es convexa (o estrictamente convexa). En el caso de las funciones
lineales estas son convexas y co´ncavas [4], [19], [32].
Un ejemplo de funcio´n convexa se puede apreciar en la figura 2-2-a, mientras que en la figura 2-2-b
se puede observar una funcio´n co´ncava.
x
x1 x′ x2
φ(x)
(a) Funcio´n convexa.
x
x1 x′ x2
φ(x)
(b) Funcio´n co´ncava.
Figura 2-2.: Funcio´n convexa y co´ncava.
2.2.7. Formas cuadra´ticas
Con ~x ∈ Rn y f ∈ R, una funcio´n f(~x) : Rn → R es una forma cuadra´tica si se puede representar
como:
f(~x) = ~xTA~x (2-8)
donde A ∈ Rn×n es una matriz sime´trica, es decir:
A =
(
A+AT
2
)
(2-9)
2.2.8. Matrices definidas positivas
Una forma cuadra´tica es definida positiva si ~xTA~x > 0 para todo ~x 6= ~0 y ~xTA~x = 0 si y solo si
~x = ~0, en este caso, A es definida positiva. Se dice que A es definida negativa si −A es definida
positiva. Tambie´n se dice que A es semidefinida positiva si ~x 6= ~0.
Se puede verificar queA y su forma cuadra´tica ~xTA~x son definidas positivas (o negativas) evaluando
los valores propios de A, λ1, λ2, ..., λn. Si λi > 0 (o λi < 0) para i = 1, ..., n entonces A y su forma
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cuadra´tica ~xTA~x son definidas positivas (o negativas). Si λi > 0 (o λi < 0) para i = 1, ..., n,
entonces A y su forma cuadra´tica ~xTA~x son semidefinidas positivas (o negativas) [85].
2.2.9. Gradiente, Hessiano y Jacobiano
Para una funcio´n f ∈ C1, el vector gradiente evaluado en ~x corresponde a:
~∇f(~x) =
[
∂f(~x)
∂x1
,
∂f(~x)
∂x2
, ...,
∂f(~x)
∂xn
]
(2-10)
Considerando una funcio´n f ∈ C2 la matriz Hessiana (Hessiano) evaluada en ~x es:
H(f) =


∂2f
∂x21
∂2f
∂x1∂x2
· · · ∂2f
∂x1∂xn
∂2f
∂x2∂x1
∂2f
∂x22
· · · ∂2f
∂x2∂xn
...
...
. . .
...
∂2f
∂xn∂x1
∂2f
∂xn∂x2
· · · ∂nf
∂x2n

 (2-11)
La matriz Jacobiana (Jacobiano) de un vector ~f de n funciones corresponde a:
~∇~f =


∂f1
∂x1
∂f1
∂x2
· · · ∂f1
∂xn
∂f2
∂x1
∂f2
∂x2
· · · ∂f2
∂xn
...
...
. . .
...
∂fn
∂x1
∂fn
∂x2
· · · ∂fn
∂xn

 (2-12)
2.3. Optimizacio´n
En esta seccio´n se describen algunos conceptos teo´ricos sobre optimizacio´n. Adicionalmente se revisa
el me´todo de optimizacio´n basado en el ca´lculo del gradiente.
2.3.1. Definicio´n del problema de optimizacio´n
La estructura del problema general de optimizacio´n mono-objetivo se puede expresar de la forma:
mı´n f(~x, ~y)
s.a: ~g(~x, ~y) ≤ 0
~h(~x, ~y) = 0 (2-13)
~x ∈ Rn
~y ∈ {0, 1}m
donde f(~x, ~y) es la funcio´n objetivo la cual se encuentra sujeta a restricciones de desigualdad ~g,
igualdad ~h, tanto para variables continuas ~x, como para variables discretas ~y.
Para efectos pra´cticos todas las funciones objetivo se minimizan o maximizan lo cual se puede
lograr mediante la siguiente identidad:
mı´n f(~x) = ma´x(−f(~x)) (2-14)
16 2 Marco teo´rico
El conjunto de restricciones, determina la regio´n factible Ω y cualquier vector ~x∗ ∈ Ω define una
solucio´n factible. El vector de funciones ~f(~x) es una funcio´n que mapea el conjunto Ω al conjunto
Λ y que contiene todos los valores posibles de la funcio´n objetivo.
x1
x2
f
Espacio de variables.
Espacio de la funcio´n objetivo.
Ω
Λ
Ω = {x ∈ R2} Λ = {y ∈ R}
Figura 2-3.: Dominio de las variables y las funciones objetivo.
2.3.2. Condiciones de optimalidad
Condicio´n necesaria
Si f ∈ C1 la condicio´n de optimalidad necesaria para que ~x∗ sea mı´nimo de f es
~∇f(~x∗) = ~0 (2-15)
Lo anterior significa que:
∂f(~x∗)
∂xi
= 0
para i = 1, ..., n. Los puntos que satisfacen esta condicio´n se denominan puntos estacionarios.
La condicio´n necesaria, puede demostrarse usando expansio´n por serie de Taylor alrededor de ~x∗
tal que:
f(~x) = f(~x∗) + ~∇f(~x∗)T (~x− ~x∗) +R1(~x)
Evaluando en ~x± ~δ y despreciando el residuo R1, se observa que la condicio´n f(~x∗)− f(~x∗ ±~0) se
cumple solo si ~∇f(~x∗) = ~0 [85].
Condicio´n suficiente
Si f ∈ C2, entonces la condicio´n suficiente de optimalidad para que ~x∗ sea un mı´nimo local estricto
de f esta´ dada por la ecuacio´n 2-15 y adicionalmente que ∇2f(~x∗) sea definida positiva.
Esta condicio´n puede demostrarse usando aproximacio´n cuadra´tica por serie de Taylor alrededor
~x∗.
f(~x) = f(~x∗) + ~∇f(~x∗)T (~x− ~x∗) + 1
2
(~x− ~x∗)∇2f(~x∗)(~x− ~x∗) +R2(~x)
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Evaluando en ~x∗ ± ~δ y despreciando el residuo R2 se tiene que
f(~x∗ ± ~δ)− f(~x∗) = ±0 + 1
2
~δT∇2f(~x∗)~δ
Si ~δ = δ~y para cualquier ~y ∈ Rn, se puede observar que
~yT∇2f(~x∗)~y > 0
es decir, ∇2f(~x∗) debe ser positiva definida [85].
2.3.3. Optimizacio´n sin restricciones
En un algoritmo de optimizacio´n sin restricciones para determinar el punto siguiente en una itera-
cio´n se tienen dos estrategias: bu´squeda de l´ınea y regio´n de confianza. En la estrategia de bu´squeda
de l´ınea se escoge una direccio´n sobre la cual se busca un punto que proporcione un menor valor
de la funcio´n objetivo, en cada iteracio´n se busca una nueva direccio´n y un nuevo punto. En la
estrategia de regio´n de confianza se construye una funcio´n modelo que se aproxime a la funcio´n
objetivo; dado que el modelo para ciertos puntos difiere de la funcio´n objetivo, se establece una
regio´n donde esta aproximacio´n sea buena, la cual se denomina regio´n de confianza. Ejemplos de
me´todos basados en regio´n de confianza se tienen los que emplean formas cuadra´ticas [19].
Un ejemplo de un algoritmo con estrategia de bu´squeda de l´ınea es el me´todo de Newton donde
el vector gradiente como la matriz Hessiana se determinan mediante aproximaciones nume´ricas de
primeras y segundas derivadas respectivamente [19]. Sin embargo, existe otra orientacio´n donde
se realizan aproximaciones sucesivas de la inversa del Hessiano, ya que el ca´lculo de esta inversa
puede ser costoso desde el punto de vista computacional. Este conjunto de me´todos se llaman cuasi-
Newton y a e´l pertenecen el me´todo DFP (Davidon Fletcher Powell) y el me´todo BFGS (Broyden
Fletcher Goldfarb Shannon) [19].
Me´todos basados en gradiente
La mayor´ıa de los me´todos nume´ricos basados en el gradiente requieren un valor inicial ~x0, una
direccio´n de bu´squeda ~d0 y un taman˜o de paso η0, de tal forma que el punto siguiente puede
calcularse como ~x1 = ~x0 + η0 ~d0. Iterativamente se tiene:
~xn+1 = ~xn + ηn ~dn (2-16)
De las te´cnicas ma´s empleadas basadas en el ca´lculo de primeras derivadas se tiene el me´todo
del gradiente descendente, por otra parte, una te´cnica que emplea tanto primeras como segundas
derivadas corresponde al me´todo de Newton-Rapson.
2.3.4. Me´todo de gradiente descendente
En este algoritmo se calcula el gradiente de la funcio´n objetivo para una posicio´n actual en el
espacio de bu´squeda. En primer lugar se tiene que el gradiente de la funcio´n objetivo f es:
~G = ~∇f(~x) (2-17)
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Geome´tricamente, los puntos del vector ~G apuntan en la direccio´n donde la pendiente de la funcio´n
objetivo es la ma´s empinada. Si el taman˜o de paso es lo suficientemente pequen˜o en la direccio´n de
− ~G el valor de la funcio´n objetivo en este nuevo punto sera´ menor. El punto siguiente se calcula
mediante la ecuacio´n:
~xn+1 = ~xn − η ~G (2-18)
Donde η ∈ R+ corresponde a la tasa de descenso. Es posible emplear una secuencia ηn de valores
que disminuye con el aumento de n, ya que esto garantiza la convergencia. Cuanto mayor sea la
tasa de aprendizaje, ma´s lejos el algoritmo se movera´ en un solo paso, con el riesgo de pasar por
encima de un mı´nimo.
Otra variacio´n del algoritmo de descenso de gradiente es conocida como bold driver [31]. En esta
te´cnica se modifica la tasa de aprendizaje mientras se minimiza la funcio´n objetivo. Una implemen-
tacio´n de este algoritmo emplea la siguiente regla para actualizar η.
ηn+1 =
{
1,1ηn, si; ∆f ≤ 0;
0,5ηn, si; ∆f > 0.
(2-19)
Donde ∆f = f(~xn)−f(~xn−1) representa el cambio en el valor de la funcio´n objetivo entre los pasos
n−1 y n. Si ∆f > 0 se hace ~xn = ~xn−1 y se reduce a la mitad la tasa de aprendizaje lo cual asegura
que el algoritmo no se mueva cuesta arriba [31]. Adicionalmente se aumenta continuamente la tasa
de aprendizaje siempre que se disminuye la funcio´n objetivo.
Por lo general en los me´todos que emplean gradientes como criterio de parada se toma un valor de
tolerancia ǫ ∈ R+ tal que:
|∆f | ≤ ǫ (2-20)
2.4. Algoritmos de optimizacio´n basados en enjambres
La coordinacio´n y cooperacio´n en grupos de individuos para la bu´squeda de alimento y evasio´n
de depredadores resultan ser buenas te´cnicas de bu´squeda ya que estas han sido perfeccionadas
por la naturaleza con el paso del tiempo [6]. El concepto de optimizacio´n basada en enjambres
de part´ıculas fue propuesto por James Kennedy y Russell Eberhart en [37]. En esta propuesta se
desarrollo´ un algoritmo de bu´squeda basado en el comportamiento social de bandadas de aves. Bajo
esta orientacio´n el objetivo principal de estudiar el comportamiento colectivo de los animales es
encontrar un simple y eficiente algoritmo de optimizacio´n.
Sobre otras propuestas basadas en enjambres se tienen algoritmos inspirados en colonias de hormigas
(Ant Colony Optimization ACO) [86], murcie´lagos (Bat Algorithm BA) [51], lucie´rnagas (Firefly
Algorithm FA) [52], abejas (Bee Colony Optimization BCO) [87] y bacterias (Bacterial Foraging
Optimization BFO) [36].
Una variacio´n del algoritmo PSO consiste en incorporar un te´rmino de turbulencia presenta´ndose al
respecto varias propuestas. En [63] se incluye este operador en el algoritmo PSO tradicional como
una variable estoca´stica de locura. Segu´n [64] con este operador se busca mantener la diversidad de
la poblacio´n. Desde un punto de vista de algoritmos evolutivos el te´rmino de turbulencia tiene la
misma funcio´n de un operador de mutacio´n [65]. En [66] se propone el algoritmo TPSO (Turbulence
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in the Particle Swarm Optimization) donde se incluye la turbulencia para resolver el problema
de la convergencia prematura, con esta propuesta se busca impulsar las part´ıculas perezosas para
llevarlas a explorar nuevos espacios de bu´squeda. TPSO utiliza un umbral de velocidad mı´nima para
controlar la velocidad de las part´ıculas y tambie´n evita la aglomeracio´n de part´ıculas manteniendo la
diversidad de la poblacio´n en el espacio de bu´squeda. Un enfoque adicional del factor de turbulencia
consiste en realizar una perturbacio´n al enjambre proporcional a la distancia entre una part´ıcula en
consideracio´n y otra la cual se toma de forma aleatoria, segu´n [67] y [68] este factor de turbulencia
le ayuda al enjambre a escapar de mı´nimos locales.
2.4.1. Algoritmo de optimizacio´n basado en enjambres de part´ıculas
El esquema general de un algoritmo de optimizacio´n basado en enjambres de part´ıculas PSO (Par-
ticle Swarm Optimization) se puede apreciar en la figura 2-4.
Inicializar el enjambre en
el espacio solucio´n
Evaluar el desempen˜o
de cada individuo
?
Criterio de
finalizacio´n
No
Si
Fin
Encontrar el mejor desempen˜o
individual, colectivo
y la velocidad
Realizar el desplazamiento de cada
individuo a la nueva posicio´n
considerando los valores
del punto anterior
Figura 2-4.: Esquema general de un algoritmo PSO.
Un algoritmo ba´sico PSO esta´ regido por las ecuaciones de velocidad y posicio´n [48]. Considerando
un enjambre de part´ıculas de N individuos la velocidad de cada individuo se puede establecer con
la ecuacio´n 2-21.
~vi[n+ 1] = ~vi[n] + βpi(~xpi − ~xi[n]) + βgi(~xg − ~xi[n]) (2-21)
por su parte, la posicio´n se puede calcular como:
~xi[n+ 1] = ~xi[n] + ~vi[n+ 1] (2-22)
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Donde, i = 1, 2, ..., N es el ı´ndice de cada individuo, n = 1, 2, 3, ..., Tma´x corresponde al ı´ndice de
tiempo discreto, ~vi la velocidad del i-e´simo individuo, ~xi posicio´n del i-e´simo individuo, pi mejor
evaluacio´n encontrada por el i-e´simo individuo, g mejor evaluacio´n encontrada por el enjambre, ~xpi
mejor posicio´n encontrada por el i-e´simo individuo (cognitivo), ~xg, mejor posicio´n encontrada por
el enjambre (social) y βpi, βgi nu´meros aleatorios en el intervalo [0, 1] asociado al i-e´simo indivi-
duo. La descripcio´n detallada de los pasos de un algoritmo PSO se pueden apreciar en el algoritmo 1.
Algoritmo 1: Algoritmo de optimizacio´n basado en enjambre de part´ıculas PSO.
1 Inicializar el enjambre en el espacio solucio´n, (por lo general de forma aleatoria). La
velocidad inicial se considera cero;
2 begin
3 while Hasta tener convergencia o bajo algu´n criterio de finalizacio´n. do
4 Mover cada part´ıcula a la nueva posicio´n: ~xi[n+ 1] = ~xi[n] + ~vi[n+ 1];
5 Evaluar el desempen˜o de cada individuo (fitness): Pi = f(~xi[n]);
6 Encontrar pi;
7 if f(~xi[n]) > pi then
8 pi = f(~xi[n]);
9 ~xpi = ~xi[n];
10 end
11 Encontrar g;
12 if f(~xi[n]) > g then
13 g = f(~xi[n]);
14 ~xg = ~xi[n];
15 end
16 Calcular ~vi[n] empleando la ecuacio´n 2-21.
17 end
18 end
2.4.2. Modelo Gbest
En este modelo se mantiene una u´nica “mejor solucio´n” de todas las part´ıculas del enjambre
denominada mejor global (Gbest). Esta part´ıcula actu´a como un atractor por lo cual todas las
part´ıculas tienden a reunirse en esta posicio´n. Si no se actualiza con regularidad este punto, el
enjambre puede converger prematuramente. En la ecuacio´n 2-21 el valor de ~xg se determina de la
siguiente forma:
~xg ∈ {~x1, ~x2, . . . , ~xN}|f(~xg) = mı´n{f(~x1), f(~x2), . . . , f(~xN )} (2-23)
= mı´n
i=1,2,...,N
f(~xi)
En este caso ~xg se llama la “mejor posicio´n global” (Global Best Position). Con este enfoque se
tiene una buena convergencia sacrificando la bu´squeda [31]. En la figura 2-5-a se puede apreciar
un ejemplo del modelo Gbest, donde se observa la interaccio´n que tiene una part´ıcula con el resto
del enjambre.
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Figura 2-5.: Ejemplos de vecindades Gbest y Lbest.
2.4.3. Modelo Lbest
Con este modelo se busca evitar la convergencia prematura al mantener mu´ltiples atractores. Para
su implementacio´n se toma un subconjunto de part´ıculas relacionadas con una part´ıcula i del cual
se establece la mejor posicio´n local ~xg,i. En la figura 2-5-b se puede apreciar este tipo de interaccio´n.
Considerando un conjunto Ai de M elementos este se puede definir de la forma:
Ai = {~xi, ~xi+1, ..., ~xi−1+M , ~xi+M} (2-24)
donde se tiene un ordenamiento c´ıclico de las part´ıculas con ~xi+N = ~xi, entonces, el valor del mejor
individuo para el conjunto Ai se puede calcular como:
~xg,i ∈ Ai|f(~xg,i) = mı´n{f(~xi), f(~xi+1), ..., f(~xi−1+M ), f(~xi+M )} (2-25)
= mı´n{f(~xj)}, ∀~xj ∈ Ai
Las part´ıculas seleccionadas para el subconjunto Ai no tienen relacio´n entre s´ı en el dominio del
espacio de bu´squeda, la seleccio´n se basa solamente en el ı´ndice de la part´ıcula. El modelo Gbest
es un caso especial del modelo Lbest con M = N . En el modelo Lbest so´lo un nu´mero espec´ıfico de
part´ıculas (vecindad) puede afectar la velocidad de una part´ıcula dada de tal forma que el enjambre
converge ma´s lento pero se puede localizar el o´ptimo global con una mayor probabilidad [31].
2.4.4. Algoritmo PSO con factor de inercia
Un algoritmo PSO ma´s elaborado incorpora un factor de inercia para el ca´lculo de la velocidad
teniendo la ecuacio´n:
~vi[n+ 1] = w~vi[n] + αp[βpi(~xpi − ~xi[n])] + αg[βgi(~xg − ~xi[n])] (2-26)
En este caso w es un valor de inercia, αp constante de aceleracio´n de la parte social y αg aceleracio´n
de la parte cognitiva. En [88] se realiza un ana´lisis de este modelo obteniendo la recomendacio´n
mostrada en la tabla 2-1 para los para´metros del algoritmo:
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Configuracio´n w αp αg
1 0.600 1.7 1.7
2 0.729 1.494 1.494
Tabla 2-1.: Recomendacio´n para los para´metros del algoritmo PSO segu´n [88].
2.4.5. Algoritmo PSO con factor de restriccio´n
Un me´todo que busca tener un equilibrio entre bu´squedas globales y locales incluye un factor de
constriccio´n χ. Este fue estudiado simulta´neamente con el me´todo de inercia en [26]. La ecuacio´n
de velocidad incluyendo este te´rmino toma la forma.
~vi[n+ 1] = χ (~vi[n] + αp[βpi(~xpi − ~xi[n])] + αg[βgi(~xg − ~xi[n])]) (2-27)
Donde:
χ =
2∣∣∣2− ϕ−√ϕ2 − 4ϕ∣∣∣ (2-28)
y ϕ = αp + αg.
En [62] se encontro´ que al tener ϕ < 4, el enjambre se mueve en forma de “espiral” lentamente hacia
y alrededor de la mejor solucio´n que se encuentra en el espacio de bu´squeda sin ninguna garant´ıa
de convergencia, mientras que al tener ϕ > 4 se tiene una convergencia ra´pida y garantizada.
Aunque es posible ponderar la ecuacio´n de velocidad para favorecer la mejor posicio´n individual o
la mejor posicio´n global mediante el ajuste de los valores de αp y αg, por simplicidad en algunas
implementaciones se utilizan valores iguales para ambos para´metros. Tomando ϕ = 4,1 (constante)
para asegurar la convergencia y con αp = αg = 2,05 se tiene χ ≈ 0,72984.
Con este me´todo se tiene un efecto similar a la te´cnica de inercia modulada, lo que resulta en
el comportamiento de enjambre que eventualmente se limita a un a´rea pequen˜a del espacio de
bu´squeda factible que contiene la mejor solucio´n conocida [26].
2.4.6. Algoritmo PSO con inercia modulada
En este caso w es una funcio´n de inercia que varia en funcio´n que pasan las iteraciones teniendo
una expresio´n de la forma:
~vi[n+ 1] = w[n]~vi[n] + αp[βpi(~xpi − ~xi[n])] + αg[βgi(~xg − ~xi[n])] (2-29)
Aunque se pueden tener diferentes enfoques para el factor de inercia [89], una de las estrategias
ma´s empleadas consiste en un decrecimiento lineal de la forma:
w[n] = wma´x − wma´x − wmı´n
Tma´x
n (2-30)
Donde wma´x y wmı´n son los valores ma´ximos y mı´nimos de inercia y Tma´x el nu´mero total de
iteraciones.
3. Revisio´n sobre modelos basados en enjambres
con caracter´ısticas de vorticidad
3.1. Introduccio´n
Modelos que permitan describir el comportamiento de seres vivos como aves, peces, hormigas y
bacterias entre otros organismos, han sido de gran intere´s en a´reas como la biolog´ıa. En particular,
cuando se trata de comportamientos colectivos es de importancia modelar las interacciones presentes
entre individuos con el fin de reproducir las conductas de una congregacio´n. La capacidad de rodear
obsta´culos y evadir depredadores son comportamientos que presentan los enjambres de individuos
y que pueden ser empleados en procesos de bu´squeda.
Sobre los aspectos importantes de los modelos de enjambres se tiene la posibilidad de describir
movimientos de tipo uniforme, cao´tico y turbulento, caracter´ısticas que esta´n ligadas desde una
perspectiva de fluidos al nu´mero de Reynolds, el cual var´ıa segu´n el enjambre en consideracio´n. Por
ejemplo, se tienen valores diferentes del nu´mero de Reynolds para enjambres de bacterias y peces
los cuales poseen caracter´ısticas f´ısicas diferentes.
Uno de los modelos que permite describir movimientos circulares es el realizado para el zooplancton
Daphnia ya que su forma de locomocio´n le ayuda a buscar alimento y evadir depredadores. Sobre los
diferentes enfoques de modelado se tiene el de part´ıcula autopropulsada, part´ıculas con depo´sitos
internos de energ´ıa, interacciones hidrodina´micas y modelos que incluyen maniobras de evasio´n.
3.2. Nu´mero de Reynolds
El nu´mero de Reynolds (Re) es un para´metro adimensional asociado a las ecuaciones de movimiento
de un fluido (ecuaciones de Navier Stokes [74], [90]). Este nu´mero indica la relacio´n entre los
te´rminos de fuerzas inerciales FI (fuerzas requeridas para acelerar masas) y fuerzas viscosas FV
(fuerzas debidas a esfuerzos cortantes en el fluido) [73], [91]. En te´rminos generales el nu´mero de
Reynolds se puede establecer como:
Re =
FI
FV
(3-1)
Para estimar el nu´mero de Reynolds se tiene que la fuerza de inercia en forma general se puede
establecer como:
FI = ma = ρL
3 L
T 2
= ρv2L2 (3-2)
Por su parte, la fuerza viscosa se puede calcular de la forma:
FV = µ
dv
dy
A = µ
v
L
A = µvL (3-3)
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Por lo tanto, se tiene que el nu´mero de Reynolds es:
Re =
ρvL
µ
(3-4)
Donde, ρ es la gravedad especifica del fluido (densidad del fluido), v velocidad del fluido (velocidad
de la part´ıcula en el fluido), L es la escala lineal del movimiento (longitud de la part´ıcula) y µ
corresponde al coeficiente de viscosidad.
3.2.1. Nu´mero de Reynolds y comportamientos biolo´gicos
Segu´n la ley de Stokes cuando elementos pequen˜os se mueven lentamente a trave´s de fluidos las
fuerzas viscosas son dominantes en comparacio´n con las fuerzas de inercia [73]. Un ejemplo que
permite observar el anterior concepto consiste en comparar el nu´mero de Reynolds para bacterias
y peces lo cual se puede apreciar en la tabla 3-1. En este caso se tienen diferentes valores del
nu´mero de Reynolds evidenciando las diferencias hidrodina´micas que presentan estos dos tipos de
seres vivos. El factor que influye ma´s sobre el comportamiento de los peces es la inercia mientras
que para las bacterias corresponde a la viscosidad [73].
Para´metro Peces Bacterias
v 102 cm/s 10−3 cm/s
L 10 cm 10−4 cm
ρ 1 g/cm3 1 g/cm3
µ 10−2 g/(cms) 10−2g/(cms)
Re 10
5 10−5
Tabla 3-1.: Nu´mero de Reynolds para bacterias y peces. Adaptado de [73].
Si las fuerzas viscosas son mayores que las inerciales se tiene un flujo laminar debido a la interaccio´n
de esfuerzos tangenciales. Por otro lado, si las fuerzas viscosas y tangenciales son comparables se
presenta un estado de transicio´n con pequen˜as ondulaciones variables en el tiempo. Finalmente si
las fuerzas inerciales son mayores que las viscosas se presenta un flujo turbulento caracterizado por
un movimiento desordenado y no estacionario.
3.3. Modelos de enjambres
Un modelo de enjambre consiste en la descripcio´n del movimiento de un conjunto de individuos.
En primer lugar se considera un total de N individuos donde se tienen expresiones para el i-e´simo
individuo. La posicio´n de la part´ıcula se puede relacionar con su velocidad como:
d~ri
dt
= ~vi (3-5)
Para aplicaciones y simulaciones a nivel computacional la anterior expresio´n en tiempo discreto se
puede aproximar como:
~ri[n+ 1] = ~ri[n] + ~vi[n]∆t (3-6)
3.4 Modelos de enjambres con caracter´ısticas de vorticidad 25
Donde ~ri[n+1] es el punto siguiente de la posicio´n del individuo i la cual se determina con el punto
actual ~ri[n], con la velocidad ~vi del individuo y ∆t el cual corresponde al incremento de tiempo.
De forma general la relacio´n para variacio´n de la velocidad respecto al tiempo es:
d~vi
dt
= f{~r1, . . . , ~rN , ~v1, . . . , ~vN} (3-7)
De la misma forma, para tiempo discreto la velocidad de un individuo se puede calcular como:
~vi[n+ 1] = ~vi[n] + f{~r1[n], . . . , ~rN [n], ~v1[n], . . . , ~vN [n]}∆t (3-8)
Siendo esta u´ltima ecuacio´n donde se presentan las variaciones de los diferentes modelos que buscan
describir el comportamiento de los enjambres [50].
Por otra parte, para realizar la descripcio´n del movimiento de una part´ıcula se tienen los me´todos
de Euler y Lagrange [92]. El me´todo de Euler consiste en establecer un punto fijo en el espacio
y observar todas la part´ıculas que pasan por este punto, por otro lado, el me´todo de Lagrange
consiste en seguir la part´ıcula para determinar su posicio´n y velocidad. Como es de apreciar, los
me´todos basados en part´ıculas tienen el enfoque de Lagrange.
3.4. Modelos de enjambres con caracter´ısticas de vorticidad
A continuacio´n se presentan diferentes enfoques y modelos que permiten representar el movimiento
de un enjambre con la formacio´n de un vo´rtice. En [93] se comenta que patrones globales de los
enjambres aparecen de interacciones internas de los individuos. En el caso que un solo individuo
presente un comportamiento circular esto indica que no es un comportamiento colectivo dado por
la alineacio´n y vecindad de animales como peces y aves [93].
Algunos de los modelos presentados a continuacio´n son empleados para describir el comportamiento
del zooplancton Daphnia. En [76] se expone que el intere´s sobre el estudio de este zooplancton
radica en modelar la bu´squeda o´ptima de comida y el desplazamiento de enjambres realizando
movimientos circulares con la formacio´n de vo´rtices. El comportamiento de vorticidad puede ser
visto como un feno´meno de auto-organizacio´n dado por la realimentacio´n de la ficcio´n del agua y
la indirecta alineacio´n con el zooplancton [93]. Segu´n [75] los diferentes enfoques para el modelo
del zooplancton Daphnia son:
Interaccio´n de part´ıculas autopropulsadas (Self-Propelled Interacting Particles SPIP) pro-
puesto por Vicsek (1995) [72].
SPIP con corto rango de atraccio´n y largo de repulsio´n, propuesto por Levine (2001) [78].
Interaccio´n de part´ıculas Brownianas activas con depo´sitos de energ´ıa interna (Interacting Ac-
tive Brownian Particles with Internal Energy Depot). Para este modelo se tienen las siguientes
variaciones:
• Part´ıcula Browniana activa (Single Active Brownian Particle) [94], [95].
• Acople global mediante el momento angular promedio del enjambre (Global Coupling
Via Mean Angular Momentum of Swarm) [96].
• Interaccio´n de part´ıcula a part´ıcula (Particle-Particle Interaction) [97].
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• Interacciones hidrodina´micas (Hydrodynamic Interaction) [75].
• Maniobras de evasio´n (Avoidance Maneuvers) [15].
Los anteriores modelos tambie´n han sido empleados para representar el comportamiento de cardu´me-
nes de peces y bandadas de aves. Otros modelos de part´ıculas que presentan el comportamiento de
vorticidad se fundamentan en las ecuaciones de Navier Stokes y choques inela´sticos de part´ıculas.
3.4.1. Modelo de Vicsek
El concepto de part´ıculas autopropulsadas (Self-Propelled Particles) se introdujo en [72] con el fin de
estudiar el movimiento colectivo de grandes grupos de organismos. De forma general se aprecia que el
movimiento de organismos esta´ dado por la interaccio´n entre vecinos [14]. Los modelos de part´ıculas
autopropulsadas consisten en part´ıculas que interactu´an a nivel local con una forma de propulsio´n
intr´ınseca a la part´ıcula la cual le permite desplazarse de forma auto´noma [14]. El comportamiento
de autopropulsio´n aparece en procesos f´ısico-qu´ımicos donde se involucran part´ıculas pequen˜as con
fuerzas superficiales sensibles a concentraciones qu´ımicas y temperaturas [98].
El modelo de part´ıculas autopropulsadas presentado en [72] considera un desplazamiento en dos di-
mensiones de N part´ıculas localmente alineadas con velocidad constante y ruido, siendo los para´me-
tros del modelo la densidad del enjambre de part´ıculas y la amplitud del ruido. El esquema general
de este modelo es:
~ri[n+ 1] = ~ri[n] + ~vi[n]∆t (3-9)
θi[n+ 1] = 〈θ[n]〉r +∆θ (3-10)
Donde 〈θ[n]〉r es la direccio´n promedio de las velocidades de las part´ıculas. La velocidad ~vi[n + 1]
se calcula con la direccio´n dada por θi[n+ 1] y la magnitud de la velocidad ν, la cual corresponde
al avance de la part´ıcula entre iteraciones. Finalmente ∆θ es un nu´mero aleatorio con probabilidad
uniforme en el intervalo [−η/2, η/2].
3.4.2. Modelo de Langevin
Un acercamiento al comportamiento de los enjambres donde se propone considerar elementos de
meca´nica estad´ıstica (movimiento Browniano) para la descripcio´n de los comportamientos colectivos
se puede observar en [77].
El aspecto central expuesto en [77] radica en el hecho que soluciones para las distribuciones es-
tacionarias de grupos o enjambres de individuos con atraccio´n de tipo lineal, esta´n dados por
su proximidad. El modelo propuesto, considera que existe movimiento coherente colectivo que se
encuentra fluctuando alrededor de un centro de rotacio´n el cual no es fijo.
En [99] se examinan las caracter´ısticas dina´micas cao´ticas que presenta la inteligencia de enjambres,
adicionalmente se propone que existe un balance cao´tico entre el individuo y la sociedad.
Una expresio´n escalar y general de la ecuacio´n de Langevin es:
m
dv
dt
= F (x)− βv + ξ(t) (3-11)
Donde v es la velocidad de la part´ıcula, x es la posicio´n de la part´ıcula, F (x) corresponde a la
fuerza de interaccio´n, βv es un factor disipativo y ξ(t) es el ruido te´rmico.
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3.4.3. Modelos de part´ıculas activas Brownianas
El modelo de part´ıcula activa Browniana (Active Brownian Particle ABP) esta´ basado en la ecua-
cio´n de Langevin de la cual se han realizado diferentes variaciones.
En estos modelos se considera una componente estoca´stica ~ξi(t) la cual tiene magnitud D. Esta
fuerza permite describir la influencia de los eventos aleatorios sobre el movimiento de la part´ıcula.
Esta componente estoca´stica de ruido cumple las siguientes propiedades de correlacio´n:
〈ξi(t)〉 = 0 (3-12)
〈ξi(t)ξj(τ)〉 = 2Dδijδ(t − τ) (3-13)
Modelo de una part´ıcula activa Browniana
Este enfoque considera un deposito de energ´ıa interna lo cual permite una descripcio´n del movi-
miento activo de entidades biolo´gicas basado en consumo y conversio´n de energ´ıa [94], [100]. Tal
como se observa en [100] el depo´sito de energ´ıa considera las condiciones para tener un movimiento
biolo´gico activo. El modelo considera una part´ıcula de masa m con posicio´n ~r y velocidad ~v donde
se tiene una fuerza de autopropulsio´n conectada con un deposito de energ´ıa e(t) y una fuerza de
friccio´n dependiente de la velocidad γ(~v). Tambie´n se considera una componente de ruido ~ξ(t) y
una fuerza externa parabo´lica dada por un potencial U(~r).
d~r
dt
= ~v (3-14)
m
d~v
dt
= de(t)~v − γ(~v)~v − ~∇U(~r) + ~ξ(t) (3-15)
La expresio´n para el deposito interno de energ´ıa e(t) consiste de una compensacio´n dependiente
del espacio q(~r), una disipacio´n interna ce(t) con factor de escala c y un te´rmino de conversio´n de
energ´ıa interna en energ´ıa cine´tica de(t)|~v(t)|2 con coeficiente d. La ecuacio´n diferencial que rige la
energ´ıa interna e(t) es:
de(t)
dt
= q(~r)− ce(t)− de(t)|~v(t)|2 (3-16)
Considerando un flujo constante de energ´ıa hacia el deposito interno de energ´ıa se puede tomar
q(~r) = q0, adicionalmente se tiene que la funcio´n asociada al comportamiento de friccio´n es:
γ(~v) = γ0 − dq0
c+ d|~v(t)|2 (3-17)
De los resultados reportados en [94] se aprecia que un solo individuo presenta un comportamiento
de ciclo limite el cual consiste en un movimiento circular alrededor de un potencial atractivo.
Modelo para un enjambre de part´ıculas Brownianas
En [15] se busca explicar la formacio´n de vo´rtices para grupos de individuos biolo´gicos, para lo cual
se propone un modelo compuesto por ecuaciones para la posicio´n, la velocidad y la energ´ıa interna
almacenada. El depo´sito de energ´ıa considera las condiciones para tener un movimiento biolo´gico
activo. La ecuacio´n de velocidad resulta de la superposicio´n de los te´rminos determin´ısticos y
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estoca´sticos. La parte determin´ıstica considera la interaccio´n de los individuos con comportamiento
local de evasio´n y fuerzas externas correspondientes a la atraccio´n de un potencial. De los resultados
se observa que el modelo permite reproducir comportamientos similares a la forma de locomocio´n
de Daphnia. Adicionalmente se analiza que el comportamiento de vorticidad le permite a Daphnia
evadir colisiones con otros animales. Segu´n [15] en te´rminos generales las ecuaciones de movimiento
son:
d~ri
dt
= ~vi (3-18)
d~vi
dt
= −γ(~vi)~vi − ~∇U(~ri) + ~ξi(t) (3-19)
γ(~vi) = γ0 − dq0
c+ d|~vi|2 (3-20)
Donde ~ri, ~vi son la posicio´n y la velocidad de la i-e´sima part´ıcula, γ(~vi) es una funcio´n no lineal de
friccio´n la cual considera un deposito interno de energ´ıa, a es un para´metro del potencial parabo´lico
externo U(~r) = (a/2)|~r |2 el cual se encuentra centrado en el origen y que produce una fuerza de
atraccio´n sobre cada part´ıcula correspondiente a ~Fi = −~∇U = −a~ri. Finalmente se tiene la fuerza
estoca´stica ~ξi(t) donde cada una de sus componentes escalares tiene magnitudD, esta fuerza permite
describir la influencia de los eventos aleatorios sobre el movimiento de una part´ıcula.
Interaccio´n de part´ıculas activas Brownianas con acople global
Un enfoque para modelar la interaccio´n de part´ıculas consiste en adicionar un acople global de los
agentes al centro de masa del enjambre tal como se puede apreciar en [15], [95] y [96]. Un modelo
que considera esta orientacio´n se puede observar en [75] el cual esta´ compuesto por las siguientes
ecuaciones:
d~ri
dt
= ~vi (3-21)
mi
d~vi
dt
= −γ0~vi + dei(t)~vi − k

~ri − 1
N
N∑
j=1
~rj

+ ~ξi(t) (3-22)
dei(t)
dt
= q0 − cei(t)− d|~vi|2e(t) (3-23)
Donde d es un para´metro asociado a la disipacio´n de energ´ıa, k es una constante que pondera la
interaccio´n de los individuos, γ0 es una constante asociada a la friccio´n y ~ξ(t) la componente de
ruido blanco.
Modelo con acople global parabo´lico
Un modelo adicional de part´ıcula activa Browniana consiste en tomar una aproximacio´n de segundo
orden por series de Taylor para el movimiento activo y tambie´n incorporar una fuerza de interaccio´n
entre part´ıculas dada por un potencial de atraccio´n de tipo parabo´lico el cual permite un acople
global al centro de masa del enjambre [101]. De la misma forma que en los anteriores modelos se
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incluye una fuerza de tipo estoca´stica. El modelo propuesto en [75] y [101] es:
d~ri
dt
= ~vi (3-24)
d~vi
dt
= (α− β|~vi|2)~vi − a
N
N∑
j=1
(~ri − ~rj) + ~ξi(t) (3-25)
Donde (α − β|~vi|2)~vi, corresponde a la fuerza de autopropulsio´n la cual permite el movimiento
activo [98], el para´metro a caracteriza la intensidad de la fuerza de interaccio´n y ~ξi(t) es una
fuerza aleatoria donde cada una de sus componentes se considera como ruido blanco con intensidad
(magnitud) D el cual es independiente para todas las part´ıculas.
Interacciones hidrodina´micas
En este caso se adicionan interacciones hidrodina´micas al modelo part´ıcula activa Browniana me-
diante contribuciones de Oseen, aunque tambie´n se podr´ıa realizar considerando las ecuaciones de
Navier Stokes [75]. Las ecuaciones dina´micas para una part´ıcula son:
d~ri
dt
= ~vi (3-26)
m
d~vi
dt
= KF~vF − γ(~vi)~vi − ~∇U(~ri) + ~ξi(t) (3-27)
Donde γ es una funcio´n disipativa no lineal, U es un potencial de influencias externas y ~ξi es una
componente estoca´stica de ruido blanco. El te´rmino KF~vF es generado por el movimiento todas
las part´ıculas el cual tiende a presentar un alineamiento de la velocidad ~vi con ~vF .
~vF (~rij) =
N∑
j 6=i
(
R
|~rij| ~vj +
R(~rij · ~vij)
|~rij |3 ~rij
)
para rij ≫ R (3-28)
En el anterior modelo R es una constante que representa el radio hidrodina´mico efectivo y ~rij es el
vector desde la i-e´sima hasta la j-e´sima part´ıcula. La anterior ecuacio´n muestra que el flujo de Oseen
presenta componentes en la direccio´n de ~vj y ~rij , lo cual genera simetr´ıa en el comportamiento de
las part´ıculas [75].
Modelo con maniobras de evasio´n
Este modelo esta´ formado por la adicio´n de un potencial de interaccio´n repulsivo de tipo exponencial
al modelo de part´ıcula activa Browniana [15] y [102]. En te´rminos generales el modelo es:
d~ri
dt
= ~vi (3-29)
mi
d~vi
dt
= de(t)~vi − γ(~vi)~vi − ~∇U(~ri) +
N∑
j 6=i
~fij + ~ξ(t) (3-30)
De la misma forma que en el modelo de part´ıcula activa Browniana ~ri y ~vi son la posicio´n y velocidad
de la i-e´sima part´ıcula, γ es una funcio´n no lineal de disipacio´n de energ´ıa, e(t) representa el deposito
interno de energ´ıa con una constante asociada d, por su parte U es un potencial externo y ~ξ(t)
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es una componente estoca´stica de ruido blanco. Finalmente ~fij es la fuerza de interaccio´n entre
individuos que permite tener maniobras de evasio´n la cual tiene la siguiente expresio´n:
~fij =
p
σRi
e
−
Ri
σ (~ri − ~rj) (3-31)
Donde Ri es una funcio´n de distancia entre individuos y p, σ cuantifican la fuerza y el rango del
potencial.
Modelo de enjambre con acople global para velocidad
Segu´n [77] y [103] en te´rminos generales un modelo dina´mico de part´ıculas esta´ compuesto por
interacciones conservativas dadas por un potencial U(~r1, ...., ~rN ) y por el postulado de part´ıculas
Brownianas con el cual se tiene ecuacio´n de Langevin:
d~ri
dt
= ~vi (3-32)
m
d~vi
dt
= ~Fi −∇~U(~ri, ...., ~rN ) + ~ξ(t) (3-33)
Donde ~ξ(t) es una fuerza estoca´stica de magnitud D. Las fuerzas no disipativas se pueden repre-
sentar por relaciones internas y externas en parejas, de la forma:
U =
N∑
i=1
W

~ri + 1
2
N∑
j=1
Φ(~rij)

 (3-34)
Donde W es un potencial externo y Φ es el potencial de interaccio´n. Por lo general se emplean
aproximaciones parabo´licas de estas fuerzas. La distancia desde la part´ıcula i hasta la part´ıcula j
es ~rij = ~ri − ~rj, segu´n [77] la fuerza de interaccio´n corresponde a:
~∇U =
N∑
j=1
~∇U(~rij) ~rij|~rij |
Por otro lado, las fuerzas disipativas se pueden representar como:
~Fi = −mγ(~vi)~vi −mσ(~v1, ...., ~vN ) (3-35)
Para el caso, γ representa la friccio´n que depende de la velocidad la cual puede tener una parte
negativa. En el caso de equilibrio te´rmico se tiene γ(~v) = γ0 el cual es un valor constante. En el
caso general cuando la friccio´n depende de la velocidad, se asume que la friccio´n es una funcio´n
mono´tona creciente que converge a γ0 cuando se tienen altas velocidades. Para un modelo donde
se considera un deposito interno de energ´ıa la funcio´n γ(~v) toma la forma:
γ(~v) =
(
γ0 − d q
c+ d |~v|2
)
(3-36)
Donde c,d, q son constantes positivas que caracterizan el flujo de energ´ıa desde el deposito de
energ´ıa hasta la part´ıcula. Una aproximacio´n se puede lograr tomando los dos primeros te´rminos
de la serie de Taylor obteniendo:
γ(~v) = (−α+ β|~v|2) (3-37)
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Con este aproximacio´n la velocidad estacionaria es:
|~v0|2 = α
β
(3-38)
La otra componente de la fuerza disipativa considera la interaccio´n de las velocidades. Este te´rmino
tiende a sincronizar las velocidades de los individuos. Un modelo para esta fuerza es:
σi(~v1, ...., ~vN ) =
σ2
N
N∑
j=1
(~vi − ~vj) = σ2(~vi − ~V (t)) (3-39)
Este modelo de fuerza tiende a hacer paralela las velocidades individuales de las part´ıculas con la
velocidad del enjambre ~V (t), donde:
~V (t) =
1
N
N∑
j=1
~vj (3-40)
Con este modelo las interacciones de velocidades generan un acople global.
3.4.4. Modelo de Levine
El modelo de Levine se puede apreciar en [78] donde se considera una fuerza de interaccio´n dada
por un potencial U(~ri) el cual presenta un rango corto de repulsio´n y un rango largo de atraccio´n. El
modelo consideraN part´ıculas con masami, posicio´n ~ri, velocidad ~vi, una fuerza de interaccio´n dada
por ~∇Uint(~ri), un coeficiente de friccio´n γ y una fuerza de autopropulsio´n ~fi la cual esta´ acompan˜ada
por un factor de escala α. En te´rminos generales las ecuaciones de movimiento para una part´ıcula
son:
d~ri
dt
= ~vi (3-41)
mi
d~vi
dt
= α~fi − γ~vi − ~∇Uint(~ri) (3-42)
La direccio´n de ~fi puede ser paralela a ~vi o a un promedio sobre la vecindad ~vj permitiendo alinear
la fuerza de autopropulsio´n con la velocidad del enjambre segu´n la influencia de los vecinos. Sin
alineamiento se tiene ~fi = ~vi y con un alineamiento de rango lc la fuerza de autopropulsio´n es:
~fi =
N∑
i 6=j
~vje
−
|~ri − ~rj|
lc (3-43)
La fuerza de atraccio´n entre part´ıculas tiene un rango largo la, mientras la fuerza repulsiva entre
part´ıculas presenta un rango corto lr. El potencial de interaccio´n entre part´ıculas Uint tiene la
siguiente expresio´n:
Uint =
N∑
j 6=i
Cae
−
|~ri − ~rj|
la −
N∑
j 6=i
Cre
−
|~ri − ~rj|
lr (3-44)
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3.4.5. Modelo de part´ıculas auto-propulsadas
En [104], [105] se observan los conceptos fundamentales para la formacio´n de vo´rtices por parte de
un enjambre de part´ıculas. En este modelo se asume que la direccio´n de la part´ıcula es ide´ntica a su
velocidad. Considerando un enjambre de N part´ıculas auto-propulsadas con posicio´n ~ri y velocidad
~vi, las ecuaciones de movimiento son:
d~ri
dt
= ~vi (3-45)
d~vi
dt
= ~ai + ~fi − γ~vi
Siendo ~ai la fuerza auto´noma de auto-propulsio´n producida por el i-e´simo individuo dependiente de
influencias externas y de la localizacio´n de la part´ıcula en el enjambre, ~fi es la fuerza de interaccio´n
de una part´ıcula con sus vecinos, γ~vi es la fuerza de friccio´n con su respectivo coeficiente (γ > 0)
la cual permite tener un limite de velocidad. La fuerza de interaccio´n se puede modelar como:
~fi = g(|~rj − ~ri|)(~rj − ~ri)|~rj − ~ri| (3-46)
Donde ~rj es la posicio´n del vecino pro´ximo y g es una funcio´n de distancia.
3.4.6. Modelo de part´ıcula autopropulsada con fuerza estoca´stica
Segu´n [106] en un modelo de part´ıculas los movimientos obedecen a la dina´mica de Newton. El
feno´meno de autopropulsio´n ocurre por algu´n mecanismo interno que convierte la energ´ıa qu´ımica
en energ´ıa meca´nica lo cual permite que la part´ıcula llegue a un movimiento estable con una
velocidad constante.
Considerando un sistema que consta de N part´ıculas ide´nticas de masa m. Para una part´ıcula con
posicio´n ~ri, velocidad ~vi, la ecuacio´n de movimiento tiene la siguiente forma:
m
d~vi
dt
= −γ~vi + ~Fa,i + ~Fb,i + ~ζi (3-47)
En este modelo se pueden apreciar cuatro tipos de fuerzas que actu´an sobre la part´ıcula. La primera
corresponde a la fuerza de friccio´n γ~vi que surge de la naturaleza o de la friccio´n hidrodina´mica del
medio. La fuerza de alineacio´n ~Fa,i la cual considera la fuerza de autopropulsio´n y la tendencia de
la part´ıcula para alinear su velocidad con sus part´ıculas vecinas. La fuerza de cobertura ~Fb,i la cual
incluye la interaccio´n con las part´ıculas cercanas. Un te´rmino de ruido ~ζi que enfatiza el hecho de
que la alineacio´n no es perfecta y otros efectos de las condiciones ambientales.
En el contexto de la biolog´ıa, tanto la alineacio´n y la fuerza de interaccio´n no son fuerzas reales
f´ısicas. Se derivan de las respuestas sociales de un individuo a otros miembros de la misma especie.
Con la fuerza de interaccio´n en primer lugar las part´ıculas se atraen unas a otras, sin embargo con
esta fuerza tambie´n se evitan colisiones entre si. Considerando lo anterior una expresio´n para la
fuerza de interaccio´n es:
~Fb,i = b
N∑
j 6=i
Rˆji
[(
rb
Rij
)α
−
(
rb
Rij
)β]
e
−
Rij
rb (3-48)
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En esta ecuacio´n ~Rij = ~ri − ~rj , donde Rˆ es su vector unitario, b es la magnitud de la fuerza y rb
es una longitud de cobertura. Los exponentes α > β permiten tener un largo alcance atractivo y
corto alcance de repulsio´n.
Por su parte, para la fuerza de alineamiento se puede tener:
~Fa,i = a

vˆi +
N∑
j 6=i
vˆje
−
Rij
ra

 (3-49)
Esta fuerza tiene un rango de cobertura ra donde vˆi es el vector unitario asociado a la velocidad
de la respectiva part´ıcula. Para una part´ıcula que viaja sola, ~Fa,i resulta ser constante debido a la
amortiguacio´n, por lo cual, tiende a una velocidad constante de a/γ. Por otra parte, cuando una
part´ıcula se encuentra rodeada por vecinos, esta se alinea a lo largo de una direccio´n determinada
por la media ponderada sobre las velocidades de esos vecinos. Los anteriores casos son so´lo dos
posibilidades entre muchos que tiene el efecto de alineacio´n [106].
Finalmente se considera una componente de ruido ~ζi que no tiene ninguna correlacio´n espacial o
temporal. Para esta componente se toma de una distribucio´n uniforme a lo largo de [−w,w].
3.4.7. Modelo de part´ıcula autopropulsada con sub-grupos de part´ıculas
En [107] se estudia un modelo para la descripcio´n del movimiento de part´ıculas auto-propulsadas el
cual es desarrollado con un enfoque lagrangiano. En este modelo se establecen diferentes funciones
potenciales para poder obtener las ecuaciones de movimiento. El modelo presentado en [108] consiste
de N part´ıculas las cuales se encuentran sujetas a la ecuacio´n de movimiento:
mi
d~vi
dt
= −γ~vi + ~ai + ~Fi + ~ζi (3-50)
Donde mi, vi son la masa y la velocidad de la i-e´sima part´ıcula, el te´rmino −γ~vi corresponde a la
fuerza de friccio´n donde γ es el coeficiente de friccio´n, el segundo te´rmino ~ai = aiVˆi corresponde a
la fuerza auto-propulsada la cual incluye la tendencia del alineamiento de las part´ıculas cercanas,
ai representa la fuerza de propulsio´n y Vˆi es un vector unitario paralelo a ~Vi siendo:
~Vi =
N∑
j=1
~vj e
−
Rij
ra (3-51)
Para el caso Rij = |~rj−~ri| es la distancia entre la i-e´sima y j-e´sima part´ıcula, ra es un para´metro de
alineamiento. El te´rmino ~Fi incluye las fuerzas de interaccio´n entre las part´ıculas y fuerzas externas
debidas a potenciales del entorno tales como comida y refugio. En [108] se consideran dos tipos de
fuerzas, una individual y otra de interaccio´n las cuales se denominan fuerza de cuerpo (body force)
~Fb,i y fuerza de cobertura (shelter force) ~Fs,i, para la fuerza de cuerpo se pueden usar dos tipos
de expresiones, uno es el potencial de Morse y el otro un potencial de Lennard-Jones (en [108] se
emplea el segundo tipo). Para la fuerza de cobertura se pueden tomar diferentes enfoques, en [108]
se propone que los miembros del enjambre son atra´ıdos al rango de cobertura cuando llegan a esta
por casualidad. La expresio´n para la fuerza total es:
~Fi = ~Fb,i + ~Fs,i (3-52)
34 3 Revisio´n sobre modelos basados en enjambres con caracter´ısticas de vorticidad
La expresio´n para la fuerza de cuerpo es:
~Fb,i = b
N∑
j 6=i
Rˆij
(
1− Rij
rb
)
e
−
Rij
ra (3-53)
Por su parte, la fuerza de cobertura corresponde a:
~Fs,i =


∑
α
siαRˆicα e
−
(Ricα −Rs)
rs , si; Ricα ≤ Rs;
0, en otro caso.
(3-54)
Donde b y rb representa la fuerza y el rango de interaccio´n de las part´ıculas, Rˆij es un vector
unitario con direccio´n desde la i-e´sima hacia la j-e´sima part´ıcula. En [108] se asume que las fuerzas
de interaccio´n son equivalentes e independientes en subgrupos α, por su parte siα es la α-e´sima
fuerza de cobertura, Rs y rs son el radio y la magnitud de la fuerza de abrigo respectivamente, Rˆicα
es un vector unitario desde la part´ıcula i hasta otra part´ıcula perteneciente al grupo α. Finalmente
el te´rmino ~ζi es una fuerza estoca´stica la cual se considera como una distribucio´n uniforme en un
intervalo [−w,w].
3.4.8. Modelo con potenciales de interaccio´n de Morse
En [109] se propone que un modelo de enjambre consta de un potencial de interaccio´n y una funcio´n
de orientacio´n teniendo las siguientes ecuaciones de movimiento:
d~ri
dt
= ~vi (3-55)
m
~vi
dt
= −~∇Ua(~ri)− ~∇Ur(~ri)− ~Λi (3-56)
Donde:
U(~ri) =
N∑
j=1
U(~rij) (3-57)
La interaccio´n de los individuos del enjambre esta´ dada por un potencial atractivo de rango largo:
Ua(~rij) = −Cae
−
|~rij |
la (3-58)
La colisio´n de las part´ıculas se evita mediante un potencial repulsivo de rango corto:
Ur(~rij) = −Cre
−
|~rij |
lr (3-59)
La fuerza de los anteriores potenciales esta´ definida por Ca y Cr mientras que el rango de estos
esta´ dado por la y lr, tal que la > lr. La funcio´n de orientacio´n considerada es:
~Λi =
N∑
j=1
Co(~vij · rˆij)e
−
|~rij |
lo rˆij (3-60)
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Siendo rˆ un vector unitario, Co la fuerza de orientacio´n y lo el rango de orientacio´n. Con la anterior
ecuacio´n el movimiento hacia o lejos de los vecinos es de´bilmente frenado proporcionalmente a la
componente relativa de velocidad a lo largo del vector formado entre part´ıculas vecinas. El centro
de inercia del enjambre forma un centro relativo el cual se desplaza a velocidad uniforme ya que se
presenta una simetr´ıa en el movimiento de las part´ıculas [109].
3.4.9. Modelo con fuerzas asociadas al entorno
Un modelo general de enjambre donde se representa la bu´squeda colectiva de un objetivo se puede
apreciar en [17]. En este modelo para un determinado ambiente se tienen fuerzas asociadas a los
obsta´culos y a un objetivo. Las ecuaciones de este modelo tienen la siguiente forma:
d~ri
dt
= ~vi (3-61)
mi
d~vi
dt
= ~Fi(~r1, ~r2, ..., ~rN ) (3-62)
Donde ~Fi representa la fuerza de interaccio´n entre los individuos, el objetivo y los obsta´culos, esta
funcio´n se puede representar como:
~Fi = ~Fm,i + ~Ft,i + ~Fo,i (3-63)
Para la fuerza de interaccio´n entre individuos se tiene:
~Fm,i =
N∑
j 6=i
[(
αm1|~ri − ~rj |βm1 + αm2|~ri − ~rj|−βm2
) ~ri − ~rj
|~ri − ~rj |
]
(3-64)
Donde (αm1, βm1) y (αm2, βm2) son los para´metros para las fuerzas de atraccio´n y repulsio´n res-
pectivamente. Considerando a ~T como la posicio´n del objetivo, la fuerza de interaccio´n entre un
individuo y este objetivo es:
~Ft,i =
(
αt|~ri − ~T |βt
) ~T − ~ri
|~ri − ~T |
(3-65)
La fuerza de interaccio´n entre los obsta´culos y una part´ıcula se puede representar como:
~Fo,i = −
q∑
j=1
[(
αo|~ri − ~Oj |−βo
) ~Oj − ~ri
|~ri − ~Oj |
]
(3-66)
Donde, ~Oj corresponde al j-e´simo obsta´culo y q al nu´mero total de obsta´culos. Para los diferentes
casos α, β son constantes no negativas.
3.4.10. Modelo con choques inela´sticos
En [110] se propone un modelo para la descripcio´n de vo´rtices y migracio´n de individuos como peces
y aves considerando le existencia de choques inela´sticos entre estos. El modelo considera part´ıculas
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de masa m = 1 con velocidades normales vn y tangenciales vt a la direccio´n de la colisio´n de tal
forma que se tienen las siguientes ecuaciones de movimiento:
dvn
dt
= −Knd (rab)α vnab −Knr (rab)β (3-67)
dvt
dt
= −mı´n
(∣∣∣∣µdvndt
∣∣∣∣ , vtKtd
)
(3-68)
La fuerza normal de repulsio´n es modelada como un resorte que existe de un agente hacia otro
con una constante Knr y dependiente de β para el traslapamiento del choque entre dos agentes
representado por rab. Tambie´n se tiene una fuerza de friccio´n proporcional a la velocidad normal
relativa vnab donde α cuantifica el efecto del traslapamiento y se tiene un factor de escala Knd. En
la direccio´n tangente se aplica una fuerza de friccio´n acotada por la fuerza normal multiplicada por
un factor µ.
Adicionalmente cada agente posee una fuerza de autopropulsio´n con la cual se compensa la energ´ıa
perdida en el transcurso de la colisio´n, de esta forma se previene que el sistema se estanque. La
ecuacio´n que relaciona la fuerza de autopropulsio´n es:
d~vsp
dt
=
{
0 |~v| ≥ 1;
cvˆ |~v| < 1. (3-69)
La fuerza de auto-propulsio´n con magnitud c se aplica en la direccio´n de la velocidad actual de la
part´ıcula dada por el vector unitario vˆ.
3.4.11. Modelo basado en ecuaciones generalizadas de Navier Stokes
En [111] se busca describir el comportamiento bioqu´ımico o biolo´gico de entidades como pol´ımeros
ce´lulas o aves, adema´s se realiza una revisio´n para lograr reproducir el comportamiento de sistemas
no lineales correspondientes a la ecuacio´n hyperbo´lica de transporte acompan˜ada de las ecuaciones
parabo´licas y el´ıpticas llamadas ecuaciones generalizadas de Navier Stokes.
El enfoque presentado en [111] consiste en la ecuacio´n Hamiltoniana visco-ela´stica para redes de
mu´ltiples part´ıculas con reglas espec´ıficas de interaccio´n, este enfoque considera una componente
estoca´stica para describir el comportamiento de enjambres como aves y peces. La ecuacio´n Hamil-
toniana es:
d~ri = ~vi dt (3-70)
d~ri =

~ai + N∑
i 6=j
~aij

 dt+ βi d~ξ (3-71)
Donde ~ri, ~vi y ~ai es la posicio´n, velocidad y aceleracio´n de la i-e´sima part´ıcula en incrementos de
tiempo dt, el te´rmino ~aij se puede considerar como la aceleracio´n de interaccio´n de las part´ıculas.
En [111] las interacciones de los vecinos cercanos se realizan considerando regiones de Voronoi y
triangulacio´n de Delaunay. La variable βi es una componente estoca´stica asociada a incrementos
mutuamente independientes estoca´sticos d~ξ.
4. Seleccio´n del modelo de enjambre con
caracter´ısticas de vorticidad
4.1. Introduccio´n
El modelo empleado se establece considerando trabajos donde se describen las diferentes alternativas
que se tienen para un modelo de part´ıculas con comportamiento de vorticidad. Como criterio de
seleccio´n se busca tener un modelo compacto (con el menor nu´mero de te´rminos) que permita
describir comportamientos de enjambre como desplazamientos uniformes y movimientos circulares.
En este cap´ıtulo se presentan las componentes del modelo seleccionado y se realiza una descripcio´n
cualitativa de los para´metros involucrados en este.
4.2. Componentes de un modelo de part´ıculas con comportamiento
de vorticidad
Considerando la revisio´n realizada en el cap´ıtulo anterior el esquema general de un modelo de
part´ıculas que permite describir tanto movimientos lineales como circulares tiene la siguiente forma:
d~ri
dt
= ~vi (4-1)
mi
d~vi
dt
= ~Faut,i + ~Fint,i + ~Fesp,i + ~Fest,i
Donde la primera ecuacio´n relaciona la derivada de la posicio´n ~ri de la i-e´sima part´ıcula. La segunda
ecuacio´n corresponde al balance de fuerzas sobre la part´ıcula, siendo mi la masa. Esta ecuacio´n
presenta las siguientes componentes:
mi(d~vi/dt): Te´rmino de inercia.
~Faut,i: Fuerza correspondiente al movimiento activo asociado a la autopropulsio´n.
~Fint,i: Te´rmino que involucra las fuerzas de interaccio´n entre individuos.
~Fesp,i: Componente de fuerzas externas dadas por el espacio donde se desplazan las part´ıculas.
Desde el punto de vista de optimizacio´n se encuentra asociada a la funcio´n objetivo.
~Fest,i: Fuerza estoca´stica o producida por ruido.
A continuacio´n se presentan las diferentes alternativas que se tienen para estas fuerzas.
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4.2.1. Fuerza de auto-propulsio´n
En la mayor´ıa de modelos revisados la fuerza auto-propulsio´n esta´ compuesta por una parte disi-
pativa correspondiente a la friccio´n y una componente de propulsio´n la cual le suministra energ´ıa
al sistema tambie´n denominada fuerza de movimiento activo, por lo general esta componente se
encuentra dada por el alineamiento de la velocidad de las part´ıculas.
Un primer modelo que considera la fuerza de propulsio´n es del desarrollado por Levine [78] donde
esta corresponde a:
~Faut = α
~vi
|~vi| − β~vi (4-2)
Una propuesta adicional a considerar es la realizada en [79] donde se emplea una fuerza de la forma:
~Faut = (α− β|~vi|2)~vi (4-3)
Adicionalmente considerando lo presentado en [77] y [103] la fuerza asociada a te´rminos disipativos
y de movimiento activo se puede representar como:
~Faut = −miγ~vi −miσ2(~vi − ~V ) (4-4)
El primer te´rmino considera un deposito interno de energ´ıa donde una aproximacio´n de este es
γ = (−α + βv2). El segundo te´rmino tiende a hacer paralelas las velocidades ~vi de las part´ıculas
con la velocidad media del enjambre ~V la cual se puede calcular como:
~V =
1
N
N∑
j=1
~vj (4-5)
Una alternativa adicional al modelo de Levine considera una componente disipativa de frenado −γ~vi
con γ constante y una fuerza de movimiento activo ~Fact = α~fi de tal forma que ~Faut = −γ~vi+α~fi.
En un caso sin alineamiento ~fi = ~vi y con alineamiento de rango lc se tiene:
~fi =
N∑
i 6=j
~vje
−
|~ri − ~rj|
lc (4-6)
Finalmente para el modelo propuesto en [106] la fuerza de auto-propulsio´n esta´ compuesta por una
parte disipativa −γ~vi y una componente de interaccio´n:
~Fa,i = a

vˆi +
N∑
j 6=i
vˆje
−
Rij
ra

 (4-7)
4.2.2. Fuerza de interaccio´n
Segu´n el modelo de Levine [78] y lo presentado en [77] y [109] una forma para representar la fuerza
de interaccio´n consiste en emplear potenciales exponenciales (Morse). La fuerza asociada a este
potencial se puede calcular como:
~Fint,i = −~∇Uint(~ri)
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Donde el potencial de interaccio´n de una part´ıcula se puede calcular como la suma producida por
las interacciones con las otras part´ıculas:
Uint(~ri) =
N∑
j 6=i
Uint(~rij)
La interaccio´n de los individuos del enjambre esta´ dada por un potencial atractivo de rango largo:
Ua(~rij) = −Cae
−
|~rij |
la (4-8)
Adicionalmente, la colisio´n de las part´ıculas se evita mediante un potencial repulsivo de rango
corto:
Ur(~rij) = −Cre
−
|~rij |
lr (4-9)
La distancia desde la part´ıcula i hasta la part´ıcula j se calcula como ~rij = ~ri−~rj. Considerando las
anteriores expresiones el potencial de interaccio´n total es Uint(~ri) = Ua(~ri) + Ub(~ri). La magnitud
de la fuerza de estos potenciales esta´ dada por Ca y Cr mientras que el rango por la y lr con la > lr.
Otra alternativa para describir la interaccio´n entre individuos se presenta en [15], [75], [95], [96] y
[101], en este caso, la fuerza de interaccio´n se encuentra basada en un potencial atractivo parabo´lico
de la forma:
Uint(~ri) =
c
2
(~ri − ~R)2
donde ~R es el centro de masa del enjambre el cual se puede calcular como:
~R =
1
N
N∑
j=1
~rj
Este potencial genera fuerzas directamente sobre el centro de masa las cuales pueden ser utilizadas
para controlar la dispersio´n del enjambre produciendo un acople global de las part´ıculas al centro
de rotacio´n. La fuerza producida por la interaccio´n de las part´ıculas es:
~Fint,i =
a
N
N∑
j=1
(~ri − ~rj)
con a = c(1− 1/N).
Por otra parte, considerando el modelo de interacciones hidrodina´micas [75], la fuerza de interaccio´n
es:
~Fint,i = KF
N∑
j 6=i
[
R
|~rij | ~vj +
R(~rij · ~vij)
|~rij |3 ~rij
]
para rij ≫ R (4-10)
Otra alternativa para la interaccio´n entre individuos se observa en el modelo que incluye maniobras
de evasio´n [15], [102], donde se tiene:
~Fint,i = −
N∑
j 6=i
p
σRi
e
−
Ri
σ (~ri − ~rj) (4-11)
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Una alternativa final se puede observar en [106] donde se propone la siguiente fuerza de interaccio´n:
~Fint,i = b
N∑
j 6=i
Rˆji
[(
rb
Rji
)α
−
(
rb
Rji
)β]
e
−
Rji
rb (4-12)
4.2.3. Fuerza asociada al espacio de locomocio´n
En varios modelos se consideran potenciales parabo´licos y el´ıpticos para representar el espacio
donde se desplazan las part´ıculas [15] y [97]. Desde una perspectiva de optimizacio´n este potencial
puede estar dado por la funcio´n a optimizar. La fuerza asociada a este potencial se puede calcular
como:
~Fesp,i = ~∇Uesp(~ri) (4-13)
4.2.4. Fuerza estoca´stica
Segu´n los modelos revisados para la fuerza estoca´stica ~Fest,i se tienen las siguientes opciones:
Nula.
Distribucio´n normal.
Distribucio´n uniforme.
Una primera alternativa para la componente estoca´stica consiste en considerarla como nula ya que
varios modelos revisados no la presentan y logran describir los comportamientos deseados como
desplazamientos lineales y circulares.
En varios modelos el te´rmino ~ζi corresponde a una fuerza estoca´stica la cual se considera como una
distribucio´n uniforme en un intervalo [−w,w] la cual genera un vector de nu´meros aleatorios para
cada part´ıcula.
En el caso de emplear una distribucio´n normal, la fuerza estoca´stica ~Fest,i = ~ξi(t) corresponde a una
componente de ruido blanco de magnitud D y δ-correlacionada en el tiempo. Esta fuerza presenta
componentes escalares las cuales cumplen con:
〈ξi(t)〉 = 0
〈ξi(t)ξj(τ)〉 = 2Dδ(t− τ)δij
Este tipo de fuerza estoca´stica es empleada en los modelos de part´ıcula Browniana tal como se
aprecia en [75], [78], [94] y [95].
4.3. Componentes de modelo seleccionado
El modelo seleccionado como referencia se encuentra basado en el comportamiento del zooplancton
Daphnia. Con este enfoque se busca aprovechar la forma de locomocio´n con la presencia de vorti-
cidad ya que esta puede ser una buena estrategia para evadir mı´nimos locales tal como se aprecia
en [81] y [112].
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Como criterio de seleccio´n se considera en primer lugar que el modelo permita describir movi-
mientos circulares y lineales. En segundo lugar se busca tener un modelo con el menor nu´mero
de componentes. Por lo anterior en esta propuesta la fuerza estoca´stica se considera nula ya que
se observan modelos que permiten tener el comportamiento deseado sin incluirla lo cual permite
simplificar el ana´lisis del modelo. A continuacio´n se presentan las componentes seleccionadas para
el modelo.
Componente de autopropulsio´n
La componente de autopropulsio´n (movimiento activo) esta´ dada por la ecuacio´n:
~Faut,i = (α− β|vi|2)~vi (4-14)
La anterior expresio´n tambie´n se encuentra en la ecuacio´n de Rayleigh la cual presenta un com-
portamiento de ciclo limite. Con esta fuerza de autopropulsio´n la magnitud de velocidad para cada
part´ıcula en estado estable tiende a ser |~vi| =
√
α/β, [78], [79].
Componente de interaccio´n
La fuerza de interaccio´n se encuentra basada en un potencial atractivo parabo´lico el cual permite
un acople global al centro de masa del enjambre.
Uint(~ri) =
c
2
(~ri − ~R)2 (4-15)
donde ~R es el centro de masa del enjambre, el cual se puede calcular como:
~R =
N∑
i=1
~ri
El potencial de interaccio´n genera fuerzas directamente sobre el centro de masa las cuales pueden
ser utilizadas para controlar la dispersio´n del enjambre. La fuerza producida por la interaccio´n de
las part´ıculas es:
~Fint,i = a(~ri − ~R) (4-16)
Componente asociada al espacio de locomocio´n
Este te´rmino corresponde a la fuerza que produce el ambiente sobre la part´ıcula, desde el punto de
vista de optimizacio´n puede estar influenciada por la funcio´n objetivo. La fuerza asociada a este
potencial se puede establecer como:
~Fesp,i = −~∇Uesp(ri) (4-17)
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4.4. Modelo
Considerando lo presentado anteriormente el modelo seleccionado se encuentra descrito por las
siguientes ecuaciones:
d~ri
dt
= ~vi (4-18)
mi
d~vi
dt
= (α− β|vi|2)~vi − a
N
N∑
j=1
(~ri − ~rj) + ~∇Uesp(~ri) (4-19)
4.4.1. Descripcio´n cualitativa de para´metros
Sobre los diferentes para´metros involucrados en el modelo seleccionado se tiene la siguiente des-
cripcio´n cualitativa:
mi: Masa de la part´ıcula. Este para´metro corresponde a la inercia de tal forma que genera
una oposicio´n a los cambios de velocidad. La masa de las part´ıculas en la mayor´ıa de modelos
se toma igual ya que se considera un enjambre con individuos de las mismas caracter´ısticas.
β: Factor de frenado de las part´ıculas. Al aumentar las part´ıculas tienden a ir ma´s lento.
α: Factor de propulsio´n. Al incrementarse tambie´n aumenta la energ´ıa cine´tica de las part´ıcu-
las elevando de esta forma su velocidad.
a: Factor de interaccio´n. Al aumentar este para´metro el enjambre de part´ıculas tiende a unirse
ma´s y al disminuir se incrementa la dispersio´n.
Segu´n lo reportado en la literatura una alta dispersio´n se presenta al incrementar la energ´ıa de
propulsio´n como tambie´n al disminuir la constante de interaccio´n.
5. Ana´lisis dina´mico del modelo de enjambre con
caracter´ısticas de vorticidad
5.1. Introduccio´n
En este cap´ıtulo se realizan varios ana´lisis al modelo seleccionado con el fin de observar sus ca-
racter´ısticas ma´s relevantes las cuales pueden ser empleadas en un algoritmo de optimizacio´n.
Inicialmente se estudian los puntos de equilibrio del modelo de tal forma que se puedan estable-
cer posibles situaciones en estado estable. Posteriormente se desarrolla un ana´lisis de energ´ıa y de
conservacio´n del momento angular con el fin de observar el comportamiento del modelo seleccio-
nado. Con este ana´lisis se aprecia que el modelo puede describir tanto movimientos lineales como
circulares con la presencia de un vo´rtice.
5.2. Bifurcacio´n y movimiento activo
En un caso escalar el movimiento activo se encuentra basado en la ecuacio´n 5-1 la cual presenta
una bifurcacio´n supercr´ıtica con velocidad v igual a cero debajo del punto de bifurcacio´n siendo el
movimiento activo asintoticamente estable con v = ±√α/β [98].
dv
dt
= αv − βv3 = (α− βv2)v (5-1)
Considerando que una bifurcacio´n consiste en el cambio de la dina´mica y estabilidad del sistema
en funcio´n de los para´metros del mismo, para la ecuacio´n 5-1 en estado estable donde dv/dt = f =
(α− βv2)v = 0 se tienen las soluciones ve,0 = 0, ve,1 =
√
α/β y ve,2 = −
√
α/β. Para determinar el
tipo de comportamiento que presentan los puntos de equilibrio se emplea el Jacobiano obteniendo:
∂f
∂v
∣∣∣∣
ve,αe,βe
= αe − 3βev2e
Del anterior ca´lculo se aprecia que el valor propio del sistema es λ = αe − 3βev2e . A medida de
ejemplo considerando β > 0 cuando α < 0 solo se tiene una solucio´n real igual a ve = 0 la cual es
estable, por otro lado, si α > 0 se tienen tres soluciones reales una para ve = 0 la cual es inestable,
las otras dos para ve =
√
α/β y ve = −
√
α/β las cuales son estables. En la figura 5-1 se puede
apreciar el diagrama de bifurcacio´n para estas soluciones.
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v
α
ve,0 = 0 ve,0 = 0
ve,1 =
√
α/β
ve,2 = −
√
α/β
Figura 5-1.: Diagrama de bifurcacio´n. L´ınea continua para las soluciones estables y l´ınea discon-
tinua para la solucio´n inestable.
La ecuacio´n 5-1 segu´n [101] corresponde a una aproximacio´n por expansio´n en series de Taylor para
la descripcio´n de un modelo de part´ıculas con un deposito interno de energ´ıa. Por otro lado en [98]
se presenta que el comportamiento de autopropulsio´n aparece en procesos f´ısico-qu´ımicos donde
se involucran part´ıculas pequen˜as con fuerzas superficiales sensibles a concentraciones qu´ımicas y
temperaturas presenta´ndose la interaccio´n de fuerzas capilares y fuerzas viscosas. La capilaridad
ocurre cuando las fuerzas intermoleculares adhesivas entre un l´ıquido y un so´lido son mayores que
las fuerzas intermoleculares cohesivas del l´ıquido teniendo como efecto la absorcio´n del liquido lo
cual puede estar en contra de la fuerza de gravedad [98]. Por otro lado, la viscosidad consiste en la
propiedad que presenta un fluido para oponerse a deformaciones tangenciales [98].
5.3. Puntos de equilibrio
Como un primer ana´lisis a realizar del modelo se observan los puntos de equilibrio que presenta el
enjambre de part´ıculas. Los puntos de equilibrio se pueden establecer como:
d~ri
dt
= 0 (5-2)
mi
d~vi
dt
= 0 (5-3)
Por lo tanto, se tienen puntos de equilibrio para ~vi = ~0 y
0 = (−α+ βv2i )~vi −
a
N
N∑
j=1
(~ri − ~rj)− ~∇Uesp(~ri) (5-4)
Considerando |~vi| = 0, la ecuacio´n 5-4 se reduce a la siguiente condicio´n de equilibrio:
~ri = ~R− 1
a
~∇Uesp(~ri) (5-5)
En la ecuacio´n 5-5, si ~∇Uesp(~ri) = 0 entonces ~ri = ~R por cual el enjambre tiende a agrupase a su
punto medio. En otros casos cuando ~∇Uesp(~ri) 6= 0, se logra un equilibrio en funcio´n de la posicio´n
de las part´ıculas y sus valores para el potencial Uesp.
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5.3.1. Puntos de equilibrio para la velocidad media del enjambre
Con la velocidad media de las part´ıculas se busca determinar la condicio´n de equilibrio para el
desplazamiento del enjambre. Tomando la posicio´n y velocidad media del enjambre:
~R =
1
N
N∑
i=1
~ri,
~V =
1
N
N∑
i=1
~vi
adicionalmente considerando que todas las part´ıculas tienen la misma masa mi = m, entonces, la
ecuacio´n de movimiento de la velocidad media del enjambre es:
m
d~V
dt
=
1
N
N∑
i=1
(α− βv2i )~vi −
a
N
N∑
i=1

 1
N
N∑
j=1
(~ri − ~rj)

− 1
N
N∑
i=1
~∇Uesp(~ri) (5-6)
el punto de equilibrio para la velocidad media del enjambre se puede establecer cuando d~V /dt = 0,
es decir:
0 =
N∑
i=1
(α− βv2i )~vi − a
N∑
i=1

 1
N
N∑
j=1
(~ri − ~rj)

− N∑
i=1
~∇Uesp(~ri)
0 =
N∑
i=1
(α− βv2i )~vi −
N∑
i=1
~∇Uesp(~ri)
Considerando el caso donde
∑N
i=1
~∇Uesp(~ri) ≈ 0, lo cual puede ocurrir si:
Existe un equilibrio entre las fuerzas producidas por Uesp. Lo cual es posible para potenciales
con simetr´ıa co´nica.
La fuerza producida por la funcio´n objetivo es muy baja ~∇Uesp(~ri) ≈ 0. Las part´ıculas se
encuentran cerca de un punto mı´nimo de Uesp.
Al presentarse alguna de las anteriores situaciones, entonces, se tiene:
N∑
i=1
(α− βv2i )~vi ≈ 0
la anterior expresio´n se cumple con ~vi = 0 o con vi =
√
α/β, de tal forma que no existe variacio´n
de la velocidad media de las part´ıculas.
5.4. Conservacio´n de energ´ıa y momento angular
El ana´lisis para el modelo seleccionado se efectu´a considerando el procedimiento mostrado en [109],
donde se busca determinar los valores para los cuales se tiene conservacio´n de energ´ıa y momento
angular. Con el presente ana´lisis se busca describir el comportamiento de vorticidad cuando el
enjambre se encuentra en un punto donde la energ´ıa del enjambre es constante.
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Antes de realizar los ana´lisis de energ´ıa y momento angular se tiene que las ecuaciones dina´micas
del modelo seleccionado son:
d~ri
dt
= ~vi (5-7)
mi
d~vi
dt
= (α− βv2i )~vi −
a
N
N∑
j=1
(~ri − ~rj)− ~∇Uesp(~ri). (5-8)
Es importante sen˜alar que el factor producido por las interacciones entre part´ıculas esta´ dado por
un potencial parabo´lico de la forma [96]:
Uint(~ri) =
c
2
(~ri − ~R)2
Este potencial armo´nico genera fuerzas directamente sobre el centro de masa presentando un acople
global de las part´ıculas al centro de rotacio´n de estas. La fuerza producida por la interaccio´n de las
part´ıculas es:
~Fint,i = −~∇Uint(~ri)
~Fint,i = −c
(
1− 1
N
)
(~ri − ~R)
con a = c(1− 1/N) se tiene:
~Fint,i = − a
N
N∑
j=1
(~ri − ~rj)
En la anterior ecuacio´n el para´metro a puede ser empleado para controlar la dispersio´n del enjambre.
5.4.1. Ana´lisis de energ´ıa
Con este ana´lisis se muestra la conservacio´n de la energ´ıa del enjambre con la posibilidad de
mantener una velocidad constante. El primer paso en este desarrollo consiste en determinar la
correspondiente energ´ıa cine´tica y potencial de cada part´ıcula. La energ´ıa cine´tica de una part´ıcula
es:
Ti =
1
2
miv
2
i (5-9)
Por otro lado, la energ´ıa potencial se puede calcular como:
Ui = Uint(~ri) + Uesp(~ri) (5-10)
El siguiente paso en este desarrollo consiste en tomar la derivada de Ti+Ui en funcio´n del tiempo,
obteniendo:
d
dt
(Ti + Ui) =
d
dt
(
1
2
miv
2
i + Uint(~ri) + Uesp(~ri)
)
(5-11)
Para un potencial de interaccio´n de la forma:
Uint(~ri) =
c
2
(~ri − ~R)2
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al tomar la derivada con respecto al tiempo se tiene:
d
dt
Uint(~ri) = c
(
~ri − ~R
)
·
(
d~ri
dt
− d
~R
dt
)
= (~vi − ~V ) · c
N
N∑
j=1
(~ri − ~rj)
Para un mayor detalle sobre la derivada temporal de Uint y la suma de esta derivada para todas
las part´ıculas se puede consultar el anexo C.
Considerando que la posicio´n de una part´ıcula se puede representar como ~ri = r1,iuˆ1 + r2,iuˆ2 +
· · ·+ rd,iuˆd+ · · ·+ rD,iuˆD donde (uˆd) es un vector unitario en la direccio´n d, donde D es el nu´mero
total de dimensiones y empleando la regla de la cadena para la derivada de una funcio´n de la forma
f(xi(t)) donde df/dt = (df/dxi)(dxi/dt), entonces, la derivada temporal del potencial externo Uesp
se puede calcular como:
d
dt
Uesp(~ri) =
∂Uesp
∂r1,i
dr1,i
dt
+
∂Uesp
∂r2,i
dr2,i
dt
+ · · ·+ ∂Uesp
∂rd,i
drd,i
dt
+ · · · + ∂Uesp
∂rD,i
drD,i
dt
=
[
∂Uesp
∂r1,i
uˆ1 +
∂Uesp
∂r2,i
uˆ2 + · · ·+ ∂Uesp
∂rd,i
uˆd + · · ·+ ∂Uesp
∂rD,i
uˆD
]
·[
dr1,i
dt
uˆ1 +
dr2,i
dt
uˆ2 + · · ·+ drd,i
dt
uˆd + · · ·+ drD,i
dt
uˆD
]
= ~∇Uesp(~ri) · ~vi
= ~vi · ~∇Uesp(~ri)
Con los anteriores resultados se tiene la derivada en funcio´n del tiempo para Ti + Ui,
d
dt
(Ti + Ui) = mi~vi · ~vi
dt
+ (~vi − ~V ) · c
N
N∑
j=1
(~ri − ~rj) + ~vi · ~∇Uesp(~ri) (5-12)
Realizando el producto interno entre ~vi y la ecuacio´n de movimiento 5-8 se tiene:
mi~vi · d~vi
dt
= ~vi · (α− βv2i )~vi − ~vi ·
a
N
N∑
j=1
(~ri − ~rj)− ~vi · ~∇Uesp(~ri) (5-13)
Reemplazando la ecuacio´n 5-13 en 5-12 y realizando la suma para todas las part´ıculas del enjambre
se tiene que la derivada de la energ´ıa total del enjambre es:
d
dt
(T + U) =
N∑
i=1
d
dt
(Ti + Ui) (5-14)
=
N∑
i=1
(α− βv2i )v2i (5-15)
En la anterior ecuacio´n se aprecia que el enjambre de part´ıculas mantienen un estado constante de
energ´ıa si:
dE
dt
=
N∑
i=1
(α− βv2i )v2i = 0 (5-16)
Para la ecuacio´n 5-16 al tomar vi = 0 o vi =
√
α/β se tiene que dE/dt = 0 implicando que la
energ´ıa del enjambre tiende a conservarse para estos valores.
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5.4.2. Ana´lisis de momento angular
Con este ana´lisis se pretende evidenciar el comportamiento de vorticidad que presenta el mode-
lo, para lo cual, en primer lugar se revisa el concepto de conservacio´n del momento angular y
posteriormente se aplica este concepto al modelo seleccionado.
El momento angular permite observar las simetr´ıas rotacionales en los sistemas f´ısicos. En algunos
casos esta simetr´ıa permanece constante dando lugar a la ley de conservacio´n de momento angular.
Para una part´ıcula que se mueve con respecto a un punto O tal como se aprecia en la figura 5-2,
el momento angular de la part´ıcula respecto a este punto se define como:
~L = ~r ×m~v (5-17)
b
m
~r
~v
x
y
z
O
Figura 5-2.: Part´ıcula realizando un movimiento circular alrededor de O.
El ana´lisis de conservacio´n del momento consiste en determinar cua´ndo ~L es constante, por lo cual
se toma d~L/dt = 0. Para lo anterior en una primera instancia se tiene:
d~L
dt
=
d~r
dt
×m~v + ~r ×md~v
dt
(5-18)
Dado que d~r/dt× ~v = 0 entonces:
d~L
dt
= ~r × ~F (5-19)
Como es de apreciar, para tener conservacio´n del momento angular se debe cumplir con ~r× ~F = 0,
lo cual se presenta cuando la magnitud de la fuerza es cero o cuando la fuerza que se ejerce sobre
la part´ıcula pasa por el radio de giro de esta.
Para establecer las condiciones de conservacio´n del momento angular del modelo, se calcula el
producto vectorial de ~ri con todos los te´rminos de la ecuacio´n de movimiento obteniendo:
mi~ri × d~vi
dt
= ~ri × (α− βv2i )~vi − ~ri × ~∇Uint(~ri)− ~ri × ~∇Uesp(~ri) (5-20)
Tomando la suma para todas las part´ıculas del enjambre se tiene:
N∑
i=1
mi~ri × d~vi
dt
=
N∑
i=1
~ri × (α− βv2i )~vi −
N∑
i=1
~ri × ~∇Uint(~ri)−
N∑
i=1
~ri × ~∇Uesp(~ri) (5-21)
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El gradiente del potencial Uint(~ri) esta´ dado por la interaccio´n de pares de part´ıculas a lo largo de
~rij , debido a la simetr´ıa de las interacciones internas este te´rmino tiende a ser nulo. Los torques
internos por interacciones de dos part´ıculas se anulan lo cual se puede comprobar aplicando la
identidad ~ri × ~rj = −~rj × ~ri, es decir:
N∑
i=1
~ri × ~∇Uint(~ri) =
N∑
i=1
~ri × a
N
N∑
j=1
(~ri − ~rj)
=
a
N
N∑
i=1
N∑
j=1
(~ri × ~ri − ~ri × ~rj)
=
a
N
N∑
i=1
N∑
j=1
(−~ri × ~rj)
= 0
Con el fin de observar mejor el anterior resultado se pueden desarrollar las sumas de la siguiente
forma:
N∑
i=1
N∑
j=1
(~ri × ~rj) = [(~r1 × ~r1) + (~r1 × ~r2) + (~r1 × ~r3) + · · ·+ (~r1 × ~rN )
+(~r2 × ~r1) + (~r2 × ~r2) + (~r2 × ~r3) + · · · + (~r2 × ~rN )
+(~r3 × ~r1) + (~r3 × ~r2) + (~r3 × ~r3) + · · · + (~r3 × ~rN )
...
+(~rN × ~r1) + (~rN × ~r2) + (~rN × ~r3) + · · ·+ (~rN × ~rN )]
= 0
Adicionalmente, considerando que el momento angular de una part´ıcula se puede determinar como:
Li = mi~ri × ~vi (5-22)
entonces, la condicio´n para establecer la conservacio´n del momento angular esta´ dada por la si-
guiente ecuacio´n.
N∑
i=1
dLi
dt
=
N∑
i=1
mi~ri × d~vi
dt
= 0 (5-23)
Reemplazando la ecuacio´n 5-21 en 5-23 se tiene:
N∑
i=1
dLi
dt
=
N∑
i=1
~ri × (α− βv2i )~vi −
N∑
i=1
~ri × ~∇Uesp(~ri) (5-24)
Del ana´lisis de energ´ıa se observa que el enjambre de part´ıculas en estado estable tiende a presentar
una velocidad de magnitud v = 0 o v =
√
α/β, por lo cual, el te´rmino asociado a la propulsio´n se
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elimina. Por otro lado, si se considera un potencial Uesp(~ri) que genera fuerzas radiales paralelas a
~ri es decir presenta simetr´ıa co´nica entonces:
N∑
i=1
~ri × ~∇Uesp(~ri) = 0
Bajo las anteriores consideraciones se tiene que:
N∑
i=1
dLi
dt
= 0 (5-25)
lo cual indica que el momento angular se conserva, por lo tanto, en estado estable y con un potencial
Uesp que presenta simetr´ıa co´nica el enjambre de part´ıculas se mueve de forma circular generando
un vo´rtice.
5.5. Ana´lisis para el para´metro de propulsio´n
De los anteriores ana´lisis se observa la posibilidad de emplear α para cambiar el comportamiento
del enjambre. Como una primera aproximacio´n, este para´metro se considera como una funcio´n del
tiempo limitado por un valor mı´nimo y ma´ximo de tal manera que 0 ≤ α(t) ≤ αmax, por lo tanto
en el siguiente ana´lisis se consideran los casos extremos: α(t) = 0 y α(t) = αmax. A partir de la
ecuacio´n 5-16, es posible establecer que un estado de mı´nima energ´ıa (dET /dt = 0) se alcanza
cuando |~vi| = 0 o |~vi|2 = α(t)/β.
Para el caso donde α(t) = 0, ecuacio´n 5-16 se reduce a:
E˙ = −
N∑
i=1
(
β|~vi|2
) |~vi|2 (5-26)
Dado que la energ´ıa del sistema tiene derivada en el tiempo definida negativa para vi 6= 0, el sistema
tiende a un estado de energ´ıa mı´nima con ~vi = 0. Es de apreciar que la tasa con la cual se libera
energ´ıa depende de |~vi|4, por lo cual, entre menor sea la velocidad el enjambre ma´s se demora en
llegar a su punto de mı´nima energ´ıa.
Para el caso donde el para´metro α(t) = αmax el cual es un valor grande pero acotado, se tiene:
E˙ =
N∑
i=1
(
αma´x − β|~vi|2
) |~vi|2 (5-27)
Se puede apreciar en este caso particular que para velocidades no nulas el sistema esta´ limitado en
u´ltima instancia con la velocidad |~vi| =
√
αmax/β.
Como es de apreciar el incremento de αmax aumentara´ la velocidad terminal de las part´ıculas
presenta´ndose comportamiento de vorticidad y la mayor dispersio´n del enjambre.
Adicionalmente, de lo observado en el caso α = 0, para tener una disipacio´n mayor de energ´ıa para
valores cercanos a cero se puede considerar un caso adicional donde α sea constante y β = 0 de tal
forma que la ecuacio´n para el balance de fuerzas toma la forma:
mi
d~vi
dt
= −α~vi − a
N
N∑
j=1
(~ri − ~rj)− ~∇Uesp(~ri) (5-28)
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En este caso el balance de energ´ıa corresponde a:
E˙ = −
N∑
i=1
α|~vi|2 (5-29)
Donde se observa una disipacio´n que depende de |~vi|2.
5.6. Estimacio´n del radio del enjambre
Considerando un movimiento circular uniforme para una part´ıcula i como el mostrado en la figura
5-3, se tiene una fuerza tangencial FT y normal FN tal que:
FN = miaN = mi
v2
R
FT = miaT = w˙R
donde aN y aT son las aceleraciones normal y tangencial, v la velocidad lineal, w la velocidad
angular, w˙ la aceleracio´n angular y R el radio.
bb
R
~ri
w
FT
FN
~F
Figura 5-3.: Fuerza normal y tangencial.
Para un movimiento circular w˙ = 0 y considerando los resultados del ana´lisis de energ´ıa, la velocidad
se puede tomar como v =
√
α/β.
Teniendo en cuenta la fuerza de interaccio´n (sin potencial externo) y las part´ıculas realizando un
movimiento circular con radio R, entonces, la fuerza tangencial corresponde a FT = aR. Bajo estas
consideraciones se tiene:
miv
2
R
= aR (5-30)
con v =
√
α/β, entonces:
R =
√
miα
aβ
(5-31)
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En un caso ma´s general donde se presenta un potencial externo Uesp se tiene que la fuerza producida
por este potencial esta´ dada por ~F = ~∇Uesp, considerando que este potencial presenta una fuerza
normal FN , entonces:
miv
2
R
= aR+ FN (5-32)
mi
α
β
= aR2 + FNR (5-33)
aR2 + FNR−miα
β
= 0 (5-34)
por lo cual se tiene:
R =
−FN ±
√
F 2N + 4amiα/β
2a
(5-35)
Para determinar el signo de la ra´ız se considera el caso cuando α = 0 en el cual el radio debe tender
a ser cero por lo tanto se concluye que el signo del radical es positivo.
En el caso de tener FN = 0 la expresio´n coincide con el ana´lisis inicial:
R =
√
miα
aβ
A manera de ejemplo se puede considerar Uesp con simetr´ıa co´nica de la forma Uesp = (x
2 + y2)/2,
entonces, FN = R, por lo cual:
miv
2
R
= aR+R
es decir:
mi
α
β
= (a+ 1)R2
despejando el radio de giro se tiene:
R =
√
miα
(a+ 1)β
(5-36)
Un caso donde se aumenta el radio de giro ocurre cuando FN apunta hacia fuera del vo´rtice.
5.7. Ana´lisis de estabilidad para la implementacio´n en tiempo discreto
Considerando que la implementacio´n del modelo se realiza en tiempo discreto es posible tener
condiciones sobre los para´metros del modelo que generen inestabilidad debido a la discretizacio´n
de las ecuaciones diferenciales.
Como una primera aproximacio´n en este ana´lisis u´nicamente se considera la componente de fuerza
asociada al movimiento activo o de autopropulsio´n, tambie´n se considera el caso escalar del modelo
de tal forma que se tiene la siguiente ecuacio´n diferencial:
mi
dvi
dt
= (α− βv2i )vi (5-37)
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Linealizado esta ecuacio´n sobre un punto de equilibrio ve se tiene:
mi
dvi
dt
= (α− 3βv2e)vi (5-38)
Considerando el punto de equilibrio como v2e = α/β se obtiene:
mi
dvi
dt
= −2αvi (5-39)
Empleando una aproximacio´n de Euler para la primera derivada se obtiene la siguiente ecuacio´n
en diferencias.
mi
vi[n+ 1]− v[n]
∆t
= −2αvi[n] (5-40)
de tal forma que:
vi[n+ 1] =
(
1− α∆t
mi
)
vi[n] (5-41)
Para la anterior ecuacio´n en diferencias la condicio´n de estabilidad es:∣∣∣∣1− α∆tmi
∣∣∣∣ ≤ 1 (5-42)
por lo cual:
−1 ≤ 1− α∆t
mi
≤ 1
entonces:
0 ≤ α ≤ mi
∆t
(5-43)
La anterior relacio´n corresponde a la condicio´n de estabilidad (ana´lisis aproximado) cuando se
realiza la implementacio´n del modelo en tiempo discreto.
6. Simulaciones del modelo seleccionado
6.1. Introduccio´n
En este cap´ıtulo se realizan diferentes simulaciones del modelo seleccionado con el fin de observar sus
caracter´ısticas y de esta forma establecer los elementos necesarios para el desarrollo del algoritmo
de optimizacio´n. Las simulaciones se efectu´an considerando los resultados obtenidos del ana´lisis
realizado al modelo, siendo de intere´s la velocidad y el radio de giro de las part´ıculas.
Sobre las diferentes caracter´ısticas que se observan en este conjunto de simulaciones se tiene, el
efecto del potencial externo como tambie´n la posibilidad de tener movimientos de traslacio´n y
rotacio´n al modificar los para´metros de la fuerza de autopropulsio´n. Adicionalmente se observan
casos especiales del modelo como lo es la condicio´n de estabilidad para su implementacio´n en tiempo
discreto.
En la parte final del cap´ıtulo se presenta una simulacio´n para cuatro dimensiones donde se aprecia
que el enjambre de part´ıculas logra describir movimientos c´ıclicos similares a los obtenidos en dos
dimensiones. Los resultados de estas simulaciones se presentan tomando pares de coordenadas de tal
forma que se puede tener una representacio´n en varios planos para las trayectorias de las part´ıculas
6.2. Modelo de simulacio´n
La simulacio´n se realiza empleando una aproximacio´n de Euler de tal forma que se discretizan las
ecuaciones diferenciales tomando un intervalo de tiempo ∆t, obteniendo:
~ri[n+ 1] = ~ri[n] + ~vi[n]∆t (6-1)
~vi[n+ 1] = ~vi[n] +

(α− βv2i [n])~vi[n]− aN
N∑
j=1
(~ri[n]− ~rj [n])− ~∇Uesp(~ri)

 ∆t
mi
(6-2)
6.3. Fuerza de autopropulsio´n
La fuerza de autopropulsio´n Faut = (α−βv2i )vi (caso escalar) se puede considerar de tipo disipativa
al presentarla de la forma Fdis = −Faut. En la figura 6-1 es posible observar su comportamiento para
diferentes valores de α, en esta figura los valores negativos representan la propulsio´n suministrada a
la part´ıcula mientras que los valores positivos corresponden a una accio´n de frenado. Adicionalmente
en la figura 6-1 se observa que al incrementar el valor de α la fuerza de propulsio´n aumenta.
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v
Figura 6-1.: Fuerza de friccio´n no lineal en funcio´n de v, para β = 1 y α de 2, 1 y 0,4.
El comportamiento de Fdis para diferentes valores de β se presenta en la figura 6-2, en este caso
se aprecia que al aumentar β la fuerza de propulsio´n disminuye mientras que el efecto de la fuerza
de frenado se incrementa.
1
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1 2 3−1
β = 0,4
β = 1
β = 2
Fdis
v
Figura 6-2.: Fuerza de friccio´n no lineal en funcio´n de v, para α = 1 y β de 2, 1 y 0,4.
6.4. Simulacio´n del modelo sin potencial externo
En este grupo de simulaciones se considera que no existe el potencial asociado al espacio o ambiente
donde se encuentran las part´ıculas. Principalmente se observa el efecto que tienen los para´metros
N , a, α y β en la distribucio´n final del enjambre. La simulacio´n se realiza empleando un paso fijo
de ∆t = 0,1.
6.4.1. Simulacio´n con movimiento de rotacio´n
Para condiciones iniciales aleatorias de la posicio´n y la velocidad se tienen los resultados presen-
tados en la figura 6-3. En este caso se aprecia que el enjambre describe una trayectoria circular
observa´ndose diferentes radios de giro segu´n los para´metros considerados, adicionalmente se parec´ıa
que el sentido de giro no es el mismo para todas las part´ıculas.
56 6 Simulaciones del modelo seleccionado
−5 0 5
−8
−6
−4
−2
0
2
4
6
8
Iteración: 300
x
y
(a) Simulacio´n con N = 10 individuos y β =
0,2.
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(b) Simulacio´n con N = 10 individuos y β =
0,5.
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(c) Simulacio´n con N = 20 individuos y β =
0,2.
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(d) Simulacio´n con N = 20 individuos y β =
0,5.
Figura 6-3.: Simulacio´n sin la presencia de potencial externo, para α = 1 y a = 1.
En la figura 6-3 se puede observar que el centro de rotacio´n de las part´ıculas depende de las
condiciones iniciales esto debido a la falta de un potencial externo que influya en el desplazamiento
de estas. Tambie´n es de apreciar en las simulaciones de la figura 6-3 que el sentido de giro de
las part´ıculas no presenta la misma direccio´n para todas ya que no se considera ninguna fuerza
de alineamiento en el modelo seleccionado. Finalmente es de resaltar que al tener un valor mayor
de β el radio de giro tiende a disminuir lo cual se considera con mayor detalle en simulaciones
posteriores.
6.4.2. Simulacio´n con movimiento de traslacio´n
Esta simulacio´n es un caso particular que se puede tener del modelo donde se presenta un movimien-
to de traslacio´n. En esta simulacio´n el movimiento de traslacio´n se observa cuando las condiciones
iniciales son las mismas para todas las part´ıculas. Para la posicio´n se toma el origen y la velocidad
se considera [vxi,0, vyi,0] = [0,001, 0,001]. En la figura 6-4 se puede apreciar el movimiento de tras-
lacio´n que describen las part´ıculas cuando las condiciones iniciales son iguales para la posicio´n y la
velocidad.
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Figura 6-4.: Simulacio´n con N = 10 individuos, β = 0,2, α = 1 y a = 1.
Como es de apreciar en la figura 6-4 la posicio´n de las part´ıculas coincide describiendo un movi-
miento lineal en direccio´n de la velocidad inicial. En este caso el enjambre se comporta como una
sola part´ıcula presenta´ndose un colapso del enjambre, lo cual se encuentra dado por las condiciones
iniciales de las part´ıculas.
Evitar una situacio´n donde ocurra el colapso del enjambre resulta de gran importancia en la pro-
puesta del algoritmo ya que al tener un enjambre agrupado en un solo punto se disminuye la
capacidad de exploracio´n del espacio de bu´squeda.
6.5. Simulacio´n del modelo con potencial externo
En este conjunto de simulaciones se observa el efecto que tiene el potencial asociado al espacio
o ambiente donde se desplazan las part´ıculas. Este potencial puede ser empleado para guiar el
enjambre de part´ıculas. Para garantizar la convergencia del enjambre a un mismo punto el potencial
debe ser monomodal es decir que solo presenta un punto mı´nimo.
El potencial considerado en dos dimensiones presenta simetr´ıa co´nica de la forma Uesp = kxx
2+kxy
2,
para el caso donde kx = kx se tiene un potencial “parabo´lico” (paraboloide de revolucio´n), por otro
lado con kx 6= kx se presenta un potencial “el´ıptico” (paraboloide el´ıptico).
6.5.1. Combinacio´n de movimientos de traslacio´n y rotacio´n
En esta simulacio´n se puede apreciar que el enjambre presenta dos comportamientos, un movimiento
de traslacio´n y otro de rotacio´n alrededor de un punto (vo´rtice). Para ilustrar este hecho, se tiene un
espacio de dos dimensiones tal que ~r = [x, y]T y un enjambre sometido a un potencial parabo´lico
de la forma Uesp(~r) = 0,5|~r |2, el cual se encuentra centrado en el origen. Las part´ıculas tienen
condiciones iniciales [xi,0, yi,0] 6= 0 para la posicio´n y [vxi,0, vyi,0] = [0, 0] para la velocidad, donde
las posiciones iniciales son elegidas al azar. Los para´metros del modelo en esta simulacio´n son
N = 20, α = 4, β = 1 y a = 1.
En la figura 6-5, es posible observar como las part´ıculas tratan primero para alcanzar el origen
(punto mı´nimo de Uesp) y luego, una vez que el enjambre esta´ lo suficientemente cerca de este
punto, presentan un comportamiento de tipo ciclo l´ımite donde la magnitud de la velocidad de las
part´ıculas tiende a ser |~vi| =
√
α/β, lo cual se puede apreciar en la figura 6-6.
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(b) El enjambre comienza a moverse hacia el
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(d) El enjambre describe un movimiento circu-
lar alrededor de su centro de masa.
Figura 6-5.: Comportamiento del enjambre en la presencia de un potencial externo.
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Figura 6-6.: Evolucio´n de la velocidad para cada part´ıcula del enjambre. Las magnitudes de las
velocidades convergen a un valor constante de 2 =
√
α/β.
En esta simulacio´n se puede apreciar los intercambios del sistema acoplado (enjambre) de energ´ıa
entre el movimiento de traslacio´n y de rotacio´n. Para el caso considerado el comportamiento esta´ da-
do por una funcio´n parabo´lica (convexa), por lo cual, para otro tipo de potenciales el enjambre
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puede exhibir un comportamiento ma´s complejo.
6.5.2. Velocidad y distribucio´n del enjambre
Con el fin de observar la distribucio´n de las part´ıculas como tambie´n la velocidad de estas cuando
se tiene un potencial externo se realiza un conjunto de simulaciones considerando un potencial
parabo´lico Uesp = 0,5(x
2 + y2) y los para´metros mi = 1, a = 1, N = 20, β = 1 y α para 2 y 4.
En la figura 6-7 se presentan los resultados para 200 iteraciones con α = 2 y condiciones iniciales
aleatorias para la posicio´n. En esta figura se puede apreciar el comportamiento de vorticidad y la
magnitud de la velocidad de las part´ıculas la cual tiende a ser |~vi| =
√
α/β.
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(a) Distribucio´n de las part´ıculas.
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(b) Trayectorias de las part´ıculas.
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(c) Magnitud de velocidades.
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(d) Radio medido y estimado.
Figura 6-7.: Resultados de la simulacio´n con α = 2.
Considerando la ecuacio´n 5-36 se puede establecer el radio de giro de tal forma que:
Para α = 2, se tiene un radio estimado de 1,0.
Para α = 4, se tiene un radio estimado de 1,4142.
En la figura 6-7 se pueden observar los resultados de la simulacio´n en el caso de tener α = 4. En
estas figuras se aprecia que el enjambre logra tener una distribucio´n circular donde su radio de giro
se encuentra cerca del valor estimado.
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(d) Radio medido y estimado.
Figura 6-8.: Resultados de la simulacio´n con α = 4.
6.5.3. Simulacio´n para un potencial no sime´trico
En este caso se considera un potencial de la forma Uesp = (kxx
2+kyy
2) y los para´metros del modelo
con mi = 1, a = 2, N = 20, β = 1 y α = 4. Las posiciones iniciales de las part´ıculas se consideran
aleatorias para las posiciones y cero para las velocidades.
Para kx = 4 y ky = 0,5 se tienen los resultados mostrados en la figura 6-9. En la figura (a) se
muestra la posicio´n media de las part´ıculas y la distribucio´n de estas en la u´ltima iteracio´n. En la
figura (b) se tiene la posicio´n de todas las part´ıculas y en la figura (c) se muestra la magnitud de
la velocidad de las part´ıculas.
Por otra parte, tomando kx = 2 y ky = 1 se tienen los resultados de la figura 6-10. En la figura (a)
se muestra la posicio´n media de las part´ıculas y la distribucio´n de estas en la u´ltima iteracio´n. En
la figura (b) se tiene la posicio´n de todas las part´ıculas y en la figura (c) se muestra la magnitud
de la velocidad de las part´ıculas.
En las anteriores simulaciones se aprecia que no se presentan movimientos circulares perfectos sin
embargo el seguir teniendo un potencial monomodal las part´ıculas describen movimientos oscilato-
rios alrededor del punto donde el potencial tiene su menor valor.
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(c) Magnitud de la velocidad de las part´ıculas.
Figura 6-9.: Distribucio´n de las part´ıculas y magnitud de velocidades, para kx = 4 y ky = 0,5.
6.6. Simulacio´n para casos disipativos
En este conjunto de simulaciones se presenta el comportamiento del enjambre para el cual se busca
tener u´nicamente el efecto de frenado o disipativo en la fuerza de autopropulsio´n. Para lo anterior
se tienen dos opciones. La primera consiste en anular α directamente del modelo, la otra opcio´n
consiste en eliminar β y asignarle a α un valor negativo.
Se considera que este tipo de comportamiento exhibido por el enjambre puede ser empleado para
lograr la convergencia a un valor mı´nimo.
En los casos presentados a continuacio´n se considera un potencial externo parabo´lico de la forma
Uesp(~r) = |~r |2.
6.6.1. Simulacio´n para caso disipativo no lineal
En este caso se realiza una simulacio´n cuando α = 0 de tal forma que el modelo presenta una
fuerza disipativa no lineal de la forma ~Fdis = β|vi|2~vi. En este caso se considera N = 20, a = 1,
β = 1 obteniendo los resultados de la figura 6-11 donde se aprecia una convergencia lenta de las
part´ıculas al punto de equilibrio dado por el mı´nimo del potencial externo. Lo anterior ocurre ya
que para grandes velocidades se tiene una disipacio´n grande de energ´ıa y para velocidades pequen˜as
se tiene una disipacio´n pequen˜a.
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(c) Magnitud de la velocidad de las part´ıculas.
Figura 6-10.: Distribucio´n de las part´ıculas y magnitud de velocidades, para kx = 2 y ky = 1.
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(b) Velocidades de las part´ıculas.
Figura 6-11.: Trayectoria promedio de las part´ıculas y magnitud de velocidades.
6.6.2. Simulacio´n para caso disipativo lineal
Otra situacio´n de intere´s ocurre al eliminar la componente no lineal de la fuerza disipativa de tal
forma que se tiene una componente disipativa lineal ~Fdis = α~vi. Para lo anterior se hace β = 0 con
6.7 Simulacio´n del modelo considerando la condicio´n de estabilidad en tiempo discreto 63
α = −10. Para los otros para´metros se tiene N = 20 y a = 1 obteniendo el resultado mostrado en
la figura 6-12.
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(b) Velocidades de las part´ıculas.
Figura 6-12.: Trayectoria promedio de las part´ıculas y magnitud de velocidades.
Como es de apreciar en la figura 6-12, en este caso se logra una convergencia al valor mı´nimo del
potencial Uesp sin presentar oscilaciones y con una velocidad de las part´ıculas tendiendo a cero en
la medida que se aproximan al punto mı´nimo.
El comportamiento que se aprecia en esta simulacio´n es similar al dado por el me´todo del gradiente
permitiendo tener una adecuada convergencia del enjambre al punto mı´nimo de Uesp.
6.7. Simulacio´n del modelo considerando la condicio´n de estabilidad
en tiempo discreto
Como se puede notar en las simulaciones de las figuras 6-3, 6-7 y 6-8 se cumple con la condicio´n de
estabilidad dada por la relacio´n 5-43, por lo tanto, en esta seccio´n se observan algunos resultados
cuando no se cumple esta condicio´n o cuando se encuentra muy cerca de su cumplimiento.
El cumplimiento de la condicio´n de estabilidad para la implementacio´n del modelo en tiempo
discreto se debe considerar para la seleccio´n de para´metros del algoritmo de optimizacio´n.
6.7.1. Simulacio´n sin potencial externo
Para estas simulaciones se considera que no existe la influencia de un potencial externo. Los para´me-
tros empleados son N = 20 individuos, mi = 2, β = 0,2, α = 1 y a = 1. Un primer caso a observar
consiste en tomar ∆t = 1,4 de tal forma que se cumple con 5-43, sin embargo este valor se encuentra
cerca al no cumplimiento de la desigualdad. Otro caso se tiene al tomar ∆t = 2,4 de tal forma que
no se cumple con la restriccio´n de estabilidad. Los resultados de las simulaciones se observan en la
figura 6-13 para el caso mostrado en (a) se aprecia un comportamiento con valores de velocidad
que oscilan de forma brusca alrededor de
√
α/β = 2,2361. Por otra parte, en (b) se observa un
comportamiento completamente inestable para la velocidad de las part´ıculas.
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(a) Velocidades de las part´ıculas con ∆t = 1,4.
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(b) Velocidades de las part´ıculas con ∆t = 2,4.
Figura 6-13.: Magnitud de velocidades de las part´ıculas.
6.7.2. Simulacio´n con potencial externo
En este caso se considera un potencial parabo´lico de la forma Uesp = 0,5(x
2 + y2) con para´metros
N = 20, mi = 1, a = 1, β = 0,2 y α = 1. Una primera simulacio´n considera ∆t = 0,5 como un caso
donde se cumple con la restriccio´n 5-43. En un segundo caso se tiene ∆t = 1,5 donde se tiene un
comportamiento inestable dado por el no cumplimiento de la restriccio´n de estabilidad. En la figura
6-14 se pueden apreciar los resultados de esta simulacio´n, en (a) se observa un cambio brusco de
los valores para las magnitudes de las velocidades de las part´ıculas, por su parte en (b) se observa
un comportamiento inestable para la velocidad de las part´ıculas.
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(a) Velocidades de las part´ıculas con ∆t = 0,5.
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(b) Velocidades de las part´ıculas con ∆t = 1,5.
Figura 6-14.: Magnitud de velocidades de las part´ıculas.
6.8. Simulacio´n del modelo para cuatro dimensiones
Con el fin de observar el comportamiento del modelo en varias dimensiones se realiza una simulacio´n
para cuatro dimensiones teniendo el resultado mostrado en las figuras 6-15, 6-16 y 6-17. En la
figura 6-15 se muestra la posicio´n media de las part´ıculas y la distribucio´n de estas en la u´ltima
iteracio´n. En la figura 6-16 se tiene la posicio´n de todas las part´ıculas y en la figura 6-17 se muestra
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la magnitud de la velocidad de las part´ıculas.
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Figura 6-15.: Distribucio´n de las part´ıculas en la u´ltima iteracio´n realizando la representacio´n en
parejas de coordenadas.
En las figuras 6-15 y 6-16 se observa que el modelo permite describir comportamientos circulares
en las cuatro dimensiones. Por su parte en la figura 6-17 se aprecia que la magnitud de la velocidad
de las part´ıculas tiene a ser
√
α/β.
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Figura 6-16.: Posiciones de las part´ıculas realizando la representacio´n en parejas de coordenadas.
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Figura 6-17.: Magnitud de la velocidad de las part´ıculas.
7. Algoritmo de optimizacio´n basado en un
enjambre con comportamiento de vorticidad
7.1. Introduccio´n
En este cap´ıtulo se describe el algoritmo de optimizacio´n propuesto el cual se basa en el modelo
seleccionado. La implementacio´n del modelo se realiza discretizando las ecuaciones de movimiento.
Con el algoritmo propuesto se busca escapar de mı´nimos locales empleando las caracter´ısticas del
modelo seleccionado. La estrategia desarrollada consiste en incrementar la energ´ıa de autopropulsio´n
cuando el enjambre converge en un mı´nimo local.
7.2. Alternativas consideradas para el desarrollo del algoritmo
Un primer aspecto considerado al proponer el algoritmo consiste en los movimientos circulares que
realiza el enjambre, lo cual se pudo apreciar con los ana´lisis y simulaciones. De esta forma tambie´n
se observa que manipulando los para´metros del modelo se puede modificar el radio de giro de las
part´ıculas lo cual se puede emplear para escapar de mı´nimos locales. Como es de apreciar en las
simulaciones al tener un potencial externo con simetr´ıa co´nica el enjambre de part´ıculas tiende
a presentar un movimiento circular donde el punto medio de las part´ıculas coincide con el valor
mı´nimo del potencial externo.
Para lograr la convergencia del enjambre a un punto mı´nimo en una primera instancia se considera
eliminar la componente de propulsio´n teniendo una componente disipativa no lineal, sin embargo,
para lograr un comportamiento similar al descenso del gradiente se toma una componente disipativa
lineal.
Una primera alternativa del algoritmo para escapar de un mı´nimo local consiste en incrementar
la energ´ıa hasta desplazar el punto medio de las part´ıculas a una posicio´n diferente del mı´nimo
local encontrado. Esta alternativa presenta la dificultad de requerir el desplazamiento de todo el
enjambre para converger a otro valor mı´nimo, es decir, que una part´ıcula puede encontrar un mejor
valor sin embargo el enjambre no converge a este hasta que todas las part´ıculas escapen del mı´nimo
local. Lo anterior ocurre por el acople global que presentan las part´ıculas con su punto medio. En
este primer acercamiento el gradiente de la funcio´n objetivo proporciona una fuerza que desplaza
las part´ıculas en la direccio´n donde se puede encontrar un mejor valor.
Una mejora de la anterior propuesta se logra al incorporar la informacio´n individual de las part´ıcu-
las, en este caso se observa si alguna part´ıcula encuentra un mejor valor. Al encontrarse una mejor
posicio´n se realiza la convergencia del enjambre a este nuevo punto mı´nimo. Para lograr lo anterior
se adiciona un potencial de atraccio´n con el fin de direccionar todo el enjambre al mejor valor
encontrado.
68 7 Algoritmo de optimizacio´n basado en un enjambre con comportamiento de vorticidad
La informacio´n dada por la funcio´n objetivo actu´a como una componente de bu´squeda local la
cual influye de forma individual para cada part´ıcula. El potencial asociado a la mejor posicio´n
encontrada actu´a como una componente de bu´squeda global atrayendo a todas las part´ıculas a este
punto.
Un aspecto de atencio´n en el algoritmo consiste en la forma de incrementar la energ´ıa ya que un
incremento ra´pido no permite que el enjambre explore de forma adecuada el espacio de bu´squeda
llegando a la maxima dispersio´n de forma temprana. Tambie´n es de observar que el movimiento
circular se obtiene con valores constantes para la fuerza de autopropulsio´n, por lo cual, en una
primera instancia se propone un incremento de forma escalonada. Otra alternativa propuesta para el
incremento consiste en observar si existe cambio en la ma´xima dispersio´n obtenida de las part´ıculas
en cada iteracio´n.
Otro aspecto de importancia en la propuesta del algoritmo consiste en el criterio de parada. A
diferencia de la mayor´ıa de algoritmos de optimizacio´n donde se detiene el algoritmo considerando
la convergencia, en este caso el criterio de parada se encuentra basado en la dispersio´n de las
part´ıculas para lo cual se puede emplear como medida la varianza generalizada calculada mediante
la matriz de varianza y covarianzas, sin embargo por facilidad de ca´lculo como criterio de parada
se considera el nu´mero de part´ıculas que se encuentran en el espacio de bu´squeda.
Finalmente es de apreciar que al suspender la informacio´n dada por la funcio´n objetivo se tienen
las mismas etapas de convergencia y dispersio´n, lo cual permite aplicar el algoritmo para funciones
no continuas.
7.3. Consideraciones para el disen˜o del algoritmo
Tomando como referencia el ana´lisis del modelo como tambie´n las simulaciones del mismo, se
pueden establecer una serie de lineamentos para el disen˜o del algoritmo. Como un primer aspecto
a considerar se busca que el algoritmo presente dos procesos generales, uno de convergencia y otro
de dispersio´n los cuales se obtienen modificando los para´metros del modelo.
Para lograr la fase de convergencia se pueden configurar los para´metros α y β de tal forma que se
tenga un comportamiento adecuado del enjambre (convergencia a un punto mı´nimo). Adicional-
mente, del ana´lisis de puntos de equilibrio, en la fase de convergencia se observa la necesidad de
una fuerza de atraccio´n que permita el desplazamiento del enjambre a un punto deseado.
Sobre la fase de dispersio´n, el primer aspecto a considerar consiste en la capacidad del modelo para
generar el desplazamiento de las part´ıculas con movimientos circulares. Tambie´n del ana´lisis de
energ´ıa se aprecia que la velocidad de las part´ıculas se puede controlar mediante el para´metro α y
de esta forma tambie´n el radio de giro de las mismas. Con el fin de tener una buena exploracio´n
del espacio de bu´squeda en la fase de dispersio´n se debe considerar una estrategia para generar
movimientos circulares de las part´ıculas, lo cual se puede lograr al tener un valor constante de α.
Otro aspecto a considerar consiste en el efecto que tiene la funcio´n objetivo en las etapas de
convergencia y dispersio´n, por lo cual, se deben acotar los valores ma´ximos y mı´nimos dados por el
gradiente de esta funcio´n para poder controlar la convergencia y dispersio´n de las part´ıculas. En la
fase de convergencia se debe acotar la fuerza dada por el gradiente de tal forma que se pueda evitar
el escape no deseado de part´ıculas. En este caso se puede considerar el valor ma´ximo y mı´nimo
de velocidad para normalizar la fuerza dada por la funcio´n objetivo. Por su parte, en la fase de
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dispersio´n la funcio´n objetivo se debe escalar para establecer un limite del efecto que esta puede
tener sobre el enjambre de part´ıculas considerando el radio de giro esperado.
Como es de apreciar, en esta propuesta se busca emplear la dispersio´n de las part´ıculas para mejorar
la exploracio´n del espacio de bu´squeda, por lo cual, el criterio de parada del algoritmo puede estar
dado por una me´trica relacionada con la dispersio´n de las part´ıculas.
Suposiciones
Para la propuesta del algoritmo se tienen las siguientes suposiciones sobre el comportamiento
dina´mico del enjambre:
S1: El enjambre en estado estable se mueve con una velocidad de magnitud |~v| =
√
α/β.
S2: Es posible mantener un grado de simetr´ıa para Uesp de tal forma que se tenga un movimiento
circular aproximado.
S3: Se considera que el enjambre presenta un comportamiento cao´tico, es decir, para pequen˜as
variaciones de condiciones iniciales las trayectorias de las part´ıculas son diferentes.
S4: No se espera tener el colapso del enjambre al tomar condiciones iniciales aleatorias.
7.3.1. Estrategia de bu´squeda
La estrategia de bu´squeda se encuentra fundamentada en la combinacio´n de movimientos lineales y
circulares que presenta el modelo seleccionado. En primer lugar los movimientos lineales se emplean
para la convergencia a mı´nimos locales, mientras que los movimientos circulares se utilizan para
escapar de los mı´nimos locales al incrementar el radio de giro de las part´ıculas. La componente
cognitiva o individual se considera dada por la informacio´n que suministra el gradiente de la funcio´n
objetivo, por otra parte, el desplazamiento social es generado por la mejor posicio´n encontrada de
todo el enjambre. La estrategia de bu´squeda propuesta contempla las siguientes etapas:
1. Convergencia : Esta fase se tiene cuando se encuentra un mejor valor de la funcio´n objetivo,
de tal forma que se realiza el desplazamiento del enjambre a este punto. Para encontrar un
mejor valor de la funcio´n objetivo se evalu´a tanto la posicio´n media de las part´ıculas como la
individual.
En esta etapa el algoritmo tiene un comportamiento similar al me´todo de ma´ximo descenso
dado por el gradiente. Con el fin de garantizar la convergencia se construye un potencial
atractivo hacia el mejor punto encontrado. Para guiar el movimiento de las part´ıculas se
emplea la informacio´n dada por el gradiente de la funcio´n objetivo. La magnitud del gradiente
se modifica de tal forma que se pueda tener la convergencia de las part´ıculas al mejor valor
encontrado.
2. Dispersio´n : Despue´s que el enjambre converge a un mı´nimo local se realiza el proceso de
dispersio´n mediante movimientos circulares de las part´ıculas. La dispersio´n se logra incre-
mentando la energ´ıa de propulsio´n.
Mediante el potencial de atraccio´n asociado a la mejor posicio´n encontrada se busca mantener
centrado el radio de giro de las part´ıculas sobre este punto. Para guiar el movimiento de las
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part´ıculas a otro mejor valor se incorpora en la dina´mica de la part´ıcula la influencia de la
funcio´n objetivo.
En esta etapa del algoritmo se espera encontrar un mejor valor, en caso contrario se continu´a
el proceso de dispersio´n hasta que las part´ıculas se desplazan fuera del espacio de bu´squeda
momento en el cual se detiene el algoritmo.
En las fases de convergencia y dispersio´n se realiza la bu´squeda de un mejor valor de la funcio´n
objetivo. Esta bu´squeda se efectu´a para cada part´ıcula como tambie´n observando el punto medio
de estas. En el caso de encontrar un mejor valor se procede a realizar el proceso de convergencia
en caso contrario se efectu´a dispersio´n.
En las etapas consideradas si se elimina la informacio´n de la funcio´n objetivo se mantienen las
fases de convergencia y dispersio´n lo cual permite tener un algoritmo que no requiere el ca´lculo de
gradientes.
En la figura 7-1 se presenta el esquema del algoritmo propuesto donde se aprecia como aspecto
central las fases de convergencia y dispersio´n. Tambie´n es de resaltar que la finalizacio´n del algoritmo
se establece considerando la ma´xima dispersio´n del enjambre sobre el espacio de bu´squeda.
Condiciones iniciales del
enjambre
Establecer la fase del algoritmo
(mı´nimo encontrado)
Dispersio´n mediante
comportamiento de vorticidad
La dispersio´n es
ma´xima
?
Si
No
Fin
Convergencia mediante
Determinar:
Convergencia
Dispersio´n
Dispersio´n
Convergencia
comportamiento de gradiente
Figura 7-1.: Diagrama de flujo para la estrategia de bu´squeda propuesta.
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7.4. Implementacio´n del modelo
Para incorporar en el algoritmo el modelo dina´mico del enjambre, se discretizan las ecuaciones
diferenciales tomando un intervalo de tiempo ∆t, de tal forma que se tiene:
~ri[n+ 1] = ~ri[n] + ~vi[n]∆t (7-1)
~vi[n+ 1] = ~vi[n] +

(α− βv2i [n])~vi[n]− aN
N∑
j=1
(~ri[n]− ~rj [n])− ~Fesp,i

 ∆t
mi
(7-2)
Con el fin de realizar el ca´lculo de la fuerza dada por la interaccio´n entre individuos se puede
emplear la siguiente equivalencia:
a
N
N∑
j=1
(~ri[n]− ~rj [n]) = a

~ri[n]− 1
N
N∑
j=1
~rj [n]

 = a(~ri[n]− ~R) (7-3)
7.5. Componentes del algoritmo
En esta seccio´n se revisan los aspectos relevantes de las componentes del algoritmo donde se describe
la forma de identificar las fases, el potencial de atraccio´n al mejor punto encontrado, el efecto de
la funcio´n objetivo y el factor de autopropulsio´n para las fases de dispersio´n y convergencia.
De los aspectos a considerar en un primer lugar se tiene que la funcio´n potencial dada por el entorno
de las part´ıculas se encuentra compuesta por el potencial de atraccio´n al mejor punto encontrado
Umej y por la funcio´n objetivo Uobj, lo cual se puede expresar de la siguiente forma:
Uesp(~ri) = Umej(~ri) + Uobj(~ri) (7-4)
En la figura 7-2 se puede apreciar la representacio´n de los potenciales Umej y Uobj. Para el caso
ilustrativo el potencial Uobj esta´ dado por una funcio´n objetivo con varios ma´ximos y mı´nimos.
Por su parte Umej se encuentra dado por un potencial de tipo co´nico el cual permite direccionar el
enjambre sobre el espacio de bu´squeda. En la figura 7-2 se observa el desplazamiento que realiza
Umej para encontrar un valor mı´nimo de Uobj .
La fuerza producida por este potencial es:
~Fesp,i = −~∇Umej(~ri)− ~∇Uobj(~ri) (7-5)
~Fesp,i = ~Fmej,i + ~Fobj,i (7-6)
Caso estoca´stico
Considerando que la implementacio´n del algoritmo PSO presenta una ponderacio´n aleatoria de las
componentes social y cognitiva mediante los para´metros βpi, βgi los cuales son nu´meros aleatorios
en el intervalo [0, 1], entonces, se pueden incluir estas componentes en el algoritmo VPSO con el
fin de tener una mayor variabilidad en el proceso de bu´squeda de las part´ıculas. Considerando lo
anterior la fuerza ~Fesp,i al incluir estas componentes tiene la forma:
~Fesp,i = βpi ~Fmej,i + βgi ~Fobj,i (7-7)
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(c) Posicio´n final de Umej .
Figura 7-2.: Representacio´n gra´fica de los potenciales Umej y Uobj .
7.5.1. Valor m´ınimo individual y grupal
Uno de los aspectos de importancia en el algoritmo consiste en determinar la mejor posicio´n indi-
vidual y grupal del enjambre. En esta propuesta la mejor posicio´n grupal se determina observando
el punto medio del enjambre
El valor mı´nimo para el punto medio del enjambre se determina conociendo el promedio de las
posiciones del enjambre ~R mediante las ecuaciones 7-8 y 7-9.
~R =
1
N
N∑
j=1
~rj (7-8)
~rpro =
{
~R, si; Uobj(~R) ≤ Uobj(~rpro);
~rpro, si; Uobj(~R) > Uobj(~rpro).
(7-9)
La mejor posicio´n de la part´ıcula esta´ dada por la evaluacio´n en cada iteracio´n para cada part´ıcula
de la siguiente condicio´n:
~rmej =
{
~ri, si; Uobj(~ri) ≤ Uobj(~rmej);
~rmej, si; Uobj(~ri) > Uobj(~rmej).
(7-10)
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En el caso que el valor medio de las part´ıculas presente un mejor valor este se actualiza de la
siguiente forma:
~rmej =
{
~rpro, si; Uobj(~rpro) ≤ Uobj(~rmej);
~rmej, si; Uobj(~rpro) > Uobj(~rmej).
(7-11)
7.5.2. Identificacio´n de las fases del algoritmo
Como el potencial de atraccio´n asociado al mejor punto encontrado cambia en la medida que se
encuentra un mejor valor, entonces, los estados del algoritmo se determinan observando la conver-
gencia del enjambre a este punto. Con el fin de establecer cua´ndo el enjambre converge se observa
si la part´ıcula ma´s alejada del mejor punto encontrado se localiza dentro de un determinado radio
de convergencia Rcon. La representacio´n gra´fica en dos dimensiones de este radio de convergencia
se puede apreciar en la figura 7-3.
b~vi ~ri
Rcon
xm
ym
b
(xmej , ymej)
Figura 7-3.: Representacio´n gra´fica del radio de convergencia en dos dimensiones.
Para determinar la posicio´n del punto ma´s alejado se tiene la ecuacio´n 7-12 la cual es evaluada en
cada iteracio´n para cada part´ıcula.
~rale =
{
~ri, si; |~ri − ~rmej | ≥ |~rale − ~rmej|;
~rale, si; |~ri − ~rmej | < |~rale − ~rmej|.
(7-12)
Considerando la mejor posicio´n encontrada y la posicio´n de la part´ıcula ma´s alejada se puede
establecer cua´ndo el enjambre converge al mejor punto encontrado mediante la siguiente condicio´n:
{
No Convergencia, si; |~rmej − ~rale| > Rcon;
Convergencia, si; |~rmej − ~rale| ≤ Rcon.
(7-13)
Finalmente, para determinar los estados del algoritmo se tiene:
{
Convergencia, cuando el enjambre encuentra un mejor valor de Uobj ;
Dispersio´n , despue´s que el enjambre converge al mejor valor de Uobj .
(7-14)
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7.5.3. Factor de interaccio´n
El factor de interaccio´n aunque se puede considerar el mismo para las fases de convergencia y
dispersio´n, este se toma por separado ya que se deben cumplir con restricciones dadas por la
velocidad ma´xima y mı´nima de las part´ıculas, de tal forma que se tiene:
a =
{
ac, si; Convergencia;
ad, si; Dispersio´n .
(7-15)
7.5.4. Factor de autopropulsio´n en la fase de convergencia
Como fue de apreciar en el ana´lisis y simulacio´n del modelo, con β constante y α = 0 se tiene una
convergencia lenta de las part´ıculas. Para lograr un adecuado comportamiento se propone hacer
β = 0 y α = −mi/∆t de tal forma que se tiene un comportamiento similar al descenso de gradiente.
Realizando la anterior modificacio´n se tiene:
~ri[n+ 1] = ~ri[n] + ~vi[n]∆t (7-16)
~vi[n+ 1] = ~vi[n] +

−mi
∆t
~vi[n]− a
N
N∑
j=1
(~ri[n]− ~rj [n])− ~∇Uesp(~ri[n])

 ∆t
mi
(7-17)
Por lo cual, las ecuaciones del modelo en la fase de convergencia son:
~ri[n+ 1] = ~ri[n] + ~vi[n]∆t (7-18)
~vi[n+ 1] =

− a
N
N∑
j=1
(~ri[n]− ~rj[n])− ~∇Uesp(~ri[n])

 ∆t
mi
(7-19)
Las anteriores ecuaciones son similares a las presentes en el me´todo de descenso del gradiente con
un te´rmino adicional correspondiente a un acople global al punto medio de las part´ıculas.
7.5.5. Factor de autopropulsio´n en la fase de dispersio´n
Como un primer aspecto a considerar se tiene la condicio´n 7-20 para la seleccio´n del para´metro β,
donde β0 es un valor constante dado para la etapa de dispersio´n.
β =
{
0, si; Convergencia;
β0, si; Dispersio´n .
(7-20)
La adicio´n de energ´ıa se realiza mediante el factor de propulsio´n el cual se considera como:

α = −mi
∆t
, si; Convergencia;
dα
dt
= g, si; Dispersio´n .
(7-21)
Es importante sen˜alar que la energ´ıa adicionada se encuentra limitada de la forma: 0 ≥ α ≥ αma´x.
El ca´lculo de α en tiempo discreto se realiza como:
 α[n + 1] = −
mi
∆t
, si; Convergencia;
α[n + 1] = α[n] + g∆t, si; Dispersio´n .
(7-22)
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Incremento constante de energ´ıa
Una alternativa para la funcio´n g considera un tiempo Tα para el incremento de energ´ıa y un
tiempo TV para esperar mientras las part´ıculas se dispersan de forma circular sobre el espacio de
bu´squeda. El nu´mero total de iteraciones que toma este ciclo es Kα + KV , donde, Kα = Tα/∆t
y KV = TV /∆t. Para lo anterior se emplea la variable KC con la cual se realiza el conteo de las
iteraciones. La expresio´n para g en este caso es:
g =
{
τc, si; 0 ≤ KC < Kα;
0, si; Kα ≤ KC < Kα +KV .
(7-23)
Con la anterior funcio´n se espera que la energ´ıa de propulsio´n aumente hasta que las part´ıculas
logren evadir el mı´nimo local. El aumento de la energ´ıa esta´ dado por el para´metro τc el cual
corresponde a la tasa de incremento para la energ´ıa de autopropulsio´n. En la figura 7-4 se aprecia
un ejemplo del incremento de energ´ıa que se puede tener para el enjambre de part´ıculas.
Iteraciones
α[n]
n
Figura 7-4.: Caso ilustrativo para el incremento de energ´ıa.
Incremento adaptativo de energ´ıa
Otra estrategia para la funcio´n g es de tipo adaptativo donde se busca detener el incremento de
energ´ıa cuando se observa un cambio en el espacio o hiper-volumen ocupado por las part´ıculas.
Para lo anterior se establece un hiper-cubo descrito por los vertices opuestos inferior y superior los
cuales acotan las posiciones de las part´ıculas. El hiper-cubo se inicializa en la etapa de dispersio´n de
tal forma que al presentarse un cambio en las dimensiones de este se mantiene constante la energ´ıa
y en caso contrario se realiza el respectivo incremento.
Los vertices del hiper-cubo se encuentran dados por el punto superior:
~Psup = [psup,1uˆ1, psup,2uˆ2, ..., psup,duˆd, ..., psup,DuˆD]
T
y por el punto inferior:
~Pinf = [pinf,1uˆ1, pinf,2uˆ2, ..., pinf,duˆd, ..., pinf,DuˆD]
T
donde uˆd es el respectivo vector unitario en la direccio´n d. Con el fin de establecer el valor superior
e inferior en cada dimensio´n se tiene que la posicio´n de una part´ıcula se puede representar de la
forma:
~ri = [ri,1uˆ1, ri,2uˆ2, ..., ri,duˆd, ..., ri,D uˆD]
T
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En la figura 7-5 se puede apreciar la representacio´n gra´fica de ~Psup y ~Pinf en dos dimensiones.
b
b
b
b b
bb
b
x
y
~Psup
~Pinf
b
b
Figura 7-5.: Representacio´n gra´fica de ~Psup y ~Pinf en dos dimensiones.
Empleando las variables auxiliares p˜sup,d y p˜inf,d, los valores superiores e inferiores en cada dimen-
sio´n se pueden establecer de la siguiente forma:
p˜sup,d = ma´x
i=1,2,...,N
ri,d
p˜inf,d = mı´n
i=1,2,...,N
ri,d
considerando que se debe tener un registro de estos valores los cuales se actualizan al observar un
incremento en el hiper-cubo, entonces, con d = 1, 2, ...,D, se tienen las siguientes ecuaciones:
psup,d[n+ 1] = ma´x (p˜sup,d, psup,d[n])
pinf,d[n+ 1] = mı´n (p˜inf,d, psup,d[n])
Con los anteriores valores se propone g de la siguiente forma:
g =
{
0, si; ~Pinf [n+ 1] 6= ~Pinf [n] o ~Psup[n+ 1] 6= ~Psup[n];
τc, otro caso.
(7-24)
7.5.6. Velocidad ma´xima y m´ınima
Para evitar una situacio´n donde las part´ıculas escapan del espacio de bu´squeda por presentar
una velocidad elevada se propone tener una velocidad ma´xima vma´x para estas. Por otro lado, al
acercarse las part´ıculas a un valor mı´nimo el gradiente es aproximadamente cero haciendo que la
velocidad de las part´ıculas disminuya por lo cual se considera un valor mı´nimo de velocidad vmı´n.
Con el fin de establecer el efecto que tienen los valores ma´ximos y mı´nimos de la velocidad en el
desplazamiento de una part´ıcula se tiene:
|~ri[n+ 1]− ~ri[n]|
∆t
= |~vi| (7-25)
El avance ma´ximo ∆rma´x y mı´nimo ∆rmı´n asociados a una part´ıcula se pueden relacionar con la
respectiva velocidad ma´xima y mı´nima de la siguiente forma:
∆rma´x = vma´x∆t
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∆rmı´n = vmı´n∆t
Por otro lado, se tiene que la magnitud de la velocidad producida por la fuerza ~Fi es:
|~Fi| = mi |~vi[n+ 1]− ~vi[n]|
∆t
(7-26)
Considerando el caso particular en la fase de convergencia donde |~vi[n + 1] − ~vi[n]| = |~vi[n + 1]|,
entonces, la fuerza ma´xima Fma´x y mı´nima Fmı´n asociada a la velocidad ma´xima y mı´nima es:
Fma´x = vma´x
mi
∆t
(7-27)
Fmı´n = vmı´n
mi
∆t
(7-28)
Otro aspecto a considerar en la fase de convergencia consiste en que la fuerza total que actu´a
sobre una part´ıcula esta´ dada por la fuerza de interaccio´n, la fuerza asociada al mejor punto y la
fuerza producida por la funcio´n objetivo. En esta propuesta se considera que la magnitud de cada
fuerza se encuentra limitada por la velocidad ma´xima y mı´nima que se puede generar. Empleando
la desigualdad triangular para vectores (ecuacio´n 7-29) se puede establecer una cota para el valor
ma´ximo y mı´nimo total que pueden generar estas fuerzas.
|~Fint,i + ~Fmej,i + ~Fobj,i| ≤ |~Fint,i|+ |~Fmej,i|+ |~Fobj,i| (7-29)
Considerando lo anterior se puede determinar un valor ma´ximo y mı´nimo total para la velocidad
de las part´ıculas en la fase de convergencia de tal forma que se tiene:
vma´xT = 3vma´x (7-30)
vmı´nT = 3vmı´n (7-31)
7.5.7. Funcio´n potencial asociada al mejor punto encontrado
Para la funcio´n potencial asociada a la mejor posicio´n encontrada se considera su descripcio´n por
separado para las fases de convergencia y dispersio´n. En el caso de convergencia se emplea un
potencial de tipo parabo´lico limitado por la velocidad ma´xima y mı´nima que este puede producir.
Por otro lado, en la fase de dispersio´n se tiene un potencial de tipo co´nico para centrar el enjambre
en el punto mı´nimo encontrado y realizar el proceso de dispersio´n sobre este punto. La magnitud
de la fuerza producida por este potencial se considera constante y comparable con las fuerzas de
interaccio´n y de la funcio´n objetivo.
Funcio´n potencial en la fase de convergencia
El potencial asociado al mejor punto individual se considera de tipo parabo´lico y acotado por el
valor ma´ximo y mı´nimo de la velocidad (vma´x, vmı´n) que esta fuerza puede producir en una iteracio´n.
La consideracio´n para emplear un valor mı´nimo de velocidad consiste en mantener el enjambre de
part´ıculas en movimiento incluso cuando esta´n en la cercan´ıa de un mı´nimo local.
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Empleando las expresiones 7-25 y 7-26 se puede establecer Umej(~ri) de la siguiente forma:
Umej(~ri) =


Fmı´n|~rmej − ~ri|, si; kmc|~rmej − ~ri| ≤ Fmı´n;
kmc
1
2 |~rmej − ~ri|2, si; Fmı´n < kmc|~rmej − ~ri| ≤ Fma´x;
Fma´x|~rmej − ~ri|, si; Fma´x < kmc|~rmej − ~ri|.
(7-32)
La fuerza asociada al potencial Umej es:
~Fmej,i(~ri) =


−Fmı´n
(~rmej − ~ri)
|~rmej − ~ri| , si; kmc|~rmej − ~ri| ≤ Fmı´n;
−kmc(~rmej − ~ri), si; Fmı´n < kmc|~rmej − ~ri| ≤ Fma´x;
−Fma´x
(~rmej − ~ri)
|~rmej − ~ri| , si; Fma´x < kmc|~rmej − ~ri|.
(7-33)
En las anteriores expresiones se tiene un caso especial para |~rmej − ~ri| = 0, lo cual ocurre cuando
~ri coincide con el mejor punto encontrado, en este caso la fuerza ~Fmej(~ri) se hace cero, teniendo la
siguiente condicio´n:
~Fmej,i(~ri) =
{
~0, si; |~rmej − ~ri| = 0;
~Fmej,i(~ri), si; |~rmej − ~ri| 6= 0.
(7-34)
Es de notar que no siempre en todas las iteraciones existe una part´ıcula localizada en la mejor
posicio´n, lo cual depende de encontrar un mejor valor en la respectiva iteracio´n.
Funcio´n potencial en la fase de dispersio´n
En la fase de dispersio´n el potencial asociado al mejor punto encontrado se encarga de mantener
centrado el vo´rtice de las part´ıculas sobre este punto. Para poder estimar de forma adecuada el
radio de giro de las part´ıculas este potencial se considera de tipo co´nico de tal forma que la fuerza
producida sea constante. Considerando lo anterior se propone un potencial de la forma:
Umej(~ri) = kmd|~rmej − ~ri| (7-35)
Donde kmd es un factor de escala de tal forma que la fuerza asociada a este potencial es:
~Fmej,i(~ri) = −kmd
(~rmej − ~ri)
|~rmej − ~ri| (7-36)
7.5.8. Funcio´n objetivo
La fuerza producida por la funcio´n objetivo se ajusta por separado para los procesos de convergencia
y dispersio´n. En el proceso de convergencia esta se ajusta de tal manera que no supere la magnitud
de la fuerza producida por el potencial asociado al mejor punto encontrado con lo cual se busca
garantizar la convergencia del enjambre al mejor punto encontrado. En la fase de dispersio´n se
escala la fuerza producida por la funcio´n objetivo de tal forma que sea posible establecer un limite
que permita estimar el radio de giro de las part´ıculas.
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Funcio´n objetivo en la fase de convergencia
En la fase de convergencia la fuerza producida por la funcio´n objetivo se modifica de tal manera
que la magnitud de esta no supere la magnitud de la fuerza asociada al mejor punto encontrado.
Con esta condicio´n se puede garantizar la convergencia del enjambre al mejor punto encontrado
y al mismo tiempo se incorpora informacio´n de la funcio´n objetivo con lo cual se busca guiar el
desplazamiento de las part´ıculas aumentando la posibilidad de encontrar un mejor valor durante el
proceso de convergencia.
Cuando una part´ıcula se localiza en la mejor posicio´n encontrada el valor de la fuerza asociada
a Umej es cero, por lo cual, se propone aplicar a esta part´ıcula una fuerza asociada a la funcio´n
objetivo para guiar la part´ıcula a un mejor valor.
Para tener un adecuado desplazamiento de una part´ıcula se considera que la magnitud de la veloci-
dad producida por la funcio´n objetivo debe estar acotada por la velocidad ma´xima vma´x y mı´nima
vmı´n que se puede tener en una iteracio´n. Con estos limites se evitan velocidades altas que pueden
producir el escape de las part´ıculas fuera del espacio de bu´squeda, por otro lado, una velocidad muy
pequen˜a demora el tiempo de convergencia. Considerando lo anterior y empleando las ecuaciones
7-25 y 7-26 la expresio´n para la fuerza producida por la funcio´n objetivo es:
~Fobj,i(~ri) =


−Fmı´n
~∇Uobj(~ri)
|~∇Uobj(~ri)|
, si; koc|~∇Uobj(~ri)| ≤ Fmı´n;
−koc~∇Uobj(~ri), si; Fmı´n < koc|~∇Uobj(~ri)| ≤ Fma´x;
−Fma´x
~∇Uobj(~ri)
|~∇Uobj(~ri)|
, si; Fma´x < koc|~∇Uobj(~ri)|.
(7-37)
Donde koc ∈ R+ es un factor de ponderacio´n de la funcio´n objetivo. Con el fin de garantizar la
convergencia del enjambre al mejor punto encontrado se modifica la magnitud de ~Fobj,i cuando esta
es mayor que la magnitud de la fuerza producida por el potencial de atraccio´n hacia el mejor punto
encontrado. Cuando lo anterior ocurre la magnitud de la fuerza asociada a la funcio´n objetivo se
escala considerando un valor η ∈ [0, 1]. Lo anterior garantiza que |~Fobj,i| < |~Fmej,i|. La expresio´n
que considera este ajuste es:
~Fobj,i(~ri) =


~Fobj,i(~ri), si; |~Fobj,i| < |~Fmej,i|;
η|~Fmej,i(~ri)|
~Fobj,i
|~Fobj,i|
, si; |~Fobj,i| ≥ |~Fmej,i|.
(7-38)
Como se menciono´ anteriormente una situacio´n especial para ~Fobj,i se tiene con |~rmej − ~ri| = 0,
lo cual ocurre cuando una part´ıcula se localiza el mejor punto encontrado, por lo tanto, a esta
part´ıcula se le aplica la fuerza ~Fobj,i de la ecuacio´n 7-37 sin la modificacio´n de la ecuacio´n 7-38.
Ponderacio´n de la funcio´n objetivo en la fase de dispersio´n
En la fase de dispersio´n se considera ajustar la funcio´n objetivo para tener control sobre la dispersio´n
de las part´ıculas. En este caso se normaliza la fuerza de la funcio´n objetivo y se escala un valor kod.
Con este enfoque se tiene una cota ma´xima de la fuerza dada por la funcio´n objetivo y as´ı tambie´n
un radio ma´ximo de giro. Considerando lo anterior, la fuerza producida por la funcio´n objetivo se
80 7 Algoritmo de optimizacio´n basado en un enjambre con comportamiento de vorticidad
puede calcular como:
~Fobj,i = −kod
~∇Uobj(~ri)
|~∇Uobj(~ri)|
(7-39)
7.5.9. Criterio de parada
Como se menciono anteriormente el algoritmo emplea la dispersio´n para escapar de mı´nimos locales
y explorar de manera eficiente el espacio de bu´squeda, por lo tanto, se toma como criterio de parada
el nivel de dispersio´n logrado por el enjambre. En esta propuesta se considera el nu´mero de part´ıculas
en el espacio de bu´squeda para detener el algoritmo.
El criterio de parada propuesto establece que si el nu´mero de part´ıculas en el espacio de bu´squeda
es menor que un cierto valor Ne ∈ Z+ (entero positivo), entonces el algoritmo se detiene.
Para determinar el nu´mero de part´ıculas Ne con las cuales se detiene el algoritmo se puede manejar
un factor de escala ρ ∈ [0, 1] de tal forma que:
Ne = ρN (7-40)
El anterior criterio de parada se considera independiente de la estrategia empleada para el incre-
mento de energ´ıa, sin embargo, cuando se realizan incrementos establecidos de energ´ıa (Kα) se
puede considerar la finalizacio´n cuando se llega al incremento ma´ximo de energ´ıa.
7.6. Algoritmo propuesto
El algoritmo de optimizacio´n propuesto basado en un enjambre de part´ıculas con comportamiento
de vorticidad es mostrado en Algoritmo 2, el cual se denomina VPSO (Vortex Particle Swarm
Optimization).
Algoritmo 2: Algoritmo propuesto de optimizacio´n VPSO.
1 Inicializar el enjambre, posiciones aleatorias y velocidad cero.;
2 begin
3 while Bajo algu´n criterio de finalizacio´n. Nu´mero de iteraciones o dispersio´n. do
4 Establecer el mejor punto del enjambre;
5 Establecer la fase del algoritmo;
6 Determinar α empleando la expresio´n 7-22;
7 Determinar β empleando la expresio´n 7-20;
8 for i = 1 hasta N do
9 Calcular la nueva posicio´n de las part´ıculas con la ecuacio´n 7-1;
10 Calcular la nueva velocidad de las part´ıculas empleando la ecuacio´n 7-2;
11 end
12 Pasar a la siguiente iteracio´n incrementando n.
13 end
14 Establecer el valor o´ptimo encontrado por las part´ıculas.
15 end
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7.7. Consideraciones para la seleccio´n de para´metros
La seleccio´n de para´metros se realiza considerando el comportamiento del enjambre en las fases
de convergencia y dispersio´n. En este ana´lisis se toman casos aproximados los cuales permiten
establecer rangos para los para´metros del algoritmo.
Como un primer aspecto a considerar se toman condiciones iniciales aleatorias para las posiciones
y cero para la velocidad segu´n lo expuesto en [26].
7.7.1. Espacio de bu´squeda
El espacio de bu´squeda Ω ∈ Rn para algoritmos de optimizacio´n basados en enjambres de part´ıculas
segu´n [27] se puede definir como:
Ω = [xL1 , x
U
1 ]× [xL2 , xU2 ]× · · · × [xLD, xUD] ∈ Rn (7-41)
donde xLd y x
U
d son los limites superiores e inferiores del espacio de bu´squeda para la dimensio´n
d = 1, 2, . . . ,D. El rango del espacio de bu´squeda Ω para la d dimensio´n es:
ranged(Ω) = (x
U
d − xLd ) (7-42)
Para efectos pra´cticos se puede tener un rango unificado range(Ω) al considerar un factor de es-
cala Ld para cada dimensio´n de tal forma que: range(Ω) = L1range1(Ω) = L2range2(Ω) = ... =
Ldranged(Ω).
Dado el comportamiento circular que se espera tener del enjambre en la fase de dispersio´n se define
el radio de giro para el espacio de bu´squeda como:
RΩ =
range(Ω)
2
(7-43)
7.7.2. Velocidad ma´xima y m´ınima
El valor de avance ma´ximo para cada part´ıcula se considera como un porcentaje del espacio de
bu´squeda:
∆rma´x = λma´x range(Ω) (7-44)
Por lo general, el valor de λma´x se encuentra entre 0,1 ≤ λma´x ≤ 0,5 [27]. Por otro lado, el valor de
avance mı´nimo puede estimarse como:
∆rmı´n = λmı´n range(Ω) (7-45)
La velocidad ma´xima y mı´nima se puede determinar considerando el avance ma´ximo y mı´nimo que
se espera tener (∆rma´x,∆rmı´n) de tal forma que:
vma´x =
∆rma´x
∆t
(7-46)
vmı´n =
∆rmı´n
∆t
(7-47)
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7.7.3. Radio de convergencia
Para estimar el radio de convergencia Rcon se debe observar el efecto de ~Fint,i, ~Fmej,i y ~Fobj,i. En este
caso, al considerar la desigualdad triangular para vectores de la ecuacio´n 7-29 se puede establecer
una magnitud total ma´xima:
FTot,i = |~Fint,i|+ |~Fmej,i|+ |~Fobj,i| (7-48)
la cual en la fase de convergencia produce un avance ∆rTot,i que se puede calcular como:
∆rTot,i = FTot,i
(∆t)2
mi
con el fin de garantizar la convergencia de la part´ıcula se tiene que Rcon ≥ ∆rTot,i, por lo cual:
Rcon ≥ FTot,i (∆t)
2
mi
(7-49)
Como se puede apreciar para tener una adecuada convergencia el avance de las part´ıculas en la
vecindad del punto mı´nimo no debe ser mayor que Rcon. Bajo este mismo enfoque para lograr una
adecuada convergencia se debe acotar el valor de FTot,i. Para las fuerzas ~Fmej,i y ~Fobj,i esto se logra
al garantizarlo para ~Fmej,i dado que se tiene la restriccio´n |~Fmej,i| > |~Fesp,i|. Por su parte, para
~Fint,i se debe analizar el valor de la fuerza producida para una part´ıcula localizada en la vecindad
de Rcon.
En el primer caso, la magnitud de la velocidad producida por el potencial asociado al mejor punto
encontrado es |~vi| = |~Fmej,i|∆t/mi, por lo cual se busca que:
kmc|~ri − ~rmej |∆t
mi
≤ vmı´n (7-50)
si la part´ıcula se encuentra en la vecindad del radio de convergencia Rcon = |~ri − ~rmej |, se tiene
que:
kmcRcon∆t
mi
≤ vmı´n (7-51)
entonces, se obtiene la restriccio´n 7-52 para kmc en la fase de convergencia.
kmc ≤ vmı´nmi
Rcon∆t
(7-52)
En el segundo caso, para observar el efecto de la fuerza de interaccio´n ~Fint,i se tiene que:
ac|~ri − ~R|∆t
mi
≤ vmı´n (7-53)
de la misma forma, al considerar una part´ıcula localizada en la vecindad del radio de convergencia
Rcon = |~ri − ~R|, por lo cual:
acRcon∆t
mi
≤ vmı´n (7-54)
entonces, se tiene la siguiente restriccio´n para el para´metro asociado a la fuerza de interaccio´n.
ac ≤ vmı´nmi
Rcon∆t
(7-55)
Al cumplirse las anteriores restricciones se puede considerar un caso extremo con |~Fint,i| = |~Fmej,i| =
|~Fobj,i| donde cada fuerza tiene asociada una velocidad mı´nima vmı´n, por lo tanto:
Rcon ≥ 3vmı´n∆t (7-56)
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7.7.4. Para´metros del potencial asociado al mejor punto encontrado
La fuerza producida por el potencial asociado a la mejor posicio´n encontrada presenta el para´metro
kmc en la fase de convergencia y kmd para la etapa de dispersio´n. El respectivo para´metro en la
fase de convergencia se determina observando la velocidad mı´nima de las part´ıculas, mientras que
en la fase de dispersio´n se considera comparable con la fuerza producida por la funcio´n objetivo y
por la interaccio´n entre las part´ıculas.
Para´metro en la fase de convergencia
En la fase de convergencia el para´metro kmc se ajusta observando el paso o incremento ∆r producido
por este potencial para una determinada part´ıcula. En este caso se considera que el avance ∆ri
producido por una diferencia (~ri−~rmej) debe cumplir con ∆ri < |~ri−~rmej| de tal forma que se logre
una adecuada convergencia de la part´ıcula al mejor punto encontrado. Para establecer lo anterior
se tiene que la magnitud de esta fuerza para una part´ıcula es:
|~Fmej,i| = kmc|~ri − ~rmej|
por lo cual, el avance asociado a esta fuerza es:
∆ri = kmc|~ri − ~rmej |(∆t)
2
mi
(7-57)
Tomando |~ri − ~rmej | = ∆rmej,i, entonces, el valor de kmc se puede establecer como:
kmc =
∆ri
∆rmej,i
mi
(∆t)2
(7-58)
Considerando que ∆rmej,i corresponde a la distancia desde una part´ıcula hasta el mejor punto
encontrado y ∆ri es el avance de esta part´ıcula, entonces, se debe tener ∆ri < ∆rmej,i para lograr
una adecuada convergencia. Tomando ∆ri/∆rmej,i ∈ [0, 1) se tiene:
kmc ≤ mi
(∆t)2
(7-59)
La anterior expresio´n permite establecer el para´metro kmc considerando la relacio´n entre el avance
producido para una part´ıcula y la distancia entre esta y la mejor posicio´n encontrada.
Para´metro en la fase de dispersio´n
En este caso el para´metro kmd se considera de tal forma que la magnitud de fuerza normal producida
por Umej sea comparable con la magnitud de fuerza normal producida por la interaccio´n entre
part´ıculas la cual es FintN = adR, donde R corresponde al radio de giro del enjambre. Aunque
R cambia en la medida que se incrementa la energ´ıa, un caso extremo se tiene para el radio de
la ma´xima dispersio´n RD. Considerando lo anterior se toma un factor de escala γmd ∈ R+ de tal
forma que se tiene:
kmd = γmdadRD (7-60)
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7.7.5. Para´metros asociados a la funcio´n objetivo
Como se menciono anteriormente para el factor de ponderacio´n de la funcio´n objetivo se consideran
los procesos de convergencia y dispersio´n por separado.
Para´metro de la funcio´n objetivo en la fase de convergencia
Dadas las restricciones planteadas para vmı´n y vma´x en la fase de convergencia y la relacio´n entre
la fuerza dada por la mejor posicio´n encontrada y la fuerza asociada a la funcio´n objetivo don-
de |~Fobj,i| ≤ |~Fmej,i|, entonces, el efecto de la funcio´n objetivo esta´ dada principalmente para la
part´ıcula localizada en el mejor punto encontrado.
El factor de ponderacio´n de la funcio´n objetivo koc puede ser ajustado por el usuario observando
los resultados en la etapa de convergencia. Cuando se aprecia la presencia de incrementos cortos
de energ´ıa para lograr la convergencia a un mı´nimo local esto implica que el efecto de la funcio´n
objetivo es bajo por lo cual se puede incrementar el para´metro koc.
Para´metro de la funcio´n objetivo en la fase de dispersio´n
En el caso de tener la ma´xima dispersio´n del enjambre se considera que la magnitud de la fuerza
normal producida por la funcio´n objetivo FUN debe ser comparable con la magnitud de fuerza
normal producida por la interaccio´n entre part´ıculas, por lo cual, se propone FUN = γodFintN con
γod ∈ R+, la cual es una constante que pondera el valor de fuerza normal deseada. Considerando
un caso donde se presenta la ma´xima dispersio´n con radio RD, entonces, el para´metro asociado a
la funcio´n objetivo en la fase de dispersio´n se puede calcular como:
kod = γodadRD (7-61)
7.7.6. Factor de interaccio´n
Una restriccio´n del factor de interaccio´n en la fase de convergencia se establece de tal manera que
la velocidad producida no sea mayor que la ma´xima establecida. En la fase de dispersio´n se analiza
el factor de interaccio´n de tal forma que se pueda tener una adecuada dispersio´n de las part´ıculas
en el espacio de bu´squeda.
Factor de interaccio´n en la fase de convergencia
En este caso se busca acotar el valor ma´ximo producido por la fuerza de interaccio´n de tal forma
que para la ma´xima diferencia entre una part´ıcula y el punto medio del enjambre se genere una
velocidad inferior a vma´x. Para esto se considera un caso limite donde el punto medio del enjambre
se encuentra en un extremo del espacio de bu´squeda y una part´ıcula esta´ localizada en el otro
extremo de tal forma que se tiene una separacio´n igual a range(Ω), es decir, 2RΩ, considerando
esta situacio´n se tiene:
ac2RΩ∆t
mi
≤ vma´x
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al despejar ac se establece una restriccio´n adicional para el para´metro asociado al potencial de
interaccio´n.
ac ≤ vma´xmi
2RΩ∆t
(7-62)
Factor de interaccio´n en la fase de dispersio´n
En este caso se determina el factor asociado a la fuerza de interaccio´n de tal forma que se pueda tener
una buena dispersio´n de las part´ıculas en el espacio de bu´squeda antes de finalizar el algoritmo.
La anterior consideracio´n se realiza por tener un valor ma´ximo de velocidad el cual debe estar
relacionado con la ma´xima dispersio´n deseada. En primer lugar, del ana´lisis realizado al modelo se
tiene que la estimacio´n del radio del enjambre corresponde a:
adR
2 + FNTotR−miv2 = 0 (7-63)
Tomando el caso donde una velocidad vma´x tiene asociado un radio ma´ximo de dispersio´n RD,
entonces, el factor de interaccio´n ad se puede determinar como:
ad =
miv
2
ma´x − FNTotRD
R2D
(7-64)
Para garantizar la dispersio´n del enjambre fuera del espacio de bu´squeda el radio ma´ximo que se
espera tener del enjambre se puede tomar como:
RD ≥ RΩ (7-65)
donde RΩ = range(Ω)/2. Adicionalmente, de las consideraciones realizadas para el potencial aso-
ciado a la mejor part´ıcula y para la funcio´n objetivo, se tiene FNTot = γodadRD + γmdadRD, por lo
cual, el para´metro para la fuerza de interaccio´n se puede estimar como:
ad =
miv
2
ma´x
(1 + γod + γmd)R
2
D
(7-66)
7.7.7. Factor de propulsio´n
Considerando el ana´lisis de estabilidad para la implementacio´n del modelo en tiempo discreto se
tiene la restriccio´n 5-43, de tal forma que es posible determinar un valor ma´ximo de energ´ıa a
suministrar:
αma´x ≤ mi
∆t
(7-67)
Por otro lado, segu´n el ana´lisis de energ´ıa el valor ma´ximo de la velocidad vma´x implica un valor
ma´ximo para el factor de propulsio´n αma´x de tal forma que se puede determinar el valor β0 como
se muestra en la ecuacio´n 7-68.
β0 =
αma´x
v2ma´x
(7-68)
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7.7.8. Factor de incremento de energ´ıa
Considerando que en la estrategia propuesta se realizan incrementos perio´dicos de energ´ıa para
cubrir el espacio de bu´squeda, se debe garantizar que el incremento ma´s pequen˜o se pueda realizar
en la respectiva iteracio´n sin llegar a sobrepasarlo. Como es de apreciar en la ecuacio´n 5-34 existe
una relacio´n directa entre el factor de propulsio´n α y el radio de giro R de tal forma que para lograr
un determinado radio de giro se debe garantizar el respectivo valor de α asociado. De la ecuacio´n
5-34 se puede establecer el valor de α para un determinado radio de giro R de la forma:
α =
β0
mi
(adR
2 + FNTotR) (7-69)
Para realizar los incrementos de energ´ıa se divide RD en un cierto nu´mero de pasos Nα, es decir, se
realizan incrementos cada Rα = RD/Nα. Considerando lo anterior se pueden calcular los respectivos
valores de αk tomando Rk = kRα con k = 1, 2, ..., Nα . Empleando la ecuacio´n 7-69 se tiene:
αk =
β0
mi
(adk
2R2α + FNTotkRα) (7-70)
Tomando FNTot = (γod + γmd)adRD se obtiene la expresio´n:
αk =
β0
mi
(
adk
2
(
RD
Nα
)2
+ (γod + γmd)adk
R2D
Nα
)
(7-71)
Calculando ∆αk = αk −αk−1 el cual corresponde al incremento de energ´ıa para el respectivo valor
de k se tiene:
∆αk =
β0
mi
(
ad(2k − 1)R2α + FNTotRα
)
(7-72)
En la anterior expresio´n el incremento de energ´ıa ma´s pequen˜o se logra para k = 1 obteniendo:
∆α1 =
β0
mi
(
adR
2
α + FNTotRα
)
(7-73)
Por otro lado, el incremento de α en una iteracio´n es τc∆t, entonces, para garantizar que se cumpla
con el incremento ma´s pequen˜o se tiene que τc∆t ≤ ∆α1, por lo tanto:
τc ≤ β0
mi∆t
(adR
2
α + FNTotRα)
reemplazando FNTot y Rα se tiene una expresio´n que permite establecer el limite ma´ximo para τc
conociendo el nu´mero de incrementos de energ´ıa a realizar Nα.
τc ≤ β0
mi∆t
(
ad
(
RD
Nα
)2
+ (γod + γmd)ad
R2D
Nα
)
(7-74)
Considerando un caso extremo donde las part´ıculas escapan del mı´nimo local con velocidad ma´xima
realizando un desplazamiento lineal igual al radio ma´ximo RD se puede estimar el nu´mero mı´nimo
de veces que se espera dividir RD de la siguiente forma:
Nα =
RD
∆rma´x
(7-75)
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entonces, se tiene que Rα = ∆rma´x, por lo cual, finalmente la restriccio´n para τc es:
τc ≤ β0
mi∆t
(ad∆r
2
ma´x + (γod + γmd)adRD∆rma´x) (7-76)
La ecuacio´n 7-75 no implica que el nu´mero de veces a realizar los incrementos de energ´ıa debe
ser mayor que Nα. Esta expresio´n permite determinar un limite superior de τc considerando un
desplazamiento lineal de las part´ıculas con velocidad ma´xima para un caso extremo, por lo tanto,
este para´metro se debe escoger con suficiente holgura para cumplir la restriccio´n planteada. Por
otra parte, al tener un valor mayor que el calculado con la ecuacio´n 7-75 se presentan incrementos
ma´s pequen˜os de energ´ıa lo cual permite una mejor exploracio´n del espacio de bu´squeda y el
cumplimiento de la restriccio´n para τc.
Estimacio´n de KV
La estrategia propuesta para lograr una buena dispersio´n de las part´ıculas consiste en efectuar
incrementos progresivos de energ´ıa con ciertos tiempos de espera mientras las part´ıculas realizan
un determinado nu´mero de vueltas NV . Considerando que las part´ıculas no adquieren la velocidad
ma´xima de forma instanta´nea, entonces, el tiempo de espera debe ser mayor al estimado. Para
establecer el tiempo de espera se tiene la relacio´n entre velocidad angular y lineal:
w =
dθ
dt
=
v
R
donde R es el radio de giro de la part´ıcula. Realizando el ca´lculo para un giro considerando la
magnitud de la velocidad constante se tiene:∫ 2π
0
dθ =
∫ TR
0
v
R
dt
por lo cual:
TV =
2πR
v
Con NV el nu´mero de vueltas que se espera realizar y TV = KV∆t, entonces, se tiene:
KV = NV
2πR
v∆t
(7-77)
Este valor depende del ca´lculo realizado para v y R en la respectiva iteracio´n, por lo cual, un primer
enfoque consiste en emplear:
v =
√
αk
β0
R =
−FNTot +
√
F 2NTot + 4admi v
2
2ad
donde FNTot = (γod + γmd)adRD. Realizando los respectivos reemplazos se tiene:
KV = NV
2π
∆t
√
β0
αk
(
−(γod + γmd)adRD +
√
((γod + γmd)adRD)2 + 4admi (αk/β0)
2ad
)
(7-78)
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Una alternativa para establecer KV consiste en considerar FNTot = 0 de la ecuacio´n 7-63 de tal
forma que se puede estimar un radio Re mayor que R de la forma:
Re = v
√
mi
ad
(7-79)
por lo tanto:
KVe = NV
2π
∆t
√
mi
ad
(7-80)
Como es de apreciar con la anterior suposicio´n se tiene KVe > KV .
Estimacio´n de Kα
En este caso se determina el nu´mero de iteraciones necesarias para realizar los respectivos incre-
mentos de energ´ıa ∆αk. De la ecuacio´n 7-72 y teniendo Tk correspondiente al tiempo requerido para
realizar el respectivo incremento de energ´ıa ∆αk = τcTk, entonces, se puede establecer el nu´mero de
iteraciones Kαk que se necesitan para lograr el incremento de energ´ıa. Este nu´mero de iteraciones
se puede calcular como Kαk = Tk/∆t, por lo cual:
Kαk =
β0
miτc∆t
(
ad(2k − 1)R2α + FNTotRα
)
(7-81)
Reemplazando FNTot y Rα se tiene:
Kαk =
β0
miτc∆t
(
ad(2k − 1)
(
RD
Nα
)2
+ (γod + γmd)ad
R2D
Nα
)
(7-82)
7.8. Proceso para la estimacio´n de para´metros
Los para´metros involucrados en el algoritmo se consideran de tres tipos: para´metros libres de
seleccio´n, para´metros libres con criterio de seleccio´n y para´metros dependientes de los anteriores.
De los para´metros libres de seleccio´n se tiene:
N : Nu´mero de part´ıculas.
ρ: Criterio de parada considerando el nu´mero de part´ıculas en el espacio de bu´squeda.
∆t: Incremento de tiempo.
mi: Masa de una part´ıcula. En esta propuesta todas las part´ıculas se consideran de la misma
masa.
koc: Factor de escala de la funcio´n objetivo en la fase de convergencia.
La recomendacio´n para los anteriores para´metros consiste en tomarlos como la unidad o basados
en simulaciones previas del modelo.
Los para´metros que se puede seleccionar basados en un criterio son:
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λma´x: Factor de escala del espacio de bu´squeda para seleccionar ∆rma´x. Este para´metro se
escoge considerando el avance ma´ximo esperado para la part´ıcula.
λmı´n: Para´metro de escala para el espacio de bu´squeda el cual se emplea para establecer
∆rmı´n. En este caso el para´metro se establece considerando el avance mı´nimo esperado por
la part´ıcula.
γod: Factor de ponderacio´n de la funcio´n objetivo en la fase de dispersio´n. Este se determina
considerando el efecto que se quiere tener la funcio´n objetivo en relacio´n a la fuerza de
interaccio´n (para la ma´xima dispersio´n).
γmd: Te´rmino de ponderacio´n del potencial asociado al mejor punto encontrado para la fase
de dispersio´n. Este para´metro se establece considerando el efecto del potencial asociado al
mejor punto en relacio´n a la fuerza de interaccio´n cuando se tiene la ma´xima dispersio´n.
η: Relacio´n entre la magnitud de la funcio´n objetivo y el potencial asociado el mejor punto
encontrado. Este para´metro se determina considerando el efecto que se espera tener de la
funcio´n objetivo.
NV : Nu´mero de vueltas a realizar por parte del enjambre. Este para´metro se selecciona con-
siderando el nu´mero de vueltas que se espera tener para el enjambre despue´s de incrementar
la energ´ıa.
Nα: Nu´mero de veces que se realizan los incremento de energ´ıa. Considerando la situacio´n
donde Rα = ∆rma´x (ver ecuacio´n 7-75), se puede tomar mayor o menor que el valor calculado
en este caso.
De los ana´lisis realizados al modelo como tambie´n bajo otras relaciones se pueden establecer para´me-
tros directamente con ecuaciones. Los para´metros que esta´n dados por igualdades son:
Ne: Nu´mero de part´ıculas consideradas en el criterio de parada. Se determina mediante 7-40.
RΩ: Radio de giro para el espacio de bu´squeda. Se encuentra dado por la ecuacio´n 7-43.
∆rma´x, ∆rmı´n: Avance ma´ximo y mı´nimo que se espera tener de una part´ıcula. Estos para´me-
tros se pueden establecer mediante las ecuaciones 7-44 y 7-45.
vma´x, vmı´n: Velocidad ma´xima y mı´nima de una part´ıcula. Estos para´metros se determinan
mediante las ecuaciones 7-46 y 7-47.
Fma´x, Fmı´n: Magnitud ma´xima y mı´nima de la fuerza producida por un potencial sobre una
part´ıcula. Estos para´metros se determinan mediante las ecuaciones 7-27 y 7-28.
ad: Factor de interaccio´n en la fase de dispersio´n, este para´metro se establece mediante la
ecuacio´n 7-66.
αma´x: Valor ma´ximo del factor de propulsio´n. Este se puede calcular con la relacio´n 7-67.
β0: Para´metro de frenado en la fase de dispersio´n el cual se puede determinar mediante la
expresio´n 7-68.
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kmd: Factor de escala del potencial asociado el mejor punto encontrado en la fase de dispersio´n.
Dado por la ecuacio´n 7-60.
kod: Factor de escala de la funcio´n objetivo en la fase de dispersio´n (ecuacio´n 7-61).
αk: Valor de α para el respectivo incremento k = 1, 2, ..., Nα , se encuentra dado por la ecuacio´n
7-71.
Kαk : Nu´mero de iteraciones a realizar en cada incremento de energ´ıa, se calcula mediante la
ecuacio´n 7-82.
KV : Nu´mero de iteraciones a realizar mientras se espera que las part´ıculas se dispersan de
forma circular. Para este para´metro se tienen las opciones dadas por las ecuaciones 7-78 y
7-80.
Los otros para´metros se pueden establecer con las consideraciones de la anterior seccio´n donde se
tienen restricciones dadas por desigualdades. Como es de apreciar un para´metro puede estar sujeto
a varias desigualdades, por lo cual, para su ca´lculo se debe garantizar el cumplimiento de estas. Los
para´metros que se encuentran dados por desiguales son:
Rcon: Radio de convergencia el cual se puede estimar con la restriccio´n 7-56. Para efectos de
seleccio´n se puede tomar como igualdad la restriccio´n asociada.
RD: Radio ma´ximo de dispersio´n. Este para´metro se considera con la desigualdad 7-65, para
efectos pra´cticos se puede tomar como un 20% mayor que RΩ.
τc: Para´metro asociado a la tasa de incremento de energ´ıa. Este para´metro se puede estimar
mediante la desigualdad 7-76, en el caso de considerar un valor de Nα mayor que el estimado
con Rα = ∆rma´x se debe emplear la desigualdad 7-74. Para la seleccio´n se puede considerar
el cumplimiento de la desigualdad 10 veces menor.
kmc: Te´rmino de escala en la fase de convergencia del potencial asociado al mejor punto
encontrado, este valor se establece mediante el cumplimiento de las desigualdades 7-52 y
7-59. Para efectos de seleccio´n se considera el cumplimiento con un factor de escala de 0,5.
ac: Factor de interaccio´n en la fase de convergencia, este para´metro se encuentra sujeto al
cumplimiento de las restricciones 7-55 y 7-62. Para la seleccio´n de este para´metro se puede
considerar el valor calculado en la fase de dispersio´n bajo el cumplimiento de las respectivas
restricciones.
Para realizar el ca´lculo de para´metros se debe tener presente la dependencia entre estos, por lo cual
en la tabla 7-1 se muestra la relacio´n entre variables para su ca´lculo. Tambie´n es necesario tener
presente que los para´metros de libre seleccio´n son: N , ρ, ∆t, mi, η, koc, λma´x, λmı´n, γod, γmd y NV .
En la tabla 7-1 la variable k corresponde al respectivo incremento de energ´ıa a realizar. Esta
variable se actualiza en la medida que se realizan los incrementos de energ´ıa. Al respecto se puede
apreciar que αk es dependiente de k y por lo tanto de Nα. Lo anterior implica que αk no es una
variable que se determine por el usuario directamente ya que esta se ajusta en la medida que se
ejecuta el algoritmo.
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Variable Dependencia Relacio´n
Ne ρ, N 7-40
RΩ Ω 7-43
∆rma´x λma´x 7-44
∆rmı´n λmı´n 7-45
vma´x ∆rma´x, ∆t 7-46
vmı´n ∆rmı´n, ∆t 7-47
Fma´x vma´x, mi, ∆t 7-27
Fmı´n vmı´n, mi, ∆t 7-28
αma´x ∆t, mi 7-67
β0 vma´x, αma´x 7-68
RD RΩ 7-65
Rcon vmı´n, ∆t 7-56
ad mi, vma´x, γod, γmd, RD 7-66
ac vmı´n, mi, Rcon, ∆t 7-55
vma´x, mi, RΩ, ∆t 7-62
kmc mi, vmı´n, Rcon, ∆t 7-52
mi, ∆t 7-59
kmd γmd, ad, RD 7-60
kod γod, ad, RD 7-61
Nα RD, ∆rma´x 7-75
τc β0, mi, ∆t, ad, RD, Nα, γod, γmd 7-74
β0, mi, ∆t, ad, RD, ∆rma´x, γod, γmd 7-76
αk β0, mi, ad, γod, γmd RD Nα, k 7-71
Kαk β0, mi, τc, ∆t, ad, RD, Nα, γod, γmd, k 7-82
KV NV , ∆t, β0, αk, γod, γmd, ad, RD, mi 7-78
NV , ∆t, mi, ad 7-80
Tabla 7-1.: Dependencia de las variables para su ca´lculo.
8. Resultados experimentales
8.1. Introduccio´n
En este cap´ıtulo se presentan los resultados experimentales obtenidos para el algoritmo propues-
to empleando diferentes funciones de prueba. Un primer resultado consiste en el comportamiento
dina´mico del algoritmo lo cual se presenta de forma cualitativa mediante gra´ficas que muestran las
posiciones y velocidades del enjambre. El segundo resultado a considerar consiste en una compara-
cio´n estad´ıstica del desempen˜o obtenido para diferentes para´metros, como tambie´n la comparacio´n
con varias configuraciones del algoritmo PSO esta´ndar basado en inercia.
Los resultados cualitativos permiten apreciar que el comportamiento del enjambre se encuentra
dentro de los limites estimados segu´n los ana´lisis y simulaciones realizadas del modelo. De los
resultados cuantitativos se puede establecer que el algoritmo VPSO resulta ser competitivo en
relacio´n con el algoritmo PSO, es decir, que en la mayor´ıa de experimentos se tiene un desempen˜o
favorable del algoritmo VPSO.
De los diferentes aspectos a considerar sobre los experimentos se tiene el nu´mero de dimensiones,
la inicializacio´n de las part´ıculas sobre el espacio de bu´squeda y las diferentes configuraciones
de los algoritmos PSO y VPSO. Considerando los anteriores aspectos se realiza un conjunto de
experimentos los cuales permiten observar las caracter´ısticas del algoritmo propuesto de forma
estad´ıstica.
8.2. Procedimiento para el ana´lisis estad´ıstico de resultados
La metodolog´ıa empleada para el ana´lisis estad´ıstico se describe en el anexo A la cual consiste
inicialmente en pruebas de normalidad y homocedasticidad (igualdad de varianza) con las cuales se
determina la prueba de hipo´tesis a realizar para comparar los resultados obtenidos en los diferentes
experimentos [20], [113]. La comparacio´n entre los diferentes grupos de para´metros se realiza consi-
derando el valor de la funcio´n objetivo. Las tablas con los resultados obtenidos se pueden consultar
en el anexo B.
Con el fin de establecer el nu´mero de corridas que se debe ejecutar el algoritmo se toma como
referencia los trabajos presentados en [31], [114] y [115] donde se realizan 50 ejecuciones para cada
experimento.
Para las pruebas de normalidad, homocedasticidad y comparacio´n entre grupos de datos se toma
un nivel de significancia de 0,05 lo cual corresponde a un error del 5% de aceptar la hipo´tesis nula.
8.3. Funciones de prueba
Las funciones de prueba consideradas son principalmente para dos dimensiones y diez dimensiones,
en particular se emplean funciones de dos dimensiones para observar las caracter´ısticas cualitativas
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del algoritmo propuesto.
Un aspecto importante relacionado con las funciones de prueba consiste en la inicializacio´n de las
part´ıculas sobre el espacio de bu´squeda. En la mayor´ıa de funciones de prueba el valor o´ptimo se
encuentra en el centro del espacio de bu´squeda, sin embargo, en problemas de la vida real esto no
se puede garantizar [115].
Los experimentos y las funciones objetivo se establecen considerando resultados de investigaciones
realizadas sobre el proceso de optimizacio´n con algoritmos PSO; al respecto segu´n [26], [115] y
[116] los algoritmos PSO pueden tener un mejor desempen˜o cuando el o´ptimo global de la funcio´n
objetivo se encuentra en el centro del espacio donde el enjambre es inicializado.
Un me´todo para disminuir el efecto que tiene el mı´nimo global en el centro del espacio de bu´sque-
da consiste en desplazar (shift) la funcio´n objetivo. Esto tambie´n se conoce como el me´todo de
desplazamiento central (center offset) [116].
Otro me´todo propuesto para reducir este sesgo consiste en la inicializacio´n de la poblacio´n dentro
de un subespacio que no contiene al o´ptimo global. Este me´todo es denominado regio´n escalada
(region scaling) [117]. Al respecto se han realizado otras investigaciones tal como se presenta en
[115] donde se muestra el efecto que tiene inicializar el enjambre de part´ıculas de forma asime´trica
sobre el espacio de bu´squeda.
8.3.1. Funciones de prueba en dos dimensiones
En este caso se toman las funciones de prueba presentadas en [59] y la funcio´n propuesta por Kevin
Passino en [36]. En la tabla 8-1 se pueden apreciar las respectivas expresiones para las funciones
de prueba como tambie´n los limites de la regio´n factible de bu´squeda.
Nombre Dim Limites Ecuacio´n
Parabolic 2 [−5, 5] Uobj,1 = x2 + y2
Passino 2 [−5, 5] Uobj,2 = 0,05(x2 + y2) +
10∑
j=1
a3,je
−a4,j((x−a1,j )2+(y−a2,j )2)
Peaks 2 [−5, 5] Uobj,3 = 3(1 − x)2e−(x2+(y+1)2) − 10
(
x
5 − x3 − y5
)
e−(x2+y2)
−13e−((x+1)
2+y2)
Himmelblaus 2 [−5, 5] Uobj,4 = −0,01
(
200 − (x2 + y2 − 11)2 − (x+ y2 − 7)2)
Equal Peaks 2 [−5, 5] Uobj,5 = cos(x)2 + sin(y)2
Rastrigin 2 [−5, 5] Uobj,6 = 20 + (x2 − 10 cos(2πx) + y2 − 10 cos(2πy))
Circles 2 [−5, 5] Uobj,7 = (x2 + y2)0,25((sin(50(x2 + y2)0,1))2 + 1,0)
Schaffer 2 [−5, 5] Uobj,8 = 0,5 +
(
sin
(√
(x2+y2)
))2−0,5
(1+0,1(x2+y2))2
Tabla 8-1.: Funciones de prueba en 2D.
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Los respectivos coeficientes para la funcio´n J2 son:
ai,j =


0 1,7 3,3 −1,7 −3,3 0 −2,3 2,0 3,3 −3,3
1,7 0 −1,7 −1,7 −1,7 −3,3 3,3 3,3 0,3 −0,3
5 −2 3 2 −2 −4 −2 −2 2 2
0,8 0,64 0,64 0,8 4 0,8 4 4 4 4


Las caracter´ısticas asociadas a las funciones de prueba se pueden apreciar en la tabla 8-2. En esta
tabla se puede observar el punto o´ptimo como tambie´n el valor mı´nimo.
Nombre Dim Multimodal Punto o´ptimo Limites Valor o´ptimo
Parabolic 2 No (0, 0) [−5, 5] 0
Passino 2 Si (0,0113,−3,2597) [−5, 5] −3,4354
Peaks 2 Si (0,2282,−1,6199) [−5, 5] −6,4169
Himmelblaus 2 Si (−1,5616, 2,9260) [−5, 5] −2
(2,5616, 2,1068)
(2,5615,−2,1068)
(−1,5616,−2,9260)
Equal Peaks 2 Si (π/2 + nπ,mπ) [−5, 5] 0
Rastrigin 2 Si (0, 0) [−5, 5] 0
Circles 2 Si (0, 0) [−5, 5] 0
Schaffer 2 Si (0, 0) [−5, 5] 0
Tabla 8-2.: Caracter´ısticas de las funciones de prueba en 2D.
La representacio´n gra´fica de las funciones de prueba empleadas se puede apreciar en la figura 8-1.
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Figura 8-1.: Representacio´n gra´fica de las funciones objetivo en 2D.
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Como es de apreciar en la tabla 8-2 y en la figura 8-1 la funcio´n objetivo Uobj,1 es monomodal, es
decir presenta solo un valor mı´nimo, por su parte, las otras funciones de prueba tienen diferentes
valores mı´nimos, logrando as´ı una buena variedad de casos experimentales en dos dimensiones.
En particular se observa que las funciones de prueba Uobj,7 y Uobj,8 presentan valores mı´nimos con
simetr´ıa circular siendo esta caracter´ıstica un caso especial a considerar.
Por otra parte, tambie´n es de apreciar que la funcio´n de prueba Uobj,4 presenta cuatro mı´nimos con
el mismo valor. De esta misma forma la funcio´n Uobj,3 tiene varios ma´ximos y mı´nimos localizados
de forma perio´dica.
8.3.2. Funciones de prueba para varias dimensiones
Las funciones de prueba en varias dimensiones se pueden observar en la tabla 8-3 las cuales fueron
seleccionadas considerando lo reportado en [26], [29], [30] y [115] donde se emplean para realizar
pruebas con algoritmos basados en enjambres de part´ıculas.
Las caracter´ısticas de las funciones de prueba de varias dimensiones se pueden apreciar en la tabla
8-4. En esta tabla se observa que las funciones empleadas presentan diferentes limites del espacio
de bu´squeda. Tambie´n es de notar que se tiene una funcio´n monomodal y siete funciones de prueba
multimodales.
Nombre Dim Limites Ecuacio´n
Spherical D [−100, 100]D f1(~x) =
D∑
i=1
x2i
Levy D [−10, 10]D f2(~x) = sin2(πw1) +
D−1∑
i=1
(wi − 1)2[1 + 10 sin2(πwi + 1)] +
(wD − 1)2[1 + sin2(2πwD)], donde, wi = 1 + xi−14
Styblinski
Tang
D [−5,12, 5,12]D f3(~x) = 12
D∑
i=1
(
x4i − 16x2i + 5xi
)
Rosenbrock
Rotate
D [−30, 30]D f4(~x) =
D−1∑
i=1
[
100(xi+1 + x
2
i )
2 + (xi + 1)
2
]2
Griewank D [−50, 50]D f5(~x) = 1 + 14000
D∑
i=1
x2i −
D∏
i=1
cos
(
xi√
i
)
Rastrigin D [−5,12, 5,12]D f6(~x) =
D∑
i=1
(
x2i − 10 cos(2πxi) + 10
)
Schaffer D [−30, 30]D f7(~x) =
D−1∑
i=1
(x2i + x
2
i+1)
0,25
[
sin2(50(x2i + x
2
i+1)
0,1) + 1
]
Ackley D [−30, 30]D f8(~x) = e+ 20− 20 exp
(
−0,2
√
1
D
D∑
i=1
xDi
)
− exp
(
1
D
D∑
i=1
cos(2πxi)
)
Tabla 8-3.: Funciones de prueba generalizadas.
Como es de notar en la tabla 8-4, las funciones de prueba f2, f3 y f4 presentan el valor mı´nimo
localizado en punto diferente de cero, mientras que para el resto de las funciones de prueba el
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mı´nimo global se encuentra localizado en cero.
Nombre Dim Multi-modal Punto o´ptimo Limites Valor o´ptimo
Spherical D No (0,0)D [−100, 100]D 0
Levy D Si (1,0)D [−10, 10]D 0
Styblinski Tang D Si (−2,903534)D [−5,12, 5,12]D −39,16599D
Rosenbrock Rotate D Si (−1,0)D [−30, 30]D 0
Griewank D Si (0,0)D [−50, 50]D 0
Rastrigin D Si (0,0)D [−5,12, 5,12]D 0
Schaffer D Si (0,0)D [−30, 30]D 0
Ackley D Si (0,0)D [−30, 30]D 0
Tabla 8-4.: Caracter´ısticas de las funciones de prueba generalizadas.
La representacio´n gra´fica en dos dimensiones de las funciones de prueba empleadas se puede apreciar
en la figura 8-2.
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Figura 8-2.: Representacio´n gra´fica en 2D de las funciones objetivo de la tabla 8-3.
8.3.3. Algoritmos PSO de referencia
Como referentes para establecer el desempen˜o del algoritmo propuesto se toman las versiones
ma´s conocidas del algoritmo PSO las cuales tambie´n son comu´nmente empleadas para efectos
de comparacio´n [26], [29], [118]. Estas versiones son las dos propuestas realizadas por Ioan Cristian
Trelea en [88] y el algoritmo PSO con factor de restriccio´n propuesto por Maurice Clerc y James
Kennedy en [62].
Los para´metros empleados para los algoritmos PSO considerados como referentes de comparacio´n
son:
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PSO-T1 (Configuracio´n 1 propuesta por Trelea): w = 0,600, αp = 1,7, αg = 1,7.
PSO-T2 (Configuracio´n 2 propuesta por Trelea): w = 0,729, αp = 1,494, αg = 1,494.
PSO-R (PSO con factor de restriccio´n): χ = 0,72984, αp = 2,05, αg = 2,05.
8.4. Configuracio´n de experimentos
Los experimentos se establecieron considerando en primer lugar las funciones objetivo de prueba
propuestas y la inicializacio´n del enjambre en el espacio de bu´squeda segu´n lo presentado en [26],
[115], [116] y [117]. En este caso se consideran funciones de prueba en dos y diez dimensiones con
inicializacio´n de las part´ıculas de forma global y local. La inicializacio´n global consiste en localizar
las part´ıculas de forma aleatoria sobre todo el espacio de bu´squeda. Por su parte, la inicializacio´n
local consiste en restringir la posicio´n de las part´ıculas para la primera iteracio´n en un subespacio
alejado del mı´nimo global. Siguiendo las recomendaciones de [117] se propone emplear una forma de
inicializacio´n como la mostrada en la figura 8-3. Para este tipo de inicializacio´n en dos dimensiones
se tienen los para´metros (Lx ± cx, Ly ± cy). Cuando se tienen varias dimensiones y se considera
que el espacio de bu´squeda es sime´trico (los mismos limites en todas las dimensiones), entonces se
puede expresar como (L, c).
Para los experimentos realizados se toma L = 0,8range(Ω)/2 y c = 0,2range(Ω)/2 es decir una
separacio´n del punto medio correspondiente al 80% de RΩ y un subespacio con un ancho del 40%
de RΩ.
Con la inicializacio´n de tipo local se busca reducir el sesgo que se produce cuando las funciones de
prueba presentan el mı´nimo global en el centro del espacio de bu´squeda y en segundo lugar observar
la capacidad que tiene el algoritmo VPSO para escapar de mı´nimos locales.
Espacio de
Bu´squeda
O´ptimo
Global
cy
cx
Ly
Lx x
y
Figura 8-3.: Esquema de la inicializacio´n local de las part´ıculas en dos dimensiones.
El segundo aspecto a considerar consiste en la configuracio´n de para´metros de los algoritmos PSO y
VPSO en este caso se tiene para el algoritmo PSO las dos configuraciones propuestas por Trelea y la
configuracio´n empleando el factor de restriccio´n. Por su parte, para el algoritmo VPSO se consideran
cuatro posibles configuraciones donde se modifica el factor de propulsio´n, las tres primeras variando
el valor de Rα y la cuarta correspondiente a la propuesta adaptativa. Adicionalmente se considera la
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versio´n determin´ıstica y estoca´stica del algoritmo VPSO. Las configuraciones del algoritmo VPSO
se encuentran enfocadas principalmente en observar el comportamiento dina´mico del enjambre sobre
las funciones de prueba, por su parte, las configuraciones para la inicializacio´n de las part´ıculas
sobre el espacio de bu´squeda se emplean para evidenciar que el algoritmo VPSO logra escapar de
mı´nimos locales.
Considerando lo anterior se tiene el siguiente grupo de experimentos:
Funciones objetivo:
• 2D.
• 10D.
Inicializacio´n:
• Global.
• Local.
VPSO:
• Determin´ıstico.
• Estoca´stico.
◦ VPSO-C1: Caso con Rα > ∆rma´x.
◦ VPSO-C2: Caso con Rα = ∆rma´x.
◦ VPSO-C3: Caso con Rα < ∆rma´x.
◦ VPSO-A: Adaptativo.
PSO:
• PSO-T1: (Configuracio´n 1 propuesta por Trelea).
• PSO-T2: (Configuracio´n 2 propuesta por Trelea).
• PSO-R: (PSO con factor de restriccio´n).
8.5. Resultados experimentales para 2D
Para la ejecucio´n del algoritmo en primer lugar se establecen los para´metros de libre eleccio´n los
cuales se muestran en la tabla 8-5.
N ρ ∆t mi η koc λma´x λmı´n γod γmd NV
10 1 0,1 1 1 1 0,04 0,0001 4 1 2
Tabla 8-5.: Para´metros de libre eleccio´n del algoritmo.
Con el fin de estimar los otros para´metros, para las funciones de prueba en 2D el rango del espacio
de bu´squeda es (−5 ≤ x ≤ 5) y (−5 ≤ y ≤ 5) por lo tanto range(Ω) = 10. Considerando lo anterior
se tienen los para´metros de la tabla 8-6.
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RΩ ∆rma´x ∆rmı´n vma´x vmı´n Fma´x Fmı´n αma´x
5 0,4 0,001 4 0,01 40 0,1 10
β0 RD Rcon ad ac kmc kmd kod
0,625 6 0,003 0,0741 0,0741 16,7 0,444 1,78
Tabla 8-6.: Para´metros estimados del algoritmo.
Los valores de la tabla 8-6 se establecieron con las restricciones:
RD ≥ 5.
αma´x ≤ 10.
ac ≤ 4.
kmc ≤ 33,3333.
Para τc se tienen diferentes valores considerando los casos mostrados en la tabla 8-7.
Criterio Nα Restriccio´n τc
Rα = 2∆rma´x 8 τc ≤ 5,6296 0,56296
Rα = 1∆rma´x 15 τc ≤ 5,6296 0,56296
Rα = 0,5∆rma´x 30 τc ≤ 2,7963 0,27963
Tabla 8-7.: Casos para τc.
Al realizar los ca´lculos para Kα y KV empleando los anteriores valores se tienen las estrategias
para el incremento de energ´ıa mostradas en la figura 8-4.
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Figura 8-4.: Estrategia para el incremento de energ´ıa.
8.5.1. Resultados cualitativos
Para cada funcio´n de prueba se observa de forma cualitativa un caso representativo del funciona-
miento del algoritmo de tal forma que se tiene el siguiente grupo de figuras:
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Valor mı´nimo encontrado por la mejor posicio´n Umı´nP y para el punto medio Umı´nG. Tambie´n
en esta figura se presenta la energ´ıa suministrada α.
Magnitud de la velocidad para todas las part´ıculas como tambie´n la velocidad promedio
medida y estimada.
Dispersio´n de las part´ıculas para cada dimensio´n dada por la desviacio´n esta´ndar. Tambie´n
se presenta como resultado el radio medido y estimado.
Trayectorias de las part´ıculas y trayectoria promedio del enjambre sobre el espacio de bu´sque-
da.
En este caso se consideran condiciones iniciales globales y se emplea la versio´n determin´ıstica del
algoritmo VPSO. Con este grupo de figuras se busca mostrar de forma cualitativa el funcionamiento
del algoritmo.
Resultados cualitativos para U1
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo U1 son las siguientes:
Figura 8-5: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-6: Velocidad medida y estimada considerando α.
Figura 8-7: Dispersio´n para cada dimensio´n, radio medido y estimado.
Figura 8-8: Trayectorias de las part´ıculas y trayectoria promedio.
En este grupo de figuras se aprecia que el enjambre logra una adecuada dispersio´n sobre el espacio
de bu´squeda como tambie´n que el radio medido se encuentra cerca del radio mı´nimo estimado.
Finalmente es de resaltar que se logran tener movimientos aproximadamente circulares, esto debido
a la simetr´ıa de la funcio´n objetivo.
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Figura 8-5.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-6.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-7.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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Figura 8-8.: a) Trayectorias de las part´ıculas, b) Trayectoria promedio.
Resultados cualitativos para U2
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo U2 son:
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Figura 8-9: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-10: Velocidad medida y estimada considerando α.
Figura 8-11: Dispersio´n para cada dimensio´n, radio medido y estimado.
Figura 8-12: Trayectorias de las part´ıculas y trayectoria promedio.
En estos resultados se aprecia que el algoritmo converge a un mı´nimo local y luego escapa para
encontrar el mı´nimo global. El radio medido se encuentra variando entre el valor ma´ximo y mı´nimo
estimado. Al finalizar el algoritmo se tiene una buena dispersio´n de las part´ıculas sobre el espacio
de bu´squeda.
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Figura 8-9.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-10.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-11.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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Figura 8-12.: a) Trayectorias de las part´ıculas, b) Trayectoria promedio.
Resultados cualitativos para U3
El grupo de figuras que muestra el comportamiento del algoritmo cuando se emplea la funcio´n
objetivo U3 es el siguiente:
Figura 8-13: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-14: Velocidad medida y estimada considerando α.
Figura 8-15: Dispersio´n para cada dimensio´n, radio medido y estimado.
Figura 8-16: Trayectorias de las part´ıculas y trayectoria promedio.
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Figura 8-13.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-14.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-15.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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Figura 8-16.: a) Trayectorias de las part´ıculas, b) Trayectoria promedio.
En las anteriores figuras se aprecia que el enjambre de part´ıculas logra escapar de un mı´nimo local
para posteriormente encontrar el mı´nimo global. Es de notar que los incrementos de energ´ıa se
realizan de forma adecuada segu´n lo propuesto y que el radio estimado se encuentra en los limites
calculados.
Resultados cualitativos para U4
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo U4 son:
Figura 8-17: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-18: Velocidad medida y estimada considerando α.
Figura 8-19: Dispersio´n para cada dimensio´n, radio medido y estimado.
Figura 8-20: Trayectorias de las part´ıculas y trayectoria promedio.
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Figura 8-17.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-18.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-19.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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Figura 8-20.: a) Trayectorias de las part´ıculas, b) Trayectoria promedio.
Como es de notar, esta funcio´n objetivo presenta varios mı´nimos del mismo valor. En este caso se
aprecia que el enjambre logra escapar de un mı´nimo local y encontrar uno de los mı´nimos globales.
Adicionalmente se observa una mayor variacio´n de radio estimado dentro de los limites calculados.
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Resultados cualitativos para U5
En este caso las figuras que muestran los resultados cualitativos para la funcio´n objetivo U5 son las
siguientes:
Figura 8-21: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-22: Velocidad medida y estimada considerando α.
Figura 8-23: Dispersio´n para cada dimensio´n, radio medido y estimado.
Figura 8-24: Trayectorias de las part´ıculas y trayectoria promedio.
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Figura 8-21.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-22.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-23.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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Figura 8-24.: a) Trayectorias de las part´ıculas, b) Trayectoria promedio.
En estas figuras se observa que el enjambre encuentra uno de los mı´nimos globales y realiza el
proceso de dispersio´n sin encontrar otro mı´nimo. Tambie´n es de notar que el radio medido se
acerca al valor ma´ximo calculado. Finalmente se observa una alta dispersio´n de las part´ıculas sobre
el espacio de bu´squeda en las iteraciones finales.
Resultados cualitativos para U6
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo U6 son:
Figura 8-25: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-26: Velocidad medida y estimada considerando α.
Figura 8-27: Dispersio´n para cada dimensio´n, radio medido y estimado.
Figura 8-28: Trayectorias de las part´ıculas y trayectoria promedio.
En estos resultados es de apreciar que el enjambre encuentra un mı´nimo local y logra escapar de
este para seguir el proceso de bu´squeda. Tambie´n es de notar que el agrupamiento del enjambre en
el punto mı´nimo toma ma´s iteraciones que en los casos anteriores.
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Figura 8-25.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-26.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-27.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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Figura 8-28.: a) Trayectorias de las part´ıculas, b) Trayectoria promedio.
Para esta funcio´n de prueba se logra una buena dispersio´n del enjambre manteniendo el radio de
giro dentro de los valores ma´ximos y mı´nimos estimados. La funcio´n de prueba considerada resulta
ser un caso interesante por la cantidad de ma´ximos y mı´nimos locales que esta presenta sobre el
espacio de bu´squeda.
Resultados cualitativos para U7
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo U7 son las siguientes:
Figura 8-29: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-30: Velocidad medida y estimada considerando α.
Figura 8-31: Dispersio´n para cada dimensio´n, radio medido y estimado.
Figura 8-32: Trayectorias de las part´ıculas y trayectoria promedio.
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Figura 8-29.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-30.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-31.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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Figura 8-32.: a) Trayectorias de las part´ıculas, b) Trayectoria promedio.
En estas figuras se observa que la simetr´ıa circular de la funcio´n objetivo dificulta la convergencia
del algoritmo al mı´nimo global. Tambie´n es de notar que el radio medido se encuentra dentro de
los limites estimados y se obtiene una buena dispersio´n del enjambre sobre el espacio de bu´squeda.
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Resultados cualitativos para U8
En este caso las figuras que muestran los resultados cualitativos para la funcio´n objetivo U8 son las
siguientes:
Figura 8-33: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-34: Velocidad medida y estimada considerando α.
Figura 8-35: Dispersio´n para cada dimensio´n, radio medido y estimado.
Figura 8-36: Trayectorias de las part´ıculas y trayectoria promedio.
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Figura 8-33.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-34.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-35.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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Figura 8-36.: a) Trayectorias de las part´ıculas, b) Trayectoria promedio.
En estos resultados es de apreciar que el enjambre logra escapar de un mı´nimo local, sin embargo
el agrupamiento de las part´ıculas al punto mı´nimo toma varias iteraciones. Tambie´n es de notar
que se logra una buena dispersio´n de las part´ıculas, manteniendo el radio de giro dentro del rango
calculado.
8.5.2. Resultados cuantitativos
En las tablas B-1, B-2, B-3 y B-4 se pueden apreciar los resultados obtenidos del algoritmo VPSO
para diferentes valores de Nα en estas mismas tablas tambie´n se presentan los resultados obtenidos
del algoritmo PSO. Con los datos recolectados se realizan las respectivas pruebas de normalidad
homocedasticidad y comparacio´n entre grupos registrando los respectivos p-value. En las tablas
8-8, 8-9, 8-10 y 8-11 se presentan los resultados obtenidos para las pruebas de normalidad,
mientras que en las tablas 8-12, 8-13, 8-14 y 8-15 se muestran los resultados para las pruebas de
homocedasticidad y comparacio´n entre grupos.
Con el fin de establecer los casos que presentan diferencias se realiza la prueba de Bonferroni (no
parame´trica) obteniendo los resultados mostrados en las figuras 8-37, 8-38, 8-39 y 8-40.
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Funcio´n VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Uobj,1 8.4906 × 10−12 2.7968 × 10−10 6.5022 × 10−8 5.5012 × 10−8 1.2414 × 10−8 7.1598 × 10−7 1.2387 × 10−6
Uobj,2 0.000 554 61 9.0647 × 10−5 0.000 260 35 1.0878 × 10−13 9.8334 × 10−11 2.5568 × 10−13 6.0958 × 10−12
Uobj,3 7.7958 × 10−8 2.5792 × 10−6 0.000 287 85 2.4972 × 10−8 2.3025 × 10−13 4.7562 × 10−13 9.8334 × 10−11
Uobj,4 1.0819 × 10−8 0.000 626 86 0.000 315 81 2.8898 × 10−8 5.4872 × 10−9 1.3982 × 10−10 1.42 × 10−8
Uobj,5 4.3031 × 10−8 1.6077 × 10−10 6.6219 × 10−7 6.0758 × 10−9 1.7102 × 10−12 1.0829 × 10−13 1.0057 × 10−12
Uobj,6 2.5144 × 10−10 2.517 × 10−12 7.0034 × 10−14 1.6088 × 10−9 2.2087 × 10−10 1.2432 × 10−9 1.0615 × 10−12
Uobj,7 0.0444 0.050 837 0.221 74 0.112 41 0.002 123 2 0.096 934 0.000 319 48
Uobj,8 5.5767 × 10−10 2.796 × 10−7 4.7842 × 10−7 5.7618 × 10−9 2.3785 × 10−8 9.8344 × 10−11 4.0015 × 10−9
Tabla 8-8.: Ana´lisis de normalidad de datos para los resultados de la tabla B-1. Condiciones
iniciales globales y VPSO determin´ıstico.
Funcio´n VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Uobj,1 1.0682 × 10−6 0.001 204 4 5.2191 × 10−9 4.5456 × 10−11 1.2414 × 10−8 7.1598 × 10−7 1.2387 × 10−6
Uobj,2 1.4724 × 10−11 1.2434 × 10−10 0.021 382 3.2356 × 10−10 9.8334 × 10−11 2.5568 × 10−13 6.0958 × 10−12
Uobj,3 0.045 419 0.042 152 0.000 492 26 0.054 647 2.3025 × 10−13 4.7562 × 10−13 9.8334 × 10−11
Uobj,4 6.1372 × 10−9 1.6081 × 10−7 6.0108 × 10−9 2.5697 × 10−6 5.4872 × 10−9 1.3982 × 10−10 1.42 × 10−8
Uobj,5 4.481 × 10−5 0.000 917 46 5.7452 × 10−5 0.000 372 13 1.7102 × 10−12 1.0829 × 10−13 1.0057 × 10−12
Uobj,6 6.0966 × 10−12 2.3031 × 10−13 0.023 987 2.3029 × 10−13 2.2087 × 10−10 1.2432 × 10−9 1.0615 × 10−12
Uobj,7 0.000 291 15 0.021 933 0.005 342 7 0.002 828 6 0.002 123 2 0.096 934 0.000 319 48
Uobj,8 1.2491 × 10−7 9.0152 × 10−10 6.1738 × 10−11 0.000 32 2.3785 × 10−8 9.8344 × 10−11 4.0015 × 10−9
Tabla 8-9.: Ana´lisis de normalidad de datos para los resultados de la tabla B-2. Condiciones
iniciales globales y VPSO estoca´stico.
Funcio´n VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Uobj,1 0.001 533 2 0.006 135 3 0.000 112 43 2.8475 × 10−6 1.1237 × 10−6 8.7327 × 10−8 0.000 108 85
Uobj,2 4.3081 × 10−5 1.0781 × 10−5 2.4624 × 10−5 4.7775 × 10−13 0.000 219 28 0.001 770 8 0.000 526 39
Uobj,3 0.032 892 0.234 28 3.4217 × 10−9 3.6495 × 10−10 0.003 654 7 2.4953 × 10−5 1.6488 × 10−5
Uobj,4 1.285 × 10−7 3.2254 × 10−8 3.0029 × 10−6 2.1035 × 10−5 2.5516 × 10−8 4.4621 × 10−7 4.7555 × 10−7
Uobj,5 1.1942 × 10−10 3.2608 × 10−9 8.8355 × 10−7 2.3421 × 10−10 2.3858 × 10−6 2.2896 × 10−5 3.8082 × 10−6
Uobj,6 5.6602 × 10−8 1.0652 × 10−12 7.0049 × 10−14 1.3149 × 10−9 0.159 53 0.002 516 9 1.7219 × 10−5
Uobj,7 1.8706 × 10−7 0.004 768 2 0.151 48 0.137 33 9.1268 × 10−6 2.0531 × 10−6 4.8951 × 10−6
Uobj,8 2.1247 × 10−5 1.8351 × 10−13 4.0175 × 10−7 2.8447 × 10−9 0.003 772 4 0.032 221 0.064 372
Tabla 8-10.: Ana´lisis de normalidad de datos para los resultados de la tabla B-3. Condiciones
iniciales locales y VPSO determin´ıstico.
Funcio´n VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Uobj,1 4.2273 × 10−8 1.1889 × 10−7 4.2308 × 10−5 3.0522 × 10−5 1.1237 × 10−6 8.7327 × 10−8 0.000 108 85
Uobj,2 1.5396 × 10−7 1.6368 × 10−7 1.8271 × 10−11 3.9468 × 10−10 0.000 219 28 0.001 770 8 0.000 526 39
Uobj,3 0.005 290 4 0.001 057 2 1.2154 × 10−7 1.2603 × 10−5 0.003 654 7 2.4953 × 10−5 1.6488 × 10−5
Uobj,4 5.7191 × 10−7 1.824 × 10−7 1.1517 × 10−8 3.1522 × 10−9 2.5516 × 10−8 4.4621 × 10−7 4.7555 × 10−7
Uobj,5 1.6186 × 10−5 6.4644 × 10−5 7.1881 × 10−13 8.2397 × 10−6 2.3858 × 10−6 2.2896 × 10−5 3.8082 × 10−6
Uobj,6 3.8488 × 10−7 1.0618 × 10−12 4.7568 × 10−13 1.6059 × 10−9 0.159 53 0.002 516 9 1.7219 × 10−5
Uobj,7 2.7362 × 10−13 0.006 089 2 0.001 315 9 0.012 554 9.1268 × 10−6 2.0531 × 10−6 4.8951 × 10−6
Uobj,8 0.007 979 2 5.5882 × 10−8 1.2145 × 10−11 5.1989 × 10−9 0.003 772 4 0.032 221 0.064 372
Tabla 8-11.: Ana´lisis de normalidad de datos para los resultados de la tabla B-4. Condiciones
iniciales locales y VPSO estoca´stico.
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Funcio´n Normalidad Homocedasticidad Kruskal-Wallis ANOVA
Uobj,1 No 5.4401 × 10−15 0 0.002 594 7
Uobj,2 No 0 0.165 09 1.6098 × 10−7
Uobj,3 No 0 0.000 127 2 6.5038 × 10−8
Uobj,4 No 1.414 × 10−11 0 0.002 037 8
Uobj,5 No 0 0 0.000 100 98
Uobj,6 No 3.4093 × 10−8 0.029 447 0.067 473
Uobj,7 No 8.604 × 10−5 0 0
Uobj,8 No 0 2.894 × 10−6 1.5543 × 10−15
Tabla 8-12.: Ana´lisis de datos para los resultados de la tabla B-1. Condiciones iniciales globales
y VPSO determin´ıstico.
Funcio´n Normalidad Homocedasticidad Kruskal-Wallis ANOVA
Uobj,1 No 0.006 499 4 3.7492 × 10−13 0.204 08
Uobj,2 No 0 6.4811 × 10−8 3.0242 × 10−8
Uobj,3 No 0 1.8044 × 10−7 6.5026 × 10−8
Uobj,4 No 4.3751 × 10−9 9.3892 × 10−13 0.010 707
Uobj,5 No 0.000 603 58 1.2511 × 10−10 0.4535
Uobj,6 No 1.0706 × 10−10 0.027 542 0.023 006
Uobj,7 No 6.3047 × 10−6 0 3.5565 × 10−10
Uobj,8 No 0 7.1942 × 10−14 1.5543 × 10−15
Tabla 8-13.: Ana´lisis de datos para los resultados de la tabla B-2. Condiciones iniciales globales
y VPSO estoca´stico.
Funcio´n Normalidad Homocedasticidad Kruskal-Wallis ANOVA
Uobj,1 No 0 0 2.2204 × 10−16
Uobj,2 No 0 0 0
Uobj,3 No 0 0 0
Uobj,4 No 2.3821 × 10−6 0 0.006 82
Uobj,5 No 3.4587 × 10−10 0 0.011 036
Uobj,6 No 0 0 0
Uobj,7 No 0 0.408 98 0
Uobj,8 No 0 0 0
Tabla 8-14.: Ana´lisis de datos para los resultados de la tabla B-3. Condiciones iniciales locales y
VPSO determin´ıstico.
Funcio´n Normalidad Homocedasticidad Kruskal-Wallis ANOVA
Uobj,1 No 1.8272 × 10−8 0.031 601 0.021 492
Uobj,2 No 0 0 0
Uobj,3 No 0 0 0
Uobj,4 No 3.4101 × 10−9 1.4433 × 10−15 0.007 032 1
Uobj,5 No 1.8566 × 10−7 3.1826 × 10−12 0.081 132
Uobj,6 No 0 0 0
Uobj,7 No 0 0.013 456 0
Uobj,8 No 0 0 0
Tabla 8-15.: Ana´lisis de datos para los resultados de la tabla B-4. Condiciones iniciales locales y
VPSO estoca´stico.
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Figura 8-37.: Resultados de la comparacio´n para el valor obtenido con las diferentes funciones
objetivo. Condiciones iniciales globales y VPSO determin´ıstico.
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Figura 8-38.: Resultados de la comparacio´n para el valor obtenido con las diferentes funciones
objetivo. Condiciones iniciales globales y VPSO estoca´stico.
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Figura 8-39.: Resultados de la comparacio´n para el valor obtenido con las diferentes funciones
objetivo. Condiciones iniciales locales y VPSO determin´ıstico.
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Figura 8-40.: Resultados de la comparacio´n para el valor obtenido con las diferentes funciones
objetivo. Condiciones iniciales locales y VPSO estoca´stico.
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Las comparaciones de los resultados obtenidos con las diferentes funciones objetivo se presentan
en las figuras 8-37, 8-38, 8-39 y 8-40. En estos resultados se aprecia que al emplear condiciones
iniciales globales se tiene un desempen˜o favorable para el algoritmo PSO con las funciones de
prueba Uobj,1, Uobj,4, Uobj,5 y Uobj,7. Para la funcio´n de prueba Uobj,6 los algoritmos PSO y VPSO
presentan un comportamiento similar. Por su parte, con las funciones de prueba Uobj,2, Uobj,3 y
Uobj,8 el algoritmo VPSO tiende a presentar un mejor comportamiento que el algoritmo PSO, en
particular, cuando se emplea la versio´n estoca´stica del algoritmo VPSO.
Cuando se tienen condiciones iniciales locales se aprecia que el algoritmo VPSO presenta un mejor
comportamiento con las funciones de prueba Uobj,2, Uobj,3 Uobj,6 y Uobj,8. Un comportamiento similar
de los dos algoritmos se aprecia para la funcio´n de prueba Uobj,7. Finalmente para las funciones de
prueba Uobj,1, Uobj,4 y Uobj,5 el algoritmo PSO presenta un mejor comportamiento, sin embargo es
necesario tener presente que Uobj,1 es una funcio´n de prueba monomodal y las funciones Uobj,4 y
Uobj,5 son multimodales con mı´nimos del mismo valor.
Por otra parte, en estos resultados es de notar que el algoritmo VPSO estoca´stico tiende a presentar
un mejor desempen˜o que el algoritmo VPSO determin´ıstico tanto para condiciones iniciales globales
como locales.
8.6. Resultados experimentales para 10 dimensiones
La configuracio´n de para´metros se encuentra dada principalmente por el espacio de bu´squeda para
las diferentes funciones de prueba, teniendo as´ı las siguientes posibilidades:
range(Ω) = 200.
range(Ω) = 10,24.
range(Ω) = 60.
range(Ω) = 20.
Como es de apreciar, se tienen diferentes rangos para el espacio de bu´squeda lo cual influye prin-
cipalmente en la velocidad con la cual se desplazan las part´ıculas. En primer lugar los para´metros
de libre eleccio´n comunes a las funciones de prueba son:
N ρ ∆t mi η koc λma´x λmı´n γod γmd NV
25 1 1 5 1 1 0,04 0,0001 4 1 2
Tabla 8-16.: Para´metros del algoritmo.
La estrategia para el incremento de energ´ıa se determina considerando el nu´mero de veces que se
desea realizar los incrementos de energ´ıa, por lo cual, resulta ser igual para todas las funciones de
prueba. A continuacio´n se muestran los para´metros empleados considerando los casos presentados
anteriormente.
En primer lugar, para el caso donde range(Ω) = 200 se tienen los para´metros de la tabla 8-17.
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RΩ ∆rma´x ∆rmı´n vma´x vmı´n Fma´x Fmı´n αma´x
100 8 0,02 8 0,02 40 0,1 5
β0 RD Rcon ad ac kmc kmd kod
0,0781 120 0,06 0,0037 0,0037 0,833 0,444 1,78
Tabla 8-17.: Para´metros del algoritmo con range(Ω) = 200.
Por su parte con range(Ω) = 10,24 se tienen los para´metros de la tabla 8-18.
RΩ ∆rma´x ∆rmı´n vma´x vmı´n Fma´x Fmı´n αma´x
5,12 0,4096 0,00102 0,4096 0,00102 2,048 0,00512 5
β0 RD Rcon ad ac kmc kmd kod
29,8 6,144 0,00307 0,0037 0,0037 0,833 0,0228 0,091
Tabla 8-18.: Para´metros del algoritmo con range(Ω) = 10,24.
Para range(Ω) = 60 los respectivos para´metros se pueden apreciar en la tabla 8-19.
RΩ ∆rma´x ∆rmı´n vma´x vmı´n Fma´x Fmı´n αma´x
30 2,4 0,006 2,4 0,006 12 0,03 5
β0 RD Rcon ad ac kmc kmd kod
0,868 36 0,018 0,0037 0,0037 0,833 0,133 0,533
Tabla 8-19.: Para´metros del algoritmo con range(Ω) = 60.
Finalmente, con range(Ω) = 20 se tienen los para´metros de la tabla 8-20.
RΩ ∆rma´x ∆rmı´n vma´x vmı´n Fma´x Fmı´n αma´x
10 0,8 0,002 0,8 0,002 4 0,01 5
β0 RD Rcon ad ac kmc kmd kod
7,81 12 0,006 0,0037 0,0037 0,833 0,0444 0,178
Tabla 8-20.: Para´metros del algoritmo con range(Ω) = 20.
Los valores de las tablas 8-17, 8-18, 8-19 y 8-20 se establecieron con las restricciones:
RD ≥ 100, tabla 8-17.
RD ≥ 5,12, tabla 8-18.
RD ≥ 30, tabla 8-19.
RD ≥ 10, tabla 8-20.
αma´x ≤ 5.
ac ≤ 0,2.
kmc ≤ 1,6667.
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Para τc se tienen diferentes valores considerando los casos mostrados en la tabla 8-21.
Criterio Nα Restriccio´n τc
Rα = 2∆rma´x 8 τc ≤ 0,28148 0,028148
Rα = 1∆rma´x 15 τc ≤ 0,28148 0,028148
Rα = 0,5∆rma´x 30 τc ≤ 0,13981 0,013981
Tabla 8-21.: Casos para τc.
Al realizar los ca´lculos para Kα y KV empleando los anteriores valores se tienen las estrategias
para el incremento de energ´ıa mostradas en la figura 8-41.
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Figura 8-41.: Estrategia para el incremento de energ´ıa.
8.6.1. Resultados cualitativos para 10D
En estos resultados para cada funcio´n de prueba se observa de forma cualitativa un caso represen-
tativo del comportamiento del algoritmo teniendo las siguientes figuras:
Valor mı´nimo encontrado y energ´ıa suministrada.
Velocidad medida y estimada con el valor de α.
Desviacio´n esta´ndar para cada dimensio´n, radio medido y estimado.
Las figuras se determinan considerando condiciones iniciales locales y empleando la versio´n es-
toca´stica del algoritmo VPSO.
Resultados para f1
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo f1 son las siguientes:
Figura 8-42: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-43: Velocidad medida y estimada.
Figura 8-44: Dispersio´n para cada dimensio´n, radio medido y estimado.
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Figura 8-42.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-43.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-44.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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En un primer lugar, para la funcio´n de prueba f1, en la figura 8-42 se aprecia la convergencia
ra´pida del enjambre hacia el valor mı´nimo. Por su parte en la figura 8-43 se observa el incremento
de energ´ıa y la velocidad medida la cual se aproxima a la estimada. Adicionalmente en la figura 8-44
se puede apreciar que el radio medido se encuentra cerca al radio mı´nimo estimado. Finalmente es
de notar que se logra una buena dispersio´n en la mayor´ıa de dimensiones.
Resultados para f2
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo f2 son las siguientes:
Figura 8-45: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-46: Velocidad medida y estimada.
Figura 8-47: Dispersio´n para cada dimensio´n, radio medido y estimado.
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Figura 8-45.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-46.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-47.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
En este caso en la figura 8-45 se observa una adecuada convergencia del algoritmo. Tambie´n se
aprecia que la velocidad medida se aproxima a la estimada (figura 8-46). Como es de notar en
la figura 8-47 durante las ultimas iteraciones se logra una buena dispersio´n en la mayor´ıa de
las dimensiones. Finalmente se observa que el radio medido se encuentra cerca al radio mı´nimo
estimado.
Resultados para f3
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo f3 son las siguientes:
Figura 8-48: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-49: Velocidad medida y estimada.
Figura 8-50: Dispersio´n para cada dimensio´n, radio medido y estimado.
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Figura 8-48.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-49.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-50.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
En estas figuras se observa el proceso de convergencia y dispersio´n lo cual se encuentra regido por la
estrategia para el incremento de energ´ıa. Es de notar que la mayor parte de las iteraciones se emplea
para realizar el proceso de dispersio´n (figura 8-48). En al figura 8-49 se aprecia que la velocidad
de las part´ıculas esta´ dada por el incremento de energ´ıa teniendo una mejor aproximacio´n con la
velocidad estimada en las ultimas iteraciones. Otro resultado consiste en la baja dispersio´n que se
logra para algunas dimensiones del espacio de bu´squeda (figura 8-50). Finalmente es de apreciar
que el radio medido se encuentra dentro de los limites estimados.
Resultados para f4
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo f4 son las siguientes:
Figura 8-51: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-52: Velocidad medida y estimada.
Figura 8-53: Dispersio´n para cada dimensio´n, radio medido y estimado.
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En este grupo de figuras se puede observar que el enjambre logra escapar de un valor mı´nimo para
luego realizar la convergencia hacia otro punto mı´nimo. Como es de apreciar en las figuras 8-51
y 8-53 en la medida que se incrementa el radio de giro se emplean ma´s iteraciones para lograr la
dispersio´n del enjambre.
En estos resultados tambie´n se puede apreciar que para las iteraciones finales se tiene una mejor
aproximacio´n entre la velocidad medida y estimada.
Por otra parte, es de notar que en la mayor´ıa de las dimensiones se logra una buena dispersio´n
de las part´ıculas. Finalmente se observa que el radio medido se encuentra dentro de los limites
estimados.
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Figura 8-51.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-52.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
128 8 Resultados experimentales
0 500 1000 1500 2000 2500 3000
0
10
20
30
40
a)
Iteración
D
es
vi
ac
ió
n
0 500 1000 1500 2000 2500 3000
0
20
40
60
80
Iteración
R
ad
io
b)
Medido
Máx estimado
Mín estimado
Figura 8-53.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
Resultados para f5
En este caso las figuras que muestran los resultados cualitativos para la funcio´n objetivo f5 son las
siguientes:
Figura 8-54: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-55: Velocidad medida y estimada.
Figura 8-56: Dispersio´n para cada dimensio´n, radio medido y estimado.
En este grupo de resultados se puede observar que el enjambre converge a varios mı´nimos locales
lo cual se logra realizando procesos de dispersio´n mediante incrementos de energ´ıa. El ma´ximo
incremento de energ´ıa se presenta en el u´ltimo proceso de dispersio´n indicando esto que el enjambre
de part´ıculas no encontro´ un mejor valor de la funcio´n objetivo.
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Figura 8-54.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-55.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-56.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
Adicionalmente, en estas figuras se puede observar una buena dispersio´n de las part´ıculas en todas
las dimensiones del espacio de bu´squeda. Finalmente tambie´n se aprecia que el radio medido var´ıa
entre los limites estimados.
Resultados para f6
Para observar de forma cualitativa el comportamiento del algoritmo con la funcio´n objetivo f6 se
tiene el siguiente grupo de figuras:
Figura 8-57: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-58: Velocidad medida y estimada.
Figura 8-59: Dispersio´n para cada dimensio´n, radio medido y estimado.
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Figura 8-57.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-58.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-59.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
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En estas figuras se observa que mediante el proceso de dispersio´n el enjambre logra escapar de un
mı´nimo local y de esta forma encontrar un mejor valor de la funcio´n objetivo. Tambie´n se aprecia
que la velocidad medida se aproxima a la estimada en buena parte de las iteraciones. Finalmente
es de notar que se tiene una buena dispersio´n de las part´ıculas en cada dimensio´n y el radio medido
se encuentra en los limites estimados.
Resultados para f7
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo f7 son las siguientes:
Figura 8-60: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-61: Velocidad medida y estimada.
Figura 8-62: Dispersio´n para cada dimensio´n, radio medido y estimado.
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Figura 8-60.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-61.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-62.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
En estos resultados se puede apreciar que el algoritmo realiza varios incrementos de energ´ıa lo cual
le permite encontrar un mejor valor de la funcio´n objetivo. Tambie´n se observa que la velocidad
de las part´ıculas depende de los incrementos realizados al factor de propulsio´n. Finalmente es de
apreciar que se logra una buena dispersio´n de las part´ıculas en el espacio de bu´squeda. En este caso
el radio medido se acerca al valor ma´ximo calculado.
Resultados para f8
Las figuras que muestran los resultados cualitativos para la funcio´n objetivo f8 son las siguientes:
Figura 8-63: Valor mı´nimo encontrado y energ´ıa suministrada.
Figura 8-64: Velocidad medida y estimada.
Figura 8-65: Dispersio´n para cada dimensio´n, radio medido y estimado.
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Figura 8-63.: a) Convergencia del algoritmo, b) Energ´ıa suministrada.
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Figura 8-64.: a) Magnitud de las velocidades, b) Magnitud promedio y estimada.
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Figura 8-65.: a) Dispersio´n en cada dimensio´n, b) Radio medido y ma´ximo, mı´nimo estimado.
Para esta funcio´n objetivo se observa que el enjambre logra escapar varios mı´nimos locales. Por
otra parte se aprecia que la diferencia entre la velocidad medida y estimada tiende a ser menor para
velocidades altas de las part´ıculas. En estos resultados tambie´n se observa una buena dispersio´n
para cada dimensio´n del espacio de bu´squeda. Finalmente es de notar que el radio medido se
aproxima al ma´ximo estimado.
8.6.2. Resultados cuantitativos para 10D
En esta seccio´n se compara el desempen˜o del algoritmo VPSO con las diferentes versiones del
algoritmo PSO tomadas como referente. En las tablas B-5, B-6, B-7 y B-8 se pueden apreciar
los resultados obtenidos de los algoritmos VPSO y PSO. Con los datos recolectados se realizan las
respectivas pruebas de normalidad homocedasticidad y comparacio´n entre grupos registrando los
respectivos p-value. En las tablas 8-22, 8-23, 8-24 y 8-25 se presentan los resultados obtenidos
para las pruebas de normalidad, por su parte, en las tablas 8-26, 8-27, 8-28 y 8-29 se muestran
los resultados para las pruebas de homocedasticidad y comparacio´n entre grupos.
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Funcio´n VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
f1 0.584 08 0.444 59 0.466 42 0.268 32 0.062 891 0.010 782 0.013 056
f2 0.009 331 6 0.007 086 8 0.003 461 5 0.003 293 1.0015 × 10−7 1.948 × 10−11 1.3386 × 10−11
f3 0.160 17 0.331 51 0.064 795 1.0685 × 10−13 0.000 892 34 0.034 887 0.000 204 55
f4 0.113 65 0.049 457 0.060 747 0.072 205 2.0326 × 10−9 1.9234 × 10−8 8.4419 × 10−9
f5 0.029 545 0.060 337 0.116 81 0.262 11 0.317 53 0.384 11 0.475 37
f6 0.665 13 0.433 39 0.4169 0.4323 0.079 888 0.108 77 0.067 353
f7 0.748 32 0.6324 0.574 02 0.576 85 0.003 987 7 0.009 595 9 0.000 672 02
f8 4.5759 × 10−7 2.7566 × 10−9 3.7322 × 10−11 3.1134 × 10−12 1.7× 10−13 1.1578 × 10−13 3.0661 × 10−13
Tabla 8-22.: Ana´lisis de normalidad de datos para los resultados de la tabla B-5. Condiciones
iniciales globales y VPSO determin´ıstico.
Funcio´n VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
f1 0.001 323 5 0.001 867 9 0.026 557 0.000 263 21 0.062 891 0.010 782 0.013 056
f2 0.010 334 2.3937 × 10−6 1.5459 × 10−8 2.6533 × 10−5 1.0015 × 10−7 1.948 × 10−11 1.3386 × 10−11
f3 1.0684 × 10−13 0.105 73 0.001 268 7 1.0684 × 10−13 0.000 892 34 0.034 887 0.000 204 55
f4 3.8615 × 10−9 0.039 566 1.5888 × 10−9 3.0353 × 10−8 2.0326 × 10−9 1.9234 × 10−8 8.4419 × 10−9
f5 0.019 713 0.311 66 0.052 718 0.022 605 0.317 53 0.384 11 0.475 37
f6 0.026 893 0.044 753 0.031 664 0.037 342 0.079 888 0.108 77 0.067 353
f7 0.465 39 0.323 74 0.703 05 0.283 32 0.003 987 7 0.009 595 9 0.000 672 02
f8 1.1599 × 10−13 1.1118 × 10−13 0.291 59 0.075 397 1.7× 10−13 1.1578 × 10−13 3.0661 × 10−13
Tabla 8-23.: Ana´lisis de normalidad de datos para los resultados de la tabla B-6. Condiciones
iniciales globales y VPSO estoca´stico.
Funcio´n VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
f1 9.4477 × 10−7 1.2498 × 10−6 9.664 × 10−6 5.1684 × 10−6 0.004 863 2 0.000 391 68 0.038 222
f2 2.618 × 10−10 8.3045 × 10−14 1.4508 × 10−13 1.5599 × 10−12 0.476 12 0.282 78 0.706 85
f3 0.000 169 64 1.0283 × 10−6 4.4767 × 10−8 1.0845 × 10−6 0.007 070 6 0.076 486 0.013 982
f4 0.011 211 0.017 053 0.071 528 0.077 343 1.9384 × 10−8 0.000 232 21 0.028 977
f5 0.000 485 04 0.009 289 7 0.000 312 91 0.000 892 35 0.021 998 0.170 92 0.009 697
f6 0.404 45 0.279 49 0.684 96 0.5613 0.344 11 0.347 64 0.201 33
f7 0.690 63 0.637 68 0.760 66 0.545 04 0.082 183 0.541 67 0.109 99
f8 4.824 × 10−6 1.4904 × 10−5 0.000 137 77 0.000 271 99 6.2645 × 10−8 8.8196 × 10−7 9.5862 × 10−8
Tabla 8-24.: Ana´lisis de normalidad de datos para los resultados de la tabla B-7. Condiciones
iniciales locales y VPSO determin´ıstico.
Funcio´n VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
f1 1.9315 × 10−6 0.006 395 9 5.4284 × 10−5 9.1812 × 10−5 0.004 863 2 0.000 391 68 0.038 222
f2 3.5272 × 10−6 1.597 × 10−6 4.7567 × 10−13 7.4405 × 10−12 0.476 12 0.282 78 0.706 85
f3 5.1728 × 10−5 0.001 016 5 1.5747 × 10−8 3.0034 × 10−6 0.007 070 6 0.076 486 0.013 982
f4 2.4601 × 10−9 0.010 578 9.6914 × 10−11 0.028 476 1.9384 × 10−8 0.000 232 21 0.028 977
f5 0.001 344 0.011 746 0.000 995 4 0.000 310 62 0.021 998 0.170 92 0.009 697
f6 0.110 52 0.029 169 0.054 579 0.077 386 0.344 11 0.347 64 0.201 33
f7 0.813 27 0.571 63 0.692 26 0.204 23 0.082 183 0.541 67 0.109 99
f8 2.6215 × 10−6 4.0062 × 10−9 2.5037 × 10−12 1.3482 × 10−5 6.2645 × 10−8 8.8196 × 10−7 9.5862 × 10−8
Tabla 8-25.: Ana´lisis de normalidad de datos para los resultados de la tabla B-8. Condiciones
iniciales locales y VPSO estoca´stico.
Con el fin de establecer los casos que presentan diferencias se realiza la prueba de Bonferroni (no
parame´trica) obteniendo los resultados mostrados en las figuras 8-66, 8-67, 8-68 y 8-69.
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Funcio´n Normalidad Homocedasticidad Kruskal-Wallis ANOVA
f1 No 0 0 0
f2 No 8.6547 × 10−11 0 0.012 591
f3 No 0 0 0
f4 No 0 2.5313 × 10−14 1.2196 × 10−5
f5 No 0.028 327 0.045 225 0.043 381
f6 Si 0 0 0
f7 No 2.6594 × 10−9 0 0
f8 No 0 0 6.1424 × 10−10
Tabla 8-26.: Ana´lisis de datos para los resultados de la tabla B-5. Condiciones iniciales globales
y VPSO determin´ıstico.
Funcio´n Normalidad Homocedasticidad Kruskal-Wallis ANOVA
f1 No 0 0 0
f2 No 3.885 × 10−11 9.1994 × 10−7 0.002 061 4
f3 No 0 0 0
f4 No 0 0 4.5457 × 10−7
f5 No 0.022 333 0.126 12 0.057 856
f6 No 3.3307 × 10−16 0 0
f7 No 1.6098 × 10−14 0 0
f8 No 0.000 140 48 0 0.317 14
Tabla 8-27.: Ana´lisis de datos para los resultados de la tabla B-6. Condiciones iniciales globales
y VPSO estoca´stico.
Funcio´n Normalidad Homocedasticidad Kruskal-Wallis ANOVA
f1 No 2.2204 × 10−14 3.0395 × 10−8 0.000 116 89
f2 No 0 0 0
f3 No 1.0272 × 10−7 0 0
f4 No 9.7313 × 10−5 9.992 × 10−16 0.001 707 8
f5 No 2.1926 × 10−9 1.7379 × 10−7 4.585 × 10−6
f6 Si 1.9956 × 10−6 1.0125 × 10−9 8.1268 × 10−14
f7 Si 2.5377 × 10−11 0 0
f8 No 0 0.011 341 0
Tabla 8-28.: Ana´lisis de datos para los resultados de la tabla B-7. Condiciones iniciales locales y
VPSO determin´ıstico.
Funcio´n Normalidad Homocedasticidad Kruskal-Wallis ANOVA
f1 No 0 0 0
f2 No 0 0 0
f3 No 2.9957 × 10−5 0 0
f4 No 1.8828 × 10−7 0 5.526 × 10−11
f5 No 7.1122 × 10−8 1.2927 × 10−6 1.2441 × 10−6
f6 Si 5.2956 × 10−7 0 0
f7 Si 1.2948 × 10−7 0 0
f8 No 0 3.2998 × 10−11 0
Tabla 8-29.: Ana´lisis de datos para los resultados de la tabla B-8. Condiciones iniciales locales y
VPSO estoca´stico.
Como se puede observar en las figuras 8-66, 8-67, 8-68 y 8-69 se presentan las comparaciones
entre los algoritmos VPSO y PSO con sus diferentes configuraciones de para´metros.
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Figura 8-66.: Resultados de la comparacio´n para el valor obtenido con las diferentes funciones
objetivo. Condiciones iniciales globales y VPSO determin´ıstico.
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Figura 8-67.: Resultados de la comparacio´n para el valor obtenido con las diferentes funciones
objetivo. Condiciones iniciales globales y VPSO estoca´stico.
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Figura 8-68.: Resultados de la comparacio´n para el valor obtenido con las diferentes funciones
objetivo. Condiciones iniciales locales y VPSO determin´ıstico.
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Figura 8-69.: Resultados de la comparacio´n para el valor obtenido con las diferentes funciones
objetivo. Condiciones iniciales locales y VPSO estoca´stico.
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En estos resultados es de apreciar que al tener condiciones iniciales globales y para las funciones de
prueba f1, f2 y f7 el algoritmo PSO presenta un mejor resultado. Por su parte, para las funciones
de prueba f3 y f4 el algoritmo VPSO tiene un mejor desempen˜o. En particular para la funcio´n de
prueba f5 los algoritmos PSO y VPSO presentan resultados similares. Cuando se tienen condiciones
iniciales globales para las funcio´n de prueba f6 y f8 se aprecia que la versio´n estoca´stica del
algoritmo VPSO presenta un mejor desempen˜o que la versio´n determin´ıstica, incluso logrando un
mejor desempen˜o que el algoritmo PSO.
Por otra parte cuando se tienen condiciones iniciales locales se aprecia que el algoritmo VPSO
presenta un mejor comportamiento con las funciones de prueba fobj,2, fobj,3, fobj,4 y fobj,7. Adicio-
nalmente para las funciones de prueba fobj,5 y fobj,6 se observa un comportamiento favorable para
el algoritmo VPSO. Finalmente, al tener condiciones iniciales locales y con las funcio´n de prueba
f1 y f8 se aprecia que la versio´n estoca´stica del algoritmo VPSO presenta un mejor desempen˜o que
la versio´n determin´ıstica.
Por otra parte en estos resultados se observa que el algoritmo VPSO estoca´stico tiende a presentar
un mejor desempen˜o que el algoritmo VPSO determin´ıstico tanto para condiciones iniciales globales
como locales.
9. Conclusiones, trabajos futuros y aportes
originales
9.1. Conclusiones
La revisio´n de modelos permitio´ establecer las diferentes formas de implementar a nivel
computacional un modelo de part´ıculas que exhiba tanto desplazamientos lineales como circu-
lares. La seleccio´n se realizo´ buscando tener un modelo compacto que describa los movimientos
deseados.
El modelo seleccionado permitio´ el desarrollo de un algoritmo de optimizacio´n basado en
el comportamiento de seres vivos que presentan movimientos circulares y desplazamientos
lineales.
Los ana´lisis realizados fueron consistentes con las simulaciones del modelo. La propuesta del
algoritmo y la seleccio´n de para´metros se efectuo´ considerando los ana´lisis y simulaciones
realizadas. De esta misma forma se aprecia que la precisio´n del algoritmo se encuentra dada
por la velocidad mı´nima de las part´ıculas.
Los resultados cualitativos mostraron que el algoritmo presenta un comportamiento dina´mico
segu´n lo deseado mantenie´ndose dentro de los limites estimados. Estos resultados tambie´n
muestran que la dispersio´n de las part´ıculas se encuentra afectada por la forma de la funcio´n
objetivo.
Con los resultados experimentales se aprecia que el algoritmo VPSO mostro´ ser competitivo en
comparacio´n con el algoritmo PSO esta´ndar, es decir, que en ma´s del 50% de los experimentos
se tiene un mejor desempen˜o del algoritmo VPSO.
En los resultados experimentales se aprecia un mejor comportamiento del algoritmo VPSO
cuando se tienen condiciones iniciales locales. Tambie´n se observa la tendencia a presentar un
mejor comportamiento del algoritmo VPSO cuando se emplea la versio´n estoca´stica de este.
9.2. Trabajos futuros
En un trabajo a desarrollar se pueden mejorar las aproximaciones realizadas para el ana´lisis
del modelo.
Como fue de apreciar, existen otras alternativas para un modelo de part´ıculas que describa
movimientos lineales y circulares, por lo cual, en un trabajo futuro se pueden emplear otros
modelos para implementar el algoritmo.
142 9 Conclusiones, trabajos futuros y aportes originales
Al eliminar del algoritmo el gradiente de la funcio´n objetivo se observa que las fases de este
se conservan, por lo cual, se aprecia la posibilidad de tener una versio´n del algoritmo que no
requiere el ca´lculo de gradientes la cual puede ser empleada en funciones no continuas.
En un trabajo futuro se espera extender el principio del algoritmo VPSO a problemas multi-
objetivo y optimizacio´n con restricciones.
9.3. Aportes originales
Se propone una estrategia de optimizacio´n que permite escapar de mı´nimos locales ampliando
de esta forma las capacidades de bu´squeda para encontrar mejores valores de la funcio´n
objetivo.
El algoritmo emplea de forma alternada procesos de convergencia y dispersio´n. La conver-
gencia se realiza mediante movimientos lineales, por su parte, para la dispersio´n se emplean
movimientos circulares.
La propuesta del algoritmo se realiza considerando el ana´lisis y simulaciones del modelo
seleccionado, de tal forma que se puede estimar el comportamiento dina´mico del enjambre
para los procesos de convergencia y dispersio´n.
Tomando como referente el ana´lisis del modelo se propone una estrategia para la seleccio´n de
para´metros de tal forma que se puedan controlar las caracter´ısticas dina´micas del enjambre.
A. Metodolog´ıa para el ana´lisis estad´ıstico de
resultados
A.1. Metodolog´ıa
Cuando existe variabilidad en los datos recolectados de un experimento se suele emplear prueba
estad´ıstica de hipo´tesis. Cuando se quiere establecer si los resultados obtenidos para dos configu-
raciones de para´metros son iguales, las hipo´tesis a considerar son:
H0 Hipo´tesis nula. Los resultados obtenidos para los dos grupos de para´metros presentan
valores medios iguales.
H1 Hipo´tesis alternativa. Los resultados obtenidos para los dos grupos de para´metros no
presentan valores medios iguales.
Cuando se acepta o rechaza la hipo´tesis nula existe la posibilidad de cometer un error el cual se
puede clasificar como se muestra en la tabla A-1. En el error tipo I se rechaza la hipo´tesis nula
cuando esta es verdadera, mientras que para el error tipo II se acepta la hipo´tesis nula siendo esta
falsa.
Decisio´n \ Condicio´n real H0 verdadera H0 falsa
Rechazar H0 Error Tipo I Correcto
Aceptar H0 Correcto Error Tipo II
Tabla A-1.: Error tipo I y tipo II.
Luego de realizar los experimentos con la respectiva recoleccio´n de datos el procedimiento general
para la prueba de hipo´tesis es:
1. Establecer la hipo´tesis nula y alternativa.
2. Fijar el estad´ıstico de prueba (tipo de prueba a realizar).
3. Establecer la regio´n de rechazo de la hipo´tesis nula (nivel de significancia).
4. Tomar los datos y calcular el estad´ıstico de prueba.
5. Establecer si se acepta o rechaza la hipo´tesis nula.
En muchas oportunidades la prueba de hipo´tesis se realiza considerando un nivel de significancia
α-value el cual corresponde a la probabilidad de cometer un error tipo I. Para pruebas de una
cola si el estad´ıstico de prueba calculado con los datos es mayor que el calculado para el valor de
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significancia la hipo´tesis nula se rechaza. Otro enfoque para la prueba de hipo´tesis consiste en el
p-value el cual es la probabilidad de obtener un resultado donde la hipo´tesis nula es cierta. Bajo
este enfoque la hipo´tesis nula se rechaza si el p-value del estad´ıstico de prueba es igual o menor que
el nivel de significancia establecido.
A.1.1. Pruebas estad´ısticas de hipo´tesis
Para determinar si se acepta o rechaza la hipo´tesis nula existen diferentes pruebas estad´ısticas
las cuales principalmente se pueden clasificar como parame´tricas y no parame´tricas. Las pruebas
parame´tricas esta´n basadas en suposiciones sobre los datos sin embargo son ma´s robustas, por otro
lado las pruebas no parame´tricas no requieren suposiciones para su aplicacio´n. En el caso de emplear
pruebas parame´tricas es necesario comprobar previamente las suposiciones mediante pruebas de
normalidad y homocedasticidad, la primera determina si los datos siguen una distribucio´n normal
y la segunda consiste en establecer si los grupos de datos a comparar presentan la misma varianza.
Considerando que las pruebas parame´tricas son ma´s confiables pero requieren de una verificacio´n
preliminar de las suposiciones que las soportan, entonces, una posible metodolog´ıa para realizar
este tipo de pruebas segu´n [45] y [119] se describe a continuacio´n. En el caso de tener normalidad y
homocedasticidad lo recomendado es realizar un ana´lisis de varianza (ANOVA), cuando se presente
la normalidad de los datos pero no la homocedasticidad, se puede emplear la prueba de Welch o de
Kruskal Wallis, finalmente si no se presenta normalidad la prueba recomendada es la de Kruskal
Wallis. Esta metodolog´ıa se puede apreciar en la figura A-1.
Homocedasticidad
Normalidad
(Kolmogorov-Smirnov)
Welch
(Levene)
Kruskal-WallisANOVA
Cumple No cumple
Cumple No cumple
Figura A-1.: Metodolog´ıa para establecer la prueba de hipo´tesis a realizar.
La prueba ANOVA require normalidad y homocedasticidad de las muestras. La homocedasticidad
consiste en que dos grupos presenten la misma varianza.
Considerando el tipo de caracter´ıstica a establecer (normalidad, homocedasticidad, comparacio´n
de distribuciones) las pruebas citadas en la figura A-1 con sus respectivas alternativas son:
Normalidad de datos:
• Kolmogorov-Smirnov.
• Shapiro-Wilk.
• Anderson-Darling.
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Igualdad de las varianzas (homocedasticidad):
• Levene.
• Bartled.
Pruebas para comparar varias distribuciones:
• Ana´lisis de varianza (ANOVA), requiere normalidad y homocedasticidad.
• Welch, es una extensio´n de la T de Student, esta prueba requiere normalidad de los
datos.
• Kruskal-Wallis, no requiere suposiciones previas.
Si luego de aplicar la metodolog´ıa indicada anteriormente se rechaza la hipo´tesis nula se concluye que
existen diferencias significativas entre los grupos de resultados, por lo cual, el siguiente paso consiste
en realizar pruebas de comparaciones multiples para establecer que grupos presentan diferencias
entre si [119].
Si se cumplen los supuestos de normalidad y homocedasticidad, las comparaciones multiples se
pueden realizar empleando los contrastes de: Duncan, Newman-Keuls, Bonferroni, Scheffe´ o HSD
de Tukey [119], [120].
En el caso de no cumplirse los supuestos de normalidad y homocedasticidad se pueden emplear
pruebas no parame´tricas para comparaciones multiples de: Friedman, Nemenyi, Holm, Bonferroni-
Dunn [121], [122] o la prueba de Bonferroni como me´todo complementario a la prueba de Kruskal-
Wallis [123].
La prueba de Friedman es un equivalente no parame´trico al test de medidas-repetidas para ANOVA.
Por su parte la prueba de Bonferroni-Dunn es similar al test de Tukey para ANOVA y es u´til
cuando se quiere comparar un algoritmo de control en relacio´n a otros. El test de Holm prueba
secuencialmente las hipo´tesis ordenadas segu´n su significancia. Finalmente la prueba de Ranking
de Signos de Wilcoxon es una alternativa no parame´trica a la prueba t por parejas.
Para determinar que grupos de resultados son significativos entre si se tienen dos enfoques, el
primero consiste de una comparacio´n de todos a todos para lo cual se emplea la prueba de Nemenyi,
la cual es similar a la prueba de Tukey para ANOVA. El otro enfoque consiste en realizar la
comparacio´n con un algoritmo de control donde se tienen menos comparaciones, ejemplos de este
tipo de pruebas son Bonferroni-Dunn y Step-down.
Un me´todo valido para comparaciones multiples consiste en la versio´n no parame´trica de la prueba
de Bonferroni siempre que el taman˜o de las muestras no sea muy pequen˜o.
Para la implementacio´n de estas pruebas MATLABr tiene el comando multicompare el cual utiliza
los valores cr´ıticos de la distribucio´n t, despue´s de un ajuste de Bonferroni para compensar las
comparaciones mu´ltiples. Este procedimiento es conservador, pero por lo general menor que el
procedimiento de Scheffe´.
Como resultado de aplicar el me´todo no parame´trico de Bonferroni se tienen intervalos de confianza
los cuales permiten determinar si los grupos a comparar no presentan diferencias significativas.
Una representacio´n aproximada del resultado de esta prueba se realiza de forma gra´fica donde se
muestra el ranking promedio de cada grupo y un intervalo equivalente. Dos grupos de resultados
se consideran con diferencias significativas si sus intervalos no se traslapan [124].
B. Resultados experimentales
En este anexo se muestran los resultados experimentales obtenidos para el algoritmo VPSO. Los
resultados se consignan en tablas donde se tiene:
Ma´x: valor ma´ximo.
Mı´n: valor mı´nimo.
Media: promedio.
STD: desviacio´n esta´ndar.
Tambie´n se presentan resultados del algoritmo PSO esta´ndar los cuales se toman como referentes
de comparacio´n. Los resultados se presentan para 2 y 10 dimensiones. Las tablas con los respectivos
resultados son:
Tabla B-1: Para 2 dimensiones, condiciones iniciales globales y VPSO determin´ıstico.
Tabla B-2: Para 2 dimensiones, condiciones iniciales globales y VPSO estoca´stico.
Tabla B-3: Para 2 dimensiones, condiciones iniciales locales y VPSO determin´ıstico.
Tabla B-4: Para 2 dimensiones, condiciones iniciales locales y VPSO estoca´stico.
Tabla B-5: Para 10 dimensiones, condiciones iniciales globales y VPSO determin´ıstico.
Tabla B-6: Para 10 dimensiones, condiciones iniciales globales y VPSO estoca´stico.
Tabla B-7: Para 10 dimensiones, condiciones iniciales locales y VPSO determin´ıstico.
Tabla B-8: Para 10 dimensiones, condiciones iniciales locales y VPSO estoca´stico.
Para el algoritmo VPSO se consideran las siguientes configuraciones:
VPSO-C1: Incremento de energ´ıa tomando Rα = 2∆rma´x.
VPSO-C2: Incremento de energ´ıa tomando Rα = ∆rma´x.
VPSO-C3: Incremento de energ´ıa tomando Rα = 0,5∆rma´x.
VPSO-A: Incremento de energ´ıa adaptativo.
Para el algoritmo PSO esta´ndar tienen las siguientes configuraciones:
PSO-T1: Configuracio´n 1 propuesta por Trelea.
PSO-T2: Configuracio´n 2 propuesta por Trelea.
PSO-R: PSO con factor de restriccio´n.
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Uobj,1 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 5.1875 × 10−5 5.1746 × 10−5 4.8981 × 10−5 1.8647 × 10−5 1.1469 × 10−8 7.0669 × 10−9 2.5009 × 10−9
Mı´n 2.3576 × 10−10 2.5441 × 10−10 3.2053 × 10−10 9.7676 × 10−10 1.4416 × 10−14 1.4282 × 10−16 5.7376 × 10−16
Media 4.4414 × 10−6 2.7773 × 10−6 2.0631 × 10−6 6.8395 × 10−7 4.9875 × 10−10 2.9053 × 10−10 1.9095 × 10−10
STD 1.2251 × 10−5 9.578 × 10−6 7.4452 × 10−6 2.7306 × 10−6 1.8846 × 10−9 1.0394 × 10−9 4.6981 × 10−10
Uobj,2 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −3.4353 −3.4353 −3.4353 −1.7226 −1.7226 −1.1857 −1.7226
Mı´n −3.4354 −3.4354 −3.4354 −3.4354 −3.4354 −3.4354 −3.4354
Media −3.4354 −3.4354 −3.4354 −3.4011 −3.0243 −3.2534 −3.1271
STD 1.8853 × 10−5 3.5347 × 10−5 3.4857 × 10−5 0.242 23 0.738 93 0.555 84 0.664 71
Uobj,3 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −6.4167 −6.4168 −6.4169 −6.4168 −2.9576 −2.9576 −2.9576
Mı´n −6.4169 −6.4169 −6.4169 −6.4169 −6.4169 −6.4169 −6.4169
Media −6.4169 −6.4169 −6.4169 −6.4169 −6.0709 −6.0018 −5.5866
STD 2.0712 × 10−5 4.6142 × 10−6 2.5782 × 10−6 7.0084 × 10−6 1.0483 1.1355 1.4924
Uobj,4 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −1.9999 −2 −2 −1.9999 −2 −2 −2
Mı´n −2 −2 −2 −2 −2 −2 −2
Media −2 −2 −2 −2 −2 −2 −2
STD 2.2016 × 10−5 1.2243 × 10−6 1.1006 × 10−6 2.1668 × 10−5 2.6468 × 10−10 2.7267 × 10−10 1.2017 × 10−10
Uobj,5 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 7.2824 × 10−5 6.7718 × 10−5 4.4917 × 10−6 2.5646 × 10−5 7.7227 × 10−10 1.0931 × 10−5 4.523 × 10−10
Mı´n 1.4039 × 10−9 2.661 × 10−10 1.4406 × 10−10 1.1746 × 10−10 5.2521 × 10−27 1.5762 × 10−19 3.0978 × 10−21
Media 6.3203 × 10−6 4.0641 × 10−6 2.4435 × 10−7 7.9133 × 10−7 3.5489 × 10−11 2.1863 × 10−7 1.162 × 10−11
STD 1.6082 × 10−5 1.3579 × 10−5 7.1717 × 10−7 3.6916 × 10−6 1.4312 × 10−10 1.5458 × 10−6 6.5968 × 10−11
Uobj,6 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.995 0.995 02 0.994 97 0.995 01 3.9798 3.9798 0.994 96
Mı´n 1.9957 × 10−7 8.5556 × 10−7 9.6285 × 10−8 7.2866 × 10−7 0 0 0
Media 0.2587 0.1592 0.039 809 0.2985 0.238 79 0.298 49 0.139 29
STD 0.440 85 0.368 46 0.196 95 0.460 58 0.653 21 0.703 54 0.348 74
Uobj,7 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.018 313 0.016 063 0.019 018 0.016 12 0.031 354 0.015 239 0.015 161
Mı´n 0.005 365 2 0.005 371 3 0.005 364 5 0.005 426 3 0.000 527 47 0.000 170 49 0.000 262 64
Media 0.011 395 0.012 303 0.011 95 0.011 588 0.008 422 0.003 834 5 0.005 343 4
STD 0.004 294 1 0.003 929 3 0.004 063 4 0.004 042 9 0.006 767 1 0.003 232 8 0.004 921
Uobj,8 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.000 273 58 0.000 288 87 0.000 304 19 7.4599 × 10−5 0.1758 0.1758 0.1758
Mı´n 2.5734 × 10−9 4.2543 × 10−10 1.9249 × 10−10 8.2093 × 10−10 0 0 0
Media 1.6163 × 10−5 2.6522 × 10−5 2.335 × 10−5 4.3501 × 10−6 0.063 288 0.042 192 0.056 256
STD 5.0301 × 10−5 5.9675 × 10−5 5.4457 × 10−5 1.3235 × 10−5 0.085 24 0.075 843 0.082 838
Tabla B-1.: Resultados para 50 ejecuciones en dos dimensiones. Condiciones iniciales globales y
algoritmo VPSO determin´ıstico.
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Uobj,1 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 4.3898 × 10−7 3.0968 × 10−8 3.804 × 10−7 5.9107 × 10−7 1.1469 × 10−8 7.0669 × 10−9 2.5009 × 10−9
Mı´n 5.2602 × 10−11 2.6565 × 10−11 7.5483 × 10−11 7.1433 × 10−12 1.4416 × 10−14 1.4282 × 10−16 5.7376 × 10−16
Media 1.7828 × 10−8 7.1753 × 10−9 1.2× 10−8 1.6305 × 10−8 4.9875 × 10−10 2.9053 × 10−10 1.9095 × 10−10
STD 6.3024 × 10−8 8.7687 × 10−9 5.3411 × 10−8 8.3067 × 10−8 1.8846 × 10−9 1.0394 × 10−9 4.6981 × 10−10
Uobj,2 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −3.4354 −3.4354 −3.4354 −3.4354 −1.7226 −1.1857 −1.7226
Mı´n −3.4354 −3.4354 −3.4354 −3.4354 −3.4354 −3.4354 −3.4354
Media −3.4354 −3.4354 −3.4354 −3.4354 −3.0243 −3.2534 −3.1271
STD 1.8834 × 10−6 1.0153 × 10−6 3.8273 × 10−8 7.1672 × 10−7 0.738 93 0.555 84 0.664 71
Uobj,3 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −6.4169 −6.4169 −6.4169 −6.4169 −2.9576 −2.9576 −2.9576
Mı´n −6.4169 −6.4169 −6.4169 −6.4169 −6.4169 −6.4169 −6.4169
Media −6.4169 −6.4169 −6.4169 −6.4169 −6.0709 −6.0018 −5.5866
STD 7.2312 × 10−8 4.85 × 10−8 1.2242 × 10−7 7.6554 × 10−8 1.0483 1.1355 1.4924
Uobj,4 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −2 −2 −2 −2 −2 −2 −2
Mı´n −2 −2 −2 −2 −2 −2 −2
Media −2 −2 −2 −2 −2 −2 −2
STD 1.5086 × 10−7 2.6853 × 10−7 1.2981 × 10−7 4.9845 × 10−8 2.6468 × 10−10 2.7267 × 10−10 1.2017 × 10−10
Uobj,5 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 1.4288 × 10−7 3.8999 × 10−8 5.4538 × 10−8 8.1539 × 10−8 7.7227 × 10−10 1.0931 × 10−5 4.523 × 10−10
Mı´n 1.1411 × 10−10 2.3661 × 10−11 2.0462 × 10−11 1.2742 × 10−11 5.2521 × 10−27 1.5762 × 10−19 3.0978 × 10−21
Media 9.5654 × 10−9 6.8444 × 10−9 6.8965 × 10−9 8.5458 × 10−9 3.5489 × 10−11 2.1863 × 10−7 1.162 × 10−11
STD 2.2819 × 10−8 9.4052 × 10−9 1.1387 × 10−8 1.5326 × 10−8 1.4312 × 10−10 1.5458 × 10−6 6.5968 × 10−11
Uobj,6 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.994 96 0.994 96 1.6559 × 10−6 0.994 96 3.9798 3.9798 0.994 96
Mı´n 1.4202 × 10−8 3.7406 × 10−9 5.7537 × 10−9 4.8876 × 10−10 0 0 0
Media 0.179 09 0.099 496 2.8454 × 10−7 0.099 496 0.238 79 0.298 49 0.139 29
STD 0.386 13 0.301 52 3.4383 × 10−7 0.301 52 0.653 21 0.703 54 0.348 74
Uobj,7 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.015 54 0.015 235 0.031 385 0.015 213 0.031 354 0.015 239 0.015 161
Mı´n 0.004 697 3 0.004 421 5 0.003 972 2 0.001 605 0.000 527 47 0.000 170 49 0.000 262 64
Media 0.008 535 9 0.008 387 8 0.009 482 0.007 596 6 0.008 422 0.003 834 5 0.005 343 4
STD 0.003 990 9 0.003 510 7 0.004 993 0.003 205 0.006 767 1 0.003 232 8 0.004 921
Uobj,8 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 1.1586 × 10−6 9.0841 × 10−6 2.2066 × 10−5 3.602 × 10−7 0.1758 0.1758 0.1758
Mı´n 7.2703 × 10−11 1.4228 × 10−11 1.8125 × 10−10 7.5112 × 10−11 0 0 0
Media 5.9111 × 10−8 3.6962 × 10−7 4.9096 × 10−7 4.8652 × 10−8 0.063 288 0.042 192 0.056 256
STD 1.7588 × 10−7 1.509 × 10−6 3.1154 × 10−6 7.7337 × 10−8 0.085 24 0.075 843 0.082 838
Tabla B-2.: Resultados para 50 ejecuciones en dos dimensiones. Condiciones iniciales globales y
algoritmo VPSO estoca´stico.
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Uobj,1 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 9.1431 × 10−7 8.5912 × 10−7 7.914 × 10−7 8.9615 × 10−7 3.9955 × 10−8 1.6084 × 10−8 2.348 × 10−9
Mı´n 1.4223 × 10−11 1.8611 × 10−10 1.0013 × 10−14 9.5791 × 10−13 1.1289 × 10−15 1.189 × 10−15 2.3284 × 10−14
Media 2.0737 × 10−7 2.4696 × 10−7 4.7899 × 10−8 1.4342 × 10−7 1.9195 × 10−9 5.8467 × 10−10 1.779 × 10−10
STD 2.7296 × 10−7 2.853 × 10−7 1.1404 × 10−7 2.6672 × 10−7 6.1955 × 10−9 2.3219 × 10−9 4.0654 × 10−10
Uobj,2 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −3.4353 −3.4352 −3.4352 −1.722 −1.2336 −1.2336 −1.2336
Mı´n −3.4354 −3.4354 −3.4354 −3.4354 −3.4354 −3.4354 −3.4354
Media −3.4354 −3.4354 −3.4354 −3.2298 −1.4439 −1.6347 −1.5613
STD 1.4376 × 10−5 2.921 × 10−5 4.032 × 10−5 0.562 29 0.369 82 0.586 37 0.533 69
Uobj,3 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −6.4168 −6.4168 −6.4166 −6.4158 0.462 99 0.462 99 0.462 99
Mı´n −6.4169 −6.4169 −6.4169 −6.4169 −6.4169 −6.4169 −6.4169
Media −6.4169 −6.4169 −6.4169 −6.4168 −1.7362 −3.113 −3.3874
STD 1.13 × 10−5 6.9163 × 10−6 4.3548 × 10−5 0.000 156 19 3.0091 3.3301 3.2332
Uobj,4 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −1.9999 −1.9999 −1.9999 −1.9999 −2 −2 −2
Mı´n −2 −2 −2 −2 −2 −2 −2
Media −2 −2 −2 −2 −2 −2 −2
STD 1.3786 × 10−5 2.1414 × 10−5 1.1486 × 10−5 1.2731 × 10−5 2.0393 × 10−9 4.2753 × 10−10 5.9389 × 10−10
Uobj,5 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 4.5213 × 10−5 2.1991 × 10−5 5.4112 × 10−6 4.9061 × 10−5 1.6811 × 10−8 3.7495 × 10−9 7.9061 × 10−9
Mı´n 5.8918 × 10−11 1.0627 × 10−11 9.5475 × 10−10 2.1644 × 10−10 4.0954 × 10−23 2.8502 × 10−18 6.9181 × 10−19
Media 1.5459 × 10−6 5.6379 × 10−7 2.5414 × 10−7 2.7897 × 10−6 7.7591 × 10−10 2.6808 × 10−10 4.094 × 10−10
STD 7.1121 × 10−6 3.1012 × 10−6 7.8691 × 10−7 8.9101 × 10−6 2.5088 × 10−9 6.5091 × 10−10 1.2239 × 10−9
Uobj,6 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.995 0.994 99 0.994 98 1.9899 31.838 31.838 31.838
Mı´n 1.5805 × 10−7 4.0498 × 10−9 3.2273 × 10−7 6.227 × 10−7 0 0 0
Media 0.3781 0.139 31 0.039 812 0.2985 11.303 7.7208 5.4722
STD 0.487 84 0.348 74 0.196 95 0.502 53 8.4347 9.5211 8.3104
Uobj,7 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.0869 0.043 625 0.015 853 0.020 486 2.5098 2.2458 2.5098
Mı´n 0.005 370 3 0.005 366 0.005 377 8 0.004 214 2 0.000 492 21 0.000 703 57 0.000 218 29
Media 0.013 678 0.012 814 0.010 958 0.012 049 1.0951 0.963 33 1.0405
STD 0.011 23 0.006 002 7 0.003 936 7 0.004 192 3 1.1121 1.0573 1.1048
Uobj,8 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.000 288 4 0.1758 0.000 281 06 0.000 126 06 0.479 41 0.479 41 0.479 41
Mı´n 7.451 × 10−9 2.2534 × 10−9 1.3943 × 10−9 5.7815 × 10−10 0 0 0
Media 3.3071 × 10−5 0.003 550 5 2.5187 × 10−5 1.1248 × 10−5 0.386 92 0.326 45 0.301 69
STD 6.9855 × 10−5 0.024 857 5.5119 × 10−5 2.9761 × 10−5 0.126 18 0.1684 0.180 58
Tabla B-3.: Resultados para 50 ejecuciones en dos dimensiones. Condiciones iniciales locales y
algoritmo VPSO determin´ıstico.
150 B Resultados experimentales
Uobj,1 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 1.0989 × 10−7 2.366 × 10−8 1.3571 × 10−8 2.0252 × 10−8 3.9955 × 10−8 1.6084 × 10−8 2.348 × 10−9
Mı´n 2.867 × 10−15 2.2773 × 10−12 5.0677 × 10−14 5.1124 × 10−14 1.1289 × 10−15 1.189 × 10−15 2.3284 × 10−14
Media 6.4482 × 10−9 2.3595 × 10−9 1.3932 × 10−9 1.5189 × 10−9 1.9195 × 10−9 5.8467 × 10−10 1.779 × 10−10
STD 2.0213 × 10−8 5.2043 × 10−9 2.8081 × 10−9 3.244 × 10−9 6.1955 × 10−9 2.3219 × 10−9 4.0654 × 10−10
Uobj,2 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −3.4354 −3.4354 −3.4354 −3.4354 −1.2336 −1.2336 −1.2336
Mı´n −3.4354 −3.4354 −3.4354 −3.4354 −3.4354 −3.4354 −3.4354
Media −3.4354 −3.4354 −3.4354 −3.4354 −1.4439 −1.6347 −1.5613
STD 4.4063 × 10−7 6.8207 × 10−7 1.7025 × 10−6 1.3694 × 10−6 0.369 82 0.586 37 0.533 69
Uobj,3 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −6.4169 −6.4169 −6.4169 −6.4169 0.462 99 0.462 99 0.462 99
Mı´n −6.4169 −6.4169 −6.4169 −6.4169 −6.4169 −6.4169 −6.4169
Media −6.4169 −6.4169 −6.4169 −6.4169 −1.7362 −3.113 −3.3874
STD 6.9674 × 10−8 9.174 × 10−8 6.4009 × 10−7 2.3546 × 10−7 3.0091 3.3301 3.2332
Uobj,4 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −2 −2 −2 −2 −2 −2 −2
Mı´n −2 −2 −2 −2 −2 −2 −2
Media −2 −2 −2 −2 −2 −2 −2
STD 9.6327 × 10−8 6.5949 × 10−8 5.9643 × 10−8 1.1167 × 10−7 2.0393 × 10−9 4.2753 × 10−10 5.9389 × 10−10
Uobj,5 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 7.9613 × 10−8 5.5097 × 10−8 3.0951 × 10−6 4.2942 × 10−7 1.6811 × 10−8 3.7495 × 10−9 7.9061 × 10−9
Mı´n 1.5241 × 10−12 1.0472 × 10−11 9.7234 × 10−16 2.3776 × 10−11 4.0954 × 10−23 2.8502 × 10−18 6.9181 × 10−19
Media 7.3013 × 10−9 5.4335 × 10−9 1.008 × 10−7 2.6519 × 10−8 7.7591 × 10−10 2.6808 × 10−10 4.094 × 10−10
STD 1.579 × 10−8 1.0567 × 10−8 4.9328 × 10−7 7.1669 × 10−8 2.5088 × 10−9 6.5091 × 10−10 1.2239 × 10−9
Uobj,6 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 1.9899 0.994 96 0.994 96 0.994 96 31.838 31.838 31.838
Mı´n 2.3906 × 10−9 2.0011 × 10−9 7.0659 × 10−9 1.5875 × 10−9 0 0 0
Media 0.437 78 0.139 29 0.1194 0.298 49 11.303 7.7208 5.4722
STD 0.574 21 0.348 74 0.326 61 0.460 58 8.4347 9.5211 8.3104
Uobj,7 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 1.9991 0.015 183 0.015 166 0.015 241 2.5098 2.2458 2.5098
Mı´n 0.004 952 3 0.001 330 1 0.005 152 0.003 820 8 0.000 492 21 0.000 703 57 0.000 218 29
Media 0.049 004 0.008 593 0.007 878 6 0.008 670 4 1.0951 0.963 33 1.0405
STD 0.281 44 0.003 92 0.003 432 5 0.003 617 7 1.1121 1.0573 1.1048
Uobj,8 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 2.1967 × 10−7 3.0352 × 10−6 7.0585 × 10−6 3.1533 × 10−6 0.479 41 0.479 41 0.479 41
Mı´n 1.7379 × 10−10 4.2624 × 10−11 8.2098 × 10−11 2.2255 × 10−10 0 0 0
Media 3.3375 × 10−8 1.0017 × 10−7 2.9952 × 10−7 1.1319 × 10−7 0.386 92 0.326 45 0.301 69
STD 5.2133 × 10−8 4.2973 × 10−7 1.3092 × 10−6 4.7796 × 10−7 0.126 18 0.1684 0.180 58
Tabla B-4.: Resultados para 50 ejecuciones en dos dimensiones. Condiciones iniciales locales y
algoritmo VPSO estoca´stico.
151
fobj,1 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.000 446 2 0.000 232 06 0.000 345 37 0.000 518 4 0.000 139 86 4.344 × 10−5 4.8384 × 10−5
Mı´n 1.1096 × 10−5 4.9427 × 10−6 6.1194 × 10−6 1.0546 × 10−5 5.4806 × 10−7 2.6007 × 10−8 7.116 × 10−8
Media 0.000 142 9 0.000 113 64 0.000 134 65 0.000 131 6 3.5457 × 10−5 9.1529 × 10−6 9.9204 × 10−6
STD 8.2682 × 10−5 6.7507 × 10−5 8.2571 × 10−5 9.9557 × 10−5 3.2921 × 10−5 1.0177 × 10−5 1.1981 × 10−5
fobj,2 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.358 17 0.358 12 0.358 13 0.268 59 1.7277 0.454 32 0.454 32
Mı´n 2.6763 × 10−8 1.2823 × 10−7 2.0215 × 10−9 4.5451 × 10−7 5.3327 × 10−9 8.5892 × 10−11 5.7792 × 10−10
Media 0.109 23 0.119 97 0.098 487 0.093 116 0.158 88 0.036 212 0.041 718
STD 0.113 37 0.122 15 0.105 85 0.097 332 0.401 34 0.111 55 0.124 76
fobj,3 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −391.66 −391.66 −391.66 −377.52 −335.11 −335.11 −306.84
Mı´n −391.66 −391.66 −391.66 −391.66 −391.66 −391.66 −391.66
Media −391.66 −391.66 −391.66 −391.38 −363.39 −367.91 −367.63
STD 1.5979 × 10−6 1.5347 × 10−6 1.2791 × 10−6 1.9992 13.396 14.961 14.633
fobj,4 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 9.5535 9.6058 9.5723 9.5291 158.86 167.04 252.56
Mı´n 0.788 52 0.792 68 0.864 34 0.765 17 0.034 436 5.5952 × 10−5 0.031 022
Media 2.2708 2.0947 2.2302 2.2655 19.773 10.701 21.521
STD 1.4519 1.4349 1.4776 1.4344 40.564 26.527 48.598
fobj,5 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.323 19 0.337 63 0.4063 0.347 19 0.290 34 0.179 53 0.187
Mı´n 0.018 14 0.015 029 0.014 94 0.000 701 16 1.1016 × 10−11 0.012 321 0.029 587
Media 0.1098 0.100 87 0.106 63 0.106 39 0.082 972 0.079 71 0.092 665
STD 0.066 681 0.065 103 0.070 139 0.056 32 0.057 613 0.043 332 0.036 055
fobj,6 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 44.773 45.768 43.778 52.733 19.899 23.879 16.914
Mı´n 2.9849 5.9698 2.9849 3.9798 0.994 96 1.9899 1.9899
Media 24.078 24.695 22.367 23.163 8.5566 8.7361 8.1786
STD 11.145 10.941 10.287 11.3 4.2403 5.11 4.1258
fobj,7 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 17.186 16.471 13.663 14.416 4.9108 5.236 12.51
Mı´n 2.544 3.9868 2.068 3.2501 0.182 82 0.188 79 0.152 69
Media 8.8742 9.2316 8.2285 8.0389 1.4809 1.1655 1.34
STD 2.7556 2.8106 2.7614 2.7901 1.4137 1.2001 2.0049
fobj,8 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 4.4246 3.2228 2.8145 2.317 1.1552 1.6462 1.1552
Mı´n 0.001 830 6 0.001 272 0.001 491 2 0.001 373 4 0.000 224 06 9.7889 × 10−5 3.2142 × 10−5
Media 0.961 68 0.601 68 0.409 31 0.222 11 0.071 504 0.057 134 0.116 37
STD 1.2656 1.0443 0.854 66 0.577 61 0.276 56 0.281 44 0.349 78
Tabla B-5.: Resultados para 50 ejecuciones en 10 dimensiones. Condiciones iniciales globales y
algoritmo VPSO determin´ıstico.
152 B Resultados experimentales
fobj,1 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 3.8387 × 10−6 2.5376 × 10−6 2.6834 × 10−6 2.28 × 10−6 0.000 139 86 4.344 × 10−5 4.8384 × 10−5
Mı´n 9.1859 × 10−9 3.799 × 10−8 5.8403 × 10−9 1.7074 × 10−8 5.4806 × 10−7 2.6007 × 10−8 7.116 × 10−8
Media 4.8035 × 10−7 5.3436 × 10−7 5.843 × 10−7 3.7101 × 10−7 3.5457 × 10−5 9.1529 × 10−6 9.9204 × 10−6
STD 6.7802 × 10−7 4.8934 × 10−7 5.7144 × 10−7 4.3702 × 10−7 3.2921 × 10−5 1.0177 × 10−5 1.1981 × 10−5
fobj,2 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.447 64 0.447 64 0.358 11 0.447 64 1.7277 0.454 32 0.454 32
Mı´n 3.1665 × 10−10 6.596 × 10−10 1.0095 × 10−9 1.7936 × 10−11 5.3327 × 10−9 8.5892 × 10−11 5.7792 × 10−10
Media 0.143 25 0.091 319 0.044 764 0.069 832 0.158 88 0.036 212 0.041 718
STD 0.150 25 0.133 52 0.087 214 0.099 547 0.401 34 0.111 55 0.124 76
fobj,3 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −377.52 −391.66 −391.66 −377.52 −335.11 −335.11 −306.84
Mı´n −391.66 −391.66 −391.66 −391.66 −391.66 −391.66 −391.66
Media −391.38 −391.66 −391.66 −391.38 −363.39 −367.91 −367.63
STD 1.9992 7.2752 × 10−9 1.4334 × 10−8 1.9992 13.396 14.961 14.633
fobj,4 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 3.5647 0.298 42 4.1441 4.4984 158.86 167.04 252.56
Mı´n 0.060 256 0.067 632 0.056 784 0.064 659 0.034 436 5.5952 × 10−5 0.031 022
Media 0.1939 0.112 08 0.268 74 0.416 57 19.773 10.701 21.521
STD 0.489 29 0.0472 0.795 32 0.991 82 40.564 26.527 48.598
fobj,5 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.403 28 0.2755 0.270 73 0.295 34 0.290 34 0.179 53 0.187
Mı´n 0.019 691 0.014 773 0.027 101 3.0969 × 10−7 1.1016 × 10−11 0.012 321 0.029 587
Media 0.1102 0.108 54 0.098 818 0.097 147 0.082 972 0.079 71 0.092 665
STD 0.079 643 0.058 599 0.056 401 0.060 324 0.057 613 0.043 332 0.036 055
fobj,6 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 7.9597 6.9647 8.9546 6.9647 19.899 23.879 16.914
Mı´n 4.7853 × 10−9 4.2322 × 10−8 2.3351 × 10−8 1.0575 × 10−8 0.994 96 1.9899 1.9899
Media 2.7262 2.5869 2.368 2.4277 8.5566 8.7361 8.1786
STD 1.926 1.8091 1.7511 1.7657 4.2403 5.11 4.1258
fobj,7 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 20.309 17.948 17.583 19.236 4.9108 5.236 12.51
Mı´n 4.517 3.5052 2.7525 3.3359 0.182 82 0.188 79 0.152 69
Media 12.117 10.44 9.5386 9.0314 1.4809 1.1655 1.34
STD 3.4819 3.6396 2.8853 3.3287 1.4137 1.2001 2.0049
fobj,8 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 2.0133 2.5799 0.000 619 98 0.000 731 73 1.1552 1.6462 1.1552
Mı´n 4.2008 × 10−5 6.4687 × 10−5 2.3839 × 10−5 4.0707 × 10−5 0.000 224 06 9.7889 × 10−5 3.2142 × 10−5
Media 0.040 54 0.051 833 0.000 230 06 0.000 230 22 0.071 504 0.057 134 0.116 37
STD 0.284 69 0.364 82 0.000 118 69 0.000 145 04 0.276 56 0.281 44 0.349 78
Tabla B-6.: Resultados para 50 ejecuciones en 10 dimensiones. Condiciones iniciales globales y
algoritmo VPSO estoca´stico.
153
fobj,1 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.001 738 9 0.003 357 2 0.002 272 0.003 620 1 0.000 199 98 0.000 139 6 4.4625 × 10−5
Mı´n 1.319 × 10−8 2.4991 × 10−7 1.5943 × 10−7 1.3036 × 10−8 1.8768 × 10−6 1.4823 × 10−8 7.4577 × 10−8
Media 0.000 187 56 0.000 248 79 0.000 255 29 0.000 364 66 4.2353 × 10−5 1.6503 × 10−5 1.1606 × 10−5
STD 0.000 402 34 0.000 688 55 0.000 521 3 0.000 719 05 4.455 × 10−5 2.5415 × 10−5 1.2008 × 10−5
fobj,2 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.973 71 0.089 561 0.089 535 7.1587 27.236 28.303 25.486
Mı´n 8.8851 × 10−9 1.3978 × 10−8 1.8331 × 10−8 2.3586 × 10−8 3.2722 8.4537 3.5359
Media 0.028 432 0.003 592 3 0.001 802 1 0.324 51 17.151 16.718 15.707
STD 0.139 08 0.017 723 0.012 661 1.4005 4.878 4.3354 5.2644
fobj,3 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −320.98 −320.98 −335.11 −306.84 −250.29 −250.29 −250.29
Mı´n −391.66 −391.66 −391.66 −391.66 −292.7 −292.7 −292.7
Media −374.13 −379.5 −381.48 −378.66 −260.19 −263.58 −265
STD 23.82 18.512 17.146 21.908 10.396 13.215 13.076
fobj,4 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 9.329 5.5514 4.4133 9.1839 65.065 50.684 9.6017
Mı´n 0.791 53 0.846 79 0.812 09 0.812 85 0.075 703 0.001 910 3 0.020 206
Media 2.3091 2.0253 2.0833 2.1409 5.4614 4.8151 3.9363
STD 1.7454 1.1181 1.093 1.3497 12.087 7.0472 1.7531
fobj,5 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.568 57 0.475 62 0.396 38 0.654 88 1.1636 0.444 72 0.327 26
Mı´n 9.0448 × 10−5 0.000 107 18 6.4497 × 10−5 5.8593 × 10−5 0.045 631 0.029 547 0.007 396
Media 0.137 97 0.120 27 0.106 08 0.093 406 0.238 63 0.140 67 0.104 48
STD 0.183 53 0.135 05 0.123 31 0.136 12 0.205 52 0.080 462 0.068 704
fobj,6 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 80.591 72.632 67.657 78.602 114.42 99.495 125.36
Mı´n 11.94 13.929 5.9698 10.945 22.884 21.889 18.904
Media 43.48 41.37 37.092 42.843 63.976 56.414 54.344
STD 18.176 15.021 12.569 16.158 22.809 20.53 23.554
fobj,7 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 31.17 28.103 25.845 26.766 51.27 52.583 52.583
Mı´n 4.0664 4.1486 3.5418 8.0121 18.219 18.04 0.310 81
Media 17.833 16.128 14.746 16.831 41.59 39.88 38.279
STD 6.179 5.2553 5.1583 4.6967 9.5387 8.9033 11.605
fobj,8 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 19.887 19.898 19.887 19.893 19.946 20.054 19.947
Mı´n 0.001 215 0.002 083 9 0.001 057 8 0.000 829 99 0.003 358 6 0.000 586 86 0.000 153 79
Media 7.7345 7.1032 9.6854 10.777 19.234 18.433 18.903
STD 9.2149 9.2754 9.8604 9.9218 2.799 4.7464 3.9005
Tabla B-7.: Resultados para 50 ejecuciones en 10 dimensiones. Condiciones iniciales locales y
algoritmo VPSO determin´ıstico.
154 B Resultados experimentales
fobj,1 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 4.6071 × 10−7 4.486 × 10−7 3.4564 × 10−7 6.5164 × 10−7 0.000 199 98 0.000 139 6 4.4625 × 10−5
Mı´n 1.2527 × 10−10 1.1836 × 10−12 3.9876 × 10−13 1.3215 × 10−10 1.8768 × 10−6 1.4823 × 10−8 7.4577 × 10−8
Media 8.0905 × 10−8 5.4002 × 10−8 4.2535 × 10−8 6.7962 × 10−8 4.2353 × 10−5 1.6503 × 10−5 1.1606 × 10−5
STD 1.3821 × 10−7 8.6306 × 10−8 7.4613 × 10−8 1.3133 × 10−7 4.455 × 10−5 2.5415 × 10−5 1.2008 × 10−5
fobj,2 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 3.2453 2.3367 0.973 71 3.0942 × 10−6 27.236 28.303 25.486
Mı´n 2.5623 × 10−10 2.5982 × 10−10 5.3378 × 10−12 1.5396 × 10−12 3.2722 8.4537 3.5359
Media 0.652 67 0.444 0.116 85 7.0698 × 10−8 17.151 16.718 15.707
STD 1.0303 0.578 86 0.319 63 4.3651 × 10−7 4.878 4.3354 5.2644
fobj,3 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x −278.57 −292.7 −320.98 −306.84 −250.29 −250.29 −250.29
Mı´n −391.66 −391.66 −391.66 −391.66 −292.7 −292.7 −292.7
Media −371.02 −376.68 −382.33 −381.77 −260.19 −263.58 −265
STD 29.155 19.246 18.2 17.893 10.396 13.215 13.076
fobj,4 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 3.6691 0.296 05 7.3473 0.246 63 65.065 50.684 9.6017
Mı´n 0.069 496 0.069 241 0.062 908 0.059 984 0.075 703 0.001 910 3 0.020 206
Media 0.1834 0.112 0.262 93 0.118 62 5.4614 4.8151 3.9363
STD 0.504 42 0.044 724 1.0236 0.042 53 12.087 7.0472 1.7531
fobj,5 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 0.526 37 0.563 48 0.526 63 0.327 27 1.1636 0.444 72 0.327 26
Mı´n 1.8076 × 10−7 1.9023 × 10−7 3.8093 × 10−7 2.3272 × 10−7 0.045 631 0.029 547 0.007 396
Media 0.126 97 0.140 87 0.111 38 0.093 512 0.238 63 0.140 67 0.104 48
STD 0.142 82 0.139 88 0.141 81 0.102 47 0.205 52 0.080 462 0.068 704
fobj,6 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 98.5 78.601 65.667 75.617 114.42 99.495 125.36
Mı´n 0.994 96 0.994 96 0.994 96 0.994 96 22.884 21.889 18.904
Media 40.216 28.197 21.551 30.386 63.976 56.414 54.344
STD 31.208 23.224 17.646 21.413 22.809 20.53 23.554
fobj,7 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 37.003 33.235 30.814 31.709 51.27 52.583 52.583
Mı´n 7.5885 12.174 4.0059 6.255 18.219 18.04 0.310 81
Media 24.211 22.214 21.072 19.081 41.59 39.88 38.279
STD 7.114 5.5323 5.4779 6.1605 9.5387 8.9033 11.605
fobj,8 VPSO-C1 VPSO-C2 VPSO-C3 VPSO-A PSO-T1 PSO-T2 PSO-R
Ma´x 19.896 19.865 19.896 19.907 19.946 20.054 19.947
Mı´n 5.332 × 10−5 4.9335 × 10−5 1.4574 × 10−5 6.3999 × 10−5 0.003 358 6 0.000 586 86 0.000 153 79
Media 8.7691 6.3449 3.174 10.315 19.234 18.433 18.903
STD 9.9152 9.3427 7.3459 10.011 2.799 4.7464 3.9005
Tabla B-8.: Resultados para 50 ejecuciones en 10 dimensiones. Condiciones iniciales locales y
algoritmo VPSO estoca´stico.
C. Ca´lculos adicionales para el ana´lisis del
modelo seleccionado
En este anexo se presentan ca´lculos adicionales asociados al ana´lisis realizado del modelo seleccio-
nado.
C.1. Ana´lisis del potencial de interaccio´n
El potencial de interaccio´n es:
Uint(~ri) =
c
2
(~ri − ~R)2
con ~R = 1
N
N∑
j=1
~rj, entonces:
Uint(~ri) =
c
2

 1
N
N∑
j=1
(~ri − ~rj)


2
Uint(~ri) =
c
2

~ri − 1
N
N∑
j=1
~rj


2
Uint(~ri) =
c
2
(
~ri − 1
N
(~r1 + ~r2 + ~r3 + · · · + ~ri + · · ·+ ~rN )
)2
de la misma forma se puede tener:
Uint(~r) =
c
2
(
~r − 1
N
(~r1 + ~r2 + ~r3 + · · ·+ ~r + · · ·+ ~rN )
)2
La fuerza asociada al potencial se puede calcular como:
~Fint,i = −~∇Uint(~ri) = −~∇Uint(~r)|r=ri
por lo tanto:
~Fint,i = −c
(
~ri − 1
N
(~r1 + ~r2 + ~r3 + · · ·+ ~ri + · · ·+ ~rN )
)(
1− 1
N
)
En forma general se puede expresar como:
~Fint,i = −c
(
1− 1
N
)
1
N
N∑
j=1
(~ri − ~rj)
~Fint,i = −a 1
N
N∑
j=1
(~ri − ~rj)
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C.2. Derivada temporal de la energ´ıa asociada al potencial de
interaccio´n
En primer lugar se tiene que el potencial de interaccio´n es:
Uint(~ri) =
c
2

 1
N
N∑
j=1
(~ri − ~rj)


2
La derivada temporal del potencial de interaccio´n corresponde a:
dUint(~ri)
dt
= c

 1
N
N∑
j=1
(~ri − ~rj)



 1
N
N∑
j=1
d~ri
dt

+ c

 1
N
N∑
j=1
(~ri − ~rj)



 1
N
N∑
j=1
(
−d~rj
dt
)
dUint(~ri)
dt
= c

 1
N
N∑
j=1
(~ri − ~rj)

 d~ri
dt
+ c

 1
N
N∑
j=1
(~ri − ~rj)



 1
N
N∑
j=1
(
−d~rj
dt
)
Tomando la suma para todas las part´ıculas:
N∑
i=1
dUint(~ri)
dt
=
N∑
i=1

c

 1
N
N∑
j=1
(~ri − ~rj)

 d~ri
dt

+ N∑
i=1

c

 1
N
N∑
j=1
(~ri − ~rj)



 1
N
N∑
j=1
(
−d~rj
dt
)


de la ultima sumatoria separando el te´rmino para la derivada temporal de ~ri se tiene:
=
N∑
i=1

c

 1
N
N∑
j=1
(~ri − ~rj)

 d~ri
dt

+ N∑
i=1

c

 1
N
N∑
j=1
(~ri − ~rj)



 1N
N∑
j=1
i 6=j
(
−d~rj
dt
)
+
1
N
(
−d~ri
dt
)


realizando los respectivos productos:
=
N∑
i=1

c

 1
N
N∑
j=1
(~ri − ~rj)

 d~ri
dt

+ N∑
i=1

c

 1
N
N∑
j=1
(~ri − ~rj)



 1N
N∑
j=1
j 6=i
−d~rj
dt




+
N∑
i=1

c

 1
N
N∑
j=1
(~ri − ~rj)

 1
N
(
−d~ri
dt
)
=
N∑
i=1

c

 1
N
N∑
j=1
(~ri − ~rj)

(1− 1
N
)
d~ri
dt

+

 1N
N∑
j=1
i 6=j
−d~rj
dt


N∑
i=1

c

 1
N
N∑
j=1
(~ri − ~rj)




Considerando que:
c
N
N∑
i=1

 N∑
j=1
(~ri − ~rj)

 = c
N
N∑
i=1

 N∑
j=1
~ri −
N∑
j=1
~rj

 =
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c
N

 N∑
i=1
N∑
j=1
~ri −
N∑
i=1
N∑
j=1
~rj

 = c
N

 N∑
j=1
N∑
i=1
~ri −
N∑
i=1
N∑
j=1
~rj

 = 0
adicionalmente con a = c
(
1− 1
N
)
se tiene:
N∑
i=1
dUint(~ri)
dt
=
N∑
i=1

a

 1
N
N∑
j=1
(~ri − ~rj)

 d~ri
dt


C.3. Gradiente de la funcio´n objetivo
Considerando que la posicio´n de una part´ıcula se puede representar como ~ri = r1,iuˆ1 + r2,iuˆ2 +
· · ·+ rd,iuˆd + · · ·+ rD,iuˆD donde (uˆd) es un vector unitario en la direccio´n d, entonces, la derivada
temporal del potencial externo Uobj se puede calcular como:
d
dt
Uobj(~ri) =
∂Uobj
∂r1,i
dr1,i
dt
+
∂Uobj
∂r2,i
dr2,i
dt
+ · · ·+ ∂Uobj
∂rd,i
drd,i
dt
+ · · ·+ ∂Uobj
∂rD,i
drD,i
dt
=
[
∂Uobj
∂r1,i
uˆ1 +
∂Uobj
∂r2,i
uˆ2 + · · ·+ ∂Uobj
∂rd,i
uˆd + · · ·+
∂Uobj
∂rD,i
uˆD
]
·[
dr1,i
dt
uˆ1 +
dr2,i
dt
uˆ2 + · · ·+ drd,i
dt
uˆd + · · ·+ drD,i
dt
uˆD
]
= ~∇Uobj(~ri) · ~vi
= ~vi · ~∇Uobj(~ri)
D. Nomenclatura utilizada
En este anexo se presenta la nomenclatura utilizada en el documento.
N: nu´meros naturales.
N− {0}: nu´meros naturales excluyendo el cero.
R = R1: nu´meros reales.
Rn: nu´meros reales de n dimensiones.
R
+: nu´meros reales positivos.
Z: nu´meros enteros.
Z
+: nu´meros enteros positivos.
~f(~x) = [f1(~x), f2(~x), ..., fm(~x)]
T : funcio´n vectorial.
f ∈ C1: funcio´n continua.
f ∈ C∞: funcio´n suave.
A: matriz A.
[ ]T : matriz o vector transpuesto.
~xT : vector transpuesto.
Ω: regio´n factible.
Λ: valores posibles de la funcio´n objetivo.
~∇f(~x): vector gradiente, formado por la primeras derivadas parciales de f si existen.
~∇f(~x) =
[
∂f(~x)
∂x1
,
∂f(~x)
∂x2
, ...,
∂f(~x)
∂xn
]
∇2f(~x) = H(f): matriz Hessiana, formada por las segundas derivadas parciales de f si existen.
H(f) =


∂2f
∂x21
∂2f
∂x1∂x2
· · · ∂2f
∂x1∂xn
∂2f
∂x2∂x1
∂2f
∂x22
· · · ∂2f
∂x2∂xn
...
...
. . .
...
∂2f
∂xn∂x1
∂2f
∂xn∂x2
· · · ∂nf
∂x2n


159
f ′: primera derivada de f .
f ′′: segunda derivada de f .
~∇~f(~x): matriz jacobiana, formada por las primeras derivadas de ~f si existen.
~∇~f =


∂f1
∂x1
∂f1
∂x2
· · · ∂f1
∂xn
∂f2
∂x1
∂f2
∂x2
· · · ∂f2
∂xn
...
...
. . .
...
∂fn
∂x1
∂fn
∂x2
· · · ∂fn
∂xn


|: tal que.
mı´n: mı´nimo.
mı´n{~x1, ~x2, . . . , ~xN} = mı´n
i=1,2,...,N
f(~xi)
~0: vector de ceros.
~r: vector r.
|~r| = r: magnitud del vector r.
|~r|2 = r2: magnitud al cuadrado del vector r.
~ri: vector r para la i-e´sima part´ıcula.
~ri = [ri,1uˆ1, ri,2uˆ2, ..., ri,duˆd, ..., ri,DuˆD]
T : vector ri en D dimensiones.
uˆD: vector unitario en la direccio´n D.
|~ri| =
√
r2i,1 + r
2
i,2 + ...+ r
2
i,d + ...+ r
2
i,D: magnitud del vector ri en D dimensiones.
~a ·~b: producto punto entre el vector a y el vector b.
~a×~b: producto vectorial entre el vector a y el vector b.
f−1{}: funcio´n inversa.
δij : delta de Kroneck:
δij =
{
1, i = j;
0, i 6= j.
∆t: paso de simulacio´n.
(∆x,∆y): variacio´n de x y y.
∈: pertenece.
6=: no es igual a.
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·: producto escalar.
×: producto vectorial.
|~v(t)| = v: magnitud de la velocidad.
|~v(t)|2 = v2: magnitud de la velocidad al cuadrado.
〈f(t)g(t)〉: funcio´n de correlacio´n:
〈f(t)g(t)〉 =
∫ ∞
−∞
f(t)g(t+ τ)dt
dw
dt
: derivada de w con respecto a t.
dx
dt
= x˙: derivada temporal de x.
∂w
∂θ
: derivada parcial de w con respecto a θ.
~∇U : gradiente del campo potencial U .
~∇U(~ri) = ~∇U(~r)|~ri : gradiente del campo potencial U con respecto a las coordenadas de ~ri.
|~∇U |: magnitud del gradiente del campo potencial U .
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