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Autoregressive (AR) models for spatial and social interaction have been proposed by many authors. A sample 
of units is obtained and the model is applied to this sample. Estimation methods such as the maximum 
likelihood method (ML) have been employed and investigated in the literature. The main assumption is that a 
response depends on other responses, when these units interact. Some of those units will be in the sample and 
some in the non-sample. Therefore the model should apply to the whole population rather to the sample only. 
Under such a population model, the marginal model for the responses of the sample is generally not of the 
same form and depends on covariates and interactions of non-sample units. Standard estimation methods 
using the sample information only are inappropriate. In this paper we investigate the performance of the 
standard ML method and a modified ML version that is based on the population model. Due to the population 
size, we also consider an approximate ML method. The results show that the standard ML method yields 
biased estimates and the modified ML version along with the approximate method perform far better. 
 






Spatial autoregressive models are popular for 
accounting for the spatial dependence between 
responses; see for example Ord (1975), Dorein 
(1981), Anselin (1988). The spatial distance of units i 
and j is accounted for by some corresponding non-
negative weight, denoted by Wij , representing the 
possible degree of interaction of two units. By 
convention Wii=0. The smaller the distance between 
two units, the larger is the spatial dependence, 
reflected by a high weight. The autoregressive (AR) 
model for the ith response iY , the ith covariate vector 
iX  and the p-dimensional vector of regression 




ijii ,...,1, =++= ∑ ερβX    
with the common assumption that the errors  are 
normally distributed, i.e. ),0(~ 2σμε == VNi . 
The parameter ρ  is a measure of the spatial 
dependence. If it is zero then the responses are 
independent. The model can also be written in a more 
compact matrix form as 
 
εWYXβY ++= ρ   with 
),0(~ 2σnN Iμε =Σ= ,                      (1) 
where nI  is the n-by-n identity matrix. As an 
alternative, the AR model may be applied to the errors 
(ARerr), often also called disturbance model, and has 
the following form 
 
εXβY += , vWεε +ρ~  with 
),0(~ 2σnN IΣμv == .               (2) 
 
 
Matrix W is often row or column normalised, for 
example row-normalised is often defined as all rows 
sum to 1. This also implies that the infinity norm is 
one, i.e.    1)||(max: == ∑
j
iji
WW . This restricts 
the parameter space of ρ to the open interval (-1,1), 
which will be assumed here. 
 
Models such as (1) and (2) have been extended to a 
mixture of AR and ARerr models referring to one or 
more weight matrices and including possibly random 
effects. In this paper, we restrict our attention to (1) 
and (2) only. These spatial models are also applied in 
a social network context, where weights are defined 
on the social relationship of two people; see for 
example Leenders (2002) for various options of W. 
 
Maximum likelihood estimation for (1) and (2) has 
been considered by Ord (1975). Recently the 
generalized method of moments has been investigated 
as an alternative to account for possibly non-normally 
distributed errors, see for example Kelejian and 
Prucha (1999, 2010) and Kapoor, Kelejian and Prucha 
(2007).  
 
The AR models account for the spatial/social 
dependence between units i and j, for example it 
assumes that the response for unit i also depends on 
the response for unit j, if Wii>0. The sample contains a 
set of units. In general, the sample will not contain all 
units j of the population which interact with unit i. 
Therefore the models should be rather applied to the 
whole population and not only to the sample. Current 
estimation methods ignore the dependence of sample 
units with non-sample units. In this paper, we 
investigate several estimation methods, when the AR 
models hold for the population. The standard ML 
method only uses the sample responses, the sample 
network and sample covariates. A modified ML 
method for the population model uses the population 
network, the population covariates and the sample 
responses.  
 The latter method is computationally complex due to 
the population size N and an alternative approximate 
ML method is considered as an alternative.   
 
2. Population Autoregressive Models 
 
Assume that models (1) and (2) hold for the 
population. Marginally model (1) implies  
))'(,(~ 121 −− == AAΣXβAμY σN  with 
WIA ρ−= n and model (2) 
))'(,(~ 12 −== AAΣXβμY σN . 
Let the set of sample units be denoted by s and the set 
of non-sample units by r and consider the partition of 



































Suppose responses are only observed for the sample 
sY  only and that X  and W  are known for the 
population. A similar situation might also occur by 
non-response, then sY  represents the responses and 
rY  the non-responses. It follows that 
)])'[(,(~ 12 sssssss N
−== AAΣXβBμY σ  
with ))(,)(( 11 srsss
−−= AAB for the AR model and 
)])'[(,(~ 12 sssssss N
−== AAΣβXμY σ  for the 
ARerr model. Standard estimation approaches (such 
as ML) are based on 12 )'(~ −= ssssss AAΣ σ  and 
βXAμ ssss
1~ −=  (AR) or βXμ ss =~  (ARerr). Only 
when 0WW == )'( rssr  (sample does not interact 
with non-sample), then  ssss ΣΣ =
~
 and ss μμ =~ . 
Therefore in general, the standard estimation methods 
are based on a mis-specified model. Estimates for β̂  
will be biased for the AR model, but unbiased for the 
ARerr model. Estimates for 2σ  and ρ  are likely to 
be biased leading to incorrect standard errors forβ  
and possibly mis-interpretation of the spatial/social 
interaction. 
Let us focus on a modified (correct) ML method 
leading to consistent estimates and proper standard 
errors due to correct model specification. 
The negative log-likelihood L~  for the partially 
observed data expressed in terms of sY , sμ  and 
ssss ])'[(:
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Standard optimization procedures require the 
calculation of the log-likelihood and its 1st and 
possibly 2nd order derivatives. In each iteration of 
these algorithms several matrix multiplications and 
inversions of matrices of order NN ×  have to be 
calculated, all of order O(N3) using schoolbook matrix 
multiplication. Improved algorithms as the Strassen 
algorithm and Coppersmith–Winograd algorithm 
reduce the complexity to O(N2.807) and O(N2.376), 
respectively but are practically only faster for 
extremely large N. 
 
 
In comparison, standard methods based on the miss-
specified model have complexity O(n3) for 
schoolbook matrix multiplication. Therefore this 
increased complexity makes estimation difficult. 
Alternatively we propose another approximate ML 
method that is discussed next. 
 
3. Approximate Maximum Likelihood Method 
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. Since 1|| <ρ  and 
WWWW ≤  for the infinity norm, and by 
previous convention 1=W , we conclude that the 
higher order terms jj Wρ  approach zero, because 
1|| <ρ  and 11 −−≤ jjjj WW ρρρ . 
We maximize the same log-likelihood, only replacing 








ρI , a linear combination of powers 
of W .  However, we do not require the full matrix   
1−A  but only ss)(
1−A and sr)(















)()( ρρ II , similarly with sr 
instead of ss.  
 
Because )'()'( 111 −−− = AAAA , a kth order Taylor 
series also leads to a linear combination of powers of 
W  for this term. If we consider a kth order 
approximation, we need powers of W of up to order 
2k. In total there are ((k+1)(k+2)-4)/2  powers of  W  
needed to approximate 1)'( −AA   and 1−A  by a kth 
order Taylor series. For k=2 four such powers are 
needed and for k=3 eight. The complexity to calculate 
these powers is O(N3), but this is only a one-off 
investment. When the approximate log-likelihood is 




1−AA are of order nn× or nN × . In each 
step of the fitting algorithm it requires matrix 
multiplication and inversion of at most nn×  
matrices implying a complexity of O(n3). The term 
XBs consists of powers of W  multiplied by X , 
which can also be done prior to algorithm, leaving 
only matrices of order pn× for the fitting algorithm.  
  
We expect that this approximate ML method is 
computationally much faster than the exact ML 




Now we aim to compare the exact ML method 
(exML) with the approximate ML method of order k 
(K=k) and the standard ML method that only uses the 
sample (MLss). We consider a simple model with an 
intercept 100 =β and a slope 201 =β  for the 
predictor )1,0(~ NX . The variance parameter is 
chosen as 12 =σ and the network/spatial parameter 
is 3.0=ρ . The fitting methods use the standard R 
routine optim() to minimise L~ . The method of 
choice ”L-BFGS-B” is a box-constraint method 
applied to a quasi-Newton method (Byrd et. 
al. 1995), only requiring the value of L~  and its first 
derivatives. In our experience this method is faster 
than other methods, as the classical Newton method, 
which also requires 2nd order derivatives, or non-
derivative methods that only require L~ . 
 
 




We consider various n=50,100,200,300,400,500 and 
N=200,300,400,500,600,700,800. Tables 1 and 2 
show the mean estimates of the 4 parameter for the 
various methods along with its mean square error 
(MSE) and the coverage of a 95% Wald type 
confidence interval for the AR model with n=100 and 
N=800. Figure 1 shows the computation time of the 
methods for the AR model for increasing population 
size, similarly Figure 2 for increasing sample size but 




The results show that the standard ML method yields 
biased estimates of β  (does not apply for ARerr 
model) and for ρ , 2σ (for both models).  Mostly the 
effect of the spatial or social dependence is 
underestimated. Practically this means that the 
 
spatial/network effect reported in the literature is 
underestimated and that estimates β  are biased (AR 
model only). This might lead to miss-interpretation of 
results. In small area estimation this might have the 
effect of biased estimates, because the estimation is 
based on a model for the sample, but then the 
estimates are applied to a population model. 
 




Figure 1: Computation Time in Seconds for 
increasing N for fixed n=100 and the AR model 
 
 
The approximate ML method is much faster than the 
exact one and for k=4 it yields results that are 
practically identically to those of the exact method. A 
problem remains, for very large populations the 
reduction of complexity is not sufficient to make 
proper estimation feasible.  
 
In this paper, we did not focus on conditional AR 
(CAR) models, a wider class of models that contain 
the considered models in this paper, also known as 
simultaneous AR (SAR) models, as a sub-class. 
Similar results as for SAR models are expected for 













Figure 2: Computation Time in Seconds for 
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