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The Optimum Mean-Square Decoding of General Block Codes 
G. ROBERT R~DINBO* 
Advanced Systems Concepts Branch, Defense Communications Engineering Center, 
1860 Wiehle Avenue, Reston, Virginia 22090 
We are concerned with the use of linear codes in the channel coding part of 
a numerical data transmission system in which the performance criterion is the 
mean-square error. The optimum decoding rule is developed for a fixed code 
over the finite field GF(q). It is a mapping from the channel alphabet into the 
real numbers and as such combines both the error-correcting and digital-to- 
analog converter functions found in most systems. We employ abstract Fourier 
analysis on groups to determine an optimum 1-1 encoding rule to be used with 
the corresponding optimum decoder. A procedure for the simultaneous 
optimization over both rules is presented. We show that there is always a linear 
encoding rule which is one part of the optimum pairs of permissible ncoding- 
decoding rules. 
A system which implements the optimum decoding rule is detailed. In this 
realization the outputs from a bank of generalized bandpass filters are arith- 
metically combined with the output of a normalizing low-pass filter to produce 
the optimum estimate in the decoder. These filters are mechanized in the 
Fourier domain by weighting the spectrum of the indicator function of the 
received word by selected values of the transforms of the channel transition 
probabilities. This approach uses complex-valued arithmetic operations as 
opposed to finite field operations usually found in decoders. We examine a 
method for reducing the complexity of the decoder and determine an exact 
expression for the performance of this type of suboptimal decoder. 
INTRODUCTION 
We will be concerned wi th  t ransmi t t ing  data, wi th  which a numer ica l  
value may be associated, th rough a communicat ions  ystem uti l iz ing a 
general  error -correct ing code over a f inite field of q elements.  Specifically 
the communicat ion  system may be modeled as consist ing of a channel  
w i th  input  a lphabet  G and output  a lphabet  V where V is an n-d imens iona l  
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vector space over GF(q) and G is a k-dimensional subspace with k ~ n. 
G is the linear code with which the data will be conveyed. The probabilistic 
description of the channel is given by the transition probabilities from the 
input alphabet o the output alphabet and they satisfy 
p(v/g) = p(v --  g/O) g e G, v ~ V. (1) 
In other words the disruptive influence of the channel on the additive identity 
of V is statistically typical. Most PCM data systems obey this requirement. 
We may use the code and channel to transmit numerical data from the 
set S. 
S = (0, 1,..., qT~ _ 1) q = p~ where p is a prime. (2) 
We view S as a collectioff of data symbols which represent sampled and 
quantized values of the original data. It is a natural representation for the 
quantized sample of many numerical processes. These data symbols are 
encoded into elements of G by a one-to-one mapping rule ft. 
/3: S--+ G Encoding Rule. (3) 
Since S and G are of equal size, this is also an onto mapping. At the decoder 
we must estimate the numerical value of the channel input based upon the 
received element of V. We will designate this estimate by 7(v); it is real 
for each v e V. 
7: V---> R Decoding Rule. (4) 
Our model is summarized in Fig. 1. 
The decoding estimate is chosen so as to minimize the mean-square error 
which we write as 
,~(/3, 7) = E{[~(~) - -  s]~}. (5) 
Therefore the problem is to minimize e2(fi, 7) over all one-to-one ncoding 
rules/3 and arbitrary decoding rules 7. We will assume that the data has a 
uniform input distribution, i.e., p(g) ~ q-k for all g e G. We have chosen 
SOURCE CODE CHANNEL OUTPUT 
SET ALPHABET ALPHABET SPACE 
S G V R 
FIG. 1. Communication system model. 
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the mean-square error distortion criterion since it is often used as a basis 
for source encoding for numerical data systems and thus the subsequent 
error criterion used in the channel should be the same. Furthermore note 
that we are not requiring 7 to map back into the source set and we have 
imposed no additional restrictions on 7 other than that 7(v) be defined 
and real for each v ~ V. 
This problem has been studied by several authors. The first significant 
results for the binary case were achieved by (Crimmins et al., 1969) and 
(Crimmins and Horwitz, 1970); they found pairs of encoding and decoding 
rules, (fl, 7), which are optimum when the decoding is restricted to be a 
standard array mapping followed by the inverse of the encoding rule. These 
results were xtended to general finite fields and the structure of such 
decoders was shown to closely resemble a general digital filter which employs 
complex-valued arithmetic operations (Redinbo and Wolf, 1974). However, 
in a subsequent paper (Wolf and Redinbo, 1974), dealing with the strictly 
binary case, i.e., q = 2, we were able to show that in general the restriction 
of the decoding rule to a standard array type is a poor one. In the present 
paper we will not only demonstrate he nontrivial extension of these results 
to GF(q), but we will also detail the structure of the optimum decoder. 
We will see that it is composed of generalized bandpass filters and a nor- 
malizing lowpass filter. All arithmetic operations in these filters are complex- 
valued as opposed to operations in GF(q). Fast transform techniques can 
be advantageously used in the mechanization of these filters. 
PRELIMINARIES 
The mean-square error is one of the most widely used criteria in statistical 
communication theory. The formulation of the general Bayes estimation 
problem for random parameters gives the optimum mean-square estimate 
of the transmitted ata based on the received date (Van Trees, 1968); it is 
the conditional expected value of the input, the conditioning being with 
respect o the received data. We will denote the optimum decoding rule 
by h(v): 
A(v) = E(4~). (6) 
This optimum decoding rule is used throughout our analysis and we will 
reserve the use of the symbol A to represent i . 
As in previous papers we find that abstract Fourier analysis on finite 
abelian groups is the appropriate method to employ in the solution of this 
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problem. With the proper straightforward modification it is possible to 
extend the results of our previous papers (Wolf and Redinbo, 1974; Redinbo 
and Wolf, 1974) to obtain the following generalizations. The terminology 
used herein is fully consistent with those papers. 
The minimum mean-square rror over all decoding rules for a fixed 
encoding rule is given by 
1 K--1 
@e = K e Z I b(Xi)l u {1 - -  I?V(xi)). (7) 
The characters {Xi}~=~ 1, K = q~, form the character group of G, G*, which 
is isomorphic with the quotient group V*/A*; 1 X0 is reserved for the identity 
character. The Fourier coefficients of fi-1 are denoted by b(x~) , i : 0, 1 .... , 
K - -1 .  
b(x~) = Y, 3-1(g) x,(g), x, e V*/A*. (8) 
geG 
The function I?V(XI) is the sum of ratios of transforms which are indexed 
by the quotient group V/G; the ]~V(Xi) are insensitive to the exact form of 
the coset leaders chosen to represent the quotient group. 
q--~_'_l I /%,(Xi) l  2 
l?V(Xi) = ~ , v, e V/G, Xi ~ V*/A*. (9) 
,=o P~,(x0) 
The transforms defined over V*/A*, D~(Xi ) are given by 
P~(x~) = ~ p(v -- g/O) xdg) i =- 0, 1, 2,..., K --  1. (10) 
geG 
For the same fixed encoding rule fi, the optimum decoding rule h can be 
expressed in terms of the above entities. 
K-1 
A(v) = [P~(x0)] -1 ~ b(x,) P~(Xi). (11) 
i=O 
OPTIMUM ENCODING AND DECODING RULES 
In this section we optimize the mean-square rror by simultaneously 
choosing both the encoding rule and decoding rule. We define a class of 
pairs of mappings. 
1 V* is the character group of V and A*  is the annihilator of  G. 
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l a is one-to-one from S onto G (encoding rule) t 
F(G) ~ (% y) :  = y is real-valued mapping from V (decoding rule))" (12) 
Our goal is to develop necessary and sufficient conditions for a pair of 
mappings in F(G) to produce the minimum mean-square rror for a fixed 
code G. 
2 er(c)-= min E~(~,y). (13) 
In anticipation of our main result we digress for the moment o consider 
a special subset of the permissible ncoding rules. They are those rules for 
which the inverse rules are isomorphisms from G onto S when S is endowed 
with an additive operation -k which is the componentwise modulo p addition 
of the p-adic representation of members of S. 
LEMMA. fl-l: V-+ S is an isomorphism from a subspace G of V onto the 
space (S, +) and zero elsewhere on V if and only if there is a direct product 
decomposition f V*/A* denoted by {¢(~'-1)~+~}, i = 1, 2,..., k and I = l, 2,..., r 
such that 
]~--l(g) = IG(g ) ~ ~ pr(~-i)p(r-1) [~  arg{~(i_l)r+~(g)}]. (14) 
i=I 5=1 
Ia is the indicator function of the set G. arg{ } is the single-valued principle 
argument function which yields the positive angle of the complex function in 
radians. This representation is unique n the space of square summable functions 
on V. 
The proof of this result along with the exact form of the transform of/3 -1 
may be found in Redinbo and Wolf (1974). We state our main results on the 
joint optimization in the form of a theorem. 
THEOREM. 
decomposition f V*/A*, 
There exists a sequence ofcharacters which form a direct product 
selected according to the requirement 
1?/(¢~) >~ l?/(X ) for all 2 X 6 [¢i, ¢2 ,..., ¢J-1] j = 1, 2 ..... kr, (15) 
[X1, X.~ ,---, Xm] denotes the smallest subgroup of V*/A* containing the characters 
X1 , X2 ,..., Xm • 
¢(~-1)~+* i = 1, 2,..., k, 
l = 1, 2,..., r, 
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such that 
and 
~(v)  = 
~-l(g) = I6(g ) i ~ pr(le--i)p~'--, l-~~-~ arg(¢ci-1)*+z(g))l 
i=i g=l 
(q~-- 1) 
(16) 
j=l ~,=1 E~A,  P(~) ~(v) ' 
(17) 
for which 
~(~, ~) <~ ~(~, r) for alZ (~, r) ~Y(a). 
The minimum mean-square error is given by 
'~rCc~) -- 12 "" p-2~[1 -- W(q~j)]. 3=1 
(18) 
(19) 
The proof to this theorem is contained in the appendix. The central 
requirements in this result involve the transforms, ~V(gi) , which are defined 
in Eq. (9). The important constituents of these equations are the terms 
P,(gi) which are given by Eq. (10). However, these items can be expressed 
using the transforms of the transition probabilities, p(v/O), v E V, as defined 
over the complete character group V*. It is a simple matter to establish 
the following identity by means of the orthogonality relationships between 
the characters of G*. 
1 ~ P(2 , , )  2i~(v), i = 0, 1,..., K - -  1. (20) 
The theorem gives an optimal pair of mappings, the optimum being 
over the entire space F(G). In addition the theorem provides that there is 
always a linear encoding rule which is optimum and the optimum encoding 
rule fi of the theorem is a linear mapping. 
As an example of this theorem we will consider a simple code used over a 
q-ary Symmetric Channel (q SC) (Abramson, 1963) for which the necessary 
calculations can be easily performed with the aid of a digital calculator. 
A Reed-Solomon (3, 2) code over GF(4) has a generator matrix [G] and 
parity-check matrix [HI (Peterson and Weldon, 1972) 
[, 0] 
[a ]= 0 1 [~q=[~2 ~ 1]. 
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The field GF(4) is specified in terms of the polynomial f (x )  = x 2 -1- x + 1, 
and ~ is a primitive element of the field. We will employ a concrete repre- 
sentation of the characters in terms of vectors over the ground field GF(2) 
using 1 = (0, 1), ~ = (1, 0)and c~  = (1, 1); the details of this representation 
and of the transforms for a q SC are presented in Redinbo (1973). 
The values of the 17V(Xi) were calculated and ranged from 0.999992499 
to 0.9999733337 when the bit error probability is taken to be 10 -5. The four 
largest linearly independent characters were selected in accordance with the 
theorem; they are identified as 
¢~=(01,10 ,01)  ¢2=(11,01 ,01)  ¢3- - (11,01,11)  ¢4=(10,11,11) .  
The value of 1~(¢i) for all four of these characters was the maximum value of 
0.999992499. The corresponding mean-square error is: 
2 eF(e) = 1.5939625 × 10 -4. 
The annihilator subgroup A* which is used in the decoding rule can be 
expressed over the binary field as the following four characters 
(00,00,00) (11, 10,01) (01, 11, 10) (10,01, 11). 
The performance of this code may be contrasted with the best method 
for transmitting the same information without redundancy. The Theorem 
also applies wherein we take the code to be the whole vector space V which 
is of dimension two over GF(4). Then the four characters which define the 
optimum encoding and decoding rules are the natural basis vectors. The 
resulting mean-square error is 
e2no code = 5.666609147 × 10 -4. 
The coding provides a mean-square gain of 5.508 dB over the best attainable 
with no coding. The coset decoding technique outlined in Redinbo and 
Wolf (1974) yields virtually no gain over the natural code. 
THE DECODER 
The optimum rule as given in Eq. (17) leads to a natural configuration 
which is composed of a bank of generalized bandpass filters and a generalized 
lowpass filter. We make the following identification of terms in Eq. (17). 
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~;"(~) = ~ P(4,;"~,) ~,(v) j =- l, 2 ..... k, (21) 
c*~A* 
m = 1, 2 ..... p -  1, 
N(v) = ~ P(y)y(v) .  (22) 
~,~A* 
The second term represents the output of a lowpass filter when excited 
by the indicator function of v, I , .  (The function 1, is defined by: Iv(u) = 1 
if u = v and is zero for all other u in V). A bandpass filter is defined by: 
~-1 1 
BF,(v) = ~ (1 -- W") ~;n(~) M;n(v)" 
qrl,=l 
(23) 
With these definitions the decoding operation can be expressed as 
2 N(v) p~-JBFj,v) (24) 
-= 
A system configuration corresponding to this rule is shown in Fig. 2. 
The internal structure of each of the kr bandpass filters is depicted in Fig. 3, 
RECEIVED, 
VECTOR 
V 
BANDPASS 
FILTER i 
P 
FILTER 2 
BANDPASS ~p-kr  FILTEE kr 
FILTE~ 
~ MULTIPLIER 
~ SUMMER 
I .q-k 
~ v)  
FIG. 2. System configuration of the decoder. 
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while that of the lowpass filter is shown in Fig. 4. There are a number 
of equivalent configurations but we have chosen the most natural one for 
illustrative purposes. Note that this decoder uses normal arithmetic operations 
as opposed to the usual finite field ones. The effect of the lowpass filter is 
to provide a normalizing factor which is dependent upon the received 
vector v. I f  this factor were excluded the decoder would consist of a sum 
of filter outputs. The center frequency of these bandpass filters may be 
thought of as being determined by the basic characters, {~'}j~l as dictated 
by the theorem. The generalized bandwidth of the filters can be considered 
as defined by ~/* which is directly related to the fixed code G. 
__2_ 
y (v) Q 
1 MULTIPLIER 
i m (v) 
I <,l -I r I 
)' Cv) w = 52 e =/p 
p-i 
FIG. 3. Bandpass filter. 
- o% 
FIG. 4. Lowpass filter. 
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It is possible to demonstrate that the normalized output of thejth bandpass 
filter is bounded in magnitude by p~-~+1/2. 
prk-j BF,(v) I prO-j+1 
N(v) < ~ j = 1, 2,..., hr. (25) 
Consequently the contribution by this ratio to the final value of a(v) is 
definitely less than p~e-j+l (see Eq. (24)). So the decoder can be operated 
in a sequential manner with the normalized output of each bandpass filter 
being added to a running sum which after kr steps represents the final 
value of )~(v). But in such a mode at the end of step j, the value of the running 
sum which exceeds p~-J will not change later in the decoding sequence. 
Thus the output of the decoder is produced with the higher order terms first. 
Clearly it is possible to advantageously incorporate this property into the 
design of the decoder. 
The storage requirements of the filter weights P(~) and P (¢~) ,  where 
j=  1, 2,..., kr, m= 1, 2,...,p - -1 ,  and u~A*  can be substantial. But 
P(~) =/3(X ) and (p -- 1) is divisible by 2 if p > 2. Therefore we only 
need store half of the weights for each bandpass filter. The other half may 
be obtained by conjugating these values. The total number of complex- 
valued storage positions is given by: 
Storage Positions = r ~--[.rh(r ~ 1) + 1)Jl q"-~ p > 2, 
Storage Positions ----- (rk + 1) q~-k p = 2. (26) 
We turn now to a technique for reducing the complexity and storage 
requirements of the filter realizations. The price of this approach is a reduction 
in the ultimate performance of the overall decoding system. Instead of 
mechanizing the branch filters in the bandpass filters with the q'-~ weights, 
/5(~j~a), ccaA*, we can approximate the weights with a new set labeled 
/)(q~3~nc~). The new weights should have many zero terms so that the storage 
requirements can be markedly reduced. Likewise we can choose a new set 
of weights for the normalizing lowpass filter which we label/)(a), c~ a A*. 
Note that these new weights may not correspond to a legitimate probability 
distribution as the original ones did. The new decoding rule, which hopefully 
closely approximates the original optimum rule ;~(v) as given by Eq. (17), 
is defined in terms of these new filter weights. It is explicitly given by iz(v). 
~(v) = (q~-- 1) 
2 ~=~ ~,~=~(1 - w '~) L E~,  D(r) r(~) 
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We can compute the operating mean-square error of the system when 
this decoding rule is used in conjunction with the optimum encoding rule ft. 
The outline of this development is sketched in the appendix. 
= ]i +-7 -  Z £ Z 
j=l  i=O 'v~A* m=l 
[ 1 - -  W -~ l" t-=Jr(v,) Z~A*/ ) (5)  a(v,) 
(28) 
{vi}~2o *-1 is any set of coset leaders for V/G. However since the previous 
form of the minimum mean-square error (Eq. (19)) is not easily compared 
with this expression, we will present he minimum value in terms of the 
transforms of p(v/O), P(X). The development of it is also sketched in the 
appendix. 
(q~~ -- 1) [q3k(p2- -1)  ~q"-*'-~ 
E~(a) = 12 q" 12 ] Z p-2j [ ~_.~A* P(¢jo~) ~(vi)I~ 
Zo a* 
(29) 
It is easy to show that Eq. (28) reduces to (29) when the optimum filter 
weights are used. Clearly a good approximation fthe optimum performance 
is achieved when the sum ~]~A*/)(5) a(vt) is nearly equal to ~A*  16(7) y(vt) 
and likewise for the two sums ~A* / ) (~F  &) a(Vt} and ~.aeA* P(¢j%~)~(V~) 
for each respective coset l ader v i , i --  O, 1,..., q --  1, n -- k. 
If the supports of the new filter weight as functions on .4* are all restricted 
to a proper subgroup, say B*, of order q'*-~-~, then it is possible to demon- 
strate that the corresponding suboptimal decoder is equivalent, except for 
scale factors, to using (kr) bandpass filters of the optimum decoder for a 
code H of order q~+b which contains the original code G as a proper subgroup. 
Thus it is possible to degrade the performance of the optimum decoder 
for G to such an extent hat it would be better to use the higher ate code H 
in the first place and just truncate the optimum decoder for H. Hence 
some simplifications can becarried too far in the wrong direction. 
Another approach to suboptimal decoding may be considered. If we are 
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restricted to decoding into the subset of the real numbers denoted by 
S = {0, 1,..., q~ -- 1}, then by our previous comments the best choice for a 
decoding rule is to round the optimum rule to the nearest integer value in S. 
As was noted earlier the normalized output of bandpass filter j contributes 
nothing above p,l~-j+l to the final value of ;~(v). Also recall that both the 
normalizing term N(v) and the items M~(v) of Eqs. (21) can assume at 
most q~,-k distinct values. So in this particular case the effects of the roundoff 
operation at the output of the decoder can be reflected irectly to the filter 
weights in both the bandpass filters and the normalizing lowpass filter, i.e., 
the filter weights may be modified without causing the final output values 
to deviate beyond the range of the roundoff operation. The amount these 
weights can be varied in an effort to reduce the complexity of the decoder is 
very dependent on the channel statistics and numerical techniques appear to 
offer the best method for decoder design using this approach. 
COMMENTS 
Previous coding systems which were designed for numerical data rans- 
mission have traditionally used either decoding methods which were originally 
based upon the minimum probability of error criterion or techniques which 
are directly derived from such methods, Since many numerical data trans- 
mission systems inherently employ the mean-square error criterion, it is 
natural to attempt to design channel coding using this as a criterion. Further- 
more since linear block codes over a general finite field GF(q) are easy to 
implement and have nough structure for suitable analysis, we have selected 
this class for channel coding. However prior results in this direction indicate 
less than startling performance (Apple and Wintz, 1970; Totty, 1969; 
Clark and Totty, 1966). Redundancy coding is often rejected because it is 
thought hat long codes are required to achieve any significant mean-square 
error improvement. 
While longer low-rate codes would require prohibitively large processing 
demands, the work in this paper gives at least a benchmark against which 
the mean-square error performance of coded numerical data systems may 
be compared. We hope that this paper will prompt a reexamination of the 
use of channel coding for systems which use the mean-square criterion. 
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APPENDIX 
Proof of Theorem. We begin by presenting several useful properties of 
the functions ~V(Xi). Clearly ~d is real-valued and nonnegative on V*. In 
addition 
IQ"-'~ -I ~,,~a p(vt -- h/O) p(v~ -- h + g/O) l 
W(xo) = T,  Zu~a p(v, -- y/O) geG ~ f;~O 
qn--k__j. 
= Z Z P (~, -  h/o) = 1. (AA) 
f,~O h~G 
But we also have that 
I W(xJi ~ ~(Xo) = 1. (A.2) 
Therefore the range of the function ~ is in the interval [0, 1]. Finally we 
claim 
Subproof of (A.3). 
nonzero a ~ GF(p). 
~(x; ' )  = ~(x, ' )  i = 0, 1,..., K --  1, 
a, r ~ GF(p), 
~0, -~=#0.  
(A.3) 
All we need to show is that l~(Xfl) = lY/0li) for any 
l~(Xfl) ~ ~ Xi(crg)w(g). 
g~G 
But by a change of variables 
~(X, °) = Z X,(h) w( , , -~h) .  
h~G 
Hence if we can show w(cr-lh) = w(h) for all h e G, the subproof is complete. 
w(,,-lh) = 2 Z~ p(vj - y/o) p(v~ - y + ~-lh/0) 
Introduce the change of variables g --= ~y and a = crz. 
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Since u~ = avj- for j = 0, 1,..., q*~-~--1 is a one-to-one mapping from 
V/G onto V/G, we have 
w(a_lh ) = Zo~a P((~-I(uj - -  g)/O) p(a-a(uj - -  g + h)/O) 
~=o Z~o p(o- l (u~ - a) /0)  " 
But the mapping v ~ o-iv is an automorphism of" V (note it perserves 
operations on cosets of G). Thus 
w(a-lh) ---- E Z~a p(uj - -  g/O) p(uj - -  g + h/O) 
~=o ~_,a~a p(uj - -  a/O) " 
However since w(g) is insensitive to the exact choice of the coset leaders 
(Wolf and Redinbo, 1974), the right-hand side of the above equation is 
equal to w(h) and the subproof of Eq. (A.3) is complete. 
In light of Eq. (A.3) we may relabel the indices of the original set {Xi}, 
i = 0, 1,..., K --  1, so that the subscripts of the new listing, {Xs*}, vary 
from 0 to M where M = (qT~_ 1) / (p - -  1) and t = 1, 2 , . . . ,p - -  1. Then 
the mean-square rror in Eq. (7) becomes 
1 ~-1 
ee ~ = ~ ~ I b(x~*)l 2{1 --  W(X,t)} M = (q~ - -  1)/(p --  1). (A.4) 
i= l  ~=1 
We have used Eq. (A.1) to eliminate the b(Xo) term. A simple application 
of Parseval's relationship gives the following identity. 
M :V--1 (q2/~--  l )  
2 I b(x?)l  ~ = q~k (A.5)  
i=1 t=l 12 
Including this in Eq. (A.4) yields 
e~e = 12 - - -  -~-  2 W(X*)  [b(x~*)[ 2 . (A.6) 
i=1 t t= l  
Therefore e0e is minimized over all choices of one-to-one mapping rules fi 
if and only if the second term is maximized. (Recall 1;~(X~) is real and non- 
negative.) 
Since l~(Xi), i ~- 1, 2,..., M ,  is not a function of the one-to-one rule fl, 
we may again relabel the subscripts of the characters {Xi}, i -= 0, 1 ..... M ,  
so that 
~V(X,) >~ lfl/(X,+l) i = 0, 1, 2,..., M - -  1 
M = (q~-- 1)/(p --  l) (A.7) 
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Since from the Lemma there is a relationship between linear mapping rules 
and hr basis characters, it will be advantageous, as we will see shortly, to 
pick the first kr basis characters from the ordered list generated by the 
inequalities (A.7). Let/3 -1 be a linear mapping rule which corresponds to 
the kr basis characters {¢j}, j : 1, 2,..., kr. To assist in the labeling of such a 
set of basis characters, we define a choice function 3 from the index set 
{1, 2,..., hr} into the index set {0, 1,..., M} with properties A1 thru A4 given 
below. 
INDEX CHOICE FUNCTION 3: {1, 2,..., kr} --~ {0, I ..... 3//} 
A1. 4, = X~U) j ---- 1, 2,..., hr. 
A2. 3 is monotone increasing. 
A3. I f  m is an index with I ~< m ~< M such that m ~ (range of 3) and 
j is an index with 1 <~ j ~. kr such that 147(Xe(j) ) = l~(x,~), then it follows 
that m > ~(j), i.e., the choice function always selects the first next index 
from the ordered list of {Xi}, i = O, 1,..., M. 
A4. XeO) ¢ [X~(1) , X6(2) . . . .  , X~0-a)] for all j = 2, 3,..., hr. 
Note that if we select a set of basis characters {¢~}, j = 1, 2,..., hr, for defining 
an encoding rule fl-1 according to the requirements 
~Y(¢~) >~ $(~) for all X ¢ [¢~, ¢, ,-.., ¢~-d (A.8) 
the choice function implicit in this selection process satisfies properties 
A1 thru A4 above. 
We will need the following Lemma. It is similar to one in (Crimmins and 
Horwitz, 1970). 
LEMMA A. If Wi is a sequence of nonnegative real numbers which is 
monotonically nonincreasing and {Bi} and {C~} are also sequences ofreal numbers 
with the property that 
~Bi  >/- ~ Ci for all m = 1, 2,..., M, (A.9) 
i=1 i=l  
then 
~BiWi  >>- ~ CiWi for all m = 1, 2,..., M (A.10) 
i=1 i=1 
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Subproof of Lemma A. Consider the expansion 
W,(B~- C3 = X (W~-  W~+~) [B~- G] + W,. [B~- C,] 
i= l  i =1 
But W. >~ 0 andS5= 1 [B x -- CJ >~ 0 for i = 1,..., m because of inequalities 
(A.9). Furthermore from the monotonicity of the sequence {W,} each term 
(Wi -- Wi+a) >~ 0. Hence the right side of the expansion is nonnegative 
and the proof of Lemma A is complete. 
Now assume that #-1 is defined according to the basis set {¢~}, j = 
1, 2,..., hr, of the Lemma and the requirements of inequalities (A.8). As 
before let b(x, ~) denote the coefficients of #-1. The significant part of the 
error e~  is 
i=1 I t= l  
Further assume that 7 -I  is an arbitrary one-to-one mapping rule from G 
onto S which when extended to V is zero outside of G. Let the Fourier 
coefficients of 7 -1 be given by c(x~t). Then the significant part of the error 
~v 2 i s  
i~l t t=l 
We wish to show that e~  ~< %e or equivalently that 
t I£ ~(x3 ,Y___., I b(x,')l 2 ~> W(x3 /=1 t=l  i= l  [ t=l  
We introduce the following identities 
B, = Z ] b(x,*)[ ~, 
t~ l  
c, = Z l dx / )P ,  
t= l  
w~ = ~(x~) i=o ,  1 ..... M. 
But in light of Lemma A all we need to show is 
i=I i=I 
I c(xi~)[21 . (A.11) 
(A.12) 
(A.13) 
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Towards this end we choose an m with 1 ~< m ~< M. Denote the subgroup 
of G* generated by the characters {Xl, X2 ,..., X~} as Am*, i.e., 
A, , *  = [X~, X2 ,..., X~]. (A.14) 
However from the properties of the choice function 3 we know that there is an 
index u with 1 ~ u ~ kr such that 
a(u) ~< m (A.15) 
and 
Am* = [~-, 562 .... ,5b~]. (A.16) 
Hence the order of -c/m* is p% In general we have that 
r ~(~)~ ~- ~ ~o),~ >~ ~ t2 ,  ~(~'~)'~I (~17) 
xaAm* z=l  ( t= l  
Therefore if we can show that 
t ~'~(~'~,'~I > r~ ,~,.~-,~o,,,  ~a.~, 
i=l t t=l xaAm* 
we will be finished because inequality (A.13) would be demonstrated. 
Corresponding to Am* there is a subgroup of G, Gin, for which Am* 
is its annihilator, i.e., if W E Am*, W(g~) = 1 for all gm E G~.  The order 
of Gm is p*k-~. We perform the following expansion. 
[c(x)] 2 = ~ ~ ~ 7-1(g) x(g) y-~(h) x(h). (a.19) 
xaAm* xaA~n* gag hag 
The identities below are useful 
m 
x(g)x(h) =x(h-g) (A.20) 
Z x (h__g)= '~I~  if (h - -g )  eG~,  (A.21) 
otherwise. 
xaAm* 
Therefore if h and g are in the same coset of Gm in G, a nonzero term results 
in the expansion i  Eq. (A.19). Let the set of elements {g,}, i = 0, 1,.., 
p~ -- 1, be a set of coset leaders for the quotient group G/G,~. Then we have 
I Z [ c(x)l 2 = P~ Z 7-a(gi -7 g) • (A.22) 
x¢iAm* i=0 g 
643/31/4-5 
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At this point we digress to develop an upper bound on the right side of 
Eq. (A.22). 7 -1 must be a one-to-one rule with values in S -= {0, 1,..., qk _ 1}. 
The inner sum {~g~% y-l(g i 47 g)} is a sum across a coset of G~ for each i. 
There are many choices which will yield the same upper bound. Select a coset, 
(giz + G,,), and assign the values, (q~ -- 1), (qT~ _ 2) ..... (q~ -- p*~-~) to the 
function 7 -1 in any order. For the next coset, (gq + G,~) assign the values 
(qk  p~e-~-  l), (q~- -p~k-~-  2),..., (qe--2p'*-'*) to y-1 in any order. 
Continue selecting eosets of G,, and assign the next pCk-~ integers from S 
in decreasing order to 7 -* in any order. It  is clear that in this way and only 
in this way can the values of the right side of (A.22) be as large as possible 
under the constraint hat y-1 be a one-to-one rule from G onto S. An upper 
bound on the sum ~-,x~,%* [ c(x)l 2 is given by 
UB-= Z P~' (iP r'~-" + J) " 
*=0 k ¢=0 
(A.23) 
After manipulation and simplification the upper bound becomes 
UB = (1/12){4p 4~,~, -- p4r,o-2~ __ 6park + 3p~k}. (A.24) 
Using the transform of the inverse of the encoding rule (Redinbo and 
Wolf, 1974, Corollary 1), we develop the following: 
t> , = t>l ( ; ) i  
z=l L t= l  j=l ~ t=l 
(A.25) 
By adding and subtracting q2k(qk __ 1)2/4 to the right-side of this equation 
and simplifying we have 
i 1~ 1 ] b(xi~)] 2} = (1/12){4P 4~-  6P 3~k + 3P 2~-  p4,,-2~} 
i=1  ~ 4=1 
q~(qT~_ 1)2 
4 
(A.26) 
But the coefficient at the identity of in any one-to-one rule is 
q<l q~(q~-- 1) 
C(Xo) = Z r - l (g ) :  Z i -  2 
9~G i=O 
(A.27) 
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Therefore combining identity (A.27) and Eq. (A.26) with Eq. (A.24) we 
see that 
1~11 b(x/,)121 ~ UB-  [ e(xo)l ~. 
~=I } 4=1 
(A.28) 
Hence we have demonstrated that there is an optimal encoding rule which 
is an isomorphism when restricted to G and that it is defined by the basis 
character {~b~}, j - -  1, 2,..., kr selected according to the requirements of 
inequalities (A.8). After some straightforward simplifications we can present 
an expression for the error 
q2~(p~ 1)~ p-ZJ[1 -- I~V(4j)]. (A.29) 
J=l 
Now suppose that there is an optimal encoding rule fl-1, which is an 
isomorphism when restricted to G and according to the Lemma is defined 
by the basis characters 
{~(~-1)~+~} i = 1, 2,..., k, 
1 = 1, 2,..., r. 
Le t j  = (i -- 1)r + I. We want to show that the requirements of inequalities 
(15) necessarily follow. 
Starting from the expression for the minimum mean-square error as given 
in Eq. (19), we will first demonstrate hat 
~/'(~j) ~ ~7(~j+1) j = 1, 2 ..... kr -  1. (A.30) 
Suppose the contrary. Then there is a Jo such that 
lYf(q6jo ) < 1~(4~.0+1). (A.31) 
Define a rule 7-a via the Lemma using a set of basis characters {~j} according 
to  
!ttj = q~ j = 1, 2,..., kr, 
j@ jo , j= /= joq-1 ,  
YJgo = ~bjo+l, (A.32) 
~e~o+, = 4;0. 
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It iS easy to show the mean-square rror performance for 7 -1 is given by 
E2(y, 2t) - -  q2~(p~ _ 1) ~ p_2J[1 _ l/g(Tj)]. (A.33) 
12 
But in considering the difference [@ --  d(y, h)] we find that 
[ ,2  _ ,z(y, h)] = q~p-Z~o((pZ _ 1)/2)(1 --p-2){~(¢j,+l ) - -  W(¢~.o)} (A.34) 
is strictly greater than zero contradicting the assumed optimality of/3 -1 . 
Hence inequalities (A.30) are valid. 
Finally we will demonstrate inequalities (15). Suppose that there is a 
index J0 and a character X such that X q} [¢1, ¢~ .... , ¢jo_1] and 
w(x) > w(¢;0). (A.35) 
However there is an index io with i o/> Jo such that by virtue of the Exchange 
Theorem there is an equivalent set of basis elements for G*, 
{~1'  ~2 ' " "  ~J0-2 .... ' ~i0--1 ' X, ~i0+1 .... , ~kr}- 
Define an encoding rule, V q,  according to the Lemma using this set of basis 
elements including X. The mean-square of this system is 
~(r ,  ~) = q~ (p~ - 1) 1'~ 1 p-~'[1 - ~(¢ , ) ]  + y~o[1  - ~(x) ]  
12 u=l 
q- }-] p -~[1-  W(~,)] . (A.36) 
i=/0+1 
But considering the following difference we can show that 
[e~ 2-- ,=(y, a)] = q~((p2 _ 1)/12)p-2~°{W(X ) -- W(¢,o)}. (A.37) 
But inequalities (A.30) show that l~(¢jo ) >~ 17¢(¢i0) and coupled with in- 
equality (A.35), we see that this difference is strictly positive. This contradicts 
the assumed optimality of/3-1. 
We will define P(X) as the transform on V* of the channel transition 
probabilities p(v/O). 
P(X) = ~. p(v/O) X(V--}. (A.38) 
vet  t 
We will express the auxiliary functions Pv(xi), Xi E G*  in terms of these 
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transforms. Using the inverse transform of P(X) we can write for Eq. (10) 
= q~ Z P(X) X(v)  ~ X~ e G*. (A.39) 
X~ V* 
But the following identity is true. 
Z Xx~(g) = X = Xi% c~ed*, (A.40) 
~a otherwise. 
Using this simplification we have 
1 
P,(X,) = ~ ~ Z ~(v) P(2i&). (A.41) 
a~A* 
Clearly the similar expression for P~,(Xo) is 
1 
P~(Xo)- q,~-k ~ P(&)~(v). (A.42) 
a~A*  
Combining these expressions with Eq. (11) and incorporating the results 
of the Lemma, we can express the optimum decoding rule as 
a(v) - (q~-  1) 
2 
qk 
- -  P - '  t t=l (1 W+*) ,=~ - X~*  P(3)~(~)  " 
(A.43) 
Development of Eq. (28). 
1 
E{[fi- l(g)] 2} = -~ (q~ - -  1)(2q ~ -- 1), (A.44) 
E{fi - l (g) tz(v)} - -  (qk _ 1) ~, v-1 2 E{3-1(g)) - q~ Z p-5 Z 
j= l  m ~1 
1 
1 - -  W - '~ 
(A.45) 
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But the two components of this equation are given by: 
(C - -  1) 
E{fi-l(g)} = 2 - '  
(A.46) 
_ _ r '  o .<lv  i 
) qn_•_i vi~,= o is any set of coset leaders for V/G. Combining this last two equations 
with Eq. (A.45) we have: 
(qT~ 1)2 qak ~ ~-~ p-~ 
E{fi-l(g)/~(v)} = 4 -? -~-  Z Z I 1 -- W -~ I" 
9=1 m=l  
X ~ Z P(~fl'Y) Y(vi) . (A.4S) 
l 
Two generic terms which arise in the evaluation of E{tx2(v)} are given in the 
following identities. 
(A.49) 
Zo~, b(~) ~(v) 
qn-k--1 1 2, q.-~ Z Y~ P(r) r(~3 (A.50) 
i=Oy~A* Zo~A,b(~) ~(~i) 
The final expression for E{/xZ(v)] is 
g)--I 1 
E{/z~(v)} -- (q~ --4 1)2 + ~ p-2, ~ I 1 -- W -'~ I z Z 
0=1 m=l  /=0 yeA* 
(A.51) 
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Equation (28) follows easily by combining Eqs. (A.44), (A.45), and (A.51) 
according to 
.E{[fl-l(g ) --/x('v)] z} = .E{[3-1(g)] '~1 - -  2E{3-~(g)/~(v)} + E{/x2(v)}. (A.52) 
Development of Eq. (29). 
g~ p( (~ - h)/o) p( (~ - h + g)/O) y (A.53) 
qn-k--1 [ EoeG 4J(g) P((gi  - -  g)/O)p (A.54) 
~(4~) - ~ g~o p( (~ - y) /O)  ' 
~0 
qn-k_ 1 
~=o E~,  P(~) ~(~) 
Substitut ing this last equation into Eq. (19) gives Eq. (29). 
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