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Two algebraic number fields are arithmetically equivalent when their zeta 
functions coincide. This paper provides a method for comparing the ideal class 
groups of arithmetically equivalent fields K, K’. In particular, bounds are obtained 
for the variance of the class numbers hK , hR, . 
Since the time of Dedekind, one customary starting point for investigating 
the arithmetic of algebraic number fields has been the map 
assigning to each number field K its zeta function &(s). It turns out that 
this transition from K to its zeta function is not reversible: First of all, 
isomorphic fields give rise to the same zeta function, and more strikingly, 
there are examples of nonisomorphic number fields whose- zeta functions 
coincide.” When two number fields share a common zeta function, they will 
be said to be arithmetically equivalent. 
This designation is partially justified by the fact that arithmetically equiv- 
alent fields K, K’ share degrees [K : Q] = [K’ : Qpl and discriminants 
D, = DKr , have the same number of real valuations n,(K) = n,(K’) and of 
complex valuations nz(K) = n,(K’), have isomorphic unit groups UK z UK, , 
and determine the same normal closure N over Q (see [9] for a more complete 
discussion). 
* Supported by the Sonderforschungsbereich fir Theoretische Mathematik of Bonn 
University. 
1 The existence of such examples was proved 50 years ago by Gassmann. More recently, 
infinite families of pairs of nonisomorphic arithmetically equivalent fields have been 
explicitly constructed (see [3, 91). 
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By equating the residues at the simple pole s = 1 of the zeta functions 
of each of two arithmetically equivalent fields K, K’ one obtains 
2”’ . (237)nz . h + R = 2”; . (2~)“; . h’ . R’ , 
wK. j DK l1i2 w K’ * I DK, j1’2 
where ni denotes Q(K), i = 1,2, wK is the number of roots of unity in K, 
h = hK is the class number, and R = RK is the regulator. With the equalities 
listed above, this simplifies to 
h, * RK = hK’ * RK’ . (3) 
At the present, I do not know whether the corresponding factors appearing 
here are equal in pairs. 
This paper is devoted to comparing the ideal class groups of arithmetically 
equivalent fields K, K’. The procedure is this. Let N / Q be the common 
normal closure of K ) Q and K’ 1 Q and let G = Gal(N / Q), H = Gal(N I K), 
and H’ = Gal(N [ K’) denote the Galois groups. I introduce a group-theoretic 
invariant, a natural number V, in terms of linear representations of G, H, 
and H’. The prime factors of v constitute a finite set of exceptional primes, 
in the following sense: For all primesp not in this set, thepSylow subgroups 
of the ideal class groups of K and K’ are isomorphic, i.e., 
p 7 v * CIP’ E Cl$‘. (4) 
It follows that the class number quotient hK/hK, is a product of powers of 
primes dividing v. Furthermore, each prime divisor of v also divides the 
field degree [N : K]. This means that the behavior of &(s) as an abstract 
Dirichlet series completely determines the structure of the p-Sylow subgroup 
Clg’ for every prime number p not dividing [N : KJ2 This holds in particular 
for every p > [K : Q]. 
In the third section, I establish the following bound on the variance of 
the class numbers of arithmetically equivalent fields: For any field K’ with 
&(s) = &(s), the class number quotient satisfies 
where n = [K : Q] and r = n,(K) + n,(K) - 1 is the unit rank. The utility 
of this bound lies in its simplicity and generality; however, in many particular 
2 In [8] Nehrkorn has investigated what at first glance may be construed to be this 
statement. Despite this apparent similarity, the problematics are not identical, and I do not 
see how to extract even an implicit proof for the statement above from his article. Actually, 
(4) yields an even stronger statement: Consider all Y obtained as K’ runs over all fields 
arithmetically equivalent to K. Then the zeta function of K determines the structure of 
C$” for all primes p not dividing any Y. For an example in which this tells us to exclude 
at most a single primep while the field degree [N : K] involves several primes, see Section 4. 
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cases, a much smaller bound can be proved. For example, when the degree 
is prime, n = p (p + 2 or 3) this can be improved to 
hKk G [(P - 3)/21+. (6) 
When applying either of these formulas, it should be recalled from [9] that 
K z K’ and hence hK = hKt if n < 6. 
In the last section examples are discussed for the degrees n = 7 and 8. 
I would like to single out one result of special interest from these examples: 
Let K = Q[cP] and K’ = Q[(16o1)l/~] for any integer 01 whose absolute 
value is neither a square nor twice a square. Then K and K’ are nonisomorphic 
arithmetically equivalent fields whose class numbers are related by 
h,, = 2i - h, with -6 < i < 6. 
(See the Remark added to the end of this paper). 
(71 
1. DEFINITION AND DIVISORS OF v 
Let K and K’ be two algebraic number fields, N I Q the smallest Galois 
extension containing both, and G = Gal(N 1 Q), H = Gal(N / K), H’ = 
Gal(N 1 K’). Let D and D’ be the linear representations of G induced from 
the unit representations of H and H’. Their characters x, x’ are given by 
x(g) = 1 gG n H / * / cG(g)l/l H 1, 
x’(g) = 1 gG n H’ / * 1 cG(g)//i H’ 1 
(8) 
for g E G, where C,(g) is the centralizer and gG is the conjugacy class of g 
in G. The first lemma expresses arithmetic equivalence in terms of these 
characters (see [9; and 1, exercise 61). 
LEMMA 1. The following statements are equivalent: 
(9 LAS) = MS) 
(ii) x = x’. 
Proof In [9] it is proved that (i) is equivalent to the equality / gc n H j = 
/ gc n H’ / for every conjugacy class gG in G, and it is also shown that (i) 
implies j H / = I H’ I. Since x(1) = (G : H) and x’(1) = (G : H’), statement 
(ii) also implies I H / = I H’ (. With this, the equivalence of (i) and (ii) 
follows from (8). 0 
From now on assume K and K’ to be arithmetically equivalent. Let n 
denote the common degree [K : Q] = [K’ : Q]. Then the representations D, 
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D’ : G + GL,(Q) are isomorphic, since their characters x, x’ coincide. 
Thus there is a rational n x n matrix M which is invertible and satisfies 
D(g) * M = M * D’(g) (9) 
for every g E G. By clearing denominators, we may assume that the coeffi- 
cients of M lie in Z. It is convenient to temporarily ignore invertibihty and 
to look at all integral matrices satisfying (9). To see what (9) requires of M, 
we now describe D and D’ explicitly. 
Let p1 , p2 ,..., pn and pi , pi ,..., pi be representatives for the left cosets of G 
by H and by H’, with p1 = pi = 1. The actions of G on these cosets &scribe 
two homomorphisms 7~, & from G into the symmetric group S, given by 
7rg(i) = j, where gpiH = pjH and n;(i) = j, where gp:H’ = p;H’. Associating 
i with the ith basis vector of an n-dimensional vector space over Q then 
identifies rO and ni with the matrices 
D(g) = @i.n,i) and D’(g) = (si.n$ <‘” 
the displayed term being the (i,j)th element. Comparing coefficients then 
shows that an n x n matrix M = (mij) satisfies (9) if and only if 
mij = Wr&n;i (11) 
for all g E G. That is, if and only if M is constant on the orbits of G under the 
action g(i, j) = (rr,i, 7ri j). 
Let J%’ be the set of all integral n x n matrices satisfying the equivalent 
conditions (9) and (11) and let 
v = gcd{l det M 1, M E A].3 (12) 
Since K and K’ are arithmetically equivalent, there is at least one matrix 
ME& with nonzero determinant. Thus v is a positive integer. We are 
interested in the prime divisors of v. First of all, we note a trivial case. 
LEMMA 2. v = 1 ifK s K’. 
ProoJ K and K’ are isomorphic precisely when H and H’ are conjugate 
in G. This in turn is equivalent to nIT, = o * ri * u-l for everyg in G and some 
fixed D in the symmetric group S, . Let R: S, -+ GL,(Q) be the standard 
representation. Then R(?r,) = D(g) and R(‘IT~) = D’(g), and thus D(g) = 
R(u) - D’(g) * R(u)-l. So the matrix R(o) satisfies (9) and, being a permutation 
matrix, has determinant f 1. Since v divides det R(u) and is positive, v = 1. 
0 
8 By interchanging K and K’ we obtain another set, denoted 3. Then a matrix A4 
belongs to 4 if and only if its transpose Mt belongs to 4’. We will encounter A’ in 
Section 2. 
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The converse to Lemma 2 is false.4 This is a nontrivial fact, and I mention 
it without proof. 
We turn to the problem of identifying the prime divisors of v. The goal 
is to show that these divisors lie among the divisors of the field degree 
[N : K], and the i&a is to consider the representations D and D’ p-adically. 
Let G act in two ways on the free module +&,x1 @ **- @ ZBxlz over the 
ring of p-adic integers E, by permuting the xi by the rules 7r and 7~‘. That is, 
the element g of G acts via the O-l matrices D(g) and D’(g). This gives us 
two Z,[G]-modules, which we denote by E and E’. 
LEMMA 3. The prime divisors of v are precisely the primes p for which 
the Z,[G]-modules E and E’ are not isomorphic. 
Proof. Suppose that E and E’ are isomorphic. A Z,[G]-isomorphism 
from E to E’ is described in terms of the basis x1 , x2 ,..., x, by a matrix 
N = (nij) in GL,(E,) satisfying D(g) * N = N * D’(g) for all g E G. That is, 
N atisfies (9) and det N + 0 (mod p). Let M = (mdj) be the matrix with 
coefficients in Z uniquely determined by 0 < mij < p and mij = nij (mod p). 
Then M belongs to &’ and det M = det N $0 (modp), so p 7 v. 
Conversely, if p 7 v, then there is a matrix ME &’ whose determinant 
is not divisible by p. Thus M is invertible over Z,, and yields an isomorphism 
from E to E’. q 
With this lemma, we will know the prime factors of v as soon as we have 
a way of recognizing those primes p for which E and E’ are isomorphic. 
We need one technical fact. 
LEMMA 4. Let p be any prime number not dividing j H ) = I H’ 1. Then 
E and E’ are projective Z,[G]-modules. 
Proof. The proof for E’ is identical with the following proof for E. 
Let e: E + Y and f: F + Y be Z,[G]-homomorphisms, f surjective. It is 
required to define a Z,[G]-homomorphism g: E -+ F for which e = fg. 
Since G permutes the xi transitively, any Z,[G]-homomorphism from E 
is determined by the image of x1 . Furthermore, an assignment of x1 extends 
to a Z,[G]-homomorphism from E if and only if the stabilizer of x, also 
stabilizes its image. The stabilizer of x1 is H. Hence H also stabilizes e(xr) 
in Y. Let z E F be any preimage of e(xJ. Since / H / is not divisible by p it 
is invertible in E, . Set z’ = ) H 1-l * C hz, the sum running over all h E H. 
Then f(z’) = e(x,) and H stabilizes z’, so the map x1 H z’ extends to the 
desired homomorphism g. IJ 
THEOREM 1. Every prime number dividing v divides [N : K]. 
4 I thank Leonard L. Scott for pointing this out to me. 
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Proof: Suppose p 7 [N: K]. We will show that p f v. For this, by 
Lemma 3, we must show that E g E’. The representations D, D’ of G on E 
and E’ have the same character (Lemma 1). Furthermore, [N : K] = 1 H /, 
so our assumption on p implies that E and E’ are projective (Lemma 4). 
And projective Z,[G]-modules are determined up to isomorphism by their 
characters (see, for example, [I 1, Section 16.1, Corollary 2 to Theorem 34]).5 
q 
2. THE ISOMORPHISM C$?r C&Z) for p+‘v 
The ideal class group Cl, is the direct sum of itsp8ylow subgroups Clp’. 
This section contains the proof that Clg’ E C&Z) whenever p does not 
divide v. From these isomorphisms, it follows that the class number quotient 
h&* is a product of powers of primes dividing v. The next section contains 
a bound for this quotient. 
We begin by mapping K and K’ to Euclidean space. Let p1 = 1, pz ,..., pn 
and p; = 1, pi ,..., pk be the representatives for G/H and G/H’ used to 
define the permutation representations 7~ and T/. Define homomorphisms 
from the multiplicative groups K* and K’* into the additive group of IFP by 
w> = (log I PlU I,..., 1% I P& I), aEK*, 
(13) 
@‘(a> = (log I p;a I,..., 1% I #4&a I), aEK’*. 
of course, 0 and 0’ are not injective. 
Let M = (Q) be any matrix in &‘. Multiplication by M defines a linear 
transformation of R”, and we now define a homomorphism tag: K* -+ K’* 
making the diagram 
K* .-.?+ [w” 
commute. Namely, for a E K* we set pM(u) = l-Ii @&QI. 
LEMMA 5. For matrices A and B in .M andfor a E K* we have 
(i) pA is a homomorphism from K* to K’* and diagram (14) commutes. 
(3 m+d4 = I-caW . CL&)- 
ciii> (w) ’ (pAI = p(ABc)- 
&&, representations are not always determined by their characters. In general, when 
two representations of G on E and E’ have the same character, this only means that we get 
isomorphic:representation spaces when we tensor E and E’ with the field U&, . 
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Proof. (i) Certainly pa(u) is nonzero and lies in the normal closure N 
of K’. For (T E H’ = Gal(N 1 K’) we have n:(l) = 1. Writing A = (FQ) 
and setting v&) = k, we then have mi, = FQ from (11) and thus 
so the image ~~(a) lies in the fixed field K’ of H’. 
Clearly pa is multiplicative. 
The jth component of @‘p,,(u) is log I &.~~(a)]. Write k = n,;(i) and note 
that r:;(l) = j. Then m, = mkj and pjpA(a) = pi * ni p&~)~~l = & p&+j. 
The logarithm of the absolute value of this expression is just the jth 
component of 8(u) * M, showing that diagram (14) commutes. 
(ii) This is trivial. 
_ (iii) Recall that for B E A its transpose Bt lies in A’ (see Footnote 3, 
page 492). Just as each matrix in A gives rise to a homomorphism from 
K* to K’*, the matrix Bt E A” gives rise to a homormorphism port) in the 
opposite direction, and the matrix product A * Bt yields p[,#): K* -+ K*. 
The composition (,+Bt) 0 (pA) also maps K* to itself. Using (11) to convert 
indices, the reader can easily check the validity of (iii) by a straightforward 
computation similar to the one carried out in the proof of(i) above. @ 
The maps pM will now be used to define homomorphisms between the 
ideal class groups of K and K’. This is accomplished in several steps. First, 
for any matrix M, let M be the matrix obtained by replacing the negative 
components of M by 0, and let !$ = (3). Then both M and v have 
nonnegative entries, and M = M - A$. Since condition (11) expressing 
when an integral matrix belongs to .A? merely says that various components 
of M agree, it follows that with M the matrices M and l!& also belong to 4. 
Next, consider a nonnegative matrix &I in A and observe that if a E K 
is integral then ~~(a) is integral in K’. For an integral ideal ‘?I of K define - 
to be the K-ideal generated by the images of elements of 2I. This definition 
extends immediately to fractional ideals. 
Finally, for M = M - I$ in A’ and for any fractional ideal 9l of K, set 
This is a well-defined map on ideals. 
641/10/4-8 
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THEQREM 2. The map ‘$l F+ pM% is a homomorphism srom the ideal 
group of K to that of K’. 
ProoJ Let N be the common normal closure of K and K’ and let 2l and !I3 
be ideals of K. In order to show ~&X23) = (~,,.$I) - (~,$3) it suffices to 
check that equality holds when both sides are extended to N. Writing the 
extended ideals in square brackets, we must show [~&!I!BJ = [~M91][~MB]. 
This latter equality is an immediate consequence of the following claim: 
For every i&al 6 of K we have 
hf~l = Jyj PPer, (17) 
i 
the right side being the usual. product of ideals in N. To prove this claim, 
it suffices to assume that A4 has nonnegative coefficients and that a is integral. 
The left side of (17) is generated by the images &c) of elements c d 6, 
so the inclusion _C is clear. Denote the right side of (17) by [al”. 
Write 6 = (c, , cz). Then (cl) = (E: - 3, and (c.J = (r: * 9, with integral 
ideals EJ, , ID, . The generators ci can be chosen so that AI1 is relatively prime 
to the norm of 9, ; that is, so that [Q] is relatively prime to every conjugate 
of [Z&J (see, for example, [4, Sat2 741). 
Now the claimed equality is obviously true for principal ideals, and the 
map 0: I+ [EIM is multiplicative, so [pMcl] = [alM - [Ib$’ and [pMc2] = 
[Cr;lM * [XI,]“. The gcd of these two principal ideals is [&cl, ~,,&] = [(E;l”, 
showing that the right side of (17) is contained in the left side. This gives 
equality in (17), completing the proof of the theorem. 0 
Since the maps ~1~ take principal ideals of K to principal ideals of K’, 
we obtain a family of homomorphisms between the ideal class groups 
CIK and Cl,* . The next theorem considers these homomorphisms when 
they are restricted to the p8ylow subgroups of the ideal class groups. 
THEQREM 3. Let K and K’ be arithmetically equivalent. Then for all prime 
numbers p not dividing v the p-Sylow subgroups of the ideal class groups 
of K and K’ are isomorphic. 
Proof. Since p T v there is a matrix A E & with p f det A. Let 3 be the 
matrix whose transpose is Bt = (det A) - A-l. Then B also belongs to M. 
Let 8 E Cl$‘) lie in the kernel of PA . Then /.L~% = 1, so 1 = ~(Bt~(~A~ = 
/‘(A@@ = ?ZtdetA) by Lemma 5. Since % is annihilated by a power of p 
and by det A, it hollows that % = 1, so the restriction of pA to CIP) is 
injective. Since. K and K’ have symmetric roles, exchanging them yields an 
injection in the opposite direction, implying that the finite groups Clp’ 
and Cll,“! are isomorphic. III 
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3. BOUNDS FOR hK/hK, 
As noted in the Introduction, the products class number times regulator 
coincide when K and K’ are arithmetically equivalent. Thus the class number 
quotient and the regular quotient agree in inverse order, 
In order to compare these regulators, we restrict the maps in diagram (14) 
to the unit group UK. The kernel of 63 IV, is the group of roots of unity 
in K, and the image p&UK) is contained in the unit group UK* of K’. 
Let 241 ,..., U, generate a subgroup U of maximal rank r in the full unit 
group UK . The images v1 ,..., u, of the ui under 0 are r linearly-independent 
vectors in W, and the r-dimensional volume of the parallelepiped xi aiui 
with 0 < ai < 1 is the norm 
I 01 A --- A v, 1 (19) 
of the wedge product v1 A =.. A a,. in the rth exterior algebra LQW). The 
regulator R(U) of the subgroup U also represents an r-dimensional volume 
and thus differs from (19) by a constant C. The exact value of C will not 
concern us, but it is important to realize that C is an expression in n and r 
and therefore is the same for K and for K’ and for all subgroups of maximal 
rank in either U, or U,, . 
Suppose now that ME JZ has nonzero determinant. Then by (14) the 
images I-C&) are linearly independent, so the image pMU is a subgroup of 
maximal rank in U,, . The regulator of this subgroup is at least as large 
as the regulator RK, = R(U,t) of the full unit group of K’, 
& G WPMU), P-8 
so to compare Rp with RK it remains to know how regulators are affected 
by the maps /‘M . 
For any n x n matrix M let 
as ranges over W. These are positive when det M # 0. 
LEMMA 6. For any ME J2 with det M # 0 andfor any subgroup U of U, 
of maximal rank r the regulators satisfy 
((Ml)’ * R(U) d R(PMU) G II M II” * R(U)- 
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Prooj The comments following Eq. (19) allow us to replace regulators 
by norms of wedge products. We have 
I v&f A **- A V,Itf j = 1 b(ibf)(V, A ‘*- A V,)l < 11 Li’(M)II - [ VI A -*- A V, 1. 
The inequality )I /1*(M)\\ < (I M IIT is standard and can be found, for instance, 
in [2, 1.7.61. An entirely similar proof gives the lower inequality. 0 
Combining (20) with Lemma 6 for U = UK gives 
&I& G II Ml17 (22) 
for any ME J! with det M # 0. Thus to bound the regulator quotient 
it remains to find a nonsingular matrix in &whose sup norm can be bounded 
above. This is accomplished by the following two lemmas. 
To begin, note that as an easy consequence of (11) all columns and all 
rows of M EJ&’ are permutations of the first row, and thus all column 
sums and all row sums have the same value. 
LEMMA 7. The sup norm 1) M 1) of a matrix M E A is bounded by the sum 
of the absolute values of elements in any row or column. 
ProojY Let M = hJ - M be the canonical decomposition of M into 
two nonnegative matrices in ~5’. Then /I M 11 < II M II + II &l I(, from which - 
we can conclude that it suffices to prove the lemma for matrices with non- 
negative entries. 
Let v = (x1 ,..., x,) be any vector in [w” and let v . M = (y, ,..., y,). 
Then yi = XI, &@& and ) v . M 1’ = xi yi2. Now y+’ = xk,l (m#?~iXkX1). 
The components of M are nonnegative and thus from the geometric- 
arithmetic inequality 2ab<a2+b2 we obtain mkimlix~xl~mklmli(XkP+X1’)/2. 
Splitting the right side of this inequality into two sums then yields yi2 < 
c k.1 mkimliXk2 = s ’ xk mkixk’? where s is the sum of the entries in the 
ith column of M. Thus 1 V * M 1’ = xi yi2 < s . xk,g mkixk’ = s2 . I V 12, 
solu*MI <s*Ivj,asdesired. 0 
LEMMA 8. There is a matrix M in A with nonzero determinant whose 
components mii lie in the closed interval from -(n + I)/2 to (n + 1)/2. 
Proof. Let M be the generic matrix satisfying (11). That is, M has variable 
components and two positions have the same variable if and only if they 
belong to the same orbit under G. 
The determinant of M is a polynomial in t variables X, ,..., X, of total 
degree n. Let each Xi vary between &-(n + 1)/2. This describes a box in 
t-space, and the lemma will be proved by showing that a nonzero polynomial 
m, ,..., X,) of degree n cannot vanish on the entire lattice of integral points 
within this box. 
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There are at least n + 1 integers in the closed interval from -(n f 1)/2 
to (n + 1)/2. Since a nonzero polynomial in one variable of degree n has 
at most n roots, the statement is obvious if t = 1. 
It t > 1, writef = Cifi . X,i as a polynomial in X, whose coefficients are 
polynomials in the remaining variables. If the statement were false, then 
for each integral choice X, = a, ,. .., XtWl = a,-, in the allowable range, 
the argument for one variable shows that fi(al ,..., a,-,) = 0. That is, each 
polynomial fi in t - 1 variables vanishes at all integral points in a box of 
dimension t - 1. By induction, each coefficient polynomialf. is identically 0, 
which contradicts the assumption that f is nonzero. 0 
Combining Eqs. (18) and (22) with Lemmas 7 and 8 yields 
THEOREM 4. The class number quotient of two arithmetically equivalent 
number fields K and K’ satisjies 
hdw d (n * [(a t l)/U', 
where II is the degree and r is the unit rank of K and K’. 5 
This bound can be improved in several ways. First, when the Galois 
groups G, H, and H’ are known, an invertible matrix M E &Z can be calculated 
and the norm I/ M j/ determined explcitly. It is usual that the bound jj M /!? 
will be smaller than the bound given above. 
Secondly, as seen in the proof of Lemma 6, the bound // M ijr can be 
replaced by the smaller bound / j /1’(M)]]. 
Thirdly, /I M I( and I( &(M)jl are the sup norms over all of lW and these 
can be replaced by the sup norms over the image @(UK) of UK in W, which 
is much smaller. Following [13], it will now be shown how these smaller 
norms can be exploited to obtain sharper bounds on h,/h,, when the 
permutation representations r and rr’ are doubly transitive. In turn, these 
bounds lead to improved bounds for h,/hK, when K and K’ have prime degree 
over Q. 
Assign three numbers s(M), a(M), and b(M) to a matrix A4 as follows: 
s = sum or the elements in the first row, 
a = sum of squares of elements in the first row, (23) 
b = inner product of the first two rows. 
LEMMA 9. Suppose that n(G) is doubly transitive and let M be any matris 
in A?. Then 
(i) r’(G) is also doubly transitive and M has exactly two G-orbits. 
(ii) s2 = a + (n - 1) 6. 
(iii) A4 is normal: M * Mf = Mt * M. 
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(iv) The difference a - b is nonnegative, and the eigenvalues l t of M 
have absolute value 
) et / = (a - b)1/2 for i = 1 to n - 1 and I%I ==IsI. 
(v) ((M)) = ((M3) = (a - b)‘12. 
Proof: (i) Since 7r and rr’ share the same character x = x’ (Lemma l), 
the permutation group r(G) is doubly transitive if and only if n’(G) is 
(see [5, V, 20.2.d]). By (1 l), each position (i,j) in A4 is equivalent to a position 
in the first row, so it suffices to show that the first row has exactly two G-orbits. 
Now two positions (1, i) and (1, j) in the tist row are equivalent if and only 
if j = q;(i) for some element h of G for which ~(1) = 1, that is, for some 
h E H. In other words, the G-orbits in the first row are simply the orbits of 
the symbols 1,2,..., n under the permutation group k(H). The character 
of rr’ is x’ so the character of r’ lH is x’ IH . Thus the number of orbits under 
n’(H) is the character product 
(x’ lff 9 LA (24) 
where lN is the trivial character of H (see [S, V, 20.2.a]). Since x = x’ this 
product equals (x j H, lH), which is the number of orbits under +Y). Since 
v(G) is doubly transitive, the stabilizer a(H) of the symbol 1 is transitive 
on the remaining symbols, so n(H) and hence r’(H) has exactly two orbits. 
(ii) If Mt is the transpose of M then the coefficients of A4 - Mt = (ctj) 
satisfy 
cij = C,*i.a.i (25) 
for every g E G. Since P(G) is doubly transitive, M I Mt has the form 
where a = a(M) and b = b(M) are given by (23). Remembering that each 
row and column of M is a permutation of the first row and-applying both 
sides of (26) to a column vector of l’s gives s2 = a + (n - 1) b. 
(iii) Reversing the roles of rr and 7r’ shows that Mt * M also has the 
form (26). Since a(M) = a(Mt) and s(M) = s(Mt), it follows from (ii) that 
b(M) = b(Mt) and thus M * Mt = Mt * M. 
(iv) Let z, and z, denote the first two rows of M. Then, by the Cauchy- 
Schwarz inequality, 1 b I = I z1 . z2 1 < a, so a - b 3 0. 
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Complexify UP to the complex inner product space C”. Since it4 is normal, 
C” has an orthogonal basis of eigenvectors of A4 (see [7, 4.10.31). Any linear 
transformation P taking the standard basis to this orthonormal basis is 
necessarily unitary: P-l = Pt. Then P transforms it4 to a diagonal matrix 
and simultaneously transforms Mt to the complex-conjugate diagonal 
matrix. It follows that each eigenvalue hi of M * Mt is the product Xi = E& 
of an eigenvalue l i of M with its conjugate & . Hence ) ci ) = X:12. The 
x’s are easy to determine. They are hi = a - b for i = 1 to n - 1 and 
h, = a $ (n - 1) b, corresponding to the linearly independent (orthogonal) 
eigenvectors vi = (?li, q2i,..., ml), where 7 is a primitive nth root of unity. 
(v) ((M)) is defined in Eq. (21). The normality of A4 implies that ((M)) 
is the smallest of the absolute values of the eigenvectors of M. Thus ((M)) = 
((W)) = (a - b)‘/2. IJ 
With this preparation, Lemma 6 can be strengthened as follows (see [ 13, 
Sat2 41). 
LEMMA 10. When T(G) is doubly transitive and M E JZ is nonsingular, then 
R(pMUK) = (a - b)712 . RK . 
ProojI Lemmas 6 and 9 imply that 
R(/-dJd > (a - W’i2 . RK , 
and similarly for U’ = p&U,) 
(27) 
R(p(,+,t) U’) >, (a - b)‘/2 * R(U’) >, (a - b)’ * RK . (28) 
The image of a unit u E UK under the composite (CL& 0 (pM) is the same 
as ~(~.~t)n = no * ni+, (piu)” = uaeb * (norm U) = k(u)“-“, by (26). Let 
X be the image of UK under this composite. Then X Z UK and the regulator 
of X divided by the regulator of UK is just the index (UK : X). Looking at 
fundamental units, we see that R(X) = (a - b)’ . R, . With (28), since 
X = ptMt)U’, this forces equality in (27). 0 
When r(G) is doubly transitive, Lemma 10 combines with hK/hK, = RK,/RK 
and R,, .< R(p,,.,UK) to produce 
hK/hK, < (a - b)r/2 (29) 
for any nonsingular matrix M E &. The numbers a and b depend upon the 
matrix M, and we now construct a nonsingular M E JV for which the value 
a - b is fairly small. 
Each matrix in &I has exactly two orbits (Lemma 9). Let M be the matrix 
in JZ with l’s on the shorter orbit and O’s elsewhere. For this matrix we have 
502 ROBERT PERLIS 
s = a = number of l’s in the first row, and 0 < b < a. Lemma 9 (i) and (ii) 
rules out the possibility that b = a. Since (det M)2 = Hi Q = (a - b)+l * a, 
it follows that M is nonsingular. 
Suppose that b = 0. Since s = a, the formula s2 = a + (n - 1) b implies 
that aa = a. Since a # 0, this forces a = 1, so a - b = l.s 
When b # 0 then b > 1 and a, being the number of l’s in the first row 
belonging to the shorter G-orbit, is at most the greatest integer in n/2, so 
a-b<[n/2]-1. 
If we assume that the degree n is at least 4, then independently of whether b 
vanishes or not, we have produced a nonsingular matrix A4 E .A! for which 
a - b < [n/2] - 1. (30) 
THEOREM 5. When n < 6 then K s K’ so hK = hK, . When n > 7 and 
n(G) is doubly transitive, then 
hx/hK, < ([n/2] - l)‘12. 
Proof. The first statement is proved in [9]. The second statement comes 
from (29) and (30). 0 
COROLLARY. Let K and K’ be two arithmetically equivalent jieldr of 
prime degree [K : Q] = [K’ : Q] = p. If p = 2, 3, or 5 then Kg K’ and 
hK = hKp . For all other primes p 
hi&r, < [(p - 3)/23~/2. 
ProoJ When K and K’ have prime degree p over Q, the order of the 
Galois group G = Gal(iV / 0) is not divisible by p2. The subgroups 
H = Gal(N 1 K) and H’ = Gal(N ) K’) have index p in G and hence the 
orders 1 H j and 1 H’ 1 are relatively prime to these indices. In other words, 
H and H’ are p-Hall subgroups of G. 
When G is solvable, allp-Hall subgroups are conjugate in G (see [5, VI, 1 A]) 
so K and K’ are isomorphic and hK = h,, . 
When G is not solvable, then Burnside’s theorem ([5, V, 21.31) guarantees 
that n(G) is doubly transitive. Then Theorem 5 applies with n = p. 0 
4. EXAMPLES 
In this section, examples of the preceding theory are discussed in detail 
for the two values of the field degree [K : Q] = 7 and 8. 
B Thus, b = 0 implies that hi = hi,, by (29). In fact, b = 0 already implies that the 
fields K and K’ are isomorphic. 
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EXAMPLE 1. [K:Q] = 7. 
This is the smallest degree allowing two nonisomorphic arithmetically 
equivalent fields K, K’ (Theorem 5). Such fields in degree 7 can be obtained 
by the following method. 
The group GL(3,2) of all nonsingular 3 x 3 matrices over the field F2 
of two elements is simple of order 168. We have GL(3,2) = PSL(3, 2) g 
PSL(2,7), and GL(3,2) has exactly two conjugacy classes of subgroups of 
index 7 (see [5,11.6.14 and 11.8.271). Let H and H’ represent these conjugacy 
classes. 
Then H and H’ have index p = 7 in a group whose order 168 is not 
divisible byp2. It follows automatically that the trivial characters of H and H 
induce the same character x = x’ of G (see [lo]). Let N / Q be any normal 
extension whose Galois group is isomorphic to GL(3,2).’ Then the fixed 
fields K, K’ or H and H’ are nonisomorphic arithmetically equivalent fields 
of degree 7 (Lemma 1). 
I now claim the converse: Every pair K, K’ of nonisomorphic arithmetically 
equivalent fields of degree 7 arises in this manner. To prove this, let N / Q be 
the common normal closure of K and K’ and let G = Gal(N j Q). It is to be 
shown that GE GL(3,2). Let H = Gal(N 1 K) and H’ = Gal(N) K’). 
Then Hand H’ are nonconjugate subgroups of index 7 in G. Representing G 
via its action on the Ieft cosets of H, we regard G as a transitive permutation 
group of degree 7. 
Every transitive permutation group of degree 7 is isomorphic to one of 
S, , A, , GL(3,2), or to a solvable subgroup of S, (this fact follows easily 
from [5, 11.4.5, 11.5.3, 11.6.15, and V.21.31 by considering the possible order 
of the group). But S, , A, , and transitive solvable subgroups of S, have 
exactly one conjugacy class of subgroup of index 7 (see, for example, [5, 
11.5.51-a similar proof works for A,-and [5, X1.81). So necessarily 
G s GL(3,2), proving the claim. 
We now turn to the invariant Y = v(G, H, H’) for G = GL(3, 2) and 
H, H’ two nonconjugate subgroups of index 7. By Theorem 1, we know that 
the prime divisors of v divide the index (G : H) = 24, so the only possible 
prime numbers dividing v are 2 and 3. In fact, 3 does not divide V, and we 
now show that v = 8. To compute v from its definition, we need to know 
what the matrices in JZ look like. These are 7 x 7 matrices with exactly 
two G-orbits (Lemma 9). To calculate these G-orbits, it would seem necessary 
to calculate the permutation representations r, CT’: G -+ S, explicitly. 
However, this calculation can be obviated as follows. 
The group G = GL(3,2) acts as a doubly transitive permutation group 
’ Such an extension exists, by [12]. In [13], Trinks has given explicit equations whose 
roots generate N / Q. 
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FIGURE 1 
on the 7 nonzero points of 3-space over l$ . Label these points as in Fig. 1. 
G also acts as a doubly-transitive permutation group on the 7 hyperplanes 
Li = Pt” in this space. Tabulate these points and hyperplanes as 









where an X in position (i,j) means pi E L, , and the remaining positions 
are marked with a dot. Renaming H and H’ if necessary, we may assume 
that H is the stabilizer of Pz and H’ the stabilizer of Ll (see [9, p. 3581). 
Label the cosets of H in G so that the ith coset maps PI to Pi and make the 
corresponding identification of the ith coset of H’ with Li . Then the statement 
(qd, 48 = (4 t) (32) 
that two positions (i,j) and (s, t) belong to the same G-orbit becomes 
g(PJ = p, and gm = Lt - (33) 
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This implies 
if Pi E Lj then ps E Lt 3 w 
and using double transitivity, it is easy to see that (34) is equivalent to (32). 
It follows that the dots in (31) constitute one of the two G-orbits, and the 
X’s constitute the other, 
Hence each matrix in .M has the form (31). Lemma 9 shows that the 
determinant of the matrix M in (31) is 
1 det M 1 = 8(X - Y)6 (3X + 4Y) (35) 
in which the dot has been replaced by Y. Specializing Y to 0 and X to 1, 
and then the other way around, gives us two matrices in .M of determinants 
-24 and -32, respectively. Since v must divide both of these, it follows that 
v divides 8, and with (35) this shows 
v = 23. (36) 
With this and Theorem 5, we have proved 
THEOREM 6. The zeta function L&s) of an algebraic number jield K of 
&gree [K : Q] = 7 completely determines the odd part of the clars group 
of K, and it determines the class number hK up to a factor 2’, with -r/2 < 
i < r/2, where r is the unit rank of K. c] 
This completes the first example. 
EXAMPLE 2. [K: Q] = 8. 
Select any integer 01 E Z whose absolute value is neither a square nor twice 
a square, and let 0 and 6’ be roots of the polynomials f(X) = X8 - 01 and 
g(X) = X* - 16 . LY. These polynomials are irreducible, and K = Q[6] 
and K’ = Q[@] are nonisomorphic arithmetically equivalent fields of degree 
eight (see [6, Theorem 16, p. 221; 9, p. 3511). 
We want to compare the class numbers of K and K’ by computing the 
invariant V. Since v does not depend upon the fields themselves, but rather 
upon their corresponding Galois groups, it will turn out that the value of u 
is the same for each allowable choice cy. = 13, rt5, &6,... . 
The normal closure N of K is obtained by adjoining a primitive 8th root 
of unity 7 = (1 + i)/2V2 to K, so N = Q(0, i, 2112) and N has degree 32 
over 69. Hence, by Theorem 1, v is a power of 2 (the possibility v = 1 is not 
ruled out). We will now show that I, = 28. 
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For this, we begin by computing coset representatives for the Galois 
group G = Gal(N 1 Q) module the subgroups H = Gal(N 1 K) and H’ = 
Gal(N / K’). Let L = Q(i, 21/2) and A = Gal(N / L). Then N = L . K and 
L n K = Q, and A is a normal subgroup of G. 
Let y, u, and T E G be automorphisms of N defined as follows: y fixes i 
and 21/2, and y(0) = 0 * 7, where 7 = (1 + i)/2112 is a primitive 8th root 
of unity; u fixes f? and i, and 0(2l/“) = -(2)1/2; T fixes 8 and 21i2, and 
I = --i. Then H = (u, T) and H’ = (y4u, T), and A = (y). The group H 
acts on A via ye = y5 and y* = y7, and G = (y, u, T) is the semidirect 
product of A by H. One checks easily that the powers p1 = 1, p2 = y,..., 
p8 = y7 simultaneously represent the cosets of G/H and of G/H’. 
Count the 32 elements of G as follows. 
g1 =I, g, = y . . . g, = Y’, 
ge = (39 g,, = yu . . . g1, = Y’U, 
g,, = 7, g,, = Y T  . . . gz, = Y'T, 
g,, = 07, g,, = YUT... g,, = $7. 
(37) 
Writing rj(i) = k when gjp,H = p,H and similarly n;(i) = k when 
gipiH’ = pmH’, we compute the following table: 
7((i) 
1 ,cj,<8 jsi-1 j+i-1 
9<j<16 j+Si-5 j + 5i - 1 
17 <,j < 24 j--i+ 1 j-i+1 
25 <,j<32 ,j + 3i - 3 .i + 3 + 1 
(38) 
in which the entries are to be computed modulo 8 to lie between 1 and 8, 
inclusive. 
We can now calculate the general form of matrices in A. These will be 
8 x 8 matrices, and the entry in position (s, t) coincides with the entry in 
position (rjs, r$) for any j = 1, 2 ,..., 32. The first row of the table above 
withj = 2 shows that any position (s, 2) is equivalent to the position (S + 1, 
t + 1). For j = 9, the table gives the equivalences (1, 1) - (1, 5) and 
(1, 3) - (1, 7), and j = 17 gives (1, 2) - (1, 8) and (I, 4) -(I, 6). It is 
easy to check that the positions (1, i) for i = 1, 2, 3, and 4 are inequivalent. 
Hence each matrix in JZ? has the form 










Note that each row of A is obtained from the previous row by permuting 
cyclically to the right. For a primitive 8th root of unity 7, let zli = 
($, gi,..., #. The complex eight-tuples vi are linearly independent eigen- 
vectors to the eigenvalues A, = A -t Bqi + Cvzi + D73i + Aq4i + Dq5i --1- 
Cqs” + BrlTi. The product of the hi is 
det M = 64(A + B + C + D)(A - B + C - D)(A - C)2 (B - D)“. (40) 
Upon substituting integers for A, B, C, and D, we see that this determinant 
is always divisible by 2*. Setting B = C = 1, D = 0, and A = - 1 produces 
a matrix T E A? with determinant -28. Hence 
v = 28. (41) 
The unit rank of K is 4. Thus by Theorem 4 we have h,, = 2i . h, with i 
lying between -20 and 20. But we can do a lot better. Observe that M is 
symmetric. Tn particular, M is normal (i.e., commutes with its transpose), 
and so A4(M) is also normal. From this, it follows that the norm I/ 114M/I 
is the biggest eigenvalue, which, again by normality, is the product of the 
four biggest eigenvalues of M. Let T be the matrix obtained from M by 
substituting B = C = 1, D = 0, and A = - 1, as above. Then the eigenvalues 
ofThaveabsolutevalueIX,/=IX,I=4,~h,I=jh,~ =2,andIXoddj =2. 
So Ij A4Tli = 2s. With this and the comments following Theorem 4, we have 
proved : 
THEOREM 7. Let 01 be any integer whose absolute value is neither a square 
nor twice a square, and let K = Q(o1118) and K’ = Q((1601)l/~). Then the class 
numbers of K and K’ are related by h,* = 2j * h, , with -6 < i < 6. q 
Remark added in proof: Don Zagier has observed that the methods of this paper fully 
suffice to obtain improved bounds on hx/h L’ in some cases. Take the standard homo- 
morphism from the unit group UK into & and embed & into [w” so that the composite 
is the map 8 10s of Eq. (13). This embedding identifies [w’ with the intersection of the 
subspace of I% fixed by D(g) with g = complex conjugation and the subspace of W 
whose coordinates sum to zero. Make the analogous construction starting with UK, . 
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With these identifications and with (9), it follows that the transformation M of Eq. (14) 




UK, --+ Iwr---.-sp 
with an integral r x r matrix MO. Following the proof of Lemma 6 with MO replacing M, 
we have I v,MO A ~~~Av,M,j = )detMoI.Io,h...hv,landhence 
R&UK) = I det MO I . RX. (42) 
For any nonsingular matrix M in -# we have 
(43) 
The numerator is 1 det MO 1 and the denominator is the index Z of ~MUK in UK* . With 
(18) this gives Z * h~/hx* = 1 det MO ]. Since Z is a natural number, it follows that for any 
prime p, the p-adic exponent a, of the class number quotient cannot exceed the p-adic 
exponent of 1 det MO I. With the symmetry of K and K: we have 
p’*~‘divides j det M0 1. (44) 
This not only implies that hx/h~, < I det MO I but also gives a way to compute reasonable 
bounds on each prime factor appearing in the quotient. Computing the matrices MO for 
the fields of Example 2, we obtain the following improvement to Theorem 7: 
THEOREM 8. Let K and K’ be as in Theorem 7. Then hK/hKe = zi with 
(il <4whencu> 0 and Iil<2whenu<O. q 
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