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The process of dissociative electron attachment (DEA) to molecules with several vibrational degrees of
freedom is usually treated in the approximation of the local potential for the description of the nuclear motion.
We develop the nonlocal complex potential theory to treat the dissociation dynamics when there is more than
one vibrational mode in the neutral molecule. We demonstrate the application of the multimode nonlocal theory
to a generic molecule of the type CY3 X , where Y denotes the H or F atom and X denotes the halogen atom, with
the inclusion of symmetric C–X stretch and CY3 deform (“umbrella”) vibrational modes. We present results for
the dependence of DEA cross sections on the electron energy and vibrational energy for the CF3 Cl molecule in
the two-mode approximation. The 1.5 eV peak in the DEA cross section is well described in the one-mode
approximation. However, inclusion of additional modes is required to explain the experimentally observed
low-energy peak in the DEA cross section at the vibrational temperature Tv = 800 K.
DOI: 10.1103/PhysRevA.102.022802

I. INTRODUCTION

Dissociative electron attachment (DEA) to molecules is an
important process in gaseous dielectrics and other environments, including excimer lasers, discharges used for etching,
the earth’s atmosphere, astrophysics, and radiation damage
[1–4]. The complexity in the interaction between the electron
and nuclear motions during a DEA process is what makes the
theoretical description of DEA challenging. Earlier theoretical
studies on DEA have mainly focused on simpler molecules
such as diatomics where the nuclear motion in the resonant
state is purely one dimensional. A lot of effort has recently
been made to include several vibrational degrees of freedom in
DEA [5–12]. All this work has been done in the framework of
the local approximation [13] or the boomerang model [14]. In
this model, the motion of the intermediate negative-ion state
is described by the Schrödinger equation with a local complex
potential whose imaginary part is responsible for the electron autodetachment. However, the exact potential describing
this motion is, in fact, a nonlocal energy-dependent operator
[15–17]. Nonlocal effects are important when the width of the
negative-ion resonance is large, for example in low-energy
DEA to the H2 molecule [17]. They are also crucial in the
description of threshold structures and vibrational Feshbach
resonances [18].
Due to the expensive computational work necessary to
obtain ab initio multidimensional complex potential-energy
surfaces (PES) and the solution of coupled Schrödinger equations for the nuclear motion, it is clear that the way to solve
DEA problems for molecules larger than triatomic is to make
further approximations in addition to the local approach. One
approach is to “freeze” all vibrational modes other than that
which is most important for the DEA process. Sometimes
this dominant mode can be associated with the reaction
2469-9926/2020/102(2)/022802(14)

coordinate, and then one-dimensional model for vibrational
dynamics can be justified. However, in many cases, this mode
cannot be identified and inclusion of several vibrational modes
becomes essential. Typical examples are DEA to CO2 [19]
and water [9,10] molecules. In other cases, although the mode
that is dominant in the DEA process can be identified, the
influence of other modes on the DEA dynamics is important.
We will consider a process of the type
e + AB(ν) → AB− → A(μ) + B− ,
where ν is the set of vibrational quantum numbers identifying
the initial state of the molecule AB, and μ is a set of vibrational
quantum numbers identifying the final state of the fragment A.
We assume that the anion fragment B− is atomic.
Typical examples are methyl halides and perfluoromethyl
halides. The process
e + CY3 X → CY3 X − → CY3 + X − ,

(1)

where X stands for a halogen atom, and Y for the H or
F atom, can be reasonably described by a model with one
active coordinate corresponding to the C–X stretch vibration
[20–22]. However, it was shown [11,12] that in the CF3 Cl
case, the symmetric deformation vibrations can strongly influence the dissociation dynamics. This was found by performing
local calculations for the processes of DEA and vibrational
excitation,
e + CF3 Cl(ν2 , ν3 ) → CF3 Cl− → CF3 (ν2 ) + Cl− ,
e + CF3 Cl(ν2 , ν3 ) → CF3 Cl− → e + CF3 Cl(ν2 , ν3 ).
Here, ν2 , ν3 stand for symmetric deformation vibrations (or
the so-called umbrella mode) and symmetric stretch C–Cl
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vibrations. Only one mode, in addition to the reaction mode
ν3 , was included.
The symmetry of the CF3 Cl molecule is described by the
C3v point group. The shape resonance at E = 1.8 eV driving
the low-energy DEA process has the A1 symmetry. Therefore,
the degenerate vibrations of the e symmetry, CF d-stretch
(ν4 ), CF3 d-deform (ν5 ), and CF3 rock (ν6 ) [23], can be
excited resonantly only in pairs. Conversely, if the molecule
is initially in a vibrationally excited state of the e symmetry,
the direct electron capture into the resonant state of the A1
symmetry is possible only from a doubly excited state. We
can also assume that the symmetric CF stretch vibration (ν1 )
is unlikely to be excited as the C–F bond length in CF3 Cl, 1.34
Å [24], is very close to that of the anion (1.37 Å [24]) and the
free radical CF3 (1.32 Å [25]). Accordingly, we can assume
that initial excitation of the symmetric C–F stretch does not
substantially influence the DEA process. These assumptions
are also justified by experimental results [26] showing a strong
electron-impact vibrational excitation of ν2 and ν3 modes
via the low-energy A1 resonance, while the other vibrational
modes were not significantly excited.
Inclusion of additional vibrational modes in the theoretical
description of DEA to molecules of type CY3 X is of interest
for two major reasons. First, inclusion of the ν2 mode in
DEA calculations of DEA to CY3 X provides the internal
energy of the CY3 radical. This energy can be influenced
by the interaction of final-state products, CY3 and X− , or
by a significant Franck-Condon factor for the transition between the initial CY3 X state and the antibonding CY3 X −
state leading to an excited CY3 fragment. Only indirect experimental information on the product energy distribution
involving attachment of Rydberg electrons to CH3 I, CF3 I,
and CF3 Br is available [27–30]. The second reason to include
additional vibrational modes in DEA is the strong sensitivity
of the DEA cross section to the initial vibrational state of
the target molecule. Previous DEA calculations in a onemode approximation for methyl halides [21,22,31,32] have
explained well the observed temperature dependence of the
DEA cross section for these compounds. However, the situation is somewhat different with perfluoromethyl halides.
The one-mode approximation for CF3 Cl [20,33] could not
describe well the observed low-energy peak in the DEA cross
section at the vibrational temperature Tv = 800 K [34]: the
calculated peak is too narrow compared to the experiment. It
looks like the theoretical cross section at low electron energies
is not growing fast enough with the vibrational energy. For
the CF3 Br, the same pattern was noticed [35]: the rate of
DEA calculated with one-mode approximation results in a
slower growth at high vibrational temperatures compared to
the experimental observations. This suggests that the excited
vibrational modes other than C–Cl stretch in perfluoromethyl
halides are important, perhaps because at a given vibrational
temperature they are more populated than in methyl halides.
Since these strong vibrational temperature effects occur at
low electron energies, where the local approximation fails, the
nonlocal theory is needed to describe these peaks.
The goal of the present paper is to give a general formulation of the nonlocal DEA theory for molecules with more
than one vibrational degree of freedom and to demonstrate
this theory for a model molecule of the type CY3 X with

inclusion of two vibrational degrees of freedom. We concentrate on the nuclear dynamics and are not concerned with
the accurate calculation of complex potential-energy surfaces.
Several previous calculations of DEA to the CF3 Cl molecule
[11,12,20,33,36] used different approaches to calculate the
molecular wave function; nevertheless, the initial potentialenergy curve or surface is similar in all calculations. This
shows that the accuracy of the electronic part of the problem
in the calculation of the neutral surface does not significantly
affect the DEA result. Note that although Hartree-Fock calculations become inaccurate with increasing internuclear separation, the potential curve or surface is usually adjusted in this
case to reproduce the correct dissociation limit. To illustrate
our method, we use previously obtained model surfaces for
CF3 Cl which are parametrized in an analytical form that is
convenient for calculations.
In the present work, we will explore a completely quantum
version of the nonlocal theory. We use the stationary approach
as opposed to the wave-packet propagation method widely
used in local calculations [5–10]. Both methods have their
own advantages. We believe that the stationary approach is
somewhat better suited for nonlocal calculations employing
the Green’s function method. The organization of the paper
is as follows. Sections II–IV will provide the theoretical
description of the multimode theory and Sec. V will briefly
detail the parametrized potential-energy surfaces used in our
calculations. Finally, in Sec. VI, we apply the general formulation to DEA from the CF3 Cl molecule and present the results
for cross sections. Atomic units are used throughout the paper
unless stated otherwise.
II. COORDINATES AND HAMILTONIAN

We start with a general case describing a polyatomic
molecule with N vibrational degrees of freedom, but, as we
go along, we will be introducing several approximations that
are appropriate to DEA to a generic CY3 X molecule.
We first use the Born-Oppenheimer approximation, allowing us to describe nuclear motion in terms of the potentialenergy surface U 0 . In addition, we assume a fixed orientation
of the molecule in the initial state, so that the Hamiltonian of
the system in the initial state can be written as
Hi = HM (p1 , . . . , pN , q1 , . . . , qN ) + He (r, q1 , . . . , qN ),
where q1 , . . . , qN are internal vibrational coordinates for the
neutral molecule, p1 , . . . , pN are conjugated momenta, and
r is the position vector of the active electron. The electron
Hamiltonian He can be written as
He = Te + V (r, q1 , . . . , qN ),
where Te is the electron kinetic energy, and V (r, q1 , . . . , qN )
is the electron interaction with the molecule. We assume
one-electron approximation by effectively incorporating all
interactions, including exchange and correlation, into V . The
Hamiltonian of the molecule HM is
HM = TM (p1 , . . . , pN ; q1 , . . . , qN ) + U 0 (q1 , . . . , qN ),
where U 0 is the potential-energy surface for the ground electronic state. The eigenvalues of the operator HM are ν , where
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ν = {ν1 , . . . , νN } is the set of vibrational quantum numbers
for the neutral molecule.
The final-state Hamiltonian is represented in the form
HI = T (Pr , P1 , . . . , PN−1 ; Qr , Q1 , . . . , QN−1 )
+ U − (Qr , Q1 , . . . , QN−1 ),

(2)

where Q1 , . . . , QN−1 are vibrational coordinates of the products, and P1 , . . . , PN−1 , are corresponding conjugated momenta, Qr , Pr are the reaction coordinate and conjugated momentum, and U − is the anion diabatic potential as a function
of coordinates Q. We assume that at Qr → ∞, HI can be
separated as
HI = Trel (Pr , Qr ) + Tp (P1 , . . . , PN−1 ; Q1 , . . . , QN−1 )
+ U − (∞, Q1 , . . . , QN−1 ),
where Trel is the kinetic energy of the relative motion, and Tp
is the vibrational kinetic energy of the products. Generally,
rotational coordinates should be included as well because the
internuclear axis can start rotating as a result of dissociation.
However, assuming a symmetric dissociation of the type
relevant to reaction (1), we neglect the rotational effects.
Hamiltonian (2) is Hermitian and does not allow for
electron autodetachment. To incorporate it into the theory, we need to include coupling with the electron continuum. This can be done by the projection operator method
[15], configuration-interaction method [16], or the R-matrix
method.

R-function R(q). This is a typical assumption used in most
DEA calculations. However, for calculation of the angular
distribution of the products, the theory should be developed
further to include several angular modes [38,39].
In the resonance approximation, we keep one pole term of
the R-matrix expansion plus a background term Rb independent of q [37],
R(q) =

γ 2 (q)
+ Rb (Ee ),
E1 (q) − Ee

where γ (q) is the R-matrix surface amplitude, E1 (q) is the first
pole corresponding to the negative-ion resonance, and Ee is
the electron energy. To include vibrational motion, we replace
E1 (q) by the Hamiltonian for the anion motion [37,40], so that
the R function becomes an operator,
R(q) = γ (q)[HI − E ]−1 γ (q) + Rb (E ),

(3)

where E is the total energy of the system, including the
vibrational energy, and HI is the negative-ion Hamiltonian.
To incorporate the outgoing-wave boundary conditions in
the dissociating channel, we add to energy E in Eq. (3) an
infinitesimal iη and represent the Hamiltonian HI in the finalstate form given by Eq. (2).
Next we solve the equation for the S operator by substituting Eq. (3) into the basic equation of the R-matrix theory
and using the representation of vibrational eigenstates of the
neutral molecule,

du 
(4)
u=R  ,
dr
r=r0

III. RESONANCE R-MATRIX THEORY

The resonance R-matrix theory of DEA [37] is completely
equivalent to the nonlocal complex potential theory, and was
used before [20] for calculation of DEA to CF3 Cl in the
one-mode approximation. Since this version is convenient
for model calculations, we will extend it to the multimode
version.
Employing the Born-Oppenheimer approximation, we start
by writing the Schrödinger equation for the electron motion
with fixed nuclear coordinates,
He  = Ee ,
where Ee is the electron energy. In the one-electron approximation, the solution , after its expansion in spherical
harmonics, can be represented by the Lmax × Lmax matrix
ψlml  m (r, q1 , . . . , qN ), where Lmax is the maximum number of
angular momentum channels lm included in the expansion of
the wave function for a given symmetry of the negative-ion
resonance. We then introduce the R-matrix sphere of radius r0 ,
outside of which only long-range interactions are important.
The R matrix can be written as
 

dψ −1 
R(q) = ψ
 ,

dr

where u is the matrix of electron radial wave functions at r >
r0 ,
u = u− − u+ S,
where u± are matrices with the asymptotic form
±
−1/2 ±i(kν r−lπ/2)
uνν
e
δνν  ,
 ∼ kν

where kν are electron wave numbers in the corresponding vibrational channels, kν2 = 2(E − ν ), and ν are energy eigenstates for the neutral molecule. In accordance with the oneangular-mode approximation, we will assume from now on
that u, u± , and S are diagonal in lm, and R in Eq. (3) has
only one nonzero matrix element for l = lr , m = mr , where
lr , mr are angular momentum and its projection dominating
the resonance scattering.
Solving Eq. (4) leads to the following representation for
the S operator [41,42]:
S=

ũ−
2i
1
− + γ (E − HI − F )−1 γ + ,
+
ũ
ũ
ũ

where
ũ± = u± (r0 ) − Rb

(5)


du± 
,
dr r=r0

r=r0

where q represents the totality of all vibrational coordinates of
the target q1 , . . . , qN .
Turning now to the resonance theory, we assume for simplicity that only one angular mode dominates the resonant
scattering, so that the R matrix is reduced to one element,

F = −γ Lγ ,

(6)

and L is an operator function of E − HM with the eigenvalues

1 duν+ 
Lν = +
.
ũν dr r=r0
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Note that the operator (6) appears in the earlier theory [13]
based on Siegert states. Equation (5) is equivalent to the Nesbet’s energy-modified adiabatic approximation [43], whereby
the energy Ee in S(Ee , R) is replaced by the operator E − HM .
Nesbet then used matrix elements of S for the calculation
of vibrational excitation. We will go one step further by
expressing the Hamiltonian for the nuclear motion in terms
of the operators entering Eq. (6).
Compare Eq. (5) with the standard expression for the S
matrix in the approximation of an isolated resonance:
S = Sb − 2π i

V ×V
,
E − ER + i /2

where Sb is the background term, V is a column of partial
capture amplitudes, the × sign denotes the direct product, ER
is the resonance energy, and is the resonance width.
It is clear now that the partial capture amplitude can be
obtained as
γ
V = 1/2 + ,
(7)
π ũ
and the resonance energy and width can be expressed through
the real and imaginary parts of the operator HI + F . This
operator can be considered as a modified Hamiltonian for the
nuclear motion, which takes into account the autodetachment
width. The corresponding wave function can be obtained by
solving the Schrödinger-type equation,
(HI + F )

(+)
μK (Qr , Q)

=E

(+)
μK (Qr , Q),

(8)

with the plane plus outgoing-wave boundary condition in
coordinate Qr , where the symbol Q represents the set of
variables {Q1 , . . . , QN−1 }, K the final-state wave vector, and
μ the set of vibrational quantum numbers of the fragments in
the final state. For example, in the case of DEA to CF3 Cl,
this will be the vibrational number of the umbrella state
in the CF3 radical. Equation (8) is equivalent to the basic
equation of the nonlocal complex potential theory. Function
(+)
μK (Qr , Q) is normalized to the δ function of energy with
E = K 2 /2M, where M is the reduced mass of the products
and K is their relative momentum. Then the DEA cross section
can be written as [17]

2

4π 3 
(+)
σμν = 2  dQr dQ μ−K (Qr , Q)V (q)ζν (q) , (9)
kν
where |ν = ζν (q) is the initial state of the neutral molecule,
and kν is the electron momentum in the initial channel. Note
(+)
(−)∗
that μ−K
= μK
, even for scattering by a complex potential
(−)
(+)∗
[44], although the function μK
= μ−K
is no longer a solution of the Schrödinger equation with the original potential. If
we are not interested in the angular distribution of the DEA
products, there is no need to specify the direction of K, and
(+)
(+)
μK . From now on, we will
μ−K can be simply written as
also be omitting the superscript (+).
To solve Eq. (8), we rewrite it in the integral form

(Q
,
Q)
=
χ
(Q
,
Q)
−
GE(+) (Qr , Q, Qr , Q )(γ Lγ )
μK
r
μK
r
× (Qr , Q )





μK (Qr , Q )dQr dQ ,

(10)

where χμK (Qr , Q) is the solution of the Schrödinger equation
with the local potential U − (Qr , Q), and GE(+) (Qr , Q, Qr , Q )
is the Green’s function for the same equation with the
outgoing-wave boundary condition. (Note that here we use
the more conventional definition of the Green’s operator,
GE(+) = (E + iη − H )−1 , which has the opposite sign to that
used in Ref. [37].) Although the functions χμK (Qr , Q) and
μK (Qr , Q) represent the final state, it is convenient to treat
them as Dirac kets.
Multiply now Eq. (10) by the Dirac bra ν|γ , where |ν is
the initial vibrational state, and introduce capture amplitudes
xνμ (E ) = ν|γ |χμK ,

(11)

yνμ (E ) = ν|γ |

(12)

μK .

Then this equation can be converted into a system of linear
algebraic equations for the amplitudes yνμ (E ),
yνμ (E ) = xνμ (E ) −



ν|γ G(+) γ |ν  Lν  yν  μ (E ).

(13)

ν

Strictly speaking, the sum over vibrational states should also
include integration over the vibrational continuum. In the onedimensional case, this problem can be solved either by employing the Lanczos basis [17] or by using the quasiclassical
representation of the Green’s operator [45]. However, in the
multidimensional case, this task is much more challenging.
Our previous calculations showed that for heavy molecules,
when the density of the vibrational states is high, the influence
of the vibrational continuum is insignificant, and therefore we
neglect it in the present paper. Using Eq. (9) and the connection between R-matrix surface amplitudes γ and capture
amplitudes, given by Eq. (7), we can calculate the DEA cross
section from the vibrational state ν with the formation of the
products in the state μ as


4π 2  yνμ (E ) 2
σνμ (E ) = 2  +  .
kν
ũν

(14)

Generally, for the calculation of amplitudes yνμ (E ), it is
necessary to express coordinates q in terms of Q, but in some
symmetric situations this is a simple task. For example, in
DEA to CY3 X, we take
q1 = R, q2 = r, Qr = R + ηr, Q1 = r, η =

3mY
,
mC + 3mY

where R is the C–X distance, and r is the perpendicular
distance between C and the plane formed by the three Y atoms.
The C–Y bond length is kept fixed in the calculations. The
X–C–Y angle can also be used as the second variable instead
of r. However, it is more convenient to use r in calculations,
as was done in Ref. [11]. Accordingly,
q1 = Qr − ηQ1 , q2 = Q1 .
From now on, we will be assuming that the Jacobian of the
transformation from q to Q coordinates is 1.
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boundary condition)

IV. CAPTURE AMPLITUDES AND THE GREEN’S
FUNCTION


1 d2
−
 −
G
[Uμμ
 (Qr ) + (μ − E )δμμ ]Gμ μ
μμ
2M dQr2
μ

For the functions entering Eq. (10), we have
(E − HI )χμE (Qr , Q) = 0,

(15)

= δ(Qr − Qr )δμμ .

The function Gμμ (Qr , Qr ) can be written in the following
matrix form:

(E − HI )GE(+) = δ(Qr − Qr )δ(Q − Q ).
Expand now χμE (Qr , Q) in eigenstates of the Hamiltonian of
the products
Hp = Tp (P; Q) + U − (∞, Q),

(16)

Hp φμ (Q) = μ φμ (Q).

(17)

defined as

The expansion has the form
χμE (Qr , Q) = N


μ

ψμ(r) μ (Qr )φμ (Q),

iG(Qr , Qr ) = ψ (+) (Qr )ψ (r)T (Qr )η(Qr − Qr )
+ ψ (r) (Qr )ψ (+)T (Qr )η(Qr − Qr ),

are coefficient functions regular at the origin,
where
and N is the normalization constant. We will assume now that
the kinetic energy of the relative motion of the products is
given by
1 d2
,
2M dQr2

where M is the reduced mass of the products. Then the
functions ψμ(r) μ (Qr ) satisfy the following equations:

1 d
μ −
ψ
[Uμ− μ (Qr ) + (μ − E )δμ μ ]ψμ μ = 0,
μ
2M dQr2

μ
2

1
ψ (+) ∼ √ eiKQr .
v


=

φμ (Q)[U − (Qr , Q) − U − (∞, Q)]φμ (Q)dQ.
(20)

We require ingoing and outgoing fluxes to be unity in each final channel, which leads to the following asymptotic behavior
of ψμ(r) μ (Qr ):
e−iKμ Qr
eiKμ Qr
ψμ(r) μ (Qr ) ∼ δμ μ √
− √
Sμ μ ,
vμ
vμ

eiKμ Qr
Gμμ (Qr , Qr ) ∼ √ ψμ(r) μ (Qr )
i vμ

GE(+) (Qr , Q, Qr , Q ) ∼

 eiKμ Qr (r)


√ ψμ μ (Qr )φμ (Q)φμ (Q ).
i
v
μ
μμ
(28)

Then, in the same limit,
Xν (Qr , Q) ∼

 eiKμ Qr
√ φμ (Q)
i vμ
μ μ

× ψμ(r) μ (Qr )φμ (Q )γ (q )ζν (q )dQr dQ

or
Xν (Qr , Q) ∼

μμ

(27)

and

N = (2π )−1/2 .
Expand now the Green’s function GE in (real) eigenstates of
Hp,

GE(+) (Qr , Q, Qr , Q ) =
φμ (Q)Gμμ (Qr , Qr )φμ (Q ),

(26)

at Qr → ∞. Then,

(21)

where Sμ μ is the scattering matrix, Kμ is the asymptotic momentum for the relative motion in channel μ, and vμ = Kμ /M
is the relative velocity in channel μ. Since Eq. (14) assumes
(+)
that μK
(Qr , Q) is energy normalized, we also obtain

(25)

According to the standard definition of the S matrix, ψ ±
solutions are normalized to the unit flux in each channel.
Equation (24) was used in Ref. [11] without derivation. We
give the derivation in the present paper in Appendix B.
Look now at the asymptotic behavior of the integral,

Xν (Qr , Q) = GE(+) (Qr , Q, Qr , Q )γ (q )ζν (q )dQr dQ ,

(19)
−
Uμμ
 (Qr )

(24)

where the superscript T denotes the transposition, η(x) is
the step (Heaviside) function, and ψ (r) , ψ (+) are matrices of
the solutions of the corresponding homogeneous equations
[Eq. (23) with zero right-hand side]. The asymptotic behavior
of ψ (r) is given by Eq. (21), and ψ (+) behaves as the outgoing
wave,

(18)

ψμ(r) μ (Qr )

Tr = −

(23)

√  eiKμ Qr
2π
√ φμ (Q)
i vμ
μ

× χμE (Qr , Q )γ (q )ζν (q )dQr dQ ,

or, using Eq. (11),

(22)
where the matrix Green’s function Gμμ (Qr , Qr ) is the solution of the system of equations (with the outgoing-wave
022802-5
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Using the completeness of the set φμ (Q), we conclude


iKμ Qr
2π /vμ e
xνμ = i Xν (Qr , Q)φμ (Q)dQ,

2π /vμ eiKμ Qr xνμ = i



φμ (Q)GE(+) (Qr , Q, Qr , Q )

× γ (q )ζν (q )dQr dQ dQ.

(29)

Therefore, calculation of the zero-order capture amplitude xνμ
is reduced to the calculation of a 2N − 1-dimensional integral
containing the Green’s function at large Qr and matching the
result to the left-hand side of Eq. (29). Although in quantum
calculations the capture amplitude can be evaluated directly
from Eq. (11), representation (29) is useful for semiclassical
calculations involving a semiclassical Green’s function. The
matrix elements of the Green’s function are reduced to calculation of the 2N-dimensional integral,

ν|γ GE(+) γ |ν   = ζν (q)γ (q)GE(+) (Qr , Q, Qr , Q )
× γ (q )ζν  (q )dqdq .

FIG. 1. Internal coordinates of the CY3 X molecule. R is the
distance between the C and X atoms; r is the distance between the
C atom and the plane formed by three Y atoms.

(30)

Using Eq. (22), we can rewrite Eq. (30) as
ν|γ GE(+) γ |ν  

=
λμν (Qr )Gμμ (Qr , Qr )λμ ν  (Qr )dQr dQr , (31)
μμ

where


λμν (Qr ) =

φμ (Q)γ (Qr , Q)ζν (q)dQ.

(32)

We can also use Eq. (11) to find the capture amplitude as

1 
xνμ (E ) = √
(33)
ψμ(r) μ (Qr )λμ ν (Qr )dQr ,
2π μ
which agrees with the Green’s function representation (29).
To construct the matrix Green’s function, Gμμ (Qr , Qr ), we
need to obtain matrices of regular and outgoing-wave solutions, ψ (r) and ψ (+) . To find the ψ (r) matrix, we first integrate
outward the homogeneous coupled equations with regular
boundary conditions at the origin and form a corresponding
square matrix ψ (a) . At some intermediate distance Qr0 , we
match this matrix with the matrix ψ (r) satisfying the required
boundary conditions at Qr → ∞,
ψ (a)C = ψ (−) − ψ (+) S at Qr = Qr0 ,

(34)

and a similar equation for derivatives, where C is a matrix
of coefficients which should be determined, together with the
S matrix, from matching conditions. Solutions ψ (±) are obtained by the inward integration of the coupled homogeneous
equations from the asymptotic region to Qr = Qr0 . Since
exponentially growing solutions in the closed channels are
unphysical, matrices C, ψ (−) and S in Eq. (34) are rectangular,
with Nμ rows and No columns, where Nμ is the total number
of product channels and No is the number of open channels.
After S and C are found, ψ (r) is calculated as ψ (a)C. The
computational scheme is described in Appendix A for the
generic case of a CY3 X molecule.

V. MODEL POTENTIAL-ENERGY SURFACES AND
R-MATRIX SURFACE AMPLITUDE

For a molecule of the type CY3 X, we use the following
two-dimensional (2D) model potential surfaces, which are
functions of the internuclear separation of C−X (= R) and
C−Y3 (= r) [46], as shown in Fig. 1:

0
0
(R) + 21 k 0 + ke0 − k 0 e−η (R−Re )
U 0 (R, r) = U1D

0
2
× r − re0f − re0 − re0f e−κ (R−Re ) , (35)

−
U − (R, r) = U1D
(R) + 21 k 0 + ke − k 0 e−η(R−Re )

2
× r − re0f − re − re0f e−κ (R−Re ) , (36)
where U 0 (R, r) and U − (R, r) are neutral and anion potential
surfaces. At the equilibrium value of R, R = Re , the neutral and anion potentials are reduced, up to some additive
constants, to harmonic potentials ke0 (r − re0 )2 /2 and ke (r −
re )2 /2, respectively. As R → ∞, the neutral and anion potentials reduce to their (identical) harmonic-oscillator limit
k 0 (r − re0f )2 /2, where k 0 and re0f are the force constant and
equilibrium C–Y3 separation at R → ∞. The potential curves
depending on R only are given in terms of the 1D Morse
potentials,
0
(R) = A(e−α(R−Re ) − 1)2 ,
U1D

(37)

−
(R) = Be−2β(R−Re ) − Ce−β(R−Re ) + D.
U1D

(38)

We use the following parametrization for the R-matrix surface
amplitude [20] for both 1D and 2D calculations:
a1
γ1D (R) = a0 + −ζ (R−R )
.
(39)
e + a
e
2
For
the
values
of
the
parameters,
i.e.,
A, B, C, D, α, β, a0 , a1 , a2 , and ζ in Eqs. (37)–(39), we
use the data given in [20] (model 2). The parameters entering
Eqs. (35) and (36) were fit to reproduce potential surfaces
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TABLE I. Parameters of the potentials (35)–(38) and surface
amplitude (39).
Parameter
A
B
C
D
α
β
k0
ke0
ke
η0

Value (a.u.)

Parameter

Value (a.u.)

0.1382
0.0928
0.009
−0.011
0.8507
0.82
0.2910
0.5595
0.5595
0.7720

κ0
η
κ
Re
re0
re0f
re
a0
a1
a2 , ζ

0.6630
0.6881
0.4913
3.324
0.8766
0.762
0.8766
0.08
0.102
0.3, 3.8

obtained in Ref. [11]. In the 2D case, the r dependence of γ is
neglected. Obtaining such dependence from ab initio methods
lies beyond the scope of the present work and we restrict
ourselves to using Eq. (39) in all our quantum calculations.
The decay width is still dependent on the umbrella motion
through the logarithmic derivative L in Eq. (6). In Table I,
we present the numerical values of potential parameters and
surface amplitude parameters used in the present calculations.
Figure 2 shows the 1D neutral and anion curves, and 1D
cuts of the 2D potential surfaces which are given by Eqs. (35)
and (36).
The total kinetic energy of the nuclear motion in terms of
the internal coordinates R and r has the form [46]
T (R, r) = 21 μ1 Ṙ2 + 21 μ2 ṙ 2 + μ3 Ṙṙ,
where
μ1 =

Vibrational mode

Present work

Observed

ν2
ν3 , 2ν3
ν2 + ν3
ν2 f

775.5
468.9, 937.8
1244.4
701.0

783.5 [47]
476.9, 953.9 [47]
1259.3 [47]
701 [48]

where θ is the equilibrium angle of the X–C–Y bend. mC , mX ,
and mY are the masses of the C, X, and Y atoms, and mt is the
total mass. Terms in the kinetic energy can be decoupled by
introducing the reaction coordinate given by [46],
ρ = R + ηr, η =

3mY
.
mC + 3mY

(41)

The kinetic-energy term now reduces to
T (ρ, r) = 21 μρ ρ̇ 2 + 21 μr ṙ 2 ,

(42)

where μρ ≡ M (the reduced mass of the products) is the mass
corresponding to the motion in the reaction coordinate ρ, and
μr is the mass corresponding to the umbrella motion of the
CY3 radical,
μρ =

(40)

mX (mC + 3mY )
; mt = mC + mX + 3mY ,
mt

mX (mC + 3mY )
,
mt


μr = 3mY cot 2 θ +


mC
.
mC + 3mY

The two normal modes of the vibrations in the ground state
and weakly excited states of the neutral molecule can be
obtained from the harmonic approximation to the potential in
Eq. (35). The exact eigenstates and eigenenergies of the target
molecule can be found by diagonalizing the Hamiltonian
HM = T + U 0 (ρ, r) in a suitable basis. In the present calculations, the basis is chosen as products of the eigenfunctions of
the 1D harmonic Hamiltonians corresponding to the independent motion along the ρ and r coordinates. Table II gives the
vibrational frequencies ω2 (CY3 s-deform or “umbrella”), ω3
(C–X s-stretch), and two overtones, and compares them with
the experimental frequencies. The vibrational frequency ω2 f
of the free CY3 radical is also listed. More vibrational levels
are shown in the diagram of Fig. 3. For higher states, normal
modes mix and cannot be identified as pure s-deform and C–X
s-stretch.



mC + mX
2
,
μ2 = 3mY cot θ +
mt
μ3 =

TABLE II. Vibrational frequencies (in cm−1 ) calculated using the
model potential-energy surface. For comparison, the observed values
for CF3 Cl molecules are also presented.

3mY mX
,
mt

VI. RESULTS AND DISCUSSION
A. 1D approximation

0
FIG. 2. (a) Plots of 1D neutral and anion potential curves U1D
−
and U1D , respectively, are compared with the corresponding 1D cuts
of the 2D potential surfaces, U 0 (R, r) and U − (R, r), along a fixed
C−Y3 separation. (b) 1D cuts of the neutral and anion surfaces along
the equilibrium C–X separation: Re .

Figures 4 and 5 show a sample calculation of the capture
amplitude and the matrix elements of the Green’s function in
the one-mode approximation. In the one-mode approximation,
equations involve only the R coordinate, while the second
coordinate r is kept fixed. The quantum results are obtained
using the equations in Sec. IV. The corresponding quasiclassical results are obtained by using the expressions derived
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FIG. 5. Comparison of the (a), (c) real and (b), (d) imaginary
parts of the quantum and quasiclassical (QC) matrix elements of
γ G(+) γ , given by Eq. (30), as functions of the incident electron
energy.

FIG. 3. Vibrational level diagram. In the harmonic approximation, the states are labeled (n2 , n3 ), with corresponding energies
(n2 + 1/2)ω2 + (n3 + 1/2)ω3 . For higher states, the ν2 and ν3 modes
start to mix.

FIG. 4. Comparison of the (a) real and (b) imaginary parts of
quantum and quasiclassical (QC) capture amplitudes to the ground
state, as a function of the incident energy.

in Refs. [45,49]. In the quasiclassical approach [37,45], solutions to the Schrödinger equation for the nuclear motion
are obtained using the WKB method. All integrals involving
calculation of capture amplitudes and matrix elements of
the Green’s function are calculated by the stationary phase
method corresponding to the Franck-Condon principle.
DEA cross sections obtained from the 1D capture amplitudes and matrix elements are shown in Fig. 6. The peak value
of the quantum cross sections is higher than the previously
published quasiclassical results [20]. This difference can be
attributed to the difference in the matrix elements shown

FIG. 6. Temperature-averaged DEA cross section vs the incident
electron energy. Present quantum calculations are compared with the
experiment [34] and previous 1D quasiclassical calculations [20].
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FIG. 7. Comparison of the (a) real and (b) imaginary parts of
the ground-state matrix element of γ G(+) γ , given by Eq. (30), as
functions of electron energy. Convergence of the matrix element is
achieved by increasing the number of final umbrella channels.

in Fig. 5. With regard to comparison with experiment [34],
our results are not qualitatively different from the previous
calculations: they show good agreement with experiment at
T = 300 K, but the low-energy peak at T = 800 K is too
narrow compared with experiment. Note that there are two
more measurements [50,51] at room temperature. Both exhibit
the same shape in dependence of the cross section on electron
energy, but whereas the absolute value of the peak in [50] is
about the same as in [34], Aflatooni and Burrow’s [51] value
is substantially lower, about 1.5 × 10−18 cm2 .
B. 2D approximation

In the two-mode calculation of the exact matrix elements,
both regular and irregular solution matrices (ψ (r) and ψ (+) )
of the homogeneous coupled-channel equations are required
in the full integration range of ρ. The method of computing
the regular solution is given in Sec. IV and is similar to
the description given in Ref. [11]. In the present calculation,
the irregular solution must also be integrated inward from the
asymptotic region deep into the classically forbidden region.
Since the solutions of the coupled equation [Eq. (19) in
Sec. IV] grow exponentially in the closed channels, the solutions become numerically unstable as the number of closed
channels increases. Therefore, especially for low electronimpact energies, it is important to maintain the stability and
linear independence of the solutions with respect to the increasing number of open and closed channels. If present, these
instabilities could cause small wiggles in the final results. In
the present nonlocal calculations, we use about six or seven
open channels, including only one closed channel, and do
integration with a small step size (h ≈ 10−4 a.u.) to avoid
the numerical instabilities and obtain convergent results. In
the two-mode version of the local theory, Tarana et al. [12]
employed the exterior complex scaling (ECS) method with a
discrete-variable representation (DVR) basis [52] to generate
stable solutions of the multichannel problem. Figure 7 shows
the matrix element (γ G(+) γ )00 . The convergence is reached
when the final number of umbrella channels (μmax + 1) is increased beyond two, where μmax is the maximum vibrational
quantum number for umbrella motion.

FIG. 8. (a) Temperature-averaged DEA cross section at Tv =
300 K. Quantum 2D cross sections summed over two (2D-2c),
four (2D-4c), and six (2D-6c) umbrella channels are compared with
the results of the 1D approximation. The solid triangles are the
experimental data [34]. (b) The same as in (a), but for the temperature
Tv = 800 K.

The temperature-averaged cross sections are obtained by
using a 200 × 200 matrix Green’s function. In Fig. 8, we show
the temperature-averaged DEA cross sections summed over
two, four, and six final umbrella channels. At 300 K, the peak
in the 2D cross section summed over all channels (up to six) is
significantly higher than the 1D results. The same difference
was previously reported in the local calculations [11]. With
more accurate PES for CF3 Cl, Tarana et al. [12] obtained
close agreement between the 1D and 2D cross section in the
local approximation. At vibrational temperature Tv = 800 K
and low electron energies, our present 2D nonlocal results
agree much better with experiment than 1D cross sections.
The cross sections summed over two umbrella channels are
in better agreement with the experimental data at both 300
and 800 K temperatures than those summed over six umbrella
channels. This seems to be an artifact of our calculation due to
model potential-energy surfaces. A comparison of local with
nonlocal DEA cross sections in the one-mode approximation
is given in Ref. [53], where it shows an excellent agreement
between the two approaches in the shape resonance region.
However, the local approximation fails for low electron energies [38,54] and no previous local calculations are available
for CF3 Cl for energies below 0.5 eV.
Figure 9 shows the DEA cross section for each final
umbrella channel. In the given incident electron energy range,
results show that most of the free CF3 radicals produced are in
the vibrationally excited states, with the highest population at
μ = 3. This is somewhat different from the local results [11],
which exhibit the highest cross section for μ = 2. However,
the peak values for μ = 2 and μ = 3 in the local calculations
are very close to each other.
In Fig. 10, we show how the DEA cross section varies as
a function of energy when the target molecule is prepared in
low excited states including a mixture of C–Cl stretch and CF3
umbrella motion. As can be seen in Fig. 10, the resonance
peak in the DEA cross section shifts towards low energies
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FIG. 11. DEA cross section as a function of vibrational energy
for the incident electron energies (a) Ee = 0.1 eV and (b) Ee =
0.4 eV. The present 2D quantum results are compared with the 1D
quasiclassical results [20].

FIG. 9. DEA cross sections for different final vibrational states
of the fragment CF3 .

when the target molecule is in an excited state. We can also see
a significant growth of the cross section with the vibrational
energy. It is remarkable that the (ν2 , ν3 ) = (1, 0) cross section
is higher than the (ν2 , ν3 ) = (0, 1) cross section in spite of the
fact that the ν3 mode corresponds to the reaction coordinates.
This indicates the strong dependence of the DEA cross section
on the available vibrational energy. To demonstrate this more
explicitly, we fix the incident electron energy and calculate
the DEA cross section as a function of the vibrational energy.
The result is shown in Fig. 11 for two fixed electron energies,
Ee = 0.1 and Ee = 0.4 eV. For low vibrational temperatures
(<1000 K), the two-mode DEA cross section is seen to be
higher than the one-mode cross section. As the vibrational

FIG. 10. DEA cross section for the target molecule in a specific
excited state ν = (ν2 , ν3 ) with (a) for (0, 0), (0, 1), (1, 0) and (b) for
(0, 2), (1, 1) states, respectively.

temperature increases, the two-mode cross section more or
less follows the trend in the one-mode results, but exhibits
dips at certain vibrational energies, whose meaning will be
discussed in the next section.
C. The role of dimensionality in the temperature dependence of
DEA cross sections

Inclusion of extra vibrational degrees of freedom can influence DEA cross sections in different ways. For example,
two-dimensional calculations of DEA to CF2 [7], without
inclusion of bending vibrations, produce a relatively high
value of the peak cross section. However, when the bending
mode is added, the cross section drops. Bending does not
lead to dissociation and when the wave packet spreads in that
dimension, it can only autodetach.
In another case, i.e., DEA to the acetylene [5], in the oneand two-dimensional calculations, the cross section is small
due to the barrier that exists if the molecule is not allowed to
bend. When the bend is included, the cross section increases
by almost two orders of magnitude and compares well with
experiment.
The present case is different from those discussed above.
First, we have to separately consider two electron-energy
regions: the first below Ee = 0.5 eV, where the dependence
of the DEA cross section on vibrational energy is strong, and
the second region in the vicinity of the Ee = 1.5 eV peak,
whose position is redshifted relative to the position of the A1
resonance due to the survival factor [15]. The enhancement of
the cross section in the second energy region is most likely an
artifact of our calculations due to the model potential-energy
surface, as discussed in Ref. [11]. However, the enhancement
of the low-energy peak at vibrational temperature Tv = 800 K
is due to the growth of the DEA cross section with vibrational
energy, and can be explained by the following statistical
considerations.
When Tv grows, more vibrational states become populated.
In the one-mode approximation model, the number of vibrational states within a certain energy interval is very limited,
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but it grows when more vibrational modes are included. These
vibrational modes are not necessarily related directly to the
dissociative motion in the final state. However, during the
electron capture, the energy associated with one particular
mode can be converted into the motion along the reaction
coordinate if the corresponding Franck-Condon overlap is
non-negligible. The most important restriction on this process
is the selection rules. As discussed in Sec. I, the symmetric
dissociation of CY3 X can occur from the totally symmetric
vibrational states. Most important are CY3 symmetric stretch
ν1 , CY3 symmetric deformation, or umbrella mode ν2 , and the
C–X symmetric stretch ν3 , although doubly excited e modes
can also contribute. We will call the Franck-Condon overlap
between a vibrationally excited state and the dissociating
state “perfect” if it is the same as if the whole available
vibrational energy was concentrated in the ν3 mode. If we
assume a perfect Franck-Condon overlap between the excited
totally symmetric states and the wave function describing
dissociation along the C–Cl coordinate, the cross section, for
a fixed electron energy Ee , will depend only on the available
vibrational energy Ev due to modes of the a1 symmetry.
The cross section for a given vibrational temperature can be
calculated as
1 
σ̄ (Ee , Tv ) =
σ [Ee , Ev (ν)] exp[−Ev (ν)/Tv ], (43)
S(Tv ) ν
where S(Tv ) is the partition function, and the sum is over all
totally symmetric vibrational states.
To estimate this statistical effect, we have carried out model
calculations with the function σ (Ee , Ev (ν)) obtained from the
one-dimensional model taking into account only the ν3 mode.
In Fig. 12, we present results of calculations according to
Eq. (43). Inclusion of additional modes almost does not affect
the results at room temperature. This is understandable since
the vibrational quanta for ν1 and ν2 , i.e., 0.137 and 0.097 eV,
respectively, are substantially higher than the thermal energy.
However, at 800 K, we obtain a substantial increase which
exceeds that obtained from the 2D calculations even when
only the ν2 mode is included. Additional inclusion of the ν1
mode leads to a further substantial increase. Qualitatively, this
confirms the experimental observations, although the increase
is too high. This can be easily explained by the assumption
of the perfect Franck-Condon overlap between the initial
vibrational states and the dissociating state. The accurate
calculations presented in Fig. 8 incorporate the reduction
factor for the capture amplitude from the ν2 excited states,
which leads to some reduction of DEA cross sections. It can
also be seen from Fig. 11: At certain vibrational energies,
corresponding to the dominance of the umbrella mode, the
cross section drops, sometimes dramatically. This is the effect
similar to that observed in CF2 [7]. We expect that inclusion
of the ν1 mode in accurate calculations will lead to similar
effects.
VII. CONCLUSION

In the present paper, we have developed the multimode nonlocal theory for description of DEA to polyatomic
molecules. By using model potential-energy surfaces, we
have obtained DEA cross sections for the molecule CF3 Cl.

FIG. 12. Statistical-model cross sections at Tv = 300 K (top
panel) and at Tv = 800 K (bottom panel). Solid (black) curve: onedimensional model; dashed (red) curve: inclusion of the ν2 mode;
dotted (blue) curve: inclusion of ν2 and ν1 modes.

The two-mode nonlocal theory predicts a substantial enhancement of the low-energy peak at the vibrational temperature Tv = 800 K, in accordance with experimental results. We explain this enhancement by statistical effects: with
the inclusion of more modes, the density of the vibrational
states becomes higher, and more vibrational states with favorable Franck-Condon factor and survival factor become
available.
The nonlocal theory developed in the present work can
incorporate more than two vibrational modes. However, as
the number of degrees of freedom increases, the quantum
treatment of the nuclear dynamics becomes computationally
challenging. On the other hand, a semiclassical approach to
computing DEA cross sections would be deemed feasible as
it is easier to run classical trajectories in multidimensional
settings. At this point, we specify what we mean by classical,
semiclassical, and quasiclassical approaches. First, in all three
methods, the electron motion is treated quantum mechanically, and we distinguish different methods by the way the
nuclear motion is treated. The classical approach [11,36,55]
was developed within the framework of the local theory, and
it is not clear how to extend it to the nonlocal version, mainly
because there is no classical analog of the nonlocal complex
potential. The quasiclassical approach [37,45] starts with the
Schrödinger equation for the nuclear motion, and finds its
solution in the WKB approximation modified by the uniform
Airy function approximation. Quasiclassical calculations in
the 1D approximation of DEA to many molecules were done
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in the past. However, generalization of this method to the
multidimensional case presents big challenges. In contrast,
the semiclassical method based on the Van Vleck–Gutzwiller
propagator [56–58] and corresponding expression for the
Green’s function allows direct generalization to the multimode case. The semiclassical version of the current multimode nonlocal theory will be the subject of a separate paper.
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APPENDIX A: COMPUTATIONAL SCHEME

We need to calculate the zero-order capture amplitude, given by Eq. (33), and matrix elements of the Green’s function, given
by Eq. (31). For notational convenience, we introduce
x̄νμ = (2π )1/2 xνμ .
We now introduce matrices with respect to asymptotic channels μ and the following notations: x̄ ν and λν are columns with
elements x̄νμ and λμν , and ψ is a square matrix with the elements ψμ μ . Then,
 ∞
ψ (r)T (ρ)λν (ρ)dρ,
x̄ ν =
0

where the superscript T means transposition. For ψ , according to Eq. (34), we use
(r)

ψ (r) (ρ) = ψ (a) (ρ)C for ρ < ρ0 ,
ψ (r) (ρ) = ψ (−) (ρ) − ψ (+) (ρ)S for ρ > ρ0 .

(A1)

x̄ ν = C T J ν (ρ0 ) + I (−)ν (ρ0 ) − SI (+)ν (ρ0 ),

(A2)

Then,

where



ν

ρ

J (ρ) =

ψ (a)T (ρ  )λν (ρ  )dρ  ,

0


I (±)ν (ρ) =

∞

ρ

ψ (±)T (ρ  )λν (ρ  )dρ  ,

and the symmetry of the S matrix has been used.
We will turn now to calculation of the Green’s function matrix. According to Eqs. (24) and (31),
 ∞
 ρ
 ∞

νT
(+)
(r)T
 ν


(r)
iν  |γ G+
γ
|ν
=
dρλ
(ρ)[ψ
(ρ)
ψ
(ρ
)λ
(ρ
)dρ
+
ψ
(ρ)
ψ (+)T (ρ  )λν (ρ  )dρ  .
E
0

(A3)

ρ

0

Using again expressions (A1) for ψ (r) , we obtain
 ∞

iν  |γ G+
γ
|ν
=
dρλνT (ρ)[ψ (+) (ρ)(θ (ρ0 − ρ)C T J ν (ρ)
E
0











+ θ (ρ − ρ0 ){C T J ν (ρ0 ) − I (−)ν (ρ) + I (−)ν (ρ0 ) − S[−I (+)ν (ρ) + I (+)ν (ρ0 )]})


+ [θ (ρ0 − ρ)ψ (a) (ρ)C + θ (ρ − ρ0 )(ψ (−) (ρ) − ψ (+) (ρ)S)]I (+)ν (ρ)].

(A4)

Finally, splitting the integration region into two and using Eq. (A2), we obtain
 ρ0



+
dρλνT (ρ)[ψ (+) (ρ)C T J ν (ρ) + ψ (a) (ρ)CI (+)ν (ρ)]
iν |γ GE γ |ν =
0

+



∞

ρ0







dρλνT (ρ){ψ (+) (ρ)[x̄ ν − I (−)ν (ρ)] + ψ (−) (ρ)I (+)ν (ρ)}.

APPENDIX B: MATRIX GREEN’S FUNCTION

Consider the matrix Green’s function for the coupled equations (19):

1 d2
ψμμ (ρ) −
[Uμμ (ρ) + (eμ − E )δμμ ]ψμ μ (ρ) = 0.
2
2M dρ
μ
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(r)
(+)
The regular and irregular solutions of the homogeneous equation, ψμμ
 and ψμμ , respectively, have the asymptotic boundary
conditions
δμμ ±iKρ
(r)
(−)
(+)
(±)
ψμμ
ψμμ
e
,
 ∼ ψμμ − ψμμ Sμ μ ,
 ∼ √
vμ

where vμ = Kμ /M and Kμ2 = 2M(E − μ ). In order for the Green’s function to satisfy boundary conditions at 0 and ∞, it should
have the following form:
Gμμ (ρ, ρ  ) =

[ψ (r) (ρ)A(ρ  )]μμ , ρ  ρ 
[ψ (+) (ρ)B(ρ  )]μμ , ρ  ρ  ,

(B1)

where the matrices A and B satisfy (from the conditions on the Green’s function for equal arguments)
ψ (r) (ρ  )A(ρ  ) = ψ (+) (ρ  )B(ρ  ),


d (r)
d (+)

ψ (ρ)
ψ (ρ)
B(ρ ) −
A(ρ  ) = 2M.
dρ
dρ
ρ=ρ 
ρ=ρ 
Multiplying Eq. (B2) by [dψ (+)T /dρ]ρ  from the left, and Eq. (B3) with ψ (+)T (ρ  ) from the left, we have




 




d (+)T
d (+)T
d (r)
d (+)
(r)
(+)T
(+)T
(+)
ψ −ψ
−
ψ
A+ ψ
B = 2Mψ (+)T .
ψ
ψ
ψ
ψ
dρ
dρ
dρ
dρ




ρ
ρ
ρ
ρ

(B2)
(B3)

(B4)

Both generalized Wronskians in the left-hand side of Eq. (B4) are independent of ρ  , and therefore they can be calculated at the
limit ρ  → ∞ [59]. The first Wronskian gives a unit matrix multiplied by 2iM, and the second Wronskian is 0. Therefore,
A=

1 (+)T 
ψ
(ρ ).
i

(B5)

Similarly, multiplying Eq. (B2) by [dψ (r)T /dρ]ρ  from the left, and Eq. (B3) by ψ (+)T (ρ  ) from the left, we have
B=

1 (r)T 
ψ (ρ ).
i

(B6)

Now, Eq. (B1) can be rewritten as
G(ρ, ρ  ) =

1 (r)
ψ (ρ)ψ (+)T (ρ  ),
i
1 (+)
ψ (ρ)ψ (r)T (ρ  ),
i
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