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RIGID DUALIZING COMPLEXES ON SCHEMES
AMNON YEKUTIELI AND JAMES J. ZHANG
ABSTRACT. In this paper we present a new approach to Grothendieck duality on schemes.
Our approach is based on the idea of rigid dualizing complexes, which was introduced by
Van den Bergh in the context of noncommutative algebraic geometry. We obtain most
of the important features of Grothendieck duality, yet manage to avoid lengthy and dif-
ficult compatibility verifications. Our results apply to finite type schemes over a regular
noetherian finite dimensional base ring, and hence are suitable for arithmetic geometry.
0. INTRODUCTION
Grothendieck duality for schemes was introduced in the book “Residues and Duality”
[RD] by R. Hartshorne. This duality theory has applications in various areas of algebraic
geometry, including moduli spaces, resolution of singularities, arithmetic geometry, enu-
merative geometry and more.
In the forty years since the publication of [RD] a number of related papers appeared in
the literature. Some of these papers provided elaborations on, or more explicit versions of
Grothendieck duality (e.g. [Kl], [Li], [HK], [Ye2], [Ye3], [Sa]). Other papers contained
alternative approaches (e.g. [RD, Appendix], [Ve] and [Ne]). The recent book [Co] is a
complement to [RD] that fills gaps in the proofs, and also contains the first proof of the
Base Change Theorem. A noncommutative version of Grothendieck duality was developed
in [Ye1], which has applications in algebra (e.g. [EG]) and even in mathematical physics
(e.g. [KKO]). Other papers sought to extend the scope of Grothendieck duality to formal
schemes (e.g. [AJL] and [LNS]) or to differential graded algebras (see [FIJ]).
In this paper we present a new approach to Grothendieck duality on schemes, including
Conrad’s results on base change. The key idea in our approach is the use of rigid dualizing
complexes. This notion was introduced by Van den Bergh [VdB] in the context of noncom-
mutative algebraic geometry, and was developed further in our papers [YZ1, YZ2, YZ3].
The background material we need is standard algebraic geometry (from [EGA]), the
theory of derived categories (from [RD] or [KS]), and its generalization to differential
graded algebras (which is discussed in Section 1). We also need a few isolated results on
dualizing complexes from [RD]. Apart from that our treatment is self-contained.
Let us explain what are rigid dualizing complexes and how they are used in our pa-
per. Fix for the rest of the introduction a finite dimensional, regular, noetherian, com-
mutative base ring K. Let A be an essentially finite type commutative K-algebra. The
bounded derived category of A-modules is denoted by Db(ModA). Given a complex
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M ∈ Db(ModA) we define its square SqA/K M ∈ Db(ModA). If A is flat over K the
squaring operation is very easy to define:
SqA/K M := RHomA⊗KA(A,M ⊗
L
K M).
But in general the definition is more complicated, and requires differential graded algebras
(see Section 2). Given a morphism φ : M → N in Db(ModA) there is an induced
morphism SqA/K(φ) : SqA/K M → SqA/K N . For any a ∈ A one has SqA/K(aφ) =
a2 SqA/K(φ); hence the name “squaring”.
A rigidifying isomorphism for M is an isomorphism ρ : M ≃−→ SqA/K M in
Db(ModA). The pair (M,ρ) is called a rigid complex over A relative to K. Suppose
(M,ρM ) and (N, ρN ) are two rigid complexes. A rigid morphism φ : (M,ρM ) →
(N, ρN ) is a morphism φ : M → N in Db(ModA) such that ρN ◦ φ = SqA/K(φ) ◦ ρM .
Observe that if (M,ρM ) is a rigid complex such that RHomA(M,M) = A, and φ :
(M,ρM ) → (M,ρM ) is a rigid isomorphism, then φ is multiplication by some invertible
element a ∈ A satisfying a = a2; and therefore a = 1. We conclude that the identity is the
only rigid automorphism of (M,ρM ).
Let B be another essentially finite type commutative K-algebra, and let f∗ : A → B
be a homomorphism. First assume f∗ is finite, and let f ♭M := RHomA(B,M) ∈
D+(ModB). If f ♭M has bounded cohomology then we there is an induced rigidifying iso-
morphism f ♭(ρM ) : f ♭M
≃
−→ SqB/K f
♭M (see Theorem 3.14). We write f ♭(M,ρM ) :=
(f ♭M, f ♭(ρM )). Next assume f∗ is either smooth of relative dimension n or a localiza-
tion, and let f ♯M := ΩnB/A[n]⊗AM ∈ Db(ModB). Then there is an induced rigidifying
isomorphism f ♯(ρM ) : f ♯M
≃
−→ SqB/K f
♯M (see Theorem 3.22), and thus a new rigid
complex f ♯(M,ρM ) := (f ♯M, f ♯(ρM )).
Now let’s consider dualizing complexes. Recall that a complex R ∈ Dbf (ModA)
is dualizing if it has finite injective dimension, and if the canonical morphism A →
RHomA(R,R) is an isomorphism. A rigid dualizing complex over A relative to K is
a rigid complex (R, ρ) such that R is dualizing.
Here is the first main result of our paper.
Theorem 0.1. Let K be a regular finite dimensional noetherian ring, and let A be an
essentially finite type K-algebra.
(1) The algebra A has a rigid dualizing complex (RA, ρA), which is unique up to a
unique rigid isomorphism.
(2) Given a finite homomorphism f∗ : A → B, there is a unique rigid isomorphism
f ♭(RA, ρA)
≃
−→ (RB , ρB).
(3) Given a homomorphism f∗ : A → B which is either smooth or a localization,
there is a unique rigid isomorphism f ♯(RA, ρA)
≃
−→ (RB, ρB).
This theorem is a combination of Theorems 4.3, 4.6 and 4.13 in the body of the paper.
Theorem 0.1 pretty much covers Grothendieck duality for affine schemes. For instance, it
it gives rise to a trace morphismTrf : RB → RA for a finite homomorphism f∗ : A→ B,
which is functorial and nondegenerate (see Proposition 4.8).
Let f∗ : A → B be a smooth homomorphism of K-algebras, and let i∗ : B → B¯ be
a finite homomorphism. Assume g∗ := i∗ ◦ f∗ is finite and flat. Since SqA/AA = A
we get the tautological rigid complex (A, ρtau). As explained above, there are two rigid
complexes g♭(A, ρtau) and i♭f ♯(A, ρtau) over B¯ relative to A. By Theorem 0.1 there exist
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isomorphisms RB ∼= f ♯A, RB¯ ∼= i♭RB and RB¯ ∼= g♭A. Composing them we obtain an
isomorphism ζ : g♭A ≃−→ i♭f ♯A called the residue isomorphism.
Theorem 0.2. The residue isomorphism ζ is the unique rigid isomorphism g♭(A, ρtau)
≃
−→
i♭f ♯(A, ρtau) relative to A.
This theorem is restated as Theorem 5.2. It implies, among other things, that the residue
isomorphism of independent of the base ring K.
The passage to schemes requires gluing dualizing complexes. We achieve this using
the concept of stack of subcategories of Db(ModOX); see Definition 6.4. On a finite type
K-schemeX there is a dimension function that is intimately related to rigid dualizing com-
plexes; we denote it by dimK (see Definition 6.10). Following [RD] we say that a complex
M ∈ Db(ModOX) is a Cohen-Macaulay complex if the local cohomologies HixM van-
ish whenever i 6= − dimK(x). Let us denote by Dbqc(ModOX)CM the subcategory of
Cohen-Macaulay complexes with quasi-coherent cohomologies.
Theorem 0.3. Let K be a regular finite dimensional noetherian ring, and let X be a finite
type K-scheme. The assignment U 7→ Dbqc(ModOU )CM, for open sets U ⊂ X , is a stack
of subcategories of D(ModOX).
This means that Cohen-Macaulay complexes can be glued. The theorem is repeated as
Theorem 6.5 in the body of the paper. In an earlier version of our paper, which was enti-
tled “Rigid Dualizing Complexes and Perverse Sheaves on Schemes”, a similar result was
proved using the rigid perverse t-structure on Dbc (ModOX). The perverse sheaf approach
is indispensable for noncommutative algebraic geometry (cf. [YZ4]). However, we later
realized that for commutative schemes it is possible, and easier, to prove the required result
using Cousin complexes.
A rigid structure on a complex M ∈ Dbc (ModOX) is a collection ρ = {ρU}, where
for every affine open set U ⊂ X , ρU is a rigidifying isomorphism for the complex MU :=
RΓ(U,M) over the algebra AU := Γ(U,OX) relative to K. The condition is that for an
inclusion f : V → U of affine open sets, the localization isomorphism f ♯(MU , ρU ) →
(MV , ρV ) should be rigid. A rigid dualizing complex on X is a pair (RX ,ρX), whereRX
is a dualizing complex and ρX is a rigid structure on it.
Suppose f : X → Y is a morphism between finite type K-schemes. If f is finite then
there is a functor f ♭ : D(ModOY )→ D(ModOX) defined by
f ♭N := OX ⊗f−1f∗OX f
−1RHomOY (f∗OX ,N ).
On the other hand if f is smooth we have a functor f ♯ : D(ModOY ) → D(ModOX)
defined as follows. Let X1, . . . , Xr be the connected components of X , with inclusions
gi : Xi → X . Let ni be the rank of Ω1Xi/Y . Then
f ♯N :=
(⊕
i
gi∗ Ω
ni
Xi/Y
[ni]
)
⊗OX f
∗N .
The combination of Theorems 0.1 and 0.3 implies, without much effort, the next result
(which is repeated as Theorems 6.13 and 6.16).
Theorem 0.4. Let K be a regular finite dimensional noetherian ring.
(1) Let X be a finite type K-scheme. The scheme X has a rigid dualizing complex
(RX ,ρX), which is unique up to a unique rigid isomorphism.
(2) Given a finite morphism f : X → Y , the complex f ♭RY is a dualizing complex
on X , and it has an induced rigid structure f ♭(ρY ). Hence there is a unique rigid
isomorphism RX ∼= f ♭RY in D(ModOX).
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(3) Given a smooth morphism f : X → Y , the complex f ♯RY is a dualizing complex
on X , and it has an induced rigid structure f ♯(ρY ). Hence there is a unique rigid
isomorphism RX ∼= f ♯RY in D(ModOX).
We can now define the rigid auto-duality functor DX := RHomOX (−,RX). For a
morphism f : X → Y we define a functor
f ! : D+c (ModOY )→ D
+
c (ModOX)
as follows. If X = Y and f = 1X (the identity automorphism) then f ! := 1D+c (ModOX)
(the identity functor). Otherwise we define f ! := DX Lf∗DY . Let FTSch /K be the
category of finite type schemes over K, and let Cat denote the category of all categories.
Corollary 0.5. The assignment f 7→ f ! is the 1-component of a contravariant 2-functor
FTSch /K → Cat, whose 0-component is X 7→ D+c (ModOX).
For details on 2-functors see [Ha, Section I.1.5]. Some authors use the term “pseudo-
functor”.
A rigid residue complex on X is a rigid dualizing complex (KX ,ρX), such that for ev-
ery p there is an isomorphism of sheaves KpX ∼=
⊕
dimK (x)=−p
J (x). Here J (x) denotes
an injective hull of the residue field k(x), considered as a quasi-coherent sheaf, constant
on {x}. It is quite easy to prove that a rigid residue complex exists: apply the Cousin
functor E to the rigid dualizing complex RX (see Section 6). The complex KX := ERX
is isomorphic to RX in D(ModOX), and hence it inherits a rigid structure ρX . This rigid
residue complex is unique up to a unique isomorphism of complexes; see Proposition 7.2.
Notice that the rigid auto-duality functor becomes DX = HomOX (−,KX).
For a point x with dimK(x) = −p let KX(x) := HpxKX . Due to the structure of
the complex KX we see that KX(x) ∼= J (x) and KpX =
⊕
dimK(x)=−p
KX(x). Now
KX(x) only depends on the local ring OX,x. This fact, plus the traces for finite algebra
homomorphisms, allow us to define a trace map Trf : f∗KX → KY for any morphism of
schemes f : X → Y . This trace is only a map of gradedOY -modules, but it is functorial,
i.e.Trg◦f = Trg ◦Trf for composable morphisms (see Definition 7.6 and Proposition 7.7).
Theorem 0.6. Let f : X → Y be a proper morphism between finite type K-schemes. Then
Trf : f∗KX → KY is a homomorphism of complexes.
The theorem is restated as Theorem 7.14 in the body of the paper. The proof goes like
this: as in [RD], we reduce to the case Y = SpecK with K a field, and X = P1K . We
then use explicit calculations (involving the residue isomorphism and using Theorem 0.2)
to do this case.
Due to Theorem 0.6 we get a trace map Trf : Rf∗f ! → 1, which is a transforma-
tion of functors from D+c (ModOY ) to itself. It is not hard to deduce that this trace is
nondegenerate (this is Theorem 7.17 in the body of the paper):
Theorem 0.7. Let f : X → Y be a proper morphism of finite type K-schemes, let M ∈
Dbc (ModOX) and let N ∈ Dbc (ModOY ). Then the morphism
Rf∗RHomOX (M, f
!N )→ RHomOY (Rf∗M,N )
in D(ModOY ) induced by Trf : Rf∗f !N → N is an isomorphism.
Our last results deal with the relative dualizing sheaf. Suppose f : X → Y is flat of
relative dimension n (i.e. the fibers of f are equidimensional of dimension n). We then
define ωX/Y := H−nf !OY . This is a coherent sheaf on X with nice properties. For
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instance, if U ⊂ X is an open set such that f |U is smooth, then, due to Theorem 0.4(3), we
have ωX/Y |U = ΩnU/Y . In case f is a Cohen-Macaulay morphism of relative dimension
n (i.e. flat with Cohen-Macaulay fibers) then f !OY = ωX/Y [n] (see Proposition 9.5).
We can sometimes characterize the relative dualizing sheaf explicitly: if f is generically
smooth and both X and Y are integral schemes, then ωX/Y is a subsheaf of the constant
quasi-coherent sheaf Ωn
k(X)/k(Y ). Moreover, under some separability assumptions (e.g.
chark(Y ) = 0) we can describe the subsheaf ωX/Y ⊂ Ωnk(X)/k(Y ) explicitly in terms of
traces (see Theorem 8.7).
Finally we have this main result, which is our version of Conrad’s work [Co].
Theorem 0.8. Suppose
X ′
f ′

h // X
f

Y ′
g
// Y
is a cartesian diagram in FTSch /K, with f a Cohen-Macaulay morphism of relative di-
mension n, and g any morphism.
(1) There is a homomorphismOX -modules
θf,g : ωX/Y → h∗ωX′/Y ′ ,
such that the inducedOX′ -linear homomorphism h∗(θf,g) : h∗ωX/Y → ωX′/Y ′
is an isomorphism. The homomorphism θf,g has a local characterization in terms
of rigidity.
(2) Assume the morphism f is proper. Then
g∗ ◦ Trf = g∗(Trf ′) ◦ R
nf∗(θf,g) : R
nf∗ωX/Y → g∗OY ′ .
This theorem, with full details, appears as Theorems 9.6 and 9.12 in the body of the
paper. In case f is smooth of relative dimension n, the homomorphism θf,g is the usual
base change homomorphismΩnX/Y → h∗ΩnX′/Y ′ ; see Corollary 9.9.
To end the introduction let us mention a potential further implementation of our meth-
ods: Grothendieck duality for algebraic stacks (in the sense of [LMB]). Let X be a Deligne-
Mumford stack, with e´tale presentation P : X → X by a finite type K-scheme X . Since
our methods are local, and rigid dualizing complexes have an extremely controlled vari-
ance with respect to e´tale morphisms (see Theorem 0.1(3)), it is conceivable that one could
glue the rigid dualizing complexRX to a dualizing complexRX on X.
Acknowledgments. The authors wish to thank Bernhard Keller for his generous help with
differential graded algebras. We also wish to thank Luchezar Avramov, Brian Conrad,
Joseph Lipman, Amnon Neeman, Paramathanath Sastry and Michel Van den Bergh for
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1. DIFFERENTIAL GRADED ALGEBRAS
This section contains some technical material about differential graded algebras and
their derived categories. The results are needed for treating rigid dualizing complexes
when the base ring K is not a field. There is some overlap here with the papers [FIJ], [Ke]
and [Be]. We recommend skipping this section, as well as Section 2, when first reading
the paper; the reader will just have to assume that K is a field, and replace ⊗LK with ⊗K
everywhere.
Let K be a commutative ring. A graded K-algebra A =
⊕
i∈ZA
i is said to be super-
commutative if ab = (−1)ijba for all a ∈ Ai and b ∈ Aj , and if a2 = 0 whenever i
is odd. (Some authors call such a graded algebra strictly commutative.) A is said to be
non-positive if Ai = 0 for all i > 0. Throughout the paper all graded algebras are assumed
to be non-positive, super-commutative, associative, unital K-algebras by default, and all
algebra homomorphisms are over K.
By differential graded algebra (or DG algebra) over K we mean a graded K-algebra
A =
⊕
i≤0 A
i
, together with a K-linear derivation d : A → A of degree 1 satisfying
d ◦ d = 0. Note that the graded Leibniz rule holds:
d(ab) = d(a)b + (−1)iad(b)
for a ∈ Ai and b ∈ Aj .
A DG algebra homomorphism f : A → B is a degree 0 homomorphism of graded
K-algebras that commutes with d. It is a quasi-isomorphism if H(f) is an isomorphism (of
graded algebras).
A differential graded (DG) A-module is a graded (left) A-module M = ⊕i∈ZM i,
endowed with a degree 1 K-linear homomorphism d : M → M satisfying d(am) =
d(a)m + (−1)iad(m) for a ∈ Ai and m ∈ M j . Note that we can make M into a right
DG A-module by the rule ma := (−1)ijam for a ∈ Ai and m ∈ M j . The category of
DG A-modules is denoted by DGModA. It is an abelian category whose morphisms are
degree 0 A-linear homomorphisms commuting with the differentials.
There is a forgetful functor from DG algebras to graded algebras (it forgets the dif-
ferential), and we denote it by A 7→ undA. Likewise for M ∈ DGModA we have
undM ∈ GrMod(undA), the category of graded undA -modules. A DG K-module is
just a complex of K-modules.
Given a graded algebra A and two graded A-modules M and N let us write
HomK(M,N)
i :=
∏
j∈Z
HomK(M
j , N j+i),
the set of homogeneous K-linear homomorphisms of degree i from M to N , and let
HomA(M,N)
i :=
{φ ∈ HomK(M,N)
i | φ(am) = (−1)ijaφ(m) for all a ∈ Aj and m ∈M}.
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Then
(1.1) HomA(M,N) :=
⊕
i∈Z
HomA(M,N)
i
is a graded A-module, by the formula (aφ)(m) := aφ(m) = (−1)ijφ(am) for a ∈ Aj
and φ ∈ HomA(M,N)i. Cf. [ML, Chapter VI]. The set HomA(M,N) is related to the
set of A-linear homomorphisms M → N as follows. Let’s denote by ungr the functor
forgetting the grading. Then the map
Φ : HomA(M,N)→ HomungrA(ungrM, ungrN),
defined by Φ(φ)(m) := (−1)ijφ(m) for φ ∈ HomA(M,N)i and m ∈ M j , is ungrA
-linear, and Φ is bijective if M is a finitely generated A-module.
For a DG algebra A and two DG A-modules M,N there is a differential d on
HomundA(undM, undN), with formula d(φ) := d ◦φ+(−1)i+1φ ◦d for φ of degree i.
The resulting DG A-module is denoted by HomA(M,N). Note that HomDGModA(M,N)
coincides with the set of 0-cocycles of HomA(M,N). Two homomorphisms φ0, φ1 ∈
HomDGModA(M,N) are said to be homotopic if φ0 − φ1 = d(ψ) for some ψ ∈
HomA(M,N)
−1
. The DG modules M and N are called homotopy equivalent if there
are homomorphisms φ : M → N and ψ : N →M in DGModA such that ψ ◦φ and φ ◦ψ
are homotopic to the respective identity homomorphisms.
Suppose A and B are two DG K-algebras. Then A ⊗K B is also a DG K-algebra; the
sign rule says that (a1⊗b1)·(a2⊗b2) := (−1)ija1a2⊗b1b2 for b1 ∈ Bj and a2 ∈ Ai. The
differential is of course d(a⊗b) := d(a)⊗b+(−1)ia⊗d(b) for a ∈ Ai. IfM ∈ DGModA
and N ∈ DGModB then M ⊗K N ∈ DGModA⊗K B. If N ∈ DGModA then M ⊗AN ,
which is a quotient of M ⊗K N , is a DG A-module.
Let A be a DG algebra. Since A is non-negative one has d(A0) = 0; and therefore the
differential d : M i → M i+1 of any DG A-module M is A0-linear. This easily implies
that the truncated objects
(1.2)
τ≥iM :=
(
· · · 0→ Coker(M i−1 →M i)→M i+1 → · · ·
)
and
τ≤iM :=
(
· · · →M i−1 → Ker(M i →M i+1)→ 0→ · · ·
)
are DG A-modules.
There is a derived category obtained from DGModA by inverting the quasi-isomor-
phisms, which we denote by D˜(DGModA). See [Ke] for details. Note that in case A is a
usual algebra (i.e. it is concentrated in degree 0) then DGModA = C(ModA), the abelian
category of complexes of A-modules, and D˜(DGModA) = D(ModA), the usual derived
category of A-modules.
In order to derive functors one has several useful devices. A DG A-module P is called
K-projective if for any acyclic DG A-module N the DG module HomA(P,N) is acyclic.
(This name is due to Spaltenstein [Sp]. Keller [Ke] uses the term “property (P)” to indicate
K-projective DG modules, and in [AFH] the authors use “homotopically projective”. See
also [Hi].) Similarly one defines K-injective and K-flat DG modules: I is K-injective, and
F is K-flat, if HomA(N, I) and F ⊗AN are acyclic for all acyclic N . It is easy to see that
any K-projective DG module is also K-flat. Every two objects M,N ∈ DGModA admit
quasi-isomorphisms P → M , N → I and F → M , with P K-projective, I K-injective
and F K-flat. Then one defines
RHomA(M,N) := HomA(P,N) ∼= HomA(M, I) ∈ D˜(DGModA)
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and
M ⊗LA N := F ⊗A N ∈ D˜(DGModA).
When A is a usual algebra, any bounded above complex of projective (resp. flat) mod-
ules is K-projective (resp. K-flat). And any bounded below complex of injectiveA-modules
is K-injective. A single A-module M is projective (resp. injective, resp. flat) iff it is K-
projective (resp. K-injective, resp. K-flat) as DG A-module.
The following useful result is partly contained in [Hi], [Ke] and [KM].
Proposition 1.3. Let A→ B be a quasi-isomorphism of DG algebras.
(1) Given M ∈ D˜(DGModA) and N ∈ D˜(DGModB), the canonical morphisms
M → B⊗LAM andB⊗LAN → N are both isomorphisms. Hence the “restriction
of scalars” functor D˜(DGModB)→ D˜(DGModA) is an equivalence.
(2) Let M,N ∈ D˜(DGModB). Then there are functorial isomorphisms M ⊗LB N ∼=
M ⊗LA N and RHomB(M,N) ∼= RHomA(M,N) in D˜(DGModA).
Proof. (1) Choose K-projective resolutions P → M and Q → N over A. Then M →
B ⊗LA M becomes P ∼= A ⊗A P → B ⊗A P , which is evidently a quasi-isomorphism.
On the other hand B ⊗LA N → N becomes B ⊗A Q→ Q; which is a quasi-isomorphism
because so is A⊗A Q→ B ⊗A Q.
(2) Choose K-projective resolutions P → M and Q → N over A. We note that B ⊗A P
and B ⊗A Q are K-projective over B, and B ⊗A P → M , B ⊗A Q → N are quasi-
isomorphisms. Therefore we get isomorphisms in D˜(DGModA):
M ⊗LB N = (B ⊗A P )⊗B (B ⊗A Q)
∼= (B ⊗A P )⊗A Q ∼= P ⊗A Q =M ⊗
L
A N.
The same resolutions give
RHomB(M,N) = HomB(B ⊗A P,N) ∼= HomA(P,N) = RHomA(M,N).

There is a structural characterization of K-projective DG modules, which we shall re-
view (since we shall elaborate on it later). This characterization works in steps. First
one defines semi-free DG A-modules. A DG A-module Q is called semi-free if there is
a subset X ⊂ Q consisting of (nonzero) homogeneous elements, and an exhaustive non-
negative increasing filtration {FiX}i∈Z ofX by subsets (i.e.F−1X = ∅ andX =
⋃
FiX),
such that undQ is a free graded undA -module with basis X , and for every i one has
d(FiX) ⊂
∑
x∈Fi−1X
Ax. The set X is called a semi-basis of Q. Note that X is parti-
tioned into X =
∐
i∈ZXi, where Xi := X ∩ Qi. We call such a set a graded set. Now
a DG A-module P is K-projective iff it is homotopy equivalent to a direct summand (in
DGModA) of some semi-free DG module Q. See [AFH] or [Ke] for more details and for
proofs.
A free (super-commutative, non-positive) graded K-algebra is a graded algebra of the
following form. One starts with a graded set of variables X =
∐
i≤0Xi; the elements of
Xi are the variables of degree i. Let Xev :=
∐
i even Xi and Xodd :=
∐
i odd Xi. Consider
the free associative K-algebra K〈X〉 on this set of variables. Let I be the two-sided ideal
of K〈X〉 generated by all elements of the form xy − (−1)ijyx or z2, where x ∈ Xi,
y ∈ Xj , z ∈ Xk, and k is odd. The free super-commutative graded K-algebra on X is the
quotient K[X ] := K〈X〉/I . It is useful to note that
K[X ] ∼= K[Xev]⊗K K[Xodd],
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and that K[Xev] is a commutative polynomial algebra, whereas K[Xodd] is an exterior
algebra.
Definition 1.4. Suppose A → B is a homomorphism of DG K-algebras. B is called a
semi-free (super-commutative, non-positive) DG algebra relative to A if there is a graded
set X =
∐
i≤0Xi, and an isomorphism of graded undA -algebras
(undA)⊗K K[X ] ∼= undB.
Observe that the DG algebra B in the definition above, when regarded as a DG A-
module, is semi-free with semi-basis consisting of the monomials in elements ofX . Hence
B is also K-projective and K-flat as DG A-module.
Definition 1.5. Suppose A and B are DG K-algebras and f : A→ B is a homomorphism
of DG algebras. A semi-free (resp. K-projective, resp. K-flat) DG algebra resolution of
B relative to A is the data A f˜−→ B˜ g−→ B, where B˜ is a DG K-algebra, f˜ and g are DG
algebra homomorphisms, and the following conditions are satisfied:
(i) g ◦ f˜ = f .
(ii) g is a quasi-isomorphism.
(iii) f˜ makes B˜ into a semi-free DG algebra relative to A (resp. a K-projective DG
A-module, resp. a K-flat DG A-module).
We also say that A f˜−→ B˜ g−→ B is a semi-free (resp. K-projective, resp. K-flat) DG algebra
resolution of A f−→ B.
B˜
g
$$I
I
I
A
f˜ ::u
u
u f
// B
Proposition 1.6. Let A and B be DG K-algebras, and let f : A → B be a DG algebra
homomorphism.
(1) There exists a semi-free DG algebra resolution A f˜−→ B˜ g−→ B of A f−→ B.
(2) Moreover, if HA is a noetherian algebra and HB is a finitely generated HA -
algebra, then we can choose the semi-free DG algebra B˜ in part (1) such that
und B˜ ∼= (undA) ⊗K K[X ], where the graded set X =
∐
i≤0Xi has finite
graded components Xi.
(3) If HA is a noetherian algebra, B is a usual algebra, and B = H0B is a finitely
generated H0A -module, then there exists a K-projective DG algebra resolution
A → B˜ → B of A → B, such that und B˜ ∼= ⊕0i=−∞ undA[−i]µi as graded
undA -modules, and the multiplicities µi are finite.
Proof. (1) We shall construct B˜ as the union of an increasing sequence of DG algebras
F0B˜ ⊂ F1B˜ ⊂ · · · , which will be defined recursively. At the same time we shall con-
struct an increasing sequence of DG algebra homomorphisms A → FiB˜
gi
−→ B, and an
increasing sequence of graded sets FiX ⊂ FiB˜. The homomorphism g will be the union
of the gi, and the graded set X =
∐
j≤0Xj will be the union of the sets FiX . For every i
the following conditions will hold:
(i) H(gi) : H(FiB˜)→ HB is surjective in degrees≥ −i.
(ii) H(gi) : H(FiB˜)→ HB is bijective in degrees ≥ −i+ 1.
(iii) FiB˜ = A[FiX ], d(FiX) ⊂ Fi−1B˜ and undFiB˜ ∼= (undA)⊗K K[FiX ].
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We start by choosing a set of elements of B0 that generate H0B as H0A -algebra. This
gives us a set X0 of elements of degree 0 with a function g0 : X0 → B0. Consider the
DG algebra K[X0] with zero differential; and define F0B˜ := A ⊗K K[X0]. Also define
F0X := X0. We get a DG algebra homomorphism g0 : F0B˜ → B, and conditions (i)-(iii)
hold for i = 0.
Now assume i ≥ 0, and that for every j ≤ i we have DG algebra homomorphisms
gj : FjB˜ → B and graded sets FjX satisfying conditions (i)-(iii). We will construct
Fi+1B˜ etc.
Choose a set Y ′i+1 of elements (of degree−i− 1) and a function gi+1 : Y ′i+1 → B−i−1
such that {gi+1(y) | y ∈ Y ′i+1} is a set of cocycles that generatesH−i−1B asH0A-module.
For y ∈ Y ′i+1 define d(y) := 0.
Next let
Ji+1 := {b ∈ (FiB˜)
−i | d(b) = 0 and H−i(gi)(b) = 0}.
Choose a set Y ′′i+1 of elements (of degree−i−1) and a function d : Y ′′i+1 → Ji+1 such that
{d(y) | y ∈ Y ′′i+1} is a set of elements whose images in H−iFiB˜ generate Ker
(
H−i(gi) :
H−iFiB˜ → H−iB
)
as H0A-module. Let y ∈ Y ′′i+1. By definition gi(d(y)) = d(b) for
some b ∈ B−i; and we define gi+1(y) := b.
Let Yi+1 := Y ′i+1 ⊔ Y ′′i+1 and Fi+1X := FiX ⊔Yi+1. Define the DG algebra Fi+1B˜ to
be
Fi+1B˜ := FiB˜ ⊗K K[Yi+1]
with differential d extending the differential of FiB˜ and the function d : Yi+1 → FiB˜
defined above.
(2) This is because at each step in (1) the sets Yi can be chosen to be finite.
(3) Choose elements b1, . . . , bm ∈ B that generate it as A0-algebra. Since each bi is
integral over A0, there is some monic polynomial pi(y) ∈ A0[y] such that pi(bi) = 0.
Let y1, . . . , ym be distinct variables of degree 0. Define Y0 := {y1, . . . , ym} and B† :=
A0[Y0]/
(
p1(y1), . . . , pm(ym)
)
. This is an A0-algebra, which is a free module of finite
rank. Let g0 : B† → B be the surjective A0-algebra homomorphism yi 7→ bi. Define
F0B˜ := A ⊗A0 B
† and F0X := ∅. Then conditions (i)-(ii) hold for i = 0, as well as
condition (iii’) below.
(iii’) FiB˜ = A[Y0 ∪ FiX ], d(FiX) ⊂ Fi−1B˜ and
undFiB˜ ∼= (undA)⊗A0 A
0[FiX ]⊗A0 B
†.
For i ≥ 1 the proof proceeds as in part (i), but always using condition (iii’) instead of
(iii). 
Proposition 1.7. Suppose we are given three DG K-algebras A˜, B˜, B˜′; a K-algebra B;
and five DG algebra homomorphisms f, f˜ , f˜ ′, g, g′ such that the first diagram below is
commutative. Assume that g′ is a quasi-isomorphism, and B˜ is semi-free DG algebra
relative to A˜. Then there exists a DG algebra homomorphism h : B˜ → B˜′ such that the
second diagram below is commutative.
B˜
g
$$I
II
II
I
A˜
f˜
::vvvvvv
f˜ ′ $$
HH
HH
HH
f
// B
B˜′
g′
::uuuuuu
B˜
g
$$I
II
II
I
h





A˜
f˜
::vvvvvv
f˜ ′ $$
HH
HH
HH B
B˜′
g′
::uuuuuu
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Proof. By definition there is a graded set X = ∐i≤0Xi such that und B˜ ∼= (und A˜) ⊗K
K[X ]. Let’s define FiX :=
⋃
j≥−iXj and FiB˜ := A˜[FiX ] ⊂ B˜. We shall define a
compatible sequence of DG algebra homomorphisms hi : FiB˜ → B˜′, whose union will
be called h.
For i = 0 we note that g′ : B˜′0 → B is surjective. Hence there is a function h0 :
X0 → B˜′0 such that g′(h0(x)) = g(x) for every x ∈ X0. Since F0B˜ ∼= A˜⊗K K[X0] and
d(h0(X0)) = 0 we can extend the function h0 uniquely to a DG algebra homomorphism
h0 : F0B˜ → B˜ such that h0 ◦ f˜ = f˜ ′.
Now assume that i ≥ 0 and hi : FiB˜ → B˜′ has been defined. Let Yi+1 := Fi+1X −
FiX . This is a set of degree−i− 1 elements. Take any y ∈ Yi+1. Then d(y) ∈ (FiB˜)−i,
and we let b := hi(d(y)) ∈ B˜′−i. Because HB˜ ∼= HB˜′ = B there exists an element
c ∈ B˜′−i−1 such that d(c) = b. We now define hi+1(y) := c. The function hi+1 : Yi+1 →
B˜′−i−1 extends to a unique DG algebra homomorphism hi+1 : Fi+1B˜ → B˜′ such that
hi+1|FiB˜ = hi. 
From here to the end of this section we assume K is noetherian.
A homomorphismA→ A′ between two K-algebras is called a localization if it induces
an isomorphism S−1A ≃−→ A′ for some multiplicatively closed subset S ⊂ A. We then
say that A′ is a localization of A. A K-algebra A is called essentially of finite type if A is
a localization of some finitely generated K-algebra. Such an algebra A is noetherian. If B
is an essentially finite type A-algebra then it is an essentially finite type K-algebra.
Proposition 1.8. Let A be an essentially finite type K-algebra. Then there is a DG algebra
quasi-isomorphism A˜ → A such that A˜0 is an essentially finite type K-algebra, and each
A˜i is a finitely generated A˜0-module and a flat K-module. In particular A˜ is a K-flat DG
K-module.
Proof. Pick a finitely generated K-algebra Af such that S−1Af ∼= A for some multiplica-
tively closed subset S ⊂ Af . According to Proposition 1.6(2) we can find a semi-free
DG algebra resolution A˜f → Af where A˜f has finitely many algebra generators in each
degree. Let S˜ ⊂ A˜0f be the pre-image of S under the surjection A˜0f → Af . Now define
A˜ := (S˜−1A˜0f )⊗A˜0f
A˜f . 
Corollary 1.9. Let A be an essentially finite type K-algebra, and let A˜ → A be any K-
flat DG algebra resolution relative to K. Then H0(A˜ ⊗K A˜) is an essentially finite type
K-algebra, and each Hi(A˜⊗K A˜) is a finitely generated H0(A˜⊗K A˜)-module.
Proof. Using Proposition 1.7, and passing via a semi-free DG algebra resolution, we can
replace the given resolution A˜ → A by another one satisfying the finiteness conditions in
Proposition 1.8. Now the assertion is clear. 
Let M be a graded module. The amplitude ampM is defined as follows. Given d ∈ N
we say that ampM ≤ d if there exists some i0 ∈ Z such that {i |M i 6= 0} ⊂ {i0, . . . , i0+
d}. Then we let ampM := inf{d ∈ N | ampM ≤ d} ∈ N∪{∞}. Thus M is bounded if
and only if ampM < ∞. Now let A be a DG algebra with HA bounded, and let M be a
DG A-module. For any d ∈ N we say that flat.dimAM ≤ d if given any N ∈ DGModA
the inequality ampH(M⊗LAN) ≤ ampHN+d holds. The flat dimension ofM is defined
to be flat.dimAM := inf{d ∈ N | flat.dimAM ≤ d}. Observe that M has finite flat
dimension if and only if the functor M ⊗LA − is way out on both sides, in the sense of
[RD, Section I.7]. Similarly one can define the projective dimension proj.dimAM of a
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DG A-moduleM , by considering the amplitude of HRHomA(M,N). For a usual algebra
A and a single module M the dimensions defined above coincide with the usual ones.
Proposition 1.10. LetA andB be DG K-algebras,L ∈ DGModA, M ∈DGModA⊗KB
and N ∈ DGModB. There exists a functorial morphism
ψ : RHomA(L,M)⊗
L
B N → RHomA(L,M ⊗
L
B N)
in D˜(DGModA⊗K B). If conditions (i), (ii), and (iii) below hold, then the morphism ψ is
an isomorphism.
(i) H0A is noetherian, HL is bounded above, and each of the H0A -modules HiA
and HiL are finitely generated.
(ii) HM and HN are bounded.
(iii) Either (a), (b) or (c) is satisfied:
(a) HiA = 0 for all i 6= 0, and L has finite projective dimension over A.
(b) HiB = 0 for all i 6= 0, and N has finite flat dimension over B.
(c) HiB = 0 for all i 6= 0, H0B is noetherian, HN is bounded, each HiN
is a finitely generated module over H0B, the canonical morphism B →
RHomB(N,N) is an isomorphism, both M and RHomA(L,M) have finite
flat dimension over B, and HRHomA(L,M ⊗LB N) is bounded.
Proof. The proof is in five steps.
Step 1. To define ψ we may choose a K-projective resolution P → L over A, and a K-flat
resolution Q→ N over B. There an obvious homomorphism of DG A⊗K B -modules
ψP,Q : HomA(P,M)⊗B Q→ HomA(P,M ⊗B Q).
In the derived category this represents ψ.
Step 2. To prove that ψ is an isomorphism (or equivalently that ψP,Q is a quasi-iso-
morphism) we may forget the A ⊗K B -module structures, and consider ψ as a morphism
in D(ModK). Now by Proposition 1.3(2) we can replace A and B by quasi-isomorphic
DG K-algebras. Thus we may assume both A and B are semi-free as DG K-modules.
Step 3. Let’s suppose that condition (iii.a) holds. So A → H0A is a quasi-isomorphism.
SinceB is K-flat overK it follows thatA⊗KB → H0A⊗KB is also a quasi-isomorphism.
By Proposition 1.3 we can assume that L ∈ DGModH0A and M ∈ DGMod(H0A⊗K B),
and that L has finite projective dimension over H0A. So we may replace A with H0A, and
thus assume that A is a noetherian algebra.
Now choose a resolution P → L, where P is a bounded complex of finitely generated
projective A-modules. Take any K-flat resolution Q → N over B. Then the homomor-
phism ψP,Q is actually bijective.
Step 4. Let’s assume condition (iii.b) holds. As in step 3 we can suppose that B =
B0. Choose a bounded resolution Q → N by flat B-modules. By replacing M with the
truncation τ≥j0τ≤j1M for some j0 ≪ 0 and j1 ≫ 0 we may assume M is bounded.
According to [AFH, Theorem 9.2.7] we can find a semi-free resolution P → L over A
such that undP ∼=
⊕i1
i=−∞ undA[−i]
µi with all the multiplicities µi finite. Because the
µi are finite and both M and Q are bounded the homomorphism ψP,Q is bijective.
Step 5. Finally we consider condition (iii.c). We can assume that B = B0 is noetherian.
Since N ∈ Dbf (ModB) and RHomB(N,N) ∼= B we see that the support of N is SpecB.
By Lemma 1.11 below we conclude that N generates Db(ModB). Let
ψ′ : RHomB
(
N,RHomA(L,M)⊗
L
B N
)
→ RHomB
(
N,RHomA(L,M ⊗
L
B N)
)
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be the morphism obtained from ψ by applying the functor RHomB(N,−). Since ψ is a
morphism in Db(ModB), in order to prove it is an isomorphism it suffices to prove that ψ′
is an isomorphism.
The complex RHomA(L,M) has finite flat dimension over B, so using the proposition
with condition (iii.b), which we already proved, we have
RHomB
(
N,RHomA(L,M)⊗
L
B N
)
∼= RHomB(N,N)⊗
L
B RHomA(L,M)
∼= RHomA(L,M).
On the other hand the complexM has finite flat dimension overB, so using the proposition
with condition (iii.b) once more (for the isomorphism marked ⋄), we have
RHomB
(
N,RHomA(L,M ⊗
L
B N)
)
∼= RHomA
(
L,RHomB(N,M ⊗
L
B N)
)
∼=⋄ RHomA
(
L,M ⊗LB RHomB(N,N)
)
∼= RHomA(L,M).
Tracking the effect of these isomorphism on ψ′ we see that it gets transformed into the
identity automorphism of RHomA(L,M). 
Let B be a noetherian ring. Recall that given a complex N ∈ Dbf (ModB) its support is
defined to be
⋃
i SuppH
iN ⊂ SpecB. The complex N is said to generate Db(ModB) if
for any nonzero object M ∈ Db(ModB) one has RHomB(N,M) 6= 0.
Lemma 1.11. Suppose B is a noetherian ring and N ∈ Dbf (ModB) is a complex whose
support is SpecB. Then N generates Db(ModB).
Proof. Suppose M is a nonzero object in Db(ModB). We have to prove that
RHomB(N,M) 6= 0. Let i0 := min{i ∈ Z | HiM 6= 0}, and choose a nonzero
finitely generated submodule M ′ ⊂ Hi0M . Let p be a minimal prime ideal in the sup-
port of M ′; so that M ′p := Ap ⊗B M ′ is a nonzero finite length module over the local
ring Bp. Now Np is a nonzero object of Dbf (ModBp). Let j1 := max{j ∈ Z | HjNp 6=
0}. Since Hj1Np is a nonzero finitely generated Ap-module, there exists a nonzero ho-
momorphism φ : Hj1Np → M ′p. This φ can be interpreted as a nonzero element of
Exti0−j1Bp (Np,Mp), which, by Proposition 1.10 with its condition (iii.b), is isomorphic to
Bp ⊗B Ext
i0−j1
B (N,M). 
Remark 1.12. Proposition 1.10 can be extended by replacing conditions (iii.a) and (iii.b)
respectively with: (iii.a’) HA is a bounded essentially finite type K-algebra, and L has
finite projective dimension over A; and (iii.b’) HB is a bounded essentially finite type K-
algebra, HN is a finitely generated HB -module, and N has finite flat dimension over A.
The trick for (iii.a’) is to localize on SpecH0A and to look at minimal semi-free resolu-
tions of L. This trick also shows that flat.dimA L = proj.dimA L. Details will appear
elsewhere.
2. THE SQUARING OPERATION
In this section we introduce a key technical notion used in the definition of rigidity,
namely the squaring operation. This operation is easy to define when the base ring K is
a field (see Corollary 2.7), but when K is just a commutative ring (as we assume in this
section) there are complications. We solve the problem using DG algebras.
Recall that for a DG algebra A the derived category of DG modules is denoted by
D˜(DGModA). If A is a usual algebra then D˜(DGModA) = D(ModA).
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Let M ∈ D(ModK). As explained earlier the derived tensor product M ⊗LK M ∈
D(ModK) is defined to beM⊗LKM := M˜⊗K M˜ , where M˜ →M is any K-flat resolution
ofM . IfM ∈ DGModA for some DG K-algebraA, then we would like to be able to make
M ⊗LK M into an object of D˜(DGModA ⊗K A). But this is not always possible, at least
not in any obvious way, due to torsion. (For instance take K := Z and M = A := Z/(2)).
Fortunately there is a way to get around this problem.
Lemma 2.1. Let A˜ → A be a quasi-isomorphism of DG K-algebras, and assume A˜ is
K-flat as DG K-module. Then the (non-additive) functor D˜(DGModA) → D(ModK),
M 7→M ⊗LK M , factors canonically through D˜(DGMod A˜⊗K A˜).
Proof. Choose any quasi-isomorphism M˜ →M in DGMod A˜ with M˜ K-flat over K. This
is possible since any K-flat DG A˜-module is K-flat overK. We getM⊗LKM = M˜⊗KM˜ ∈
D˜(DGMod A˜⊗K A˜). 
Theorem 2.2. Let A be a K-algebra and let M be a DG A-module. Choose a K-flat DG
algebra resolution K → A˜→ A of K → A. Then the object
SqA/K M := RHomA˜⊗K A˜(A,M ⊗
L
K M) ∈ D(ModA),
where the A-module structure is via the action on the first argument of RHom, is indepen-
dent of this choice.
Proof. The idea for the proof was communicated to us by Bernhard Keller. Choose some
semi-free DG algebra resolution K → A˜′ → A of K → A. We will show that there is a
canonical isomorphism
RHomA˜⊗K A˜(A,M ⊗
L
K M)
≃
−→ RHomA˜′⊗K A˜′(A,M ⊗
L
K M)
in D(ModA).
Let us choose a K-projective resolution M˜ → M over A˜, and a K-injective resolution
M˜ ⊗K M˜ → I˜ over A˜⊗K A˜. So
RHomA˜⊗K A˜(A,M ⊗
L
K M) = HomA˜⊗K A˜(A, I˜).
Likewise let’s choose resolutions M˜ ′ → M and M˜ ′ ⊗K M˜ ′ → I˜ ′ over A˜′ and A˜′ ⊗K A˜′
respectively.
By Proposition 1.7 there is a DG algebra quasi-isomorphism f0 : A˜′ → A˜ that’s com-
patible with the quasi-isomorphisms to A. By the categorical properties of K-projective
resolutions there is an A˜′-linear quasi-isomorphism φ0 : M˜ ′ → M˜ , that’s compatible up
to homotopy with the quasi-isomorphisms to M . We obtain an A˜′ ⊗K A˜′ -linear quasi-
isomorphism φ0 ⊗ φ0 : M˜ ′ ⊗K M˜ ′ → M˜ ⊗K M˜ . Next by the categorical properties of
K-injective resolutions there is an A˜′ ⊗K A˜′ -linear quasi-isomorphism ψ0 : I˜ → I˜ ′ that’s
compatible up to homotopy with the quasi-isomorphisms from M˜ ′⊗K M˜ ′. We thus get an
A-linear homomorphism
χ0 : HomA˜⊗K A˜(A, I˜)→ HomA˜′⊗K A˜′(A, I˜
′).
Proposition 1.3 shows that χ0 is in fact an isomorphism in D(ModA).
Now suppose f1 : A˜′ → A˜, φ1 : M˜ ′ → M˜ and ψ1 : I˜ → I˜ ′ are other choices of quasi-
isomorphisms of the same respective types as f0, φ0 and ψ0. Then we get an induced
isomorphism
χ1 : HomA˜⊗K A˜(A, I˜)→ HomA˜′⊗K A˜′(A, I˜
′)
in D(ModA). We shall prove that χ1 = χ0.
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Here we have to introduce an auxiliary DG K-module C(M˜), the cylinder module.
As graded module one has C(M˜) :=
[
M˜ M˜ [−1]
0 M˜
]
, a triangular matrix module, and the
differential is d([m0 n0 m1 ]) :=
[
d(m0) m0−m1−d(n)
0 d(m1)
]
for m0,m1, n ∈ M˜ . There are DG
module quasi-isomorphisms ǫ : M˜ → C(M˜) and η0, η1 : C(M˜) → M˜ , with formulas
ǫ(m) := [m 00 m ] and ηi([
m0 n
0 m1 ]) := mi. The cylinder module C(M˜) is a DG module over
A˜ by the formula a · [m0 n0 m1 ] := [
am0 an
0 am1 ].
There is a quasi-isomorphism of DG A˜-modules C(M˜) →
[
M˜ M [−1]
0 M˜
]
which is the
identity on the diagonal elements, and the given quasi-isomorphism M˜ →M in the corner.
The two A˜′-linear quasi-isomorphisms φ0 and φ1 fit into an A˜′-linear quasi-morphism
M˜ ′
[
φ0 0
0 φ1
]
−−−−−→
[
M˜ M [−1]
0 M˜
]
. Since M˜ ′ is K-projective over A˜′ we can lift
[
φ0 0
0 φ1
]
to a
quasi-isomorphism φ : M˜ ′ → C(M˜) such that ηi ◦ φ = φi up to homotopy.
Let’s choose a K-injective resolution C(M˜) ⊗K C(M˜) → K˜ over A˜ ⊗K A˜. Then for
i = 0, 1 we have a diagram
I˜ ′ K˜
ψ
oo I˜
βi
oo
M˜ ′ ⊗K M˜ ′
OO
φ⊗φ
// C(M˜)⊗K C(M˜)
OO
ηi⊗ηi
// M˜ ⊗K M˜
OO
that’s commutative up to homotopy. Here ψ and βi are some DG module homomorphisms,
which exist due to the K-injectivity of I˜ ′ and K˜ respectively. Because φi ⊗ φi = (ηi ⊗
ηi)◦ (φ⊗φ) up to homotopy, and I˜ ′ is K-injective, it follows that the A˜′⊗K A˜′ -linear DG
module quasi-isomorphismsψ ◦ βi and ψi are homotopic. Therefore in order to prove that
χ0 = χ1 it suffices to prove that the two isomorphisms in D(ModA)
θ0, θ1 : HomA˜⊗K A˜(A, I˜)→ HomA˜⊗K A˜(A, K˜),
that are induced by β0, β1 respectively, are equal.
For i = 0, 1 consider the diagram
I˜ K˜
γ
oo I˜
βi
oo
M˜ ⊗K M˜
OO
ǫ⊗ǫ
// C(M˜)⊗K C(M˜)
OO
ηi⊗ηi
// M˜ ⊗K M˜
OO
where γ is some A˜⊗K A˜ -linear DG module homomorphism, chosen so as to make the left
square commute up to homotopy. As before, since (ηi⊗ ηi) ◦ (ǫ⊗ ǫ) = 1M˜⊗KM˜ it follows
that γ ◦ βi and 1I˜ are homotopic. Hence both θ0 and θ1 are inverses of the isomorphism
HomA˜⊗K A˜(A, K˜)
≃
−→ HomA˜⊗K A˜(A, I˜)
in D(ModA) induced by γ, so θ0 = θ1. 
Theorem 2.3. Let A and B be K-algebras, and let M ∈ D(ModA) and N ∈ D(ModB).
Suppose f : A → B is an algebra homomorphism and φ : N → M is a morphism in
D(ModA). Then there is an induced morphism
Sqf/K(φ) : SqB/K N → SqA/K M
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in D(ModB). This construction is functorial; namely if C is another K-algebra, P ∈
D(ModC), g : B → C is an algebra homomorphism and ψ : P → N is a morphism in
D(ModB), then
Sqg◦f/K(φ ◦ ψ) = Sqf/K(φ) ◦ Sqg/K(ψ).
Also for the identity morphisms Sq
1A/K(1M ) = 1SqA/K M .
Proof. Let’s choose a semi-free DG algebra resolution K → A˜ → A of K → A, and a
semi-free DG algebra resolution A˜ f˜−→ B˜ → B of A˜ → B. Note that B˜ is also semi-
free relative to K, so it may be used to calculate SqB/K N . Next let’s choose DG module
resolutions M˜ → M , N˜ → N , M˜ ⊗K M˜ → I˜ and N˜ ⊗K N˜ → J˜ by K-projective
or K-injective DG modules over the appropriate DG algebras, as was done in the proof
of Theorem 2.2. Since N˜ is a K-projective DG A˜-module we get an actual DG module
homomorphism φ˜ : N˜ → M˜ representing φ. Therefore there is an A˜ ⊗K A˜ -linear DG
module homomorphism φ˜⊗ φ˜ : N˜⊗K N˜ → M˜ ⊗K M˜ . Because I˜ is K-injective we obtain
a DG module homomorphismψ : J˜ → I˜ lifting N˜ ⊗K N˜
φ˜⊗φ˜
−−−→ M˜ ⊗K M˜ → I˜ . Applying
Hom(A,−) we then have a homomorphism
Sqf/K(φ) : HomB˜⊗K B˜(B, J˜)→ HomA˜⊗K A˜(A, I˜)
in DGModA.
Given g : B → C and ψ : P → N it is now clear how to define Sqg/K(ψ) such that
Sqg◦f/K(φ ◦ ψ) = Sqf/K(φ) ◦ Sqg/K(ψ), for these particular choices.
It remains to prove that after passing to D(ModA) the morphism Sqf/K(φ) becomes
independent of choices. The independence on choices of K-projective and K-injective
resolutions, and on the DG module homomorphisms φ˜ and ψ, is standard. Now suppose
we choose another semi-free DG algebra resolution K → A˜′ → A of K → A, and a
semi-free DG algebra resolution A˜′ f˜
′
−→ B˜′ → B of A˜′ → B. After choosing DG module
resolutions M˜ ′ → M , N˜ ′ → N , M˜ ′ ⊗K M˜ ′ → I˜ ′ and N˜ ′ ⊗K N˜ ′ → J˜ ′ by K-projective
or K-injective DG modules over the appropriate DG algebras, we obtain a homomorphism
Sq′f/K(φ) : HomB˜′⊗K B˜′(B, J˜
′)→ HomA˜′⊗K A˜′(A, I˜
′)
in DGModA.
Applying Proposition 1.7 twice we can find DG algebra homomorphisms g0 and h0
such that the diagram of DG algebra homomorphisms
(2.4)
A˜′
g0
//
f˜ ′

A˜
f˜

// A
f

B˜′
h0
// B˜ // B.
is commutative. As in the proof of Theorem 2.2 we pick quasi-isomorphisms ψM,0 :
I˜ → I˜ ′ and ψN,0 : J˜ → J˜ ′ over A˜′ ⊗K A˜′ and B˜′ ⊗K B˜′ respectively. Then we get a
commutative up to homotopy diagram
HomA˜⊗K A˜(A, I˜)
χM,0
// HomA˜′⊗K A˜′(A, I˜
′)
HomB˜⊗K B˜(B, J˜)
Sqf/K(φ)
OO
χN,0
// HomB˜′⊗K B˜′(B, J˜
′)
Sq′f/K(φ)
OO
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in DGModA, where the horizontal arrows are quasi-isomorphisms. If we were to choose
another pair of DG algebra quasi-isomorphisms g1 : A˜′ → A˜ and h1 : B˜′ → B˜ so as to
make diagram 2.4 commutative, then according to Theorem 2.2 there would be equalities
χM,0 = χM,1 and χN,0 = χN,1 of isomorphisms in D(ModA). Therefore Sq′f/K(φ) =
Sqf/K(φ) as morphisms in D(ModA). 
For the identity homomorphism 1A : A→ A we write SqA/K(φ) := Sq1A/K(φ).
Definition 2.5. The (nonlinear) functor SqA/K : D(ModA)→ D(ModA) from Theorems
2.2 and 2.3 is called the squaring operation over A relative to K.
The next result explains the name “squaring”.
Corollary 2.6. In the situation of Theorem 2.3 let b ∈ B. Then
Sqf/K(bφ) = b
2 Sqf/K(φ).
Proof. It suffices to consider f = 1B : B → B and φ = 1N : N → N . Choose any lifting
of b to b˜ ∈ B˜0. Then multiplication by b˜⊗ b˜ on J˜ has the same effect on HomB˜⊗K B˜(B, J˜),
up to homotopy, as multiplication by b2 on B. 
Corollary 2.7. Suppose A is a flat K-algebra, and M is a bounded above complex of
A-modules that are flat as K-modules. Then there is a functorial isomorphism
SqA/K M
∼= RHomA⊗KA(A,M ⊗K M).
Proof. This is because A and M are K-flat DG K-modules. 
Remark 2.8. One might be tempted to use the notationRHomA⊗L
K
A(A,M⊗
L
KM) instead
of SqA/K M . Indeed, we think it is possible to make sense of the “DG algebra”A⊗LKA, as
an object of a suitable Quillen localization of the category of DG K-algebras. Cf. [Hi], and
also [Qu], where an analogous construction was made using simplicial algebras rather than
DG algebras. Then one should show that the triangulated category “D˜(DGModA⊗LK A)”
is well-defined, etc. See also [Dr, Appendix V].
3. RIGID COMPLEXES
In this section all rings are are by default commutative and noetherian. We shall use
notation such as f∗ : A → B for a ring homomorphism; so that f : SpecB → SpecA is
the corresponding morphism of schemes. This will make our notation for various functors
more uniform. For instance restriction of scalars becomes f∗ : ModB → ModA, and
extension of scalars (i.e. M 7→ B ⊗A M ) becomes f∗ : ModA → ModB. See also
Definitions 3.13 and 3.21. Given another algebra homomorphism g∗ : B → C we shall
sometimes write (f ◦ g)∗ := g∗ ◦ f∗.
Let us begin with a bit of commutative algebra. Recall that an A-algebra B is called
formally smooth (resp. formally e´tale) if it has the lifting property (resp. the unique lifting
property) for infinitesimal extensions. The A-algebra B is called smooth (resp. e´tale) if
it is finitely generated and formally smooth (resp. formally e´tale). If B is smooth over A
then it is flat, and Ω1B/A is a finitely generated projective B-module. See [EGA, Section
0IV.19.3] and [EGA, Section IV.17.3] for details.
Definition 3.1. Let A and B be noetherian rings. A ring homomorphism f∗ : A → B
is called essentially smooth (resp. essentially e´tale) if it is of essentially finite type and
formally smooth (resp. formally e´tale). In this case B is called an essentially smooth (resp.
essentially e´tale) A-algebra.
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Observe that smooth homomorphisms and localizations are essentially smooth.
Proposition 3.2. Let f∗ : A→ B be an essentially smooth homomorphism.
(1) There is an open covering SpecB = ⋃i SpecBi such that for every i the homo-
morphism A→ Bi is the composition of a smooth homomorphism A→ Bsmi and
a localization Bsmi → Bi.
(2) f∗ is flat, and Ω1B/A is a finitely generated projective B-module.
(3) f∗ is essentially e´tale if and only if Ω1B/A = 0.
(4) Let g∗ : B → C be another essentially smooth homomorphism. Then g∗ ◦ f∗ :
A→ C is also essentially smooth.
Proof. (1) Choose a finitely generated A-subalgebra Bf ⊂ B such that B is a localization
of Bf . We can identify U := SpecB with a subset of U f := SpecBf . Take a point x ∈ U ,
and let y := f(x) ∈ SpecA. Then the local ring OU f ,x = OU,x = Bx is a formally
smooth Ay-algebra. According to [EGA, Chapitre IV The´ore`me 17.5.1] there is an open
neighborhoodW of x in U f which is smooth over SpecA. Choose an element b ∈ Bf such
that the localization Bfb = Bf [b−1] satisfies x ∈ SpecBfb ⊂ W . Then Bfb is a smooth A-
algebra, Bb is a localization of Bfb, SpecBb is open in SpecB, and x ∈ SpecBb. Finally
let i be an index corresponding to the point x, and define Bsmi := Bfb and Bi := Bb.
(2) follows from (1).
(3) See [EGA, Chapitre 0IV Proposition 20.7.4].
(4) Both conditions in Definition 3.1 are transitive. 
Definition 3.3. Let f∗ : A → B be an essentially smooth homomorphism. If
rankB Ω
1
B/A = n then f
∗ is called an essentially smooth homomorphism of relative di-
mension n, and B is called an essentially smooth A-algebra of relative dimension n.
By Proposition 3.2(3), an essentially e´tale homomorphism is the same as an essentially
smooth homomorphism of relative dimension 0.
Proposition 3.4. Suppose f∗ : A→ B and g∗ : B → C are essentially smooth homomor-
phism of relative dimensions m and n respectively. Then g∗ ◦f∗ : A→ C is an essentially
smooth homomorphism of relative dimension m+n, and there is a canonical isomorphism
of C-modules Ωm+nC/A ∼= ΩmB/A ⊗B ΩnC/B .
Proof. By [EGA, Chapitre 0IV The´ore`me 20.5.7] the sequence
0→ C ⊗B Ω
1
B/A → Ω
1
C/A → Ω
1
C/B → 0
is split-exact. 
Proposition 3.5. Let f∗ : A → B be an essentially smooth homomorphism of relative
dimension m.
(1) The B ⊗A B -module B has finite projective dimension.
(2) There is a canonical isomorphism
ExtiB⊗AB(B,Ω
2m
(B⊗AB)/A
) ∼=
{
ΩmB/A if i = m
0 otherwise.
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(3) Suppose g∗ : B → C is an essentially smooth homomorphism of relative dimen-
sion n. Let’s write E(A,B) := ExtmB⊗AB(B,Ω
2m
(B⊗AB)/A
) etc. Then the diagram
ΩmB/A ⊗B Ω
n
C/B
∼= //
∼=

Ωm+nC/A
∼=

E(A,B)⊗B E(B,C)
∼= // E(A,C)
in which the vertical arrows are from part (2), and the horizontal arrows come
from Proposition 3.4, is commutative.
Proof. First assume that B⊗AB → B is a complete intersection, i.e. the ideal Ker(B⊗A
B → B) is generated by a regular sequence b = (b1, . . . , bm). This implies that B has
projective dimension m over B ⊗A B, and that the Ext’s in part (2) vanish for i 6= m.
Define db := db1 ∧ · · · ∧ dbm ∈ Ωm(B⊗AB)/A. Then the map Ω
m
B/A → E(A,B), β 7→[
db∧β
b
]
, is bijective. Here [db∧β
b
]
is the generalized fraction, cf. Definition 5.7. According
to [RD, Proposition III.7.2] this bijection is independent of the regular sequence b.
Now suppose f∗ : A → B is an essentially smooth homomorphism of relative dimen-
sion m. Combining Proposition 3.2(1) and [EGA, Chapitre IV Proposition 17.12.4] we
see that there is an open covering SpecB =
⋃
i SpecBi, such that for every i the homo-
morphism Bi ⊗A Bi → Bi is a complete intersection. Using the previous paragraph we
deduce parts (1) and (2). For part (3) we utilize a similar open covering of SpecC. 
From now on in this section K is a fixed noetherian base ring. As references for the
results on derived categories needed here we recommend [RD] or [KS].
Let A be a K-algebra. In Section 2 we constructed a functor SqA/K : D(ModA) →
D(ModA), the squaring operation. When K is a field one has the easy formula
SqA/K M = RHomA⊗KA(A,M ⊗K M)
(see Corollary 2.7). The squaring is functorial for algebra homomorphisms too. Given
a homomorphism of algebras f∗ : A → B, complexes M ∈ D(ModA) and N ∈
D(ModB), and a morphism φ : N → M in D(ModA), there is an induced morphism
Sqf∗/K(φ) : SqB/K N → SqA/K M in D(ModA). Again when K is a field the formula
for Sqf∗/K is obvious; complications arise only when the base ring K is not a field.
Definition 3.6. Let A be a K-algebra and let M ∈ D(ModA). Assume M has finite flat
dimension over K. A rigidifying isomorphism for M relative to K is an isomorphism
ρ :M → SqA/K M
in D(ModA). The pair (M,ρ) is called a rigid complex over A relative to K.
Example 3.7. Take A = M := K. Since SqK/K K = K it follows that K has a tauto-
logical rigidifying isomorphism ρtau : K
≃
−→ SqK/K K. We call (K, ρtau) the tautological
rigid complex over K relative to K.
Definition 3.8. Let f∗ : A → B be a homomorphism between K-algebras, and let
(M,ρM ) and (N, ρN ) be rigid complexes over A and B respectively, both relative to K.
A morphism φ : N →M in D(ModA) is called a rigid trace-like morphism relative to K
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if the diagram
N
ρN
//
φ

SqB/K N
Sqf∗/K(φ)

M
ρM
// SqA/K M
of morphisms in D(ModA) is commutative. If A = B (and f∗ is the identity) then we say
φ : N →M is a rigid morphism over A relative to K.
It is easy to see that the composition of two rigid trace-like morphisms relative to K is
a rigid trace-like morphism relative to K. In particular, for a fixed K-algebra A the rigid
complexes over A relative to K form a category, which we denote by D(ModA)rig/K .
Theorem 3.9. Let K be a noetherian ring, let A and B be essentially finite type K-
algebras, and let A → B be a K-algebra homomorphism. Let (L, ρL) ∈ D(ModA)rig/K
and (M,ρM ) ∈ D(ModB)rig/A. Assume either of the conditions (i), (ii) or (iii) holds.
(i) A→ B is essentially smooth.
(ii) L has finite flat dimension over A.
(iii) The A-modules HiL are finitely generated, the canonical morphism A →
RHomA(L,L) is an isomorphism, and HSqB/K(L⊗LA M) is bounded.
Then:
(1) The complex L ⊗LA M ∈ D(ModB) has finite flat dimension over K, and an
induced rigidifying isomorphism
ρL ⊗ ρM : L⊗
L
A M
≃
−→ SqB/K(L⊗
L
A M).
(2) Let φ : (L, ρL) → (L′, ρL′) be a morphism in D(ModA)rig/K , and let ψ :
(M,ρM ) → (M ′, ρM ′) be a morphism in D(ModB)rig/A. Under conditions
(ii) or (iii) assume L′ and M ′ also have the corresponding properties. Then the
morphism
φ⊗ ψ : L⊗LA M → L
′ ⊗LA M
′
in D(ModB) is rigid relative to K.
Proof. (1) Since L has finite flat dimension over K and M has finite flat dimension overA
(cf. Definition 3.6), it follows that L⊗LA M has finite flat dimension over K.
Choose K-flat DG algebra resolutions K → A˜→ A and A˜→ B˜ → B of K → A and
A˜ → B respectively. (If K is a field and A → B is flat one may just take A˜ := A and
B˜ := B.) There is a sequence of isomorphisms in D(ModB):
SqB/K(L⊗
L
A M) = RHomB˜⊗K B˜
(
B, (L ⊗LA M)⊗
L
K (L⊗
L
A M)
)
∼= RHomB˜⊗A˜B˜
(
B,RHomB˜⊗K B˜
(
B˜ ⊗A˜ B˜, (L⊗
L
A M)⊗
L
K (L⊗
L
A M)
))
∼= RHomB˜⊗A˜B˜
(
B,RHomA˜⊗K A˜
(
A˜, (L⊗LA M)⊗
L
K (L⊗
L
A M)
))
.
These isomorphisms come from the Hom-tensor adjunction for the DG algebra homomor-
phisms B˜ ⊗K B˜ → B˜ ⊗A˜ B˜ → B, plus the fact that
A˜⊗A˜⊗K A˜ (B˜ ⊗K B˜)
∼= B˜ ⊗A˜ B˜.
Now using tensor product identities we get an isomorphism
(L⊗LA M)⊗
L
K (L⊗
L
A M)
∼= M ⊗LA˜ (L⊗
L
K L)⊗
L
A˜
M
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in D˜(DGMod B˜ ⊗K B˜). There are functorial morphisms
(3.10)
M ⊗L
A˜
RHomA˜⊗K A˜(A,L⊗
L
K L)⊗
L
A˜
M
→ RHomA˜⊗K A˜
(
A,M ⊗L
A˜
(L⊗LK L)
)
⊗L
A˜
M
→ RHomA˜⊗K A˜
(
A,M ⊗L
A˜
(L⊗LK L)⊗
L
A˜
M
)
in D˜(DGMod B˜⊗K B˜), which we claim are isomorphisms. To prove this we can forget the
B˜ ⊗K B˜ -module structure, and consider (3.10) as morphisms in D(ModK). According
to Corollary 1.9 the algebra H0(A˜⊗K A˜) ∼= A⊗K A is noetherian, and each Hi(A˜⊗K A˜)
is a finitely generated module over it. Since M has finite flat dimension over A˜, and both
H(L ⊗LK L) and H(M ⊗LA˜ L ⊗
L
K L) are bounded, we can use Proposition 1.10, with its
condition (iii.b).
At this point we have a functorial isomorphism
SqB/K(L⊗
L
A M)
∼= RHomB˜⊗A˜B˜
(
B, (M ⊗LA M)⊗
L
A SqA/K L
)
in D(ModB). The DG moduleM ⊗LAM has bounded cohomology, and so does SqA/K L,
since the latter is isomorphic toL. IfA→ B is essentially smooth then B˜⊗A˜B˜ → B⊗AB
is a quasi-isomorphism, and moreover B has finite projective dimension over B ⊗A B.
Thus under either condition (i), (ii) or (iii) of the theorem we may apply Proposition 1.10,
with its conditions (iii.a), (iii.b) or (iii.c) respectively, to get an isomorphism
RHomB˜⊗A˜B˜
(
B, (M ⊗LA M)⊗
L
A SqA/K L
)
∼= RHomB˜⊗A˜B˜
(B,M ⊗LA M)⊗
L
A SqA/K L.
Thus we have obtained an isomorphism
(3.11) SqB/K(L⊗LA M) ∼= (SqA/K L)⊗LA (SqB/AM)
in D(ModB). The rigidifying isomorphism we want is ρL ⊗ ρM .
(2) This is because the isomorphism (3.11) is functorial in L and M . 
Henceforth in the situation of the theorem we shall write
(3.12) (L, ρL)⊗LA (M,ρM ) := (L ⊗LA M,ρL ⊗ ρM ) ∈ D(ModB)rig/K .
Definition 3.13. Let f∗ : A → B be a finite homomorphism between two essentially
finite type K-algebras. Define a functor f ♭ : D(ModA) → D(ModB) by f ♭M :=
RHomA(B,M). Let Tr♭f ;M : f ♭M → M be the morphism “evaluation at 1”. This
becomes a morphism of functors Tr♭f : f∗ f ♭ → 1D(ModA).
Theorem 3.14. Let K be a noetherian ring, let A and B be essentially finite type K-
algebras, and let f∗ : A→ B be a finite algebra homomorphism. Suppose we are given a
rigid complex (M,ρ) ∈ D(ModA)rig/K , such that f ♭M has finite flat dimension over K.
(1) The complex f ♭M ∈ D(ModB) has an induced rigidifying isomorphism
f ♭(ρ) : f ♭M
≃
−→ SqB/K f
♭M.
The rigid complex f ♭(M,ρ) :=
(
f ♭M, f ♭(ρ)
)
depends functorially on (M,ρ).
(2) The morphism Tr♭f ;M : f ♭M →M is a rigid trace-like morphism relative to K.
(3) Suppose g∗ : B → C is another finite homomorphism. Assume that (f ◦ g)♭M
has finite flat dimension over K. Then under the standard isomorphism g♭f ♭M ∼=
(f ◦ g)♭M one has g♭f ♭(ρ) = (f ◦ g)♭(ρ).
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(4) Let (A, ρtau) be the tautological rigid complex. Assume thatB has finite projective
dimension over A. Then under the standard isomorphism f ♭M ∼= M ⊗LA f ♭A one
has f ♭(ρ) = ρ⊗ f ♭(ρtau).
For the proof we will need a lemma. The catch in this lemma is that the complex P of
flat K-module is bounded below, not above.
Lemma 3.15. Let P andN be bounded below complexes of K-modules. Assume that each
P i is a flat K-module, and that N has finite flat dimension over K. Then the canonical
morphism P ⊗LK N → P ⊗K N in D(ModK) is an isomorphism.
Proof. Choose a bounded flat resolutionQ→ N overK. We have to show that P⊗KQ→
P ⊗K N is a quasi-isomorphism. Let L be the cone of Q → N . It is enough to show that
the complex P ⊗K L is acyclic. We note that L is a bounded below acyclic complex and P
is a bounded below complex of flat modules. To prove that Hi(P ⊗K L) = 0 for any given
i we might as well replace P with a truncation P ′ := (· · · → P j1−1 → P j1 → 0→ · · · )
for j1 ≫ i. Now P ′ is K-flat, so P ′ ⊗K L is acyclic. 
Proof of the theorem. (1) Let’s pick a semi-free DG algebra resolution K → A˜ → A of
K → A. Next let’s pick a K-projective DG algebra resolution A˜ → B˜ → B of A˜ → B,
such that und B˜ ∼=
⊕0
i=−∞ und A˜[−i]
µi with finite multiplicities µi; see Proposition
1.6(3). Choose a bounded above semi-free resolution P ′ →M over A˜. Since M has finite
flat dimension over K it follows that for i ≪ 0 the truncated DG A˜-module P := τ≥iP ′
is a bounded complex of flat K-modules, and also P ∼=M in D˜(DGMod A˜).
We have an isomorphism HomA˜(B˜, P ) ∼= RHomA(B,M) in D˜(DGMod B˜), and an
isomorphism
HomA˜⊗K A˜(B˜ ⊗K B˜, P ⊗K P )
∼= RHomA˜⊗K A˜(B˜ ⊗K B˜,M ⊗
L
K M)
in D˜(DGMod B˜ ⊗K B˜). Because the multiplicities µi are finite and P is bounded, the
obvious DG module homomorphism
HomA˜(B˜, P )⊗K HomA˜(B˜, P )→ HomA˜⊗K A˜(B˜ ⊗K B˜, P ⊗K P )
is bijective. NowHomA˜(B˜, P ) is a bounded below complex of flat K-modules, which also
has finite flat dimension over K. Therefore by Lemma 3.15 we obtain
HomA˜(B˜, P )⊗K HomA˜(B˜, P )
∼= RHomA(B,M)⊗
L
K RHomA(B,M)
in D˜(DGMod B˜ ⊗K B˜). We conclude that there is a functorial isomorphism
(3.16) RHomA(B,M)⊗LK RHomA(B,M) ∼= RHomA˜⊗K A˜(B˜ ⊗K B˜,M ⊗LK M)
in D˜(DGMod B˜ ⊗K B˜). (If K is a field we may disregard the previous sentences, and just
take A˜ := A and B˜ := B.) We thus have a sequence of isomorphisms in D(ModB):
(3.17)
SqB/K f
♭M = RHomB˜⊗K B˜
(
B,RHomA(B,M)⊗
L
K RHomA(B,M)
)
∼=♦ RHomB˜⊗K B˜
(
B,RHomA˜⊗K A˜(B˜ ⊗K B˜,M ⊗
L
K M)
)
∼=‡ RHomA˜⊗K A˜(B,M ⊗
L
K M))
∼=‡ RHomA
(
B,RHomA˜⊗K A˜(A,M ⊗
L
K M)
)
= f ♭ SqA/K M,
where the isomorphism marked ♦ is by (3.16), and the isomorphisms ‡ come from the
Hom-tensor adjunction formula. The rigidifying isomorphism we want is f ♭M f
♭(ρ)
−−−→
f ♭ SqB/K M
∼= SqA/K f
♭M .
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(2) Going over the sequence of isomorphisms (3.17) we see that the diagram
(3.18) f ♭M f
♭(ρ)
//
Tr♭f;M

SqB/K f
♭M
Sqf∗/K(Tr
♭
f;M )

M
ρ
// SqA/K M
is commutative. This says that Tr♭f ;M is a rigid morphism.
(3) This is because the rigidifying isomorphism f ♭(ρ) in part (1) depends only on standard
identities and on the given rigidifying isomorphism ρ.
(4) According to Proposition 1.10, under its condition (iii.a), we have a canonical isomor-
phism M ⊗LA f ♭A ∼= f ♭M . Combine this with the isomorphisms (3.17). 
SupposeM ∈ D(ModA) andN ∈ D(ModB). A morphism τ : N →M inD(ModA)
is called nondegenerate if the induced morphism N → RHomA(B,M) in D(ModB) is
an isomorphism.
Corollary 3.19. Let f∗ : A → B be a finite homomorphism between two essentially
finite type K-algebras, and let (M,ρ) ∈ D(ModA)rig/K . Assume that HM is a finitely
generated A-module, f ♭M has finite flat dimension over K, and HomD(ModA)(f ♭M,M)
is a free B-module with basis Tr♭f ;M . Then Tr♭f ;M is the unique nondegenerate rigid trace-
like morphism f ♭M →M relative to K.
Proof. By Theorem 3.14, Tr♭f ;M : f ♭M → M is a rigid morphism. Suppose τ : f ♭M →
M is some other nondegenerate rigid trace-like morphism. Then τ = uTr♭f ;M for some
u ∈ B×, so we get isomorphisms
uTr♭f ;M = τ = Sqf∗/K(τ) = Sqf∗/K(uTr
♭
f ;M ) = u
2 Sqf∗/K(Tr
♭
f ;M ) = u
2Tr♭f ;M .
Therefore u = 1. 
We shall need the following easy fact.
Lemma 3.20. Suppose B =
∏m
i=1 Bi, i.e. SpecB =
∐m
i=1 SpecBi. Then the functor
N 7→
∏
i(Bi ⊗B N) is an equivalence D(ModB)→
∏
i D(ModBi).
Definition 3.21. Suppose f∗ : A → B is an essentially smooth homomorphism of K-
algebras. Let SpecB =
∐
i SpecBi be the (finite) decomposition of SpecB into con-
nected components. For each i the Bi-module Ω1Bi/A is projective of constant rank, say
ni. Given M ∈ D(ModA) define
f ♯M :=
∏
i
(ΩniBi/A[ni]⊗A M).
This is a functor f ♯ : D(ModA)→ D(ModB).
Note that if f∗ : A→ B is essentially e´tale then one simply has f ♯M = B ⊗A M .
Theorem 3.22. Let K be a noetherian ring, let A and B be essentially finite type K-
algebras, and let f∗ : A → B be an essentially smooth algebra homomorphism. Let
(L, ρ) ∈ D(ModA)rig/K .
(1) The complex f ♯L has an induced rigidifying isomorphism
f ♯(ρ) : f ♯L
≃
−→ SqB/K f
♯L.
We get a functor f ♯ : D(ModA)rig/K → D(ModB)rig/K
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(2) Let (A, ρtau) be the tautological rigid complex. Then under the standard isomor-
phism f ♯L ∼= L⊗LA f ♯A one has f ♯(ρ) = ρ⊗ f ♯(ρtau).
(3) Let g∗ : B → C be either a smooth homomorphism or a localization homomor-
phism. Then under the isomorphism (f ◦ g)♯L ∼= g♯f ♯L of Proposition 3.4 one
has (f ◦ g)♯(ρ) = g♯f ♯L(ρ).
Proof. In view of Lemma 3.20 we might as well assume Ω1B/A has constant rank m. Using
the canonical isomorphism Ω2m(B⊗AB)/A
∼= ΩmB/A ⊗A Ω
m
B/A we can interpret Proposition
3.5(2) as a canonical rigidifying isomorphism for the complex ΩmB/A[m] relative to A,
which we denote by ρΩ. Thus we obtain an object
(ΩmB/A[m], ρΩ) ∈ D(ModB)rig/A.
Now using Theorem 3.9 we can define the rigidifying isomorphism f ♯(ρ) := ρ⊗ ρΩ. The
assertion in part (2) is clear.
For part (3) one may assume rankC Ω1C/B = n. Then the claim follows from Proposi-
tion 3.5(3). 
Definition 3.23. Let f∗ : A → A′ be an essentially e´tale homomorphism between essen-
tially finite type K-algebras. For M ∈ D(ModA) let q♯f ;M : M → f ♯M be the morphism
m 7→ 1⊗m. This is a functorial morphism q♯f : 1D(ModA) → f∗ f ♯.
In the situation of the definition above, given M ′ ∈ D(ModA′), there is a canonical
bijection
HomD(ModA)(M,M
′) ∼= HomD(ModA′)(f
♯M,M ′)
coming from Hom-tensor adjunction. In particular, for M ′ := f ♯M , the morphism q♯f ;M
corresponds to the identity 1M ′ .
Definition 3.24. Let f∗ : A → A′ be an essentially e´tale homomorphism between essen-
tially finite type K-algebras, let (M,ρ) ∈ D(ModA)rig/K and let (M ′, ρ′) ∈
D(ModA′)rig/K . A rigid localization morphism is a morphism φ : M → M ′ in
D(ModA), such that the corresponding morphism φ′ : f ♯M → M ′ in D(ModA)′ is a
rigid isomorphism relative to K.
Proposition 3.25. Let f∗ : A → A′ be an essentially e´tale homomorphism, and let
(M,ρ) ∈ D(ModA)rig/K . Define (M ′, ρ′) := f ♯(M,ρ). Then:
(1) The morphism q♯f ;M : M →M ′ is a rigid localization morphism.
(2) Moreover, ifM ∈ Dbf (ModA) and RHomA(M,M) = A, then q♯f ;M is the unique
rigid localization morphism M →M ′.
Proof. (1) Since the corresponding morphism M ′ → M ′ is the identity automorphism of
M ′, it is certainly rigid.
(2) Here we have HomD(ModA′)(M ′,M ′) = A′. The uniqueness of q♯f ;M is proved like in
Corollary 3.19. 
Theorem 3.26. Let K be a noetherian ring, let A be an essentially finite type K-algebra,
let g∗ : A → A′ be an essentially smooth homomorphism, and let f∗ : A → B be a
finite homomorphism. Define B′ := A′ ⊗A B; so we get a cartesian diagram of algebra
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homomorphisms
A
f∗
//
g∗

B
h∗

A′
f ′∗
// B′
in which f ′∗ is finite and h∗ is essentially smooth. Let (M,ρ) ∈
D(ModA)rig/K . Assume f ♭M has finite flat dimension overK, andH(A⊗LKA) is bounded.
Then there is a functorial isomorphism
h♯f ♭(M,ρ) ∼= f ′
♭
g♯(M,ρ)
in D(ModB′)rig/K .
Proof. Suppose rankB Ω1A′/A = n. Using the base change isomorphism for differential
forms, namely ΩnB′/B ∼= B ⊗A Ω
n
A′/A, we obtain isomorphisms
h♯f ♭M = ΩnB′/B[n]⊗B RHomA(B,M)
∼= ΩnA′/A[n]⊗A RHomA(B,M)
∼= RHomA(B,Ω
n
A′/A[n]⊗A M)
∼= RHomA′(B
′,ΩnA′/A[n]⊗A M) = f
′♭g♯M.
Now regarding the rigidifying isomorphisms, use Proposition 1.10, with condition (iii.b),
to insert ΩnA′/A[n] into the sequence of isomorphisms (3.17) at various positions. 
Corollary 3.27. In the situation of Theorem 3.26 assume g∗ is essentially e´tale. Define
N := f ♭M , M ′ := g♯M and N ′ := h♯f ♭M ∼= f ′♭g♯M , with their induced rigidifying
isomorphisms. Then
q♯g;M ◦ Tr
♭
f ;M = Tr
♭
f ′;M ′ ◦ q
♯
h;N ∈ HomD(ModA)(N,M
′).
Proof. This is because Tr♭f ′;M ′ : N ′ → M ′ is gotten from Tr♭f ;M : N → M by applying
A′ ⊗A −. 
Suppose f∗ : K → A is a flat ring homomorphism, and g∗ : K → K′ is another
ring homomorphism. We do not impose any finiteness conditions on f∗ or g∗. Define
A′ := K′ ⊗K A. Let M ∈ D(ModA) and M ′ ∈ D(ModA′). Then SqA/K M =
RHomA⊗KA(A,M ⊗
L
K M), and
SqA′/K′ M
′ = RHomA′⊗K′A′(A
′,M ′ ⊗LK′ M
′) ∼= RHomA⊗KA(A,M
′ ⊗LK′ M
′).
If φ :M →M ′ is a morphism inD(ModA), we obtain an induced morphismSqA/K M →
SqA′/K′ M
′ in D(ModA), which we denote by Sqf,g(φ).
Definition 3.28. With A,K′ andA′ as above, let (M,ρ) ∈ D(ModA)rig/K and (M ′, ρ′) ∈
D(ModA′)rig/K′ . A morphism φ : M → M ′ in D(ModA) is called a rigid base change
morphism relative to K if
ρ′ ◦ φ = Sqf,g(φ) ◦ ρ.
Proposition 3.29. In the situation of Definition 3.28, assume that the canonical morphism
A′ → RHomA′(M ′,M ′) is an isomorphism, and also M ′ ∼= A′ ⊗LA M . Then there is a
unique rigid base change morphism φ : (M,ρ)→ (M ′, ρ′).
Proof. Take any morphism φ˜ :M →M ′ which induces an isomorphismA′⊗LAM →M ′.
Then ρ′◦φ˜ = u Sqf,g(φ˜)◦ρ for a unique invertible element u ∈ A′. Define φ := u−1φ˜. 
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4. RIGID DUALIZING COMPLEXES OVER K-ALGEBRAS
In this section we assume that K is a regular noetherian ring of finite Krull dimension.
All algebras are by default essentially finite type K-algebras, and all algebra homomor-
phisms are over K.
Let us recall the definition of dualizing complex over a K-algebra A from [RD]. The
derived category of bounded complexes with finitely generated cohomology modules is
denoted by Dbf (ModA). A complex R ∈ Dbf (ModA) is called a dualizing complex if
it has finite injective dimension, and the canonical morphism A → RHomA(R,R) in
D(ModA) is an isomorphism. It follows that the functorRHomA(−, R) is an auto-duality
of Dbf (ModA). Note since the ground ring K has finite global dimension, the complex R
has finite flat dimension over it.
Following Van den Bergh [VdB] we make the following definition.
Definition 4.1. Let A be a K-algebra and let R be a dualizing complex over A. Suppose
R has a rigidifying isomorphism ρ : R ≃−→ SqA/K R. Then the pair (R, ρ) is called a rigid
dualizing complex over A relative to K.
By default all rigid dualizing complexes are relative to the ground ring K.
Example 4.2. Take the K-algebra A := K. The complex R := K is a dualizing complex
over K, since this ring is regular. Let ρtau : K
≃
−→ SqK/K K be the tautological rigidifying
isomorphism. Then (K, ρtau) is a rigid dualizing complex over K relative to K.
In [VdB] it was proved that when K is a field, a rigid dualizing complex R is unique
up to isomorphism. And in [YZ1] we proved that the pair (R, ρ) is in fact unique up to
a unique rigid isomorphism (again, only when K is a field). These results are true in our
setup too:
Theorem 4.3. Let K be a regular finite dimensional noetherian ring, letA be an essentially
finite type K-algebra, and let (R, ρ) be a rigid dualizing complex over A relative to K.
Then (R, ρ) is unique up to a unique rigid isomorphism.
Proof. In view of Lemma 3.20 and Theorem 3.22 we may assume that SpecA is con-
nected. Suppose (R′, ρ′) is another rigid dualizing complex over A. Then there is an iso-
morphism R′ ∼= R ⊗A L[n] for some invertible A-module L and some integer n. Indeed
L[n] ∼= RHomA(R,R′). See [RD, Section V.3] or [VdB].
Choose a K-flat DG algebra resolution K → A˜ → A of K → A. (If K is a field just
take A˜ := A.) So
SqA/K R
′ ∼= SqA/K(RA ⊗A L[n])
= RHomA˜⊗K A˜
(
A, (RA ⊗A L[n])⊗
L
K (RA ⊗A L[n])
)
∼=† RHomA˜⊗K A˜(A,RA ⊗
L
K RA)⊗
L
A L[n]⊗
L
A L[n]
= (SqA/K RA)⊗
L
A L[n]⊗
L
A L[n]
∼=♦ RA ⊗A L[n]⊗A L[n].
The isomorphism marked † exists by Proposition 1.10 (with its condition (iii.b)), and the
isomorphism marked ♦ comes from ρ : SqA/K RA
≃
−→ RA. On the other and we have
ρ′ : R′
≃
−→ SqA/K R
′
, which gives an isomorphism
RA ⊗A L[n] ∼= RA ⊗A L[n]⊗A L[n].
Since RA is a dualizing complex it follows that L ∼= A and n = 0. Thus we get an
isomorphism φ0 : RA
≃
−→ R′.
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The isomorphism φ0 might not be rigid, but there is some isomorphism φ1 making the
diagram
RA
φ1
//
ρA

R′
ρ′

SqA/K RA
Sq
1A/K
(φ0)
// SqA/K R
′
commutative. Since HomD(ModA)(RA, R′) is a free A-module with basis φ0, it follows
that φ1 = uφ0 for some u ∈ A×. Then the isomorphism φ := u−1φ0 is the unique rigid
isomorphism RA
≃
−→ R′. 
In view of this result we are allowed to talk about the rigid dualizing complex over A
(if it exists).
The functors f ♭ and f ♯ associated to an algebra homomorphism f∗ : A → B were
introduced in Definitions 3.13 and 3.21 respectively.
Proposition 4.4. Let f∗ : A → B be a finite homomorphism of K-algebras. Assume a
rigid dualizing complex (RA, ρA) over A exists. Define RB := f ♭RA ∈ D(ModB) and
ρB := f
♭(ρA). Then (RB, ρB) is a rigid dualizing complex over B.
Proof. The fact that RB is a dualizing complex over B is an easy calculation; see [RD,
Proposition V.2.4]. Since RB has bounded cohomology and K has finite global dimension
it follows thatRB has finite flat dimension overK. So Theorem 3.14(1) can be applied. 
Proposition 4.5. Let A be a K-algebra, and assume A has a rigid dualizing complex
(RA, ρA). Let f∗ : A→ B be an essentially smooth homomorphism. DefineRB := f ♯RA
and ρB := f ♯(ρA). Then (RB , ρB) is a rigid dualizing complex over B.
Proof. A calculation, using Proposition 3.2(1), shows that RB is a dualizing complex over
B. The only tricky part is to show that RB has finite injective dimension; see [RD, The-
orem V.8.3]. Theorem 3.22(1) tells us (RB , ρB) is a rigid complex over B relative to
K. 
Theorem 4.6. Let K be a regular finite dimensional noetherian ring, and let A be an
essentially finite type K-algebra. Then A has a rigid dualizing complex (RA, ρA) relative
to K.
Proof. We can find algebras and homomorphisms K f
∗
−→ C
g∗
−→ B
h∗
−→ A, where C =
K[t1, . . . , tn] is a polynomial algebra, g∗ is surjective and h∗ is a localization. By Example
4.2, (K, ρtau) is a rigid dualizing complex over K. By Propositions 4.5 and 4.4 the com-
plex h♯g♭f ♯K = A ⊗B RHomC(B,ΩnC/K [n]) is a rigid dualizing complex over A, with
rigidifying isomorphism h♯g♭f ♯(ρtau). 
Definition 4.7. Let A and B be K-algebras, with rigid dualizing complexes (RA, ρA) and
(RB, ρB) respectively. Let f∗ : A→ B be a finite homomorphism and let φ : RB → RA
be a morphism in D(ModA). We say φ is a rigid trace if it satisfies the following two
conditions:
(i) φ is nondegenerate, i.e. the morphism RB → RHomA(B,RA) in D(ModB)
induced by φ is an isomorphism.
(ii) φ is a rigid trace-like morphism, in the sense of Definition 3.8.
Proposition 4.8. Let f∗ : A → B be a finite homomorphism between K-algebras. There
is a unique rigid trace Trf = TrB/A : RB → RA.
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Proof. By Corollary 3.19 the morphism Tr♭f ;RA : f ♭RA → RA, namely “evaluation at 1”,
is the unique nondegenerate rigid trace-like morphism between these two objects. And by
Proposition 4.4 and Theorem 4.3 there exist a unique rigid isomorphismRB ∼= f ♭RA. 
Here is an immediate consequence of the uniqueness:
Corollary 4.9 (Transitivity). Let A → B → C be finite homomorphisms of K-algebras.
Then TrC/A = TrB/A ◦TrC/B .
The notion of rigid localization morphism was introduced in Definition 3.24.
Proposition 4.10. Let A and A′ be K-algebras, with rigid dualizing complexes (RA, ρA)
and (RA′ , ρA′) respectively. Suppose f∗ : A→ A′ is an essentially e´tale homomorphism.
Then there is exactly one rigid localization morphism qf = qA′/A : RA → RA′ .
Proof. By Proposition 4.5 we have a rigid dualizing complex f ♯RA overA′, and by Propo-
sition 3.24 there is a unique rigid localization morphism q♯f ;RA : RA → f
♯RA. According
to Theorem 4.3 there is a unique rigid isomorphism f ♯RA ∼= RA′ . 
Definition 4.11. Given a K-algebra A, with rigid dualizing complex RA, define the rigid
auto-duality functor to be DA := RHomA(−, RA).
Note thatDA is a duality ofDf(ModA), and it exchanges the subcategoriesD+f (ModA)
and D−f (ModA). Given a homomorphism f∗ : A→ B the functor Lf∗ = B ⊗LA − sends
D−f (ModA) into D
−
f (ModB). This permits the next definition.
Definition 4.12. Let f∗ : A → B be a homomorphism between two K-algebras. We
define the twisted inverse image functor f ! : D+f (ModA) → D
+
f (ModB) as follows. If
A = B and f = 1A (the identity automorphism) then we let f ! := 1D+f (ModA) (the identity
functor). Otherwise we define f ! := DB Lf∗DA.
Let ψtauf : f !RA = DB Lf∗DARA
≃
−→ RB be the isomorphism in D(ModB) deter-
mined by the standard isomorphisms A ∼= DARA, B ∼= B ⊗LA A and RB ∼= DBB.
Theorem 4.13. Let K be a finite dimensional regular noetherian ring.
(1) Given two homomorphisms A f
∗
−→ B
g∗
−→ C between essentially finite type K-
algebras, there is an isomorphism
φf,g : (f ◦ g)
! ≃−→ g! f !
of functors D+f (ModA)→ D+f (ModC).
(2) For three homomorphismsA f
∗
−→ B
g∗
−→ C
h∗
−→ D, the isomorphisms φ−,− satisfy
the compatibility condition
φg,h ◦ φf,g◦h = φf,g ◦ φf◦g,h : (f ◦ g ◦ h)
! ≃−→ h!g!f !.
(3) For a finite homomorphism f∗ : A → B there is an isomorphism ψ♭f : f ♭ ≃−→ f !
of functors D+f (ModA)→ D+f (ModB).
(4) For an essentially smooth homomorphism f∗ : A → B there is an isomorphism
ψ♯f : f
♯ ≃−→ f ! of functors D+f (ModA)→ D+f (ModB).
(5) In the situation of (1) there is equality
ψtauf◦g = ψ
tau
g ◦ ψ
tau
f ◦ φf,g;RA : (f ◦ g)
!RA → RC .
In the situations of (3) and (4) the isomorphisms ψtauf ◦ ψ♭f ;RA : f ♭RA
≃
−→ RB
and ψtauf ◦ ψ
♯
f ;RA
: f ♯RA
≃
−→ RB respectively are rigid relative to K.
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In stating the theorem we were a bit sloppy with notation; for instance in part (5) we
wrote “ψtaug ◦ ψ
tau
f ”, whereas the correct expression is “ψtaug ◦ g!(ψtauf )”. This was done
for the sake of legibility, and we presume the reader can fill in the omissions.
Proof. (1) The adjunction isomorphism 1
D
+
f (ModB)
≃
−→ DBDB , together with the obvious
isomorphism C ≃−→ C ⊗LB B, give rise to functorial isomorphisms
(f ◦ g)!M = DC(C ⊗
L
A DAM)
∼= DC(C ⊗
L
B B ⊗
L
A DAM)
∼= DC
(
C ⊗LB DBDB(B ⊗
L
A DAM)
)
= g!f !M
forM ∈ D+f (ModA). The composed isomorphism (f ◦g)!M
≃
−→ g!f !M is called φf,g;M .
(2) By definition
(f ◦ g ◦ h)!M = DD(D ⊗
L
A DAM)
and
h!g!f !M = DD
(
D ⊗LC DCDC
(
C ⊗LB DBDB(B ⊗
L
A DAM)
))
.
The two isomorphism φg,h ◦ φf,g◦h and φf,g ◦ φf◦g,h differ only by the order in which
the adjunction isomorphisms 1
D
+
f (ModB)
∼= DBDB and 1D+f (ModC)
∼= DCDC are applied,
and correspondingly an isomorphism C ∼= C ⊗LB B is replaced by D ∼= D ⊗LB B. Due to
standard identities the net effect is that φg,h ◦ φf,g◦h = φf,g ◦ φf◦g,h.
(3) Let χ : f ♭RA ≃−→ RB be the unique rigid isomorphism (see Proposition 4.4 and The-
orem 4.3). Since f ♭RA = RHomA(B,RA) = DAB, we may view χ as an isomorphism
χ : DAB
≃
−→ RB in D+f (ModB). Applying DA to it we obtain DA(χ) : DARB
≃
−→
DADAB ∼= B. Now for any M ∈ D+f (ModA) we have
f !M = DB(B ⊗
L
A DAM) = RHomB(B ⊗
L
A DAM,RB)
∼= RHomA(DAM,RB).
Next, using DA(χ) and DADAM ∼= M , we arrive at isomorphisms
RHomA(DAM,RB) ∼= RHomA(DARB,DADAM) ∼= RHomA(B,M) = f
♭M.
The composed isomorphism f ♭M ≃−→ f !M is ψ♭f ;M .
(4) By Proposition 4.5 and Theorem 4.3 there is a unique rigid isomorphism χ : f ♯RA ≃−→
RB . We may assume that Ω1B/A has constant rank n, so that f
♯M = ΩnB/A[n] ⊗A M for
anyM ∈ D+f (ModA). In particular we have an isomorphismχ : ΩnB/A[n]⊗ARA
≃
−→ RB .
Using χ, Proposition 1.10 and the adjunction isomorphism M ∼= DADAM , we obtain
f !M ∼= RHomA(DAM,RB) ∼= Ω
n
B/A[n]⊗A RHomA(DAM,RA)
∼= f ♯M.
The composed isomorphism f ♯M ≃−→ f !M is called ψ♯f ;M .
(5) These assertions are immediate consequences of the construction of φf,g , ψ♭f and ψ♯g .

The notion of 2-functor between categories is explained in [Ha, Section 5.15]. Let
EFTAlg /K be the category of essentially finite type K-algebras, and let Cat be the cate-
gory of all categories. Due to part (2) of the theorem we have:
Corollary 4.14. The isomorphisms φ−,− in part (1) of the theorem make f∗ 7→ f ! the
1-component of a 2-functor EFTAlg /K → Cat, whose 0-component is A 7→ D+f (ModA).
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The last result in this section explains the dependence of the twisted inverse image 2-
functor f 7→ f ! on the base ring K. Assume K′ is an essentially finite type K-algebra
that’s regular (but maybe not smooth over K). Just like for K, any essentially finite type
K′-algebra A has a rigid dualizing complex relative to K′, which we denote by (R′A, ρ′A).
For any homomorphism f∗ : A→ B there is a corresponding functor f !′ : D+f (ModA)→
D+f (ModB), constructed usingR′A andR′B . Let (RK′ , ρK′) be the rigid dualizing complex
of K′ relative to K.
Proposition 4.15. Let A be an essentially finite type K′-algebra. Then RK′ ⊗LK′ R′A is a
dualizing complex over A, and it has an induced is a rigidifying isomorphism relative to
K. Hence there is a unique isomorphism RK′ ⊗LK′ R′A ∼= RA in D(ModA)rig/K .
Proof. We might as well assume SpecK′ is connected. Since K′ is regular, one has RK′ ∼=
L[n] for some invertible K′-module L and some integer n. Therefore RK′ ⊗LK′ R′A is a
dualizing complex over A. According to Theorem 3.9 the complex RK′ ⊗LK′ R′A has an
induced rigidifying isomorphism ρK′ ⊗ ρ′A. Now use Theorem 4.3. 
Example 4.16. Take K := Z and K′ := Fp = Z/(p) for some prime number p. Then
RK′ = K
′[−1], and for any A ∈ EFTAlg /K′ we have R′A ∼= RA[1].
Remark 4.17. The assumption that the base ring K has finite global dimension seems
superfluous. It is needed for technical reasons (bounded complexes have finite flat dimen-
sion), yet we don’t know how to remove it. However, it seems necessary for K to be
Gorenstein – see next example. Also finiteness is important, as Example 4.19 shows.
Example 4.18. Consider a field k, and let K = A := k[t1, t2]/(t21, t22, t1t2). Then A
does not have a rigid dualizing complex relative to K. The reason is that any dualizing
complex over the artinian local ring A must be R ∼= A∗[n] for some integer n, where
A∗ := Homk(A, k). Now SqA/K R ∼= R ⊗LK R, which has infinitely many nonzero
cohomology modules. So there can be no isomorphism R ∼= SqA/K R.
Example 4.19. Take any field K, and let A := K(t1, t2, . . .), the field of rational functions
in countably many variables. So A is a noetherian K algebra, but it is not of essentially
finite type. Clearly A has a dualizing complex (e.g. R := A), but as shown in [YZ1,
Example 3.13], there does not exist a rigid dualizing complex over A relative to K.
Remark 4.20. The paper [SdS] by de Salas uses an idea similar to Van den Bergh’s rigidity
to define residues on local rings. However the results there are pretty limited. Lipman
(unpublished notes) has an approach to duality using the fundamental class of the diagonal,
which is close in spirit to the idea of rigidity; cf. Remark 6.20.
5. THE RESIDUE SYMBOL
In this section we apply our methods to the residue symbol of [RD, Section III.9].
Throughout K is a finite dimensional regular noetherian ring. All rings are commutative
essentially finite type K-algebras, and all homomorphisms are over K.
Definition 5.1. Suppose f∗ : A → B is an essentially smooth homomorphism of relative
dimension n, i∗ : B → B¯ is a finite homomorphism, and the composition g∗ := i∗ ◦ f∗ :
A → B¯ is finite and flat. Let M ∈ Dbf (ModA). According to Theorem 4.13 there are
isomorphisms ψ♭i ◦ ψ
♯
f : i
♭f ♯M
≃
−→ i!f !M , ψ♭g : g
♭M
≃
−→ g!M and φf,i : g!M
≃
−→ i!f !M
in D(Mod B¯). The isomorphism
ζM := (ψ
♭
i ◦ ψ
♯
f )
−1 ◦ φf,i ◦ ψ
♭
g : g
♭M
≃
−→ i♭f ♯M
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in D(Mod B¯) is called the residue isomorphism.
If M is a single A-module then we have g♭M ∼= H0g♭M , and there are B¯-linear iso-
morphisms
H0(ζM ) : HomA(B¯,M) = H
0g♭M
≃
−→ H0i♭f ♯M = ExtnB(B¯,Ω
n
B/A ⊗A M).
Recall that A has the tautological rigidifying isomorphism ρtau, so we have an ob-
ject (A, ρtau) ∈ D(ModA)rig/A. By Theorems 3.14 and 3.22 we get rigid complexes
g♭(A, ρtau) and i♭f ♯(A, ρtau) in D(Mod B¯)rig/A.
Theorem 5.2. In the situation of Definition 5.1, the residue isomorphism ζA is the unique
rigid isomorphism g♭(A, ρtau)
≃
−→ i♭f ♯(A, ρtau) over B¯ relative to A.
The proof is after this lemma.
Lemma 5.3. In the setup of the theorem, for any M ∈ Dbf (ModA) the diagram
(5.4) g♭M
∼= //
ζM

M ⊗LA g
♭A
1M⊗ζA

i♭f ♯M
∼= // M ⊗LA i
♭f ♯A
with horizontal arrows coming from Theorems 3.14(4) and 3.22(2), is commutative.
Proof. Going over the proof of Theorem 4.13 we see that there are similar commuta-
tive diagrams with pairs of vertical arrows (ψ♭g;M ,1M ⊗ ψ♭g;A), (ψ
♯
f ;M ,1M ⊗ ψ
♯
f ;A),
(ψ♭i;f♯M ,1f♯M ⊗ ψ
♭
i;f♯A) and (φf,i;M ,1M ⊗ φf,i;A). 
Proof of Theorem 5.2. Since HomD(Mod B¯)(g♭A, i♭f ♯A) is a free B¯-module with basis ζA,
it follows that uζA : g♭A → i♭f ♯A is a rigid isomorphism for a unique u ∈ B¯×. We will
show that u = 1.
Since g♭ ∼= HomA(B¯,−) there are isomorphismsRA⊗LA g♭A ∼= g♭RA ∼= RB¯ . We also
know that i♭f ♯A ∼= i!f !A ∼= g!A ∼= g♭A, implying that RA ⊗LA i♭f ♯A ∼= RB¯ . Because
RB¯
∼= SqB¯/K RB¯ we see that Theorem 3.9(2) applies, with its condition (iii). Thus we
obtain a rigid isomorphism
1RA ⊗ uζA : RA ⊗
L
A g
♭A
≃
−→ RA ⊗
L
A i
♭f ♯A
over B¯ relative to K. Now the commutativity of the diagram (5.4), with M := RA, says
that ζRA = 1RA ⊗ ζA. Therefore uζRA = 1RA ⊗ uζA, implying that uζRA : g♭RA
≃
−→
i♭f ♯RA is a rigid isomorphism relative to K. However, by Theorem 4.13, the isomorphism
ζRA is itself rigid relative to K. The uniqueness in Theorem 4.3 implies that u = 1. 
Definition 5.5. The residue map
ResB/A : Ext
n
B(B¯,Ω
n
B/A)→ A
is defined to be ResB/A := Tr♭g;A ◦ ζ−1A , where ζA : g♭A
≃
−→ i♭f ♯A is the residue isomor-
phism, and Tr♭g;A : g♭A→ A is “evaluation at 1”.
Consider the object
ExtnB(B¯,Ω
n
B/A) = i
♭f ♯A ∈ D(Mod B¯)rig/A.
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The rigidifying isomorphism is i♭f ♯(ρtau). In this notation, Theorem 5.2 says that ζA :
g♭A
≃
−→ ExtnB(B¯,Ω
n
B/A) is a rigid isomorphism relative to A. Using Corollary 3.19 we
obtain:
Corollary 5.6. The residue map ResB/A is the unique nondegenerate rigid trace-like mor-
phism ExtnB(B¯,ΩnB/A)→ A relative to A.
The corollary shows that (as would be expected) the residue map is independent of the
base ring K and of the twisted inverse image functor f 7→ f ! associated to it. Indeed, the
only data needed to characterize ResB/A is the two ring homomorphismsA→ B → B¯.
We shall now look at a special case: f∗ : A→ B is a smooth homomorphism of relative
dimension n, and b = (b1, . . . , bn) is a sequence of elements in B such that the algebra
B¯ := B/(b) is finite over A. It follows that b is a regular sequence, and B¯ is flat over A;
cf. [EGA, Chapitre IV, Section 11]. Let i∗ : B → B¯ and g∗ : A→ B¯ be the corresponding
homomorphisms.
Let K(B, b) be the Koszul complex associated to the sequence b. Recall that for any i
the Koszul complex K(B, bi) is the free graded B-module Bei ⊕B, with deg(ei) := −1
and differential d(ei) := bi. The total Koszul complex is K(B, b) := K(B, b1)⊗B · · ·⊗B
K(B, bn). Since b is a regular sequence we get a quasi-isomorphismK(B, b)→ B¯, which
is a free resolution over B, and
ExtnB(B¯,Ω
n
B/A) = H
0 HomB
(
K(B, b),ΩnB/A[n]
)
.
Definition 5.7. Given a differential form β ∈ ΩnB/A, the generalized fraction[
β
b
]
∈ ExtnB(B¯,Ω
n
B/A)
is the cohomology class of the homomorphism K(B, b)−n → ΩnB/A, e1 ∧ · · · ∧ en 7→ β.
Combining the Definitions 5.7 and 5.5 we obtain the residue symbol ResB/A
[
β
b
]
∈ A.
In view of Proposition 6.19 (see also Remark 6.20) this definition of the residue symbol
coincides (perhaps up to sign) with the one in [RD, Section III.9].
For the remainder of this section we will write ρA for the tautological rigidifying iso-
morphism ρtau of A relative to itself, and likewise for other rings.
Let’s define E := ExtnB(B¯,ΩnB/A). This B¯-module has a rigidifying isomorphism
ρE := i
♭f ♯(ρA) : E
≃
−→ SqB¯/A E relative to A. Since A→ B¯ is flat we have
SqB¯/A E = HomB¯⊗AB¯(B¯, E ⊗A E),
which is a B¯ ⊗A B¯ -submodule of E ⊗A E. We are going to find an explicit formula for
the homomorphism ρE : E → E ⊗A E in a special case (see Proposition 5.12).
In Lemma 5.8 and Proposition 5.9 below we will look at the following setup. The
K-algebras A,B, B¯ are as before; K′ is another regular noetherian ring of finite Krull
dimension; K → K′ is a ring homomorphism (without any finiteness assumptions); A′, B′
and B¯′ are essentially finite type K′-algebras; and there is a commutative diagram of ring
homomorphisms
K //

A
f∗
//
h∗

B
i∗ //

B¯

K′ // A′
f ′∗
// B′
i′∗ // B¯′.
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We assume that B′ ∼= B⊗A A′ and B¯′ ∼= B¯ ⊗A A′. Let E′ := ExtnB′(B¯′,ΩnB′/A′). There
is an induced isomorphismE′ ∼= E⊗AA′ (cf. Proposition 1.10 with condition (iii.a)), and
we denote by η : E → E′ the corresponding B¯-linear homomorphism. Let ρA′ be the
tautological rigidifying isomorphism of A′ relative to itself, and let ρE′ := i′♭f ′♯(ρA′) be
the rigidifying isomorphism of E′ over B¯′ relative to A′.
Lemma 5.8.
(η ⊗ η) ◦ ρE = ρE′ ◦ η : E → E
′ ⊗A′ E
′,
i.e. η is a rigid base change morphism relative to A.
Proof. From the proof of Theorem 3.22 we see that the canonical morphism
η0 : f
♯A = ΩnB/A[n]→ Ω
n
B′/A′ [n] = f
′♯A′
satisfies
(η0 ⊗ η0) ◦ f
♯(ρA) = f
♯(ρA′) ◦ η0.
So η0 is rigid base change morphism relative to A. Similarly, the proof of Theorem 3.14
shows that the canonical morphism
η1 : i
♭B = ExtnB(B¯, B)[−n]→ Ext
n
B′(B¯
′, B′)[−n] = i′
♭
B′
satisfies
(η1 ⊗ η1) ◦ i
♭(ρB) = i
′♭(ρB′) ◦ η1.
This says that η1 is a rigid base change morphism relative to B. Combine this with Theo-
rem 3.14(4). 
Proposition 5.9. In the situation described above one has
h∗ ◦ ResB/A = ResB′/A′ ◦ η : E → A
′.
Proof. SinceHomA(E,A′) is a free B¯′-module of rank 1, we see thatRes′ ◦ η = uh∗◦Res
for a unique invertible element u ∈ B¯′. Here Res := ResB/A and Res′ := ResB′/A′ . So
the rear square in the diagram below commutes up to a factor of u. Because Res and Res′
are rigid morphisms, the two horizontal rectangles are commutative. By Lemma 5.8 the
left-facing vertical rectangle is commutative, and trivially the right-facing vertical rectangle
is commutative. Finally the front square commutes up to a factor of u2. We conclude that
u = 1.
E
Res //
η

ρE
**UU
UUU
UUU
UUU
UUU
UUU
UUU
UUU
UUU
UUU
UUU A
h∗

=
**VVV
VVVV
VVVV
VVVV
VVVV
VVVV
VVVV
VVVV
VVVV
VV
E′
Res′ //
ρE′
**UU
UUU
UUU
UUU
UUU
UUU
UUU
UUU
UUU
UUU
UU A′
VVV
VVV
VVV
VVV
VVV
VVV
VVV
VV
=
**VVV
VVVV
VVVV
VV
SqB¯/A E
Res⊗Res
//
η⊗η

A
h∗

SqB¯′/A′ E
′
Res′ ⊗Res′
// A′

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Lemma 5.10. Assume K = A = Z; B = Z[t], the polynomial algebra in one variable;
and b = tm+1 for some m ≥ 0. Then
ρE(
[
dt
tm+1
]
) = ǫ
m∑
j=0
([ tj dt
tm+1
]
⊗
[
tm−j dt
tm+1
])
for some ǫ ∈ {1,−1}.
Proof. The A-module E is free of rank m+ 1 with basis [ dttm+1], . . . , [tm dttm+1]. Therefore
(5.11) ρE(
[
dt
tm+1
]
) =
m∑
j,k=0
aj,k
([ tj dt
tm+1
]
⊗
[
tk dt
tm+1
])
∈ E ⊗A E
for some aj,k ∈ A.
Define AQ := Q, BQ := Q[t], B¯Q := Q[t]/(tm+1) and EQ := Ext1BQ(B¯Q,Ω
1
BQ/AQ
).
So EQ ∼= E ⊗A AQ, and by Lemma 5.8 the rigidifying isomorphism ρEQ also satisfies
equation (5.11). Take any λ ∈ Q−{0, 1,−1}, and consider the automorphism h∗ : BQ →
BQ, t 7→ λt. Let η : E → E be the corresponding homomorphism. Again by Lemma 5.8
we see that
(ρE ◦ η)(
[
dt
tm+1
]
) =
m∑
j,k=0
aj,k
(
η(
[
tj dt
tm+1
]
)⊗ η(
[
tk dt
tm+1
]
)
)
.
Since η(
[
tj dt
tm+1
]
) = λj−m
[
tj dt
tm+1
]
, we conclude that aj,k = 0 unless j + k = m.
Let t¯ denote the class of t in B¯. So 1⊗ t¯− t¯⊗ 1 ∈ Ker(B¯ ⊗A B¯ → B¯), and therefore
(1⊗ t¯− t¯⊗ 1) · ρE(
[
dt
tm+1
]
) = 0.
Now t¯
[
tj dt
tm+1
]
=
[
tj+1 dt
tm+1
]
. We conclude that a0,m = a1,m−1 = · · · = am,0, which we
denote by ǫ. Since
m∑
j=0
([ tj dt
tm+1
]
⊗
[
tm−j dt
tm+1
])
∈ HomB¯⊗AB¯(B¯, E ⊗A E) = SqB¯/AE,
yet ρE(
[
dt
tm+1
]
) is part of a basis of the A-module SqB¯/AE, it follows that ǫ must be
invertible. Thus ǫ ∈ {1,−1}. 
Proposition 5.12. Let A be any essentially finite type K-algebra, B := A[t] and B¯ :=
B/(tm+1). Then
ResB/A
[
tj dt
tm+1
]
=
{
ǫ if j = m
0 otherwise.
Here ǫ ∈ {1,−1} is some universal constant.
Proof. According to Proposition 5.9 we can assume that K = A = Z. Let ǫ be the
number occurring in Lemma 5.10. Define an A-linear homomorphism φ : E → A by
φ(
[
tj dt
tm+1
]
) := ǫ if j = m, and 0 otherwise. We have to prove that φ = ResB/A. In view of
Corollary 5.6 it suffices to show that φ is a rigid morphism relative to A.
Thus we have to verify that
(φ⊗ φ) ◦ ρE = ρA ◦ φ : E → A.
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By Lemma 5.10, for any j ∈ {0, . . . ,m} we have
ρE(
[
tj dt
tm+1
]
) = tjρE(
[
dt
tm+1
]
) = ǫ
m∑
k=0
([tj+k dt
tm+1
]
⊗
[
tm−k dt
tm+1
])
.
Thus
((φ ⊗ φ) ◦ ρE)(
[
tj dt
tm+1
]
) = ǫ · φ(
[
tj dt
tm+1
]
) · φ(
[
tm dt
tm+1
]
) =
{
ǫ3 if j = m
0 otherwise.
On the other hand ρA is the identity, and
φ(
[
tj dt
tm+1
]
) =
{
ǫ if j = m
0 otherwise.
But ǫ3 = ǫ. 
Remark 5.13. The actual value of ǫ is not so easy to determine. Since we will not need it,
we did not do the calculation.
6. GLUING RIGID DUALIZING COMPLEXES ON SCHEMES
In the beginning of this section X is some finite dimensional noetherian scheme. A
dimension function on X is a function dim : X → Z such that dim(y) = dim(x) − 1
whenever y is an immediate specialization of x. Thus − dim is a codimension function,
in the sense of [RD, Section V.7]. Note that any closed subset Z ⊂ X has a dimension,
namely dimZ := sup{dim(x) | x ∈ Z}.
Let dim be a dimension function on X . This determines a Cousin functor E :
D+(ModOX)→ C(ModOX), the latter being the category of complexes ofOX -modules.
Let us recall the construction of the Cousin functor from [RD, Chapter IV]. Given an OX -
module M, denote by FiM the subsheaf of sections whose support has dimension ≤ i.
Now let M ∈ D+(ModOX), and choose a bounded below injective resolution M→ J .
Let {Ep,qr } be the spectral sequence associated to the filtered complex {FiJ }. The Cousin
complex EM is the row q = 0 in the page r = 1 of this spectral sequence. According
to [RD, Section IV.2], for any p one has (EM)p ∼= ⊕dim(x)=−pHpxM, where we view
HpxM as a constant sheaf supported on the closed set {x}. If M ∈ Dbqc(ModOX) then
each HpxM is quasi-coherent, so EM∈ C+(QCohOX)
Definition 6.1. A complex M ∈ Db(ModOX) is called a Cohen-Macaulay complex
(relative to the dimension function dim) if HixM = 0 for all x and i 6= dim(x).
According to [RD, Proposition IV.2.6] or [YZ2, Theorem 2.11],M is a Cohen-Macau-
lay complex if and only if M∼= EM in D(ModOX). Let us denote by Dbqc(ModOX)CM
the full subcategory of Dbqc(ModOX) consisting of Cohen-Macaulay complexes.
Recall that a quasi-coherent OX -module J is injective as object of the category
QCohOX iff it is injective in the bigger category ModOX . Moreover, for such an injec-
tive quasi-coherent module there is an isomorphism J ∼=
⊕
x∈X J (x)
(µx)
, where J (x)
denotes an injective hull of the residue field k(x), considered as a quasi-coherent sheaf;
µx is a cardinal number; and J (x)(µx) denotes the direct sum of µx copies of J (x). See
[RD, Section II.7].
A bounded below complex J of injective quasi-coherentOX -modules is called a min-
imal injective quasi-coherent complex if for any q the module of cocycles Ker(J q →
J q+1) is an essential submodule of J q in the category QCohOX . Given a complexN ∈
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D+qc(ModOX), a minimal injective quasi-coherent resolution ofN is a quasi-isomorphism
N → J , with J a minimal injective quasi-coherent complex.
Lemma 6.2. Let N ∈ D+qc(ModOX).
(1) There exists a minimal injective quasi-coherent resolution N → J . Moreover J
is unique up to isomorphism.
(2) For any q ∈ Z and any x ∈ X let µx,q be the multiplicity of J (x) in J q . Then
µx,q = rankk(x) Ext
q
OX,x
(k(x),Nx),
where Nx is the stalk at x.
(3) If N is a Cohen-Macaulay complex then µx,q = 0 whenever q < − dim(x).
Proof. (1) By [RD, Corollary II.7.19] we may assume thatN ∈ D+(QCohOX). Now we
may apply [Ye1, Lemma 4.2].
(2) The complex Jx is a minimal injective resolution ofNx over the local ringOX,x. Now
use [YZ2, Lemma 4.12(2)].
(3) Note that
ExtqOX,x(k(x),Nx)
∼= Ext
q
OX,x
(k(x),RΓxN ).
The Cohen-Macaulay assumption says that the cohomology of RΓxN is concentrated in
degree− dim(x). 
Lemma 6.3. SupposeM,N ∈ Dbqc(ModOX)CM. Then the assignment
U 7→ HomD(ModOU )(M|U ,N|U )
is a sheaf on X .
Proof. As explained above there is an isomorphism φ : M ≃−→ EM in D(ModOX).
Choose a minimal injective quasi-coherent resolution ψ : N → J . By Lemma 6.2(3) the
multiplicities of the complex J satisfy µx,q = 0 for all q < − dim(x).
For an open set U ⊂ X consider the canonical homomorphism
λU : HomC(ModOU )(EM|U ,J |U )→ HomD(ModOU )(EM|U ,J |U ).
Since J |U is a bounded below complex of injective OU -modules it follows that λU is
surjective. On the other hand, any local section of (EM)q has support in dimension≤ −q,
but there are no nonzero local sections ofJ q−1 with support in dimension≤ −q. It follows
that HomC(ModOU )(EM|U ,J |U )−1 = 0, and so λU is also injective.
Now the isomorphisms φ|U :M|U
≃
−→ EM|U and ψ|U : N|U
≃
−→ J |U in D(ModOU )
give rise to a bijection
HomD(ModOU )(M|U ,N|U )→ HomD(ModOU )(EM|U ,J |U ).
We conclude that the presheaves U 7→ HomD(ModOU )(M|U ,N|U ) and U 7→
HomC(ModOU )(EM|U ,J |U ) are isomorphic. But the latter is a sheaf. 
A stack on X is a “sheaf of categories.” The general definition (cf. [LMB]) is quite
forbidding; but we shall only need the following special instance (cf. [KS, Section X.10]).
Definition 6.4. Suppose that for every open set U ⊂ X we are given a full subcategory
C(U) ⊂ D(ModOU ). The collection of categories C = {C(U)} is called a stack of
subcategories of D(ModOX) if the following axioms hold.
(a) Let V ⊂ U be open sets in X andM ∈ C(U). Then M|V ∈ C(V ).
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(b) Descent for objects: given an open covering U = ⋃Vi, objects Mi ∈ C(Vi) and
isomorphisms φi,j : Mi|Vi∩Vj
≃
−→ Mj|Vi∩Vj satisfying the cocycle condition
φi,k = φj,k ◦ φi,j on triple intersections, there exists an object M ∈ C(U) and
isomorphisms φi :M|Vi
≃
−→Mi such that φi,j ◦ φi = φj .
(c) Descent for morphisms: given two objects M,N ∈ C(U), an open covering
U =
⋃
Vi and morphisms ψi : M|Vi → N|Vi such that ψi|Vi∩Vj = ψj |Vi∩Vj ,
there is a unique morphism ψ :M→N such that ψ|Vi = ψi.
Theorem 6.5. Let X be a finite dimensional noetherian scheme with dimension function
dim. The assignment U 7→ Dbqc(ModOU )CM is a stack of subcategories of D(ModOX).
Proof. Axiom (a) is clear, since the Cohen-Macaulay property is local. Axiom (c) is
Lemma 6.3. Let us prove axiom (b). Since X is noetherian, and in view of axiom (c),
we may assume I = {1, . . . , n}. Let us define Wi :=
⋃i
j=1 Vj . By induction on i we will
construct a complex Ni ∈ Dbqc(ModOWi)CM with isomorphisms ψi,j : Ni|Vj
≃
−→ Mj
for all j ≤ i that are compatible with the φj,k. Then M := Nn will be the desired global
object on V = Wn.
So assume i < n and Ni has already been defined. For any j ≤ i we have an isomor-
phism
φj,i+1 ◦ ψi,j : Ni|Vj∩Vi+1
≃
−→Mj |Vj∩Vi+1
≃
−→Mi+1|Vj∩Vi+1 ,
and these satisfy the cocycle condition. According to axiom (c) there is an isomorphism
ψi,i+1 : Ni|Wi∩Vi+1
≃
−→Mi+1|Wi∩Vi+1
in D(ModOWi∩Vi+1). Denote by fi+1 : Wi → Wi+1, gi+1 : Vi+1 → Wi+1 and hi+1 :
Wi ∩ Vi+1 →Wi+1 the inclusions. Define Ni+1 ∈ Db(ModOWi+1) to be the cone of the
morphism
h(i+1)!(Ni|Wi∩Vi+1)
(γ,ψi,i+1)
−−−−−−→ f(i+1)!Ni ⊕ g(i+1)!Mi+1
where h(i+1)! etc. are extension by zero, and γ is the canonical morphism. We obtain a
distinguished triangle
h(i+1)!(Ni|Wi∩Vi+1)→ f(i+1)!Ni ⊕ g(i+1)!Mi+1 → Ni+1 → h(i+1)!(Ni|Wi∩Vi+1)[1]
in D(ModOWi+1). Upon restriction to Wi we get an isomorphism Ni ∼= Ni+1|Wi ; and
upon restriction to Vi+1 we get an isomorphism Ni+1|Vi+1
≃
−→ Mi+1 which we call
ψi+1,i+1. From these isomorphisms it follows that Ni+1 ∈ Dbqc(ModOWi+1)CM. 
Remark 6.6. Assume X is a finite type scheme over a field K, and consider the dimen-
sion function dimK (see Definition 6.10 below). Let Dbc (ModOX)CM be the category of
Cohen-Macaulay complexes with coherent cohomology sheaves. In [YZ4] we show that
Dbc (ModOX)CM is the heart of the rigid perverse t-structure on Dbc (ModOX). More-
over, Dbc (ModOX)CM is the image of CohOX under the rigid auto-duality functor DX .
Therefore Dbc (ModOX)CM is an artinian abelian category. We do not know of a similar
statement for the bigger category Dbqc(ModOX)CM.
From here on in this section K is a finite dimensional noetherian regular ring. All rings
are by default essentially finite type K-algebras, all schemes are by default finite type K-
schemes, and all morphisms are over K.
For a scheme X we write AffX for the set of affine open sets in it.
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Definition 6.7. Let X be a scheme and M ∈ Dbc (ModOX). For U ∈ AffX we write
AU := Γ(U,OX) and MU := RΓ(U,M). Assume that for every U ∈ AffX we are given
a rigidifying isomorphism ρU : MU
≃
−→ SqAU/K MU in D(ModAU ). Moreover, assume
that for every pair of affine open sets V ⊂ U the localization morphism qV/U : MU →
MV in D(ModAU ) is a rigid localization morphism (cf. Definition 3.24). Then we call
ρ = {ρU}U∈AffX a rigid structure on M relative to K, and the pair (M,ρ) is called a
rigid complex of OX -modules relative to K.
Definition 6.8. Suppose (M,ρM) and (N ,ρN ) are rigid complexes of OX -modules rel-
ative to K. A rigid morphism from (M,ρM) to (N ,ρN ) is a morphism φ : M→ N in
D(ModOX), such that for every affine open set U ⊂ X the morphism RΓ(U, φ) :MU →
NU in D(ModAU ) is a rigid morphism relative to K, in the sense of Definition 3.8.
We denote the category of rigid complexes by Dbc (ModOX)rig/K .
Definition 6.9. A rigid dualizing complex on X relative to K is a rigid complex (R,ρ)
such that R is a dualizing complex.
For a field K any dualizing complex is of the form K[n] for some integer n.
Definition 6.10. (1) Suppose K is an essentially finite type K-algebra that’s a field,
and let RK be its rigid dualizing complex. Let n be the integer such that RK ∼=
K[n], and define dimK(K) := n.
(2) Let X be a finite type K-scheme, x ∈ X a point and k(x) the residue field of x.
We define dimK(x) := dimK(k(x)).
Lemma 6.11. The function dimK : X → Z is a dimension function.
Proof. Choose an affine open neighborhood U = SpecA of x in X . Denote by R the
sheafification of the rigid dualizing complex RA to U , and letRx be its stalk at x. Accord-
ing to [RD, Proposition V.3.4] there is an integer n such that
ExtiOX,x(k(x),Rx)
∼=
{
k(x) if i = −n
0 otherwise.
Since RHomOX,x(k(x),Rx) is a rigid dualizing complex over k(x) we see that n =
dimK(x). By [RD, Proposition V.7.1] we see that dimK(y) = dimK(x) − 1 for an imme-
diate specialization. 
Example 6.12. IfK is equidimensional of dimension d (i.e. every maximal ideal has height
d) then dimK(x) = dim {x} − d. Thus in the case of a field K one has dimK(x) =
dim {x}. On the other hand, for K = Z and X = SpecZ, a closed point x = (p) has
dimK(x) = −1.
Theorem 6.13. Let K be a finite dimensional regular noetherian ring, and let X be a finite
type K-scheme. Then X has a rigid dualizing complex (RX ,ρX), which is unique up to a
unique rigid isomorphism.
Proof. Let U = SpecA be an affine open set in X . By Theorem 4.3 the K-algebraA has a
rigid dualizing complex (RA, ρA). If U ′ = SpecA′ ⊂ U is a smaller affine open set, then
by Proposition 4.10 there is a unique rigid localization morphism qA′/A : (RA, ρA) →
(RA′ , ρA′). In this way we get an isomorphism φA′/A : A′⊗ARA
≃
−→ RA′ in D(ModA′).
Given another affine open set U ′′ = SpecA′′ ⊂ U ′ the localization morphisms satisfy
qA′′/A = qA′′/A′ ◦ qA′/A, and hence φA′′/A = φA′′/A′ ◦ φA′/A.
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Now let’s pass to sheaves. For an affine open set U = SpecA ⊂ X let RU be the
sheafification of RA to U , which is a dualizing complex on U . Given an affine open set
U ′ ⊂ U there is an isomorphism φU ′/U : RU |U ′
≃
−→ RU ′ in D(ModOU ′). For a third
affine open set U ′′ ⊂ U ′ these isomorphisms satisfy the condition φU ′′/U = φU ′′/U ′ ◦
φU ′/U .
By [RD, Proposition V.7.3] each of the complexes RU is Cohen-Macaulay with re-
spect to dimK . Given two affine open sets U1, U2 ⊂ X , and any affine open set W ⊂
U1 ∩ U2, we get isomorphisms φW/Ui : RUi |W
≃
−→ RW . According to Theorem 6.5
the Cohen-Macaulay complexes form a stack on X . By axiom (c) of Definition 6.4 the
isomorphisms φ−1W/U2 ◦ φW/U1 : RU1 |W
≃
−→ RU2 |W can be patched to an isomorphism
φU1,U2 : RU1 |U1∩U2
≃
−→ RU2 |U1∩U2 ; and these isomorphisms satisfy the cocycle condi-
tion on triple intersections. By axiom (b) there is a complexRX ∈ Dbc (ModOX)CM with
isomorphismsRX |U ∼= RU for any affine open set U . The complexRX is dualizing, and
by construction it comes equipped with a rigid structure ρX .
Regarding uniqueness: this is immediate from the uniqueness of the rigid dualizing
complexes RA over the K-algebras A, and by the uniqueness of the rigid localization
morphisms qA′/A. 
The rigid auto-duality functor of X is
DX := RHomOX (−,RX).
Let FTSch /K be the category of finite type schemes over K.
Definition 6.14. For a morphism f : X → Y in FTSch /K we define a functor
f ! : D+c (ModOY )→ D
+
c (ModOX)
as follows. If X = Y and f = 1X (the identity automorphism) then f ! := 1D+c (ModOX)
(the identity functor). Otherwise we define f ! := DX Lf∗DY .
Note that since DYOY = RY , Lf∗OY = OX and DXOY = RX , one has f !RY =
RX . In Section 4 we were more pedantic, so we introduced the tautological isomorphism
ψtauf : f
!RY
≃
−→ RX , using standard identities; see Definition 4.12.
Corollary 6.15. Let f : X → Y and g : Y → Z be morphisms in FTSch /K. Then
there is an isomorphism of functors φg,f : (g ◦ f)! ≃−→ f !g!. Given another morphism
h : Z →W in FTSch /K the compatibility relation
φh,g ◦ φh◦g,f = φg,f ◦ φh,g◦f : (h ◦ g ◦ f)
! ≃−→ f !g!h!
holds. Thus f 7→ f ! is the 1-component of a contravariant 2-functor FTSch /K → Cat,
whose 0-component is X 7→ D+c (ModOX).
Proof. Use the adjunction isomorphism 1Y ≃−→ DY DY . Cf. Theorem 4.13(1,2). 
Recall that for a finite morphism of schemes f : X → Y there is a functor f ♭ :
D(ModOY )→ D(ModOX) defined by
f ♭N := OX ⊗f−1f∗OX f
−1RHomOY (f∗OX ,N ).
For a smooth morphism f we have a functor f ♯ : D(ModOY )→ D(ModOX) defined as
follows. Let X =
∐
Xi be the decomposition of X into connected components, and for
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each i let ni be the rank of the locally free OXi -module Ω1Xi/Y . Denote by gi : Xi → X
the inclusion. Then
f ♯N :=
(⊕
i
gi∗ Ω
ni
Xi/Y
[ni]
)
⊗OX f
∗N .
Cf. [RD, Sections III.2 and III.6].
Theorem 6.16. Let K be a regular finite dimensional noetherian ring, let f : X → Y
be a finite (resp. smooth) morphism between finite type K-schemes, and let (RX ,ρX) and
(RY ,ρY ) be the rigid dualizing complexes. Then the complex f ♭RY (resp. f ♯RY ) is a
dualizing complex over X , and it has an induced rigid structure f ♭(ρY ) (resp. f ♯(ρY )).
Therefore there is a unique rigid isomorphism f ♭RY ∼= RX (resp. f ♯RY ∼= RX ).
Proof. The fact that f ♭RY (resp. f ♯RY ) is a dualizing complex on X is quite easy to
verify; see [RD, Proposition V.2.4] (resp. [RD, Theorem V.8.3]). We need to provide it with
a rigid structure f ♭(ρY ) (resp. f ♯(ρY )). We will do only the case of a finite morphism.
The smooth case is similar (but easier).
Let V ⊂ Y be an affine open set. Define A := Γ(V,OY ) and B := Γ(f−1(V ),OX).
So f∗ : A → B is a finite homomorphism of K-algebras. Let RV := RΓ(V,RY ), and
let ρV be its rigidifying isomorphism. By Theorem 3.14 the complex f ♭RV is a dualizing
complex overB, with rigidifying isomorphism f ♭(ρV ). If V ′ ⊂ V is a smaller affine open
set, and we let A′ := Γ(V ′,OY ), B′ := Γ(f−1(V ′),OX) and RV ′ := RΓ(V ′,RY ), then
under the isomorphism f ♭RV ′ ∼= B′ ⊗B f ♭RV one has f ♭(ρV ′) = 1B′ ⊗B f ♭(ρV ). This
is due to Theorem 3.26.
We want to show that for every affine open set U ⊂ X the complex RU :=
RΓ(U, f ♭RY ) has a rigidifying isomorphism ρU . If U ⊂ f−1(V ) for some affine open
set V ⊂ Y then this follows from the previous paragraph. Indeed, with A, B and RV as
defined above, and B′ := Γ(U,OX), we have an isomorphism RU ∼= B′ ⊗B f ♭RV ; so
we can use the rigidifying isomorphism f ♭(ρV ). And this rigidifying isomorphism of RU
does not depend on the choice of V .
Now for an arbitrary affine open set U ⊂ X , let us cover it by affine open sets U1, . . . ,
Un such that each Ui ⊂ f−1(Vi) for some affine open set Vi ⊂ Y . We have to find a
rigidifying isomorphism ρU : RU
≃
−→ SqB/K RU in D(ModB). Let us denote by S ∈
D(ModOU ) the sheafification of SqB/K RU . Since both (f ♭RY )|U and S are Cohen-
Macaulay complexes on U , and on each of the open sets Ui we have an isomorphism
f ♭(ρVi) : (f
♭RY )|Ui
≃
−→ S|Ui , that agree on double intersections, we can glue them to
obtain the desired rigidifying isomorphism ρU .
By construction the various rigidifying isomorphisms ρU respect localizations, so we
have a rigid structure on f ♭RY , which we denote by f ♭(ρY ). By the uniqueness in Theo-
rem 6.13 we get a rigid isomorphism (f ♭RY , f ♭(ρY ))
≃
−→ (RX ,ρX). 
Corollary 6.17. In the situation of Theorem 6.16 there is a functorial isomorphism f !N ∼=
f ♭N (resp. f !N ∼= f ♯N ) for N ∈ D+c (ModOX).
Proof. Use Theorem 6.16 and standard adjunction formulas. 
For more details on the isomorphisms f ! ∼= f ♭ and f ! ∼= f ♯ see Theorem 4.13.
In the next two results we shall consider only embeddable morphisms, in order to avoid
complications. Most likely they are true without this assumption. Recall that a morphism
f : X → Y is called embeddable if it can be factored into f = h ◦ g, where g is finite and
h is smooth.
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Proposition 6.18 (Flat Base Change). Let f : X → Y be an embeddable morphism, and
let g : Y ′ → Y be a flat morphism. Define a scheme X ′ := Y ′ ×Y X , with projections
f ′ : X ′ → Y ′ and h : X ′ → X . Then there is an isomorphism f ′!g∗ ∼= h∗f ! of functors
D+c (ModOY )→ D
+
c (ModOX′).
Proof. This is immediate when f is either finite or smooth, by Corollary 6.17. Cf. proof
of Theorem 3.26. 
For a morphism of schemes f : X → Y let’s denote by
f !(G) : D+c (ModOY )→ D
+
c (ModOX)
Grothendieck’s twisted inverse image functor from [RD].
Proposition 6.19 (Comparison to [RD]). If f : X → Y is an embeddable morphism then
there is an isomorphism of functors f !(G) ∼= f !. In particular, if the structural morphism
π : X → SpecK is embeddable, then there is an isomorphism π!(G)K ∼= π!K = RX in
D(ModOX).
Proof. Choose a factorization f = h ◦ g, with g finite and h smooth. Then, according
to [RD, Theorem III.8.7], there are isomorphisms g!(G) ∼= g♭, h!(G) ∼= h♯ and f !(G) ∼=
g!(G)h!(G) . On the other hand, by Corollaries 6.17 and 6.15 we have g! ∼= g♭, h! ∼= h♯ and
f ! ∼= g!h!. 
Remark 6.20. In caseX is a separated flat embeddableK-scheme, Proposition 6.19 can be
strengthened significantly. Indeed, one can prove that the dualizing complexR′ := π!(G)K
has a rigid structure, which determined by the variance properties of the twisted inverse
image 2-functor f 7→ f !(G) , as stated in [RD, Theorem III.8.7]. Here is an outline. Letting
X2 := X ×K X , there are the diagonal embedding ∆ : X → X2, which is a finite
morphism; and the two projections pi : X2 → X , which are flat. See diagram below.
Using flat base change one can obtain a canonical isomorphism
(6.21) R′ ∼= ∆−1RHomOX2
(
∆∗OX , (p
∗
1R
′)⊗LOX2 (p
∗
2R
′)
)
.
Now take any affine open set U ⊂ X , and let AU := Γ(U,OX) and R′U := RΓ(U,R′).
Applying the functor RΓ(U,−) to the isomorphism (6.21) we obtain a rigidifying isomor-
phism ρ′U : R′U
≃
−→ SqAU/K R
′
U in D(ModAU ). The collection of isomorphisms {ρ′U} is
compatible with localizations, so it’s a rigid structure on R′.
X
∆ // X2
p1

p2
// X
π

X
π // SpecK
To conclude this section we address the question of dependence of the twisted inverse
image 2-functor f 7→ f ! on the base ring K. Assume K′ is an essentially finite type K-
algebra that’s regular (but maybe not smooth over K). Consider the category FTSch /K′,
with the faithful functor FTSch /K′ → FTSch /K. Just like for K, any finite type K′-
scheme X has a rigid dualizing complex relative to K′, which we denote by R′X . Also
there is a 2-functor FTSch /K′ → Cat, constructed using the complexes R′X ; we denote
it by f 7→ f !′. Let RK′ be the rigid dualizing complex of K′ relative to K. Note that since
K′ is regular, one has RK′ ∼= L[n] for some invertible K′-module L and some integer n.
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Proposition 6.22. Given X ∈ FTSch /K′, the complex RK′ ⊗LK′ R′X ∈ Dbc (ModOX)
has an induced rigid structure relative to K. Therefore there is a unique rigid isomorphism
RK′ ⊗LK′ R
′
X
∼= RX .
Proof. This is immediate from Proposition 4.15. 
Because the twistingRK′⊗LK′− is an auto-equivalence ofD+c (ModOX) for any scheme
X ∈ FTSch /K′, we obtain:
Corollary 6.23. There is an isomorphism of 2-functors
(f 7→ f !
′
) ∼= (f 7→ f !) : FTSch /K′ → Cat .
7. THE RESIDUE THEOREM AND DUALITY
In this section K denotes a regular finite dimensional noetherian ring. All schemes
are by default finite type K-schemes, all algebras are by default essentially finite type K-
algebras, and all morphisms are over K.
Let X be a scheme. The dimension function dimK was introduced in Definition 6.10.
For a point x ∈ X we denote byJ (x) an injective hull of the residue field k(x), considered
as an OX -module. So J (x) is a quasi-coherent OX -module supported on {x}; see [RD,
Section II.7].
Definition 7.1. A rigid residue complex on X (relative to K) is a rigid dualizing complex
(KX ,ρX), such that for every integer p there is an isomorphism of OX -modules K
p
X
∼=⊕
dimK(x)=−p
J (x).
Proposition 7.2. The scheme X has a rigid residue complex (KX ,ρX), which is unique
up to a unique isomorphism in C(ModOX).
Proof. Define KX := ERX , the Cousin complex with respect to dimK . According to
[RD, Proposition VI.1.1], for any p there is an isomorphism KpX ∼=
⊕
dimK(x)=−p
J (x).
By [RD, Proposition IV.3.1] or [YZ2, Theorem 2.11] there is an isomorphism KX ∼= RX
in D(ModOX). Using this isomorphism we obtain a rigid structure ρX on KX .
Now suppose (K′,ρ′) is another residue complex on X . According to Theorem 6.13
there is a unique rigid isomorphism φ : KX
≃
−→ K′ in D(ModOX). Like in the proof of
Lemma 6.3 we see that φ is a uniquely determined isomorphism in C(ModOX). 
Since KX is a bounded complex of injective OX -modules the rigid duality functor is
DX = HomOX (−,KX). Furthermore, for any complexM ∈ Db(ModOX) the complex
HomOX (M,KX) is a bounded complex of flasque sheaves, and hence Rf∗DXM =
f∗HomOX (M,KX).
Let x ∈ X be a point with dimK(x) = −p. Define KX(x) := HpxRX ; so KX(x) ∼=
J (x), and KpX =
⊕
dimK(x)=−p
KX(x).
Definition 7.3. Let A be a local essentially finite type K-algebra, with maximal ideal
m, residue field K and rigid dualizing complex RA. Let d := dimK(K), and define
K(A) := H−dm RA.
In the setup of the definition above, the A-module K(A) is an injective hull of the
field K . If A is artinian then HiRA = 0 for all i 6= −d, and hence there is a canonical
isomorphism RA ∼= K(A)[d] in D(ModA).
Lemma 7.4. Let X be a K-scheme, x ∈ X a point and A := OX,x. Then there is a
canonical isomorphism KX(x) ∼= K(A).
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Proof. Let U = SpecC be an affine open neighborhood of x in X , and let p ⊂ C be the
prime ideal of x. By definition KX(x) = H−dp RC , where d := dimK(x). Now accord-
ing to Proposition 4.10 we get a canonical isomorphism RA ∼= A ⊗C RC in D(ModA),
inducing an isomorphism H−dm RA ∼= H−dp RC . 
Let A be as in Definition 7.3. For i ≥ 0 let Ai := A/mi+1. Corresponding to the
finite homomorphisms A → Ai there are rigid trace morphisms TrAi/A : RAi → RA
in D(ModA); see Proposition 4.8. From these we can extract A-linear homomorphisms
H−dm (TrAi/A) : K(Ai)→ K(A).
Lemma 7.5. In the setup of Definition 7.3, the homomorphisms H−dm (TrAi/A) give rise to
a bijection limi→K(Ai) ≃−→ K(A).
Proof. Because TrAi/A is nondegenerate it induces an isomorphism K(Ai) ∼=
HomA(Ai,K(A)). 
Definition 7.6. Let f : X → Y be a morphism of schemes. Define a homomorphism of
graded OY -modules Trf : f∗KX → KY as follows. There is a decomposition f∗KX =⊕
x∈X f∗KX(x). Consider a point x ∈ X , and let y := f(x). There are two cases:
(i) If x is closed in its fiber, define Ai := OY,y/mi+1y and Bi := OX,x/mi+1x . Then
Ai is an essentially finite type K-algebra, and Ai → Bi is a finite homomorphism.
Using the isomorphisms from Lemmas 7.4 and 7.5 we define Trf |f∗KX(x) :=
limi→ TrBi/Ai .
(ii) If x is not closed in the fiber f−1(y) then we let Trf |f∗KX(x) := 0.
Proposition 7.7. Given two morphisms of schemes X f−→ Y g−→ Z there is equality
Trg◦f = Trg ◦ g∗(Trf ) : (g ◦ f)∗KX → KZ .
Proof. This is an immediate consequence of Corollary 4.9. 
The next thing we want to do is to study residues on curves, and to prove Theorem 7.13.
This will lead us to the general residue theorem for proper morphisms 7.14. The strategy
we shall use is taken from [RD, Chapter VII], but the considerations are much easier in our
context.
Let A be an artinian, local, essentially finite type K-algebra, and let X be a smooth
irreducible curve over A. Let x0 be the generic point of X , and let x1 be some closed
point. The corresponding local rings are denoted by L := OX,x0 and B := OX,x1 , and we
denote by n the maximal ideal of B. The Cousin complex of the sheaf Ω1X/A on X gives
rise to a B-linear homomorphism
δ(x0,x1) : Ω
1
L/A
∼= H0x0Ω
1
X/A → H
1
x1Ω
1
X/A
∼= H1nΩ
1
B/A.
For any k ≥ 0 let Bk := B/nk+1. Since A → B is essentially smooth of rela-
tive dimension 1, and A → Bk is finite and flat, there is a residue map ResBk/A :
Ext1B(Bk,Ω
1
B/A)→ A. See Definition 5.5. There is a canonical isomorphism
H1nΩ
1
B/A
∼= lim
k→
Ext1B(Bk,Ω
1
B/A),
and we define
(7.8) ResB/A := lim
k→
ResBk/A : H
1
nΩ
1
B/A → A.
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Definition 7.9. Let A be an artinian, local, essentially finite type K-algebra, let X be
a smooth irreducible curve over A, and let x be a closed point of X . Denote by k(X)
the total ring of fractions of X . The residue map at x is the A-linear homomorphism
Resx : Ω
1
k(X)/A → A which is the composition of the homomorphisms
Ω1
k(X)/A
δ(x0,x1)−−−−−→ H1xΩ
1
OX,x/A
ResOX,x/A
−−−−−−−→ A
described above.
Note that the kernel of Resx is Ω1X/A,x. More generally we make the next definition.
Definition 7.10. With the data of the previous definition, let M be an A-module. Define
Resx;M : Ω
1
k(X)/A ⊗A M →M
by the formula
Resx;M (α⊗m) := Resx(α) ·m
for α ∈ Ω1
k(X)/A and m ∈M .
Lemma 7.11. In the situation of Definition 7.9, suppose X = SpecB is an affine curve
over A. Let b ∈ B be some element, B¯ := B/(b), and β ∈ Ω1B/A. Assume that A → B¯
is finite, and let ResB/A : Ext1B(B¯,Ω1B/A) → A be the residue map from Definition 5.5.
Then
ResB/A
[
β
b
]
=
∑
x∈X closed
Resx(
β
b ).
Proof. First we note that b is a regular element of B, so it is invertible in the fraction ring
L := k(X). Another thing to note is that Resx(βb ) = 0 if b(x) 6= 0, i.e. if x /∈ Spec B¯.
Let us denote the generic point ofX by x0. The homomorphism δ(x0,x1) : H0x0Ω
1
X/A →
H1x1Ω
1
X/A sends the fraction
β
b to the generalized fraction
[
β
b
]
. The artinian ring B¯ is semi-
local: B¯ =
∏
x∈Spec B¯ B¯x, and the projection B → B¯x factors via Bx. Looking at the
definitions we see that the residue map ResB/A : Ext1B(B¯,Ω1B/A)→ A factors via∑
ResBx/A :
⊕
x∈Spec B¯
H1x Ω
1
Bx/A
→ A.

Lemma 7.12. In the situation of Definition 7.9, suppose X = P1A. Let A′ be another
artinian local K-algebra, and let f∗ : A → A′ be a finite homomorphism. Define X ′ :=
P
1
A′ . We get an induced finite morphism of schemes g : X ′ → X . Then for any differential
form α ∈ Ω1
k(X)/A one has∑
x∈X closed
f∗(Resx(α)) =
∑
x′∈X′ closed
Resx′(g
∗(α)).
Proof. Let us write X = U ∪ {∞} with U := A1A = SpecB and B := A[t]. So α = βb
for some differential form β ∈ Ω1B/A and some regular element b ∈ B. Define B′ := A′[t]
and U ′ := A1A′ = SpecB′. So X ′ decomposes into U ′ ∪ {∞′}. By Lemma 7.11 and
Proposition 5.9 we have∑
x∈U closed
f∗(Resx(α)) = f
∗(ResB/A
[
β
b
]
) =
ResB′/A′
[g∗(β)
g∗(b)
]
=
∑
x′∈U ′ closed
Resx′(g
∗(α)).
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At ∞ we will use the coordinate s := 1t . Then α =
γ
se for some e ≥ 0 and γ ∈
Ω1X/A,∞. Choose a sufficiently small affine open neighborhood V = SpecC of ∞ in X ,
so that γ ∈ Γ(V,Ω1X/A), but the origin O is not in V ; so that s ∈ Γ(V,OX). Define
C′ := A′ ⊗A C. Again using Lemma 7.11 and Proposition 5.9 we obtain
f∗(Res∞(
γ
se )) = f
∗(ResC/A
[
γ
se
]
) =
ResC′/A′
[ g∗(γ)
g∗(se)
]
= Res∞′(g
∗( γse )).

Theorem 7.13 (Residue Theorem for P1). Suppose A is an artinian, local, essentially
finite type K-algebra, and X = P1A. Let M be an A-module and let α ∈ Ω1k(X)/A ⊗AM .
Then ∑
x∈X closed
Resx;M (α) = 0.
Proof. The homomorphism∑
x∈X closed
Resx;M : Ω
1
k(X)/A ⊗A M →M
is functorial in M . Thus we can assume that M is finitely generated; and by induction
on length, we can also assume M is simple. Thus we may assume M ∼= K , where K
is the residue field of A. Consider the ring homomorphism f∗ : A → K . Because
A⊗A M ∼= K ⊗K M , and by Lemma 7.12, we can replace A with K .
So let us assume that A = K is a field, and M = K . Let t be the coordinate on
the finite part of X , i.e. X = A1K ∪ {∞} and A1K = SpecK[t]. We can write α as a
fraction α = f(t)g(t)dt where f(t), g(t) are polynomials. Choose some finite field extension
K → K ′ which splits the polynomials f(t) and g(t). By Lemma 7.12 we can replace K
with K ′. So we can assume f(t) and g(t) are products of linear terms. Now we may apply
partial fraction decomposition to the rational function f(t)g(t) . So we can assume that either
α = (t− a)−edt for some a ∈ K and e ≥ 1; or that α = tedt for e ≥ 0.
Consider the case α = (t−a)−edt. Applying the linear change of coordinates t 7→ t−a
(which is permitted by Lemma 7.11 and Proposition 5.9) we can assume that a = 0. Let
O ∈ X be the origin. At any closed point x ∈ X except O and ∞ one has Resx(α) = 0.
According to Lemma 7.11 and Proposition 5.12 we have ResO(α) = ǫ if e = 1, and
ResO(α) = 0 otherwise. By change of coordinates t 7→ s := t−1 we get α = −se−2ds,
and the same calculation gives Res∞(α) = −ǫ if e = 1, and Res∞(α) = 0 otherwise.
Finally consider the case α = tedt. Then by Lemma 7.11 and Proposition 5.12 we get
Resx(α) = 0 at all points. 
Theorem 7.14 (Residue Theorem for Proper Morphisms). Let f : X → Y be a proper
morphism between finite type K-schemes. Then Trf : f∗KX → KY is a homomorphism
of complexes.
Proof. The proof is in several steps.
Step 1. First consider the case of a finite morphism f . According to Theorem 6.16 we have
an isomorphismKX
≃
−→ f ♭KY , which is the same as an isomorphism
ψ : f∗KX
≃
−→ f∗f
♭KY = HomOY (f∗OX ,KY ).
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By definition 7.6, the trace Trf : f∗KX → KY is transformed by ψ into the homomor-
phism Tr♭f ;KY : f∗f
♭KY → KY , namely evaluation at 1. And the latter is a homomor-
phism of complexes.
Step 2. Now let f be any proper morphism. For any point x ∈ X let y := f(x) ∈ Y , and
denote by Trf,x : KX(x) → KY (y) the corresponding component of Trf (see Definition
7.6). Also, for any point x′ ∈ X which is an immediate specialization of x, let us denote
by δX,(x,x′) : KX(x)→ KX(x′) the corresponding component of the coboundary operator
δX : KX → KX .
There are two kinds of identities we must check. The first is when dimK(x) = dimK(y),
and y′ ∈ Y is any point which is an immediate specialization of y. We must then show
that given any element α ∈ KX(x) the equality∑
x′
(Trf,x′ ◦ δX,(x,x′))(α) = (δY,(y,y′) ◦ Trf,x)(α)
holds in KY (y′). The sum is over all points x′ ∈ f−1(y′) which are immediate special-
izations of x. This case will be treated now; the other case will be taken care of in the
subsequent steps.
It is possible to choose a nilpotent closed subscheme X0 of X which is supported on
the closed set {x}, and such that α ∈ KX0(x). The transitivity of traces (Proposition 7.7)
implies that we may replaceX with X0. Now f : X → Y is proper and quasi-finite, hence
finite; and we can apply step 1.
Step 3. In this step we assume that dimK(x) = dimK(y) + 1, and we must show that
(7.15)
∑
x′
(Trf,x′ ◦ δX,(x,x′))(α) = 0.
Here the sum is over the points x′ ∈ X which are immediate specializations of x; these
points necessarily lie in f−1(y). As done in step 2, we can find nilpotent closed sub-
schemes X0 and Y0, supported on {x} and {y} respectively, such that α ∈ KX0 (x) and
f : X0 → Y factors via Y0. Observe that the identity (7.15) depends only on the homo-
morphisms OY0,y → OX0,x′ → OX0,x, when these rings are considered as essentially
finite type K-algebras.
Define A := OY0,y . Let us choose a ring K′ which is a localization of a polynomial
algebra K[t1, . . . , tn], and which admits a finite homomorphism K′ → A. Then K′ is also
a regular noetherian ring of finite Krull dimension, and the rigid dualizing complex of K′
relative to K is Ωn
K′/K [n]. In view of Proposition 4.15 and Corollary 6.23, we can replace
K with K′ – it amounts to twisting by the inverse ofΩn
K′/K [n], which does not effect (7.15).
We conclude that we may replace Y with SpecA and X with X0 ×Y0 SpecA.
Step 4. In this step we assume that A is a local artinian finite K-algebra, and X is a proper
curve over A, with generic point x. Given α ∈ KX(x), we have to verify (7.15); and
the sum is over all closed points x′ ∈ X . As explained in [RD, p. 373], the morphism
f : X → Y = SpecA factors via a finite morphism X → P1A. Because of step 1 we can
replace X with P1A.
Let x′ be any closed point in X = P1A. It is immediate from Definitions 7.9 and 7.10
that under the isomorphisms
KX(x) ∼= H
0
x(Ω
1
X/A ⊗A K(A))
∼= (H0xΩ
1
X/A)⊗A K(A)
∼= Ω1k(X)/A ⊗A K(A)
the homomorphism
Trf,x′ ◦ δX,(x,x′) : KX(x)→ K(A)
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goes to the residue map
Resx′;K(A) : Ω
1
k(X)/A ⊗A K(A)→ K(A).
So Theorem 7.13 applies with M := K(A). 
Corollary 7.16. (1) Let f : X → Y be a proper morphism between finite type K-
schemes. Then there is a morphism of functors Trf : Rf∗f ! → 1 of functors from
D+c (ModOY ) to itself.
(2) The assignment f 7→ Trf above is 2-functorial for proper morphisms. Namely,
given another proper morphism g : Y → Z , the diagram
R(g ◦ f)∗ (g ◦ f)!
φg,f
//
Trg◦f

R(g ◦ f)∗ f ! g! ∼=
!!
1
D
+
c (ModOZ) Rg∗ g
!
Trg
oo Rg∗Rf∗ f
! g!
Trf
oo
is commutative, where the isomorphism marked “∼=” is the standard isomorphism
of functors R(g ◦ f)∗ ∼= Rg∗Rf∗, and φg,f is from Corollary 6.15. If X = Y and
f = 1X , then Trf is the identity automorphism of f ! = 1D+c (ModOX).
In the diagram there is a little bit of sloppiness; for instance, instead of “φg,f ” we should
have really written “R(g ◦ f)∗(φg,f )”.
Proof. (1) Take anyN ∈ D+c (ModOY ). By definition of f ! we have
f !N = HomOX
(
Lf∗HomOY (M,KY ),KX
)
,
and hence
Rf∗f
!N = RHomOY
(
HomOY (M,KY ), f∗KX
)
.
According to Theorem 7.14 the trace map Trf : f∗KX → KY is a homomorphism of
complexes, and so we obtain a morphism
τ : Rf∗f
!N → HomOY
(
HomOY (M,KY ),KY
)
= DYDYN
in D+c (ModOY ). Using the adjunction isomorphism φY : N ≃−→ DY DYN we define
Trf ;N := φ
−1
Y ◦ τ : Rf∗f
!N → N .
As N varies this becomes a morphism of functors Trf : Rf∗f ! → 1.
(2) Recall that the isomorphism φg,f was defined solely using adjunction formulas. By
Proposition 7.7 the traces are transitive: Trg ◦Trf = Trg◦f . This implies the commu-
tativity of the diagram. Finally, for the identity automorphism 1X : X → X , the trace
Tr1X : KX → KX is the identity automorphism of this complex. 
Theorem 7.17 (Duality for Proper Morphisms). Let f : X → Y be a proper morphism
of finite type K-schemes, let M ∈ Dbc (ModOX) and let N ∈ Dbc (ModOY ). Then the
morphism
Rf∗RHomOX (M, f
!N )→ RHomOY (Rf∗M,N )
in D(ModOY ) induced by Trf : Rf∗f !N → N is an isomorphism.
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Proof. Using the same reduction as in the proof of [RD, Theorem VII.3.3] we can assume
Y is affine, X = PnY and f is the projection.
For fixed N ∈ Dbc (ModOY ) the contravariant functors Rf∗RHomOX (−, f !N ) and
RHomOY (Rf∗−,N ) are way-out left, in the sense of [RD, Section I.7]. Let ω := ΩnX/Y ,
and for any integer i letω(i) be the Serre twist. As explained in the proof of [RD, Theorem
III.5.1], any coherent OX -module is a quotient of a finite direct sum
⊕m
j=1 ω(−ij) for
some i1, . . . , im > 0. Therefore, using [RD, Proposition I.7.1], reversed so as to handle
contravariant functors, we can assume that M = ω(−i)[n] with i > 0.
Now the coherent sheaves ω(−i) and Rnf∗ω(−i) are locally free, and Rjf∗ω(−i) = 0
for j 6= n. Also we know that f !− ∼= ω[n] ⊗OX f∗− (see Corollary 6.17). Therefore
the functors Rf∗RHomOX
(
ω(−i)[n], f !−
)
and RHomOY
(
Rf∗ω(−i)[n],−
)
are way-
out in both directions. Once again using [RD, Proposition I.7.1] we can reduce to the case
N = OY .
At this stage we have to prove that the morphism
θ : Rf∗RHomOX
(
ω(−i)[n],ω[n]
)
→ RHomOY
(
Rf∗ω(−i)[n],OY
)
is an isomorphism. By definition θ = γ ◦ β, where
β : Rf∗RHomOX
(
ω(−i)[n],ω[n]
)
→ RHomOY
(
Rf∗ω(−i)[n],Rf∗ω[n]
)
is the canonical morphism, and
γ : RHomOY
(
Rf∗ω(−i)[n],Rf∗ω[n]
)
→ RHomOY
(
Rf∗ω(−i)[n],OY
)
is induced by
Trf : Rf∗ω[n] ∼= Rf∗f
!OY → OY .
Consider the canonical isomorphism
α : Rf∗OX(i)
≃
−→ RHomOY
(
Rf∗ω(−i)[n],Rf∗ω[n]
)
The composite β ◦ α is an isomorphism, because the cup product pairing
f∗OX(i)× R
nf∗ω(−i)→ R
nf∗ω
is perfect (see [RD, Theorem III.3.4]). Hence β is an isomorphism. It remains to prove
that γ is also an isomorphism.
To accomplish this we will prove that the trace Trf : Rf∗f !OY → OY is an isomor-
phism. We know that f !OY ∼= ω[n], Rjf∗ f !OY ∼= Rj+nf∗ ω = 0 for j 6= 0, and
that R0f∗ f !OY ∼= Rnf∗ ω ∼= OY . Since R0f∗ f !OY is a free OY -module of rank 1,
it suffices to show that H0(Trf ) : R0f∗ f !OY → OY is surjective. Choose any section
g : Y → X of f . Then according to Corollary 7.16(2) we have H0(Trf ) ◦ H0(Trg) =
H0(Tr1Y ), implying that indeed H0(Trf ) is surjective. 
8. THE RELATIVE DUALIZING SHEAF
In this section K denotes a regular noetherian commutative ring of finite Krull dimen-
sion. All schemes are by default finite type K-schemes, all algebras are by default essen-
tially finite type K-algebras, and all morphisms are over K. The base ring K will have no
visible role here; it will only be in the background, making rigid residue complexes and
the 2-functor f 7→ f ! available.
Let us begin with a few facts about f ! for flat morphisms.
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Lemma 8.1. Suppose f : X → Y is a flat morphism. Then
f !M = Homf−1OY
(
f−1HomOY (M,KY ),KX
)
forM ∈ Dbc (ModOY ).
Proof. Due to flatness the rigid residue complex KX is a bounded complex of injective
f−1OY -modules. 
Given an algebra A we define the rigid residue complex of A to be KA := Γ(U,KU )
where U := SpecA.
Proposition 8.2. Let f∗ : A→ B be a flat homomorphism of K-algebras.
(1) The complex f !A has finite flat dimension over A.
(2) There is a functorial isomorphism f !M ∼= M ⊗LA f !A for M ∈ Dbf (ModA).
Proof. Since A → B is flat it follows that each KpB is an injective A-module. Let d1, d2
be the amplitudes of the complexesKA and KB respectively.
Given M ∈ Dbf (ModA), let M ′ be the complex obtained from M by truncating above
and below the degrees where the cohomology is nonzero. According to Lemma 8.1 one
has f !M ∼= HomA
(
HomA(M
′,KA),KB
)
. Therefore
ampHf !M ≤ ampHM + d1 + d2.
Next choose a resolution P → M by a bounded above complex of finitely generated
free A-modules. Then
f !M ∼= HomA
(
HomA(P,KA),KB
)
∼= P ⊗A HomA(KA,KB) ∼= M ⊗
L
A f
!A.
This proves part (2), and also shows that flat.dimA f !A ≤ d1 + d2. 
Proposition 8.3. Let f∗ : A→ B be a flat homomorphism of K-algebras. The canonical
morphism
(f !A)⊗LA RA
∼= RHomA(RA, RB)⊗
L
A RA → RB
is an isomorphism.
Proof. Let us denote this morphism by ψ, and let N be the cone on ψ. So ψ is an iso-
morphism if and only N = 0. By Proposition 8.2 the complex (f !A)⊗LA RA has bounded
cohomology, and hence N ∈ Db(ModA). According to Lemma 1.11 the complex RA
generates Db(ModA), and we conclude that N = 0 if and only if the morphism
ψ′ : RHomA
(
RA,RHomA(RA, RB)⊗
L
A RA
)
→ RHomA(RA, RB)
induced byψ is an isomorphism. We know thatRHomA(RA, RB) has finite flat dimension
over A – again, this is by Proposition 8.2. Using Proposition 1.10, under its assumption
(iii.b), we can pass from ψ′ to the morphism
RHomA(RA, RB)⊗
L
A RHomA(RA, RA)→ RHomA(RA, RB),
which is evidently an isomorphism. 
A flat morphism of schemes f : X → Y is said to have relative dimension n if all its
fibers are equidimensional of dimension n.
Definition 8.4. Let f : X → Y be a flat morphism of relative dimension n. The relative
dualizing sheaf is
ωX/Y := H
−nf !OY .
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Some authors refer to ωX/Y as the relative canonical sheaf. The OX -module ωX/Y is
coherent. We now study some more of its properties.
Proposition 8.5. Let f : X → Y be flat of relative dimension n, and let U be an open
subset of X such that f |U : U → Y is smooth. Then there is a canonical isomorphism
ωX/Y |U ∼= Ω
n
X/Y |U .
Proof. Define f ′ := f |U . By Corollary 6.17 there is an isomorphism f ′!OY ∼= f ′♯OY =
ΩnU/Y [n]. 
Proposition 8.6. Let f : X → Y be a flat morphism of relative dimension n. Then
Hif !OY = 0 for all i < −n. Consequently, truncation gives rise to a canonical morphism
γf : ωX/Y [n]→ f
!OY
in D(ModOX).
Proof. In view of Lemma 8.1, it suffices to show that the complex
Homf−1OY (f
−1KY ,KX) is concentrated in degrees ≥ −n. Suppose we are given a
local section φ ∈ Homf−1OY (f−1KY ,KX)i which has a nonzero component going from
J (y) to J (x), for some points y ∈ Y and x ∈ X ; see Section 7 for notation. Then
we must have x ∈ f−1(y). But the dimension of the fiber f−1(y) is n, and hence
dimK(x) ≤ dimK(y) + n, so i ≥ −n. 
Recall that our notation for the residue field of a point x ∈ X is k(x). In case X is an
integral scheme with generic point x, we also write k(X) for this field, which is of course
the function field of X .
Suppose K is a field, and L is a finitely generated extension field of K (i.e. L is an
essentially finite type K-algebra). Let M be a finite separable field extension of L, and
denote by trM/L : M → L the trace map. Since the homomorphism M ⊗L ΩL/K →
ΩM/K is bijective, we obtain an induced ΩL/K-linear homomorphism trM/L : ΩM/K →
ΩL/K .
Theorem 8.7. Let X and Y be integral schemes, and let f : X → Y be a flat morphism
of relative dimension n. Assume f is generically smooth.
(1) The coherent sheaf ωX/Y is a subsheaf of the constant quasi-coherent sheaf
Ωn
k(X)/k(Y ).
(2) SupposeU ⊂ X is a nonempty affine open set, and there is a commutative diagram
U
⊂
//
g

X
f

Z
h // Y
with Z an integral affine scheme; h a smooth morphism; and g a finite, dominant,
separable morphism. Then
Γ(U,ωX/Y ) =
{
α ∈ Ωn
k(X)/k(Y ) | trk(X)/k(Z)(aα) ∈ Γ(Z,Ω
n
Z/Y )
for all a ∈ Γ(U,OX)
}
.
The proof of the theorem is after this lemma.
Lemma 8.8. Let K,L,M be fields. Assume L is a finitely generated separable extension
of K , and M is a finite separable extension of L. Let n := tr.degK L.
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(1) The rigid dualizing complexes of L and M relative to K are ΩnL/K [n] and
ΩnM/K [n] respectively.
(2) The trace map trM/L : ΩnM/K [n] → ΩnL/K [n] is a rigid trace morphism relative
to K .
Proof. (1) The homomorphismsK → L and K →M are essentially smooth, so Proposi-
tion 4.5 applies.
(2) Let’s denote the finite e´tale homomorphism L → M by f∗. The trace map trM/L :
M → L is nondegenerate (see Definition 4.7). So by Proposition 4.8, Proposition 4.15
and Corollary 6.23, it suffices to prove that trM/L is a rigid trace-like morphism relative
to L (see Definition 3.28). Here L has the tautological rigidifying isomorphism ρtau, and
M ∼= f ♯L = Ω0M/L has the rigidifying isomorphism f ♯(ρtau).
This is an exercise in Galois theory. Using the transitivity of both the field traces tr−/−
and the rigid traces Tr−/−, we may assume that M is a Galois extension of L. Denote the
Galois group by G. Then M ⊗L M ∼=
∏
g∈GM
g
, where the map M ⊗L M → Mg is
a⊗ b 7→ a · g(b). The rigidifying isomorphism
f ♯(ρtau) :M
≃
−→ HomM⊗LM (M,M ⊗LM)
identifies M with Mg0 , where g0 is the identity automorphism. By the properties of the
trace for a Galois extension one has trM/L(a) =
∑
g∈G g(a). A convolution-type calcula-
tion shows that under the isomorphism M ⊗L M ∼=
∏
g∈GM
g
, the map trM/L⊗ trM/L
is sent to
∑
g∈G trMg/L. Hence the diagram
M
f♯(ρtau)
//
trM/L

HomM⊗LM
(
M,M ⊗LM
)
trM/L ⊗ trM/L

L
ρtau
// HomL⊗LL
(
L,L⊗L L
)
in D(ModL) is commutative, and thus indeed trM/L is a rigid trace-like morphism. 
Proof of Theorem 8.7. (1) By Proposition 8.6 there is a canonical morphism
γf : ωX/Y [n] → f
!OY . Since f is generically smooth, there is a nonempty open set
U0 ⊂ X such that f : U0 → Y is smooth. According to Proposition 8.5 there is a canon-
ical isomorphism f !OY |U0 ∼= ΩnU0/Y [n]. Combining these morphisms and passage to the
generic stalk, we obtain a sheaf homomorphism λ : ωX/Y → Ωnk(X)/k(Y ). It remains to
prove that λ is injective.
Pick a point x ∈ X . Using quasi-normalization and Zariski’s Main Theorem [EGA,
Chapter IV, Sections 8.12.3. and 13.3.1] we know that there exists an affine open neigh-
borhood U = SpecD of x in X , and a commutative diagram
W
g

U
⊃
oo
⊂
//

X
f

Z
h // V
⊂
// Y
where V = SpecA is an affine open set in Y ; Z = SpecB and W = SpecC are affine
integral schemes; U → W is an open immersion; g : W → Z is finite dominant; and
h : Z → V is smooth. Then
ωC/A = H
0(h ◦ g)!A ∼= H0g!h!A ∼= H0g♭h♯A ∼= HomB(C,Ω
n
B/A).
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This is a torsion-free C-module, i.e. it embeds in
M ⊗C HomB(C,Ω
n
B/A)
∼= HomL(M,Ω
n
L/A)
∼= ΩnM/K ,
where K := FracA, L := FracB and M := FracC. But on the other hand
Γ(U,ωX/Y ) = ωD/A ∼= D ⊗C ωC/A.
(2) Here, in the notation of the proof of part (1), we have U = W , and in addition L→M
is separable. The rigid trace Trg gives rise to an isomorphism
Γ(U,ωX/Y ) = ωD/A ∼= HomB(D,Ω
n
B/A).
NowD →M is essentially e´tale, D → B is finite, and L ∼= B⊗DM . Hence by Corollary
3.27 and Lemma 8.8 the diagram
ωD/A
⊂
//
Trg

ΩnM/K
trM/L

ΩnB/A
⊂
// ΩnL/K
is commutative. 
Remark 8.9. There are notions of differential forms and traces for inseparable field exten-
sions due to Kunz. Presumably these can be used to remove the separability assumption
from part (2) of Theorem 8.7. Cf. [HK].
9. BASE CHANGE AND TRACES
As before we work in the category FTSch /K of finite type K-schemes, where K is a
regular finite dimensional noetherian ring. The main results in this section are Theorems
9.6 and 9.12, which were first obtained by Conrad [Co, Theorems 3.6.1 and 3.6.5]. Indeed,
Conrad proved somewhat more general results, since he only assumed his schemes are
noetherian and admit dualizing complexes. On the other hand, our proofs, which rely on
rigidity, are significantly easier (and shorter) than Conrad’s.
Proposition 9.1. Let f∗ : A → B be a flat finite type homomorphism of K-algebras.
The complex f !A ∈ Db(ModB) has a unique rigidifying isomorphism ρB/A : f !A ≃−→
SqB/A f
!A, such that under the canonical isomorphism (f !A)⊗LA RA ∼= RB from Propo-
sition 8.3 one has ρB/A ⊗ ρA = ρB .
Proof. Let us begin by choosing a factorization A g
∗
−→ A[t]
h∗
−→ B of f∗, where A[t]
is a polynomial algebra in m variables, and h∗ is a surjection. According to Theorem
3.22(1) the complex g♯A = ΩmA[t]/A[m] has a rigidifying isomorphism g♯(ρtau) relative to
A, where ρtau is the tautological rigidifying isomorphism of A. Next, since h♭g♯A ∼= f !A
has finite flat dimension over A (see Proposition 8.2), Theorem 3.14(1) says that h♭g♯A
has an induced rigidifying isomorphism h♭(g♯(ρtau)) relative to A, which we shall denote
by ρ′.
There exists a unique element u ∈ B× such that under the isomorphism (f !A)⊗LARA ∼=
RB , the rigidifying isomorphisms uρ′ ⊗ ρA coincides with ρB . Then ρB/A := uρ′ is the
desired rigidifying isomorphism of f !A. 
Definition 9.2. A morphism of schemes f : X → Y is called a Cohen-Macaulay mor-
phism of relative dimension n if it is flat, and all the fibers are equidimensional Cohen-
Macaulay schemes of dimension n.
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Proposition 9.3. Let f : X → Y be a Cohen-Macaulay morphism of relative dimension
n, and let g : Y ′ → Y be an arbitrary morphism. Define X ′ := X ×Y Y ′, and let
f ′ : X ′ → Y ′ be the projection. Then f ′ is a Cohen-Macaulay morphism of relative
dimension n.
Proof. The fact that f ′ is flat is trivial. We have to prove that the fibers of f ′ are Cohen-
Macaulay schemes. This reduces to the following question about rings: let B be an equidi-
mensional n-dimensional Cohen-Macaulay algebra over the field K , let K → K ′ be a
field extension, and let B′ := K ′ ⊗K B. We must show that B′ is an equidimensional
n-dimensional Cohen-Macaulay algebra.
Let us introduce the notation f∗ : K → B, g∗ : K → K ′, f ′∗ : K ′ → B′ and
h∗ : B → B′. Since B is an equidimensional Cohen-Macaulay ring of dimension n, and
f ♯K is a dualizing complex over it (cf. Proposition 4.15), we see that Hif ♯K = 0 for all
i 6= −n; i.e. ωB/K [n] ∼= f ♯K . By flat base change (Proposition 6.18) we get
f ′
!
K ′ ∼= f ′
!
g∗K ∼= h∗f !K ∼= B′ ⊗B ωB/K [n].
But f ′!K ′ is a dualizing complex over B′, and therefore this ring is equidimensional n-
dimensional and Cohen-Macaulay. 
Proposition 9.4. Let f∗ : A → B be a flat homomorphism, and let a ⊂ A be an ideal.
Define A¯ := A/a and B¯ := B/aB. Let f¯∗ : A¯→ B¯ be the induced homomorphism. Then
there is a functorial isomorphism f !M¯ ∼= f¯ !M¯ for M¯ ∈ Dbf (Mod A¯).
Proof. Let KA, KB , KA¯ and KB¯ be the respective residue complexes of these algebras.
Then KA¯ ∼= HomA(A¯,KA) and KB¯ ∼= HomB(B¯,KB) ∼= HomA(A¯,KB). According to
Lemma 8.1 we have
f !M ∼= HomA
(
HomA(M¯,KA),KB
)
∼= HomA¯
(
HomA¯(M¯,KA¯),KB¯
)
∼= f¯ !M¯.

Proposition 9.5. Let f : X → Y be a flat morphism of relative dimensionn. The following
two conditions are equivalent:
(i) f is a Cohen-Macaulay morphism.
(ii) γf : ωX/Y [n]→ f !OY is an isomorphism, and the sheaf ωX/Y is flat overOY .
Proof. We might as well assume that X = SpecB and Y = SpecA.
(i) ⇒ (ii): First we will prove that γf is an isomorphism. This amounts to proving that
Hif !A = 0 for all i > −n. The proof is by contradiction. Define i1 := max{i | Hif !A 6=
0}, and assume i1 > −n. Then there is a maximal ideal q ⊂ B such that (B/q) ⊗B
Hif !A 6= 0. Let p := f(q), which is a prime ideal of A. Define A¯ := Frac(A/p) and
B¯ := B ⊗A A¯, and let f¯∗ : A¯ → B¯ be the induced homomorphism. So A¯ is a field, and
B¯ is a Cohen-Macaulay ring, equidimensional of dimension n. According to Propositions
8.2 and 9.4,
ωB¯/A¯[n]
∼= f¯ !A¯ ∼= f !A¯ ∼= (f !A)⊗LA A¯.
Hence
(Hi1f !A)⊗B B¯ ∼= (H
i1f !A)⊗A A¯ ∼= H
i1
(
(f !A)⊗LA A¯
)
= 0.
But B/q is a quotient of B¯, so we have a contradiction.
Next we are going to prove that ωB/A is a flat A-module. It suffices to show that
Hi(M ⊗LA ωB/A) = 0 for all i < 0 and all cyclic A-modules M . Thus we can assume
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M = A¯ := A/a for some ideal a. Let B¯ := B ⊗A A¯ and let f¯∗ : A¯ → B¯ be the induced
homomorphism. According to Proposition 9.3, f¯∗ is a Cohen-Macaulay homomorphism
of relative dimension n. Again using Propositions 8.2 and 9.4, we obtain
A¯⊗LA ωB/A[n]
∼= A¯⊗LA f
!A ∼= f !A¯ ∼= f¯ !A¯ ∼= ωB¯/A¯[n].
(ii) ⇒ (i): Take any prime ideal p ⊂ A, and let A¯ := A/p, B¯ := B ⊗A A¯, K := Frac A¯
and BK := B ⊗A K ∼= B¯ ⊗A¯ K . We have to prove that BK is a Cohen-Macaulay ring,
equidimensional of dimension n. Let’s use the notation f¯∗ : A¯→ B¯ and f∗K : K → BK .
Now
f¯ !A¯ ∼= f !A¯ ∼= (f !A)⊗LA A¯
∼= ωB/A[n]⊗A A¯,
due to the flatness of ωB/A. And by flat base change,
f !KK
∼= K ⊗A¯ f¯
!A¯ ∼= K ⊗A ωB/A[n].
Because f !KK is a dualizing complex over BK we are done. 
Suppose A and B are essentially finite type K-algebras, and f∗ : A → B is a Cohen-
Macaulay homomorphism of relative dimension n (see Definition 9.2). According to
Proposition 9.1 the complex ωB/A[n] = f !A comes equipped with a rigidifying isomor-
phism ρB/A relative to A. The notion of rigid base change morphism was introduced in
Definition 3.28.
Theorem 9.6. Suppose
X ′
f ′

h // X
f

Y ′
g
// Y
is a cartesian diagram in FTSch /K, with f a Cohen-Macaulay morphism of relative di-
mension n, and g any morphism. Then:
(1) There is a homomorphismOX -modules
θf,g : ωX/Y → h∗ωX′/Y ′ ,
such that the inducedOX′ -linear homomorphism h∗(θf,g) : h∗ωX/Y → ωX′/Y ′
is an isomorphism.
(2) The homomorphism θf,g satisfies, and is determined by the following local con-
dition. Let V = SpecA ⊂ Y , U = SpecB ⊂ f−1(V ) and V ′ = SpecA′ ⊂
g−1(V ) be affine open sets, and let U ′ = SpecB′ := h−1(U) ∩ f ′−1(V ′) ⊂ X ′.
Then
Γ(U, θf,g) : (ωB/A[n], ρB/A)→ (ωB′/A′ [n], ρB′/A′)
is a rigid base change morphism relative to A.
First a lemma.
Lemma 9.7. Let f∗ : A→ B be a Cohen-Macaulay homomorphism of relative dimension
n. Then, for M ∈ Dbf (ModA), the functorial morphism
(9.8)
RHomB⊗AB
(
B,ωB/A[n]⊗A ωB/A[n]
)
⊗LA M
→ RHomB⊗AB
(
B,ωB/A[n]⊗A ωB/A[n]⊗
L
A M
)
is an isomorphism.
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Observe the similarity to Proposition 1.10. However, the hypotheses of Proposition 1.10
might not be true here.
Proof. Let’s introduce the notation A d∗−→ B ⊗A B e
∗
−→ B; so f∗ = e∗ ◦ d∗. The homo-
morphism d∗ is a Cohen-Macaulay homomorphism of relative dimension 2n, and by flat
base change (Proposition 6.18) we have
d!A ∼= ω(B⊗AB)/A[2n]
∼= ωB/A[n]⊗A ωB/A[n].
Now there are isomorphisms
RHomB⊗AB
(
B,ωB/A[n]⊗A ωB/A[n]
)
⊗LA M ∼= (f
!A)⊗LA M ∼= f
!M
and
RHomB⊗AB
(
B,ωB/A[n]⊗A ωB/A[n]⊗
L
A M
)
∼= e!d!M ∼= f !M,
implying (see Proposition 8.2) that both these functors are way-out on both sides. Ac-
cording to [RD, Proposition I.7.1] it suffices to verify that (9.8) is an isomorphism when
M = A; which is of course true. 
Proof of Theorem 9.6. The proof is in two steps.
Step 1. We will prove existence and uniqueness of θf,g on affine pieces, i.e. in the setup
of part (2). Choose a factorization A → A[t] → A′ of g∗ : A → A′, with A[t] a
polynomial algebra in m variables, and A[t] → A′ surjective. By flat base change we
know that ωB[t]/A[t] ∼= B[t] ⊗B ωB/A. This implies that HomB(ωB/A,ωB[t]/A[t]) is a
free B[t]-module of rank 1, generated by some homomorphism θ0 : ωB/A → ωB[t]/A[t].
By Proposition 1.10, under its condition (iii.b), we know that the morphism
RHomB⊗AB
(
B,ωB/A[n]⊗A ωB/A[n]
)
⊗LA A[t]
→ RHomB[t]⊗A[t]B[t]
(
B[t],ωB[t]/A[t][n]⊗A[t] ωB[t]/A[t][n]
)
induced by θ0 ⊗ θ0 is an isomorphism. Hence there is an element u0 ∈ B[t]× such that
u0θ0 is a rigid base change morphism relative to A.
Let’s denote the ring homomorphisms by f ′∗ : A′ → B′ and f∗
t
: A[t] → B[t]. These
are Cohen-Macaulay homomorphisms of relative dimensionn. Using Proposition 9.4, with
A′ viewed as a quotient of A[t], we get
ωB′/A′ [n] ∼= f
′!A′ ∼= f !tA
′ ∼= ωB[t]/A[t][n]⊗A[t] A
′.
So HomB[t](ωB[t]/A[t],ωB′/A′) is a free B′-module, generated by some θ1. By Lemma
9.7, applied to the A[t]-module A′, the morphism
RHomB[t]⊗A[t]B[t]
(
B[t],ωB[t]/A[t][n]⊗A[t] ωB[t]/A[t][n]
)
⊗LA[t] A
′
→ RHomB′⊗A′B′
(
B′,ωB′/A′ [n]⊗A′ ωB′/A′ [n]
)
induced by θ1 ⊗ θ1 is an isomorphism. Therefore there is an element u1 ∈ B′× such that
u1θ1 is a rigid base change morphism relative to A[t]. Then
θf,g := u1θ1 ◦ u0θ0 : ωB/A[n]→ ωB′/A′ [n]
is the rigid base change morphism we want. By Proposition 3.29 it is unique.
Step 2. Gluing: in the setup of part (2), suppose V1 = SpecA1 is an affine open set
contained in V , U1 = SpecB1 is an affine open set contained in f−1(V1) ∩ U , and V ′1 =
SpecA′1 is an affine open set contained in g−1(V1) ∩ V ′. Let B′1 := B1 ⊗A1 A′1. By
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step 1 we get homomorphisms θf,g : ωB/A → ωB′/A′ and θf1,g1 : ωB1/A1 → ωB′1/A′1 .
Consider the diagram
ωB/A[n]
θf,g
//

ωB′/A′ [n]

ωB1/A1 [n]
θf1,g1 // ωB′1/A
′
1
[n]
where the vertical arrows are the rigid localization homomorphisms corresponding to the
localizations B → B1 and B′ → B′1 (see Proposition 3.25). Due to the uniqueness in step
1, this diagram is commutative.
We conclude that as the affine open sets V ⊂ Y , U ⊂ f−1(V ) and V ′ ⊂ g−1(V ) vary,
the homomorphisms θf,g glue to a sheaf homomorphism θf,g : ωX/Y → h∗ωX′/Y ′ . 
Corollary 9.9. In the situation of Theorem 9.6, assume f is smooth. Then under the
isomorphism ωX/Y ∼= ΩnX/Y of Proposition 8.5, θf,g is the usual base change homomor-
phism for differential forms ΩnX/Y → h∗ ΩnX′/Y ′ .
Proof. This is because on any affine piece the homomorphism ΩnB/A[n]→ ΩnB′/A′ [n] is a
rigid base change morphism relative to A. 
Corollary 9.10. In the situation of Theorem 9.6, suppose that g′ : Y ′′ → Y ′ is another
morphism. Define X ′′ := Y ′′ ×Y ′ X ′, and let f ′′ : X ′′ → Y ′′ and h′ : X ′′ → X ′ be the
projections. Then θf,g◦g′ = g∗(θf ′,g′) ◦ θf,g .
Proof. This is because of the uniqueness in part (2) of the theorem. 
Our final result, Theorem 9.12, is about the interaction of base change and traces. In
order to state it we first need:
Lemma 9.11. In the situation of Theorem 9.6, assume the morphism f is proper. Then
Rif ′∗ ωX′/Y ′ = 0 for all i < n. Therefore there are isomorphisms
g∗R
nf ′∗ ωX′/Y ′
∼= HnRg∗Rf
′
∗ ωX′/Y ′
∼= HnRf∗Rh∗ ωX′/Y ′ ∼= R
nf∗ h∗ ωX′/Y ′ .
Proof. By Theorem 7.17 we know that
Rf ′∗ωX′/Y ′ [n]
∼= Rf ′∗ f
′!OY ∼= RHomOY (Rf
′
∗OX ,OY ).

Theorem 9.12. In the situation of Theorem 9.6, assume the morphism f is proper. Then
the diagram of OY -linear homomorphisms
(9.13) Rnf∗ ωX/YRnf∗(θf,g)
{{
Trf
// OY
g∗

Rnf∗ h∗ ωX′/Y ′
∼= // g∗R
nf ′∗ ωX′/Y ′
g∗(Trf′ )
// g∗OY ′
in which the arrow marked “∼=” is the one from Lemma 9.11, is commutative.
For the proof we shall need three lemmas.
Lemma 9.14. Suppose that Y = SpecK and Y ′ = SpecK ′ with K and K ′ fields; and
that e : Z → X is a finite morphism such that f ◦ e : Z → Y is a Cohen-Macaulay
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morphism of relative dimension m. Define Z ′ := Z×XX ′, with projections e′ : Z ′ → X ′
and d : Z ′ → Z . Then the diagram
(9.15) e∗ωZ/Y [m]
θf◦e,g
//
Tre

d∗ωZ′/Y ′ [m]
h∗(Tre′ )

ωX/Y [n]
θf,g
// h∗ωX′/Y ′ [n]
in D(ModOX) is commutative.
Proof. Since Z is finite over K it has finitely many points. By restricting to one of the
points of Z we can actually assume that Z and X are affine, say Z = SpecC and X =
SpecB. Hence we can also suppose that Z ′ = SpecC′ and X ′ = SpecB′. We now have
to prove that
θf,g ◦ Tre = Tre′ ◦ θf◦e,g : ωC/K [m]→ ωB′/K′ [n].
Due to rigidity and the fact that HomD(ModB)(ωC/K [m],ωB′/K′ [n]) ∼= C′ it follows that
these two morphisms are equal. 
Lemma 9.16. Suppose Y = SpecK where K is a field. There exists a closed embedding
e : Z → X such that f ◦e : Z → Y is finite (hence Cohen-Macaulay of relative dimension
0); and
f∗(Tre) : (f ◦ e)∗ωZ/Y → R
nf∗ ωX/Y
is surjective.
Proof. According to Corollary 6.23 we can assume that K = K. Then ωX/Y = H−nKX ,
where KX is the rigid residue complex of X . The K-module Rnf∗ωX/Y = H0f∗KX is
finitely generated, and is a quotient of f∗K0X . But f∗K0X ∼= lim→(f ◦e)∗K0Z as Z runs over
the finite length closed subschemes of X . And for any such Z one has K0Z = ωZ/Y . 
Lemma 9.17. In the setup of Proposition 9.4, assume that f∗ is a Cohen-Macaulay ho-
momorphism of relative dimension n. By Propositions 8.2 and 9.4 there are isomorphisms
ωB¯/A¯[n] = f¯
!A¯ ∼= f !A¯ ∼= A¯⊗LA f
!A = A¯⊗A ωB/A[n]
in D(ModB). Let θ : ωB/A → ωB¯/A¯ be the resulting B-linear homomorphism. Then
θ : ωB/A[n]→ ωB¯/A¯[n] is a rigid base change morphism relative to A, and consequently
θ = θf,g.
Proof. Consider the diagram
RB
ρB
++
∼=
// ωB/A ⊗A RA
ρB/A⊗ρA
// (SqB/A ωB/A)⊗
L
A (SqA/K RA) SqB/K RB∼=
oo
ωB/A ⊗A RA¯
?
1⊗Trg
OO
ρB/A⊗ρA¯
//
θ⊗1

(SqB/A ωB/A)⊗
L
A (SqA¯/K RA¯)
1⊗Sqg/K (Trg)
OO
Sqf,g(θ)⊗1

RB¯
∼= //
Trh
OO
ρB¯
33
ωB¯/A¯ ⊗A¯ RA¯
ρB¯/A¯⊗ρA¯
// (SqB¯/A¯ ωB¯/A¯)⊗
L
A¯
(SqA¯/K RA¯) SqB¯/K RB¯
∼=oo
Sqh/K (Trh)
OO
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of morphisms in D(ModB). The subdiagrams on the top and on the bottom (involving ρB
and ρB¯) are commutative by definition of the rigidifying isomorphisms ρB/A and ρB¯/A¯.
The left rectangle is commutative by definition of θ. This implies that the right rectan-
gle, which is basically obtained from the left rectangle by squaring, is commutative. The
middle-upper square commutes becauseTrg is a rigid morphism. The conclusion is that the
square marked “?” is commutative, and hence Sqf,g(θ) ◦ ρB/A = ρB¯/A¯ ◦ θ; i.e. θ is a rigid
base change morphism. Due to uniqueness of such morphisms we see that θ = θf,g . 
Proof of Theorem 9.12. We proceed in several steps.
Step 1. Suppose g : Y ′ → Y is a closed embedding. By Proposition 9.4 we can re-
place g∗Rnf ′∗ ωX′/Y ′ = g∗R0f ′∗ f ′
!OY ′ with R0f∗ f ! g∗OY ′ , and then, by Lemma 9.17,
instead of Rnf∗(θf,g) we have the homomorphism
R0f∗ f
!(g∗) : R0f∗ f
!OY → R
0f∗ f
! g∗OY ′ ,
corresponding to the sheaf homomorphism g∗ : OY → g∗OY ′ . Since the trace map
Trf : Rf∗ f
! → 1 is functorial, it follows that diagram (9.13) commutes in this case.
Step 2. Now suppose Y = SpecK and Y ′ = SpecK ′, where K and K ′ are fields and
the homomorphism K → K ′ is finite. Also suppose that f is finite. Thus X = SpecB
and X ′ = SpecB′, where B is a finite K-algebra, and B′ ∼= B ⊗K K ′. In this situation
ωB/K = HomK(B,K), and the rigid trace TrB/K : ωB/K → K is evaluation at 1.
Likewise forK ′ and B′. The rigid base change morphism θf,g : ωB/K → ωB′/K′ relative
to K arises from the canonical isomorphism HomK′(B′,K ′) ∼= K ′ ⊗K HomK(B,K).
Therefore diagram (9.13) commutes in this case.
Step 3. In this step we assume that Y = SpecK and Y ′ = SpecK ′, where K and K ′ are
fields, and the homomorphism K → K ′ is finite. Choose a closed embedding e : Z → X
as in Lemma 9.16, and let Z ′ and e′ be as in Lemma 9.14. Let B := Γ(Z,OZ) and
B′ := Γ(Z ′,OZ′). Consider the diagram
ωB/K
Tre //
θf◦e,g

Rnf∗ωX/K
Trf
//
θf,g

K
g∗

ωB′/K′
Tre′ // Rnf ′∗ ωX′/K′
Trf′
// K ′.
By Lemma 9.14 the left square is commutative. And by step 2 above the big rectangle is
commutative. Since Tre is surjective it follows that the right square also commutes.
Step 4. Assume Y ′ = {y′} = SpecK ′ where K ′ is a field. Let y := g(y′) ∈ Y . The point
y might fail to be closed. However, since we are interested in OY -linear homomorphisms,
we can replace Y with SpecOY,y. The only difficulty that may arise is that the K-scheme
SpecOY,y might not be of finite type. This can be repaired as follows: choose a K-algebra
K˜, which is a localization of a polynomial K-algebra, such that K˜ → OY,y is finite. Since
K˜ is an essentially finite type K-algebra which is also regular, we can replace K with K˜,
as explained in Corollary 6.23.
So we now have y = g(y′) a closed point of Y . The morphism g : Y ′ → Y factors
through the finite morphism Y ′ → Speck(y) and the closed embedding Speck(y)→ Y .
Combining steps 1 and 2 we conclude that diagram (9.13) commutes.
Step 5. This is the general case. We must show that two OY ′ -linear homomorphisms
g∗Rnf∗ ωX/Y → OY ′ are equal. It suffices to check that they become equal in the residue
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field k(y′) for any closed point y′ ∈ Y ′. Using step 1 we can replace Y ′ with Speck(y′).
Now using step 4 we are done. 
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