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Abstract
Nanotechnology is enabling the development of devices in a scale ranging one to hundreds
of nanometers. Communication between these devices underlying in the nanoscale greatly
expands the possible applications, increasing the complexity and range of operation of the
system. Several options for nanocommunications have been discovered and studied, and
many of them take some natural mechanisms and processes as a model, or directly use
different elements from nature to serve its purposes. For instance, in molecular communi-
cations, the information is encoded in tiny particles secreted by the emitter.
In this work, a special case of molecular communications is studied and modeled. Quo-
rum Sensing is a mechanism used by bacteria to sense their own population and coordinate
or synchronize their actions, through the emission and sensing of molecules called autoin-
ducers. The behavior of each bacterium involved featuring Quorum Sensing is modeled as an
individual finite state automaton, capturing its course of action. Later, the design of a novel
nanomachine that will include Quorum Sensing is presented, along with its applications.
Mainly, Quorum Sensing will serve to synchronize the processes of a group of nanodevices,
and this idea is developed to present “Collective Actuation Synchronization” and “Collec-
tive Actuation after Localized Sensing” nanomachines. Finally, these configurations are
implemented and simulated, and the results are later discussed.
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Chapter 1
Introduction
In December 1959, the future Nobel laureate physicist Richard Phillips Feynman gave a
lecture at Caltech with the title “There’s Plenty of Room at the Bottom”. In his speech,
he envisaged the miniaturization of devices down to atomic levels. He proposed ways to
accomplish that miniaturization, and predicted that the key of future technologies will lie
in the arrangement of individual atoms. This was the first time that concepts related to
nanotechnology were pointed out.
At that time, Dr. Feynman could not have imagined that more than 50 years later, some
of his ideas remain up-to-date, and that also a lot of research and major accomplishments
have been achieved in this field in the direction that he envisaged.
1.1 Nanotechnology
The term “Nanotechnology” was not defined until 1974. Professor Norio Taniguchi coined
it as: “Nanotechnology mainly consists of the processing of, separation, consolidation, and
deformation of materials by one atom or by one molecule” [64].
However, it was not until years later that feasible advancements in nanotechnology
arose, because of how revolutionary the ideas of doctor Feynman were. In 1981, the Scanning
Tunneling Microscope (STM) was invented, which was capable to image surfaces at the
atomic level. This led to the discovery of carbon structures in the late 1980s, such as
carbon nanotubes (CNTs), which showed novel properties potentially useful in many areas.
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Following these discoveries, the activity surrounding the nanotechnology advanced slowly.
Since the early 2000s major steps have been taken and the popularity increased immensely.
Nanotechnology encompasses the development of structures and applications involving
control of matter on an atomic and molecular scale, ranging typically from 0.1 to 100
nanometers. One nanometer (nm) is one billionth (10−9) of a meter; and by comparison,
about a 1/100000 of the diameter of a human hair, or, on the other hand, half of the
diameter of a DNA double-helix.
It is at this scale where the classical approximations and assumptions of Newton physics
are not valid anymore, and quantum physics come into play. Nanotechnology also studies the
new conditions imposed by quantum physics, and the new chemical and physical properties
of the particles at the nanoscale. This insight will help understand the behavior of devices
lying in the nanoscale and the way they interact with their close environment.
Nanotechnology provides new solutions for applications in a wide range of fields. One of
the reasons is that nanotechnology was conceived as a multidisciplinary discipline, compris-
ing diverse areas of study such as chemistry, physics, molecular biology, computer science
and, in our case, telecommunications.
1.2 Nanomachines
One of the main objectives of nanotechnology is to successfully arrange nanomachines.
Nanomachines are “artificial or biological nanoscale devices that perform simple compu-
tation, sensing, or actuation” [61]. These devices are usually regarded as the most basic
functional unit at this scale, and can be used as building blocks in order to construct more
complex systems [1].
These new and more complex systems, may not be strictly nano in size, but keep
performing their tasks in the nanoscale, and taking advantage of the unique properties of
nanomaterials or nanoparticles (e.g. quantum physics) to serve its purpose. Nanosensors [2]
and nanoswitches [10, 28] are good examples of this. Nanosensors are capable of detecting
chemical compounds in almost an atomic resolution, whereas nanoswitches are envisaged
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to perform optical switching through certain molecules, dramatically reducing the time
elapsed.
Nanomachines count on size as the most identifying feature. Consequently, other prop-
erties or restrains can be deduced from it.
• First of all, low complexity is expected, owing to the fact that manufacturing ex-
tremely complex systems in the nanoscale is not feasible so far.
• Because of size and lack of complexity, low consumption is to be a desired feature,
since most of the nanomachines’ applications will require the use of autonomous power
sources.
• Another expected characteristic of nanomachines is low reach, since the aforemen-
tioned properties (e.g. size and low complexity) restrict the area of action to its very
close environment.
• Last but not least, sensitivity. The fact that a nanomachine can be formed by only
several atoms, makes it highly sensible to even the lightest perturbations. As an
example, the adsorption of single molecules in a nanoantenna surface can change its
radiation properties [2].
1.3 Interaction Between Nanomachines
It is commonly discussed that communication between nanodevices greatly enhances and
expands the capabilities of single nanodevices. As stated before, the reach of nanodevices
is extremely limited as it is their size, and that is why networks of nanomachines (from now
on, nanonetworks) allow the application in larger scenarios. Furthermore, nanonetworks
can be used to coordinate tasks and realize them in a distributed manner, handling this
way with complexity and low-consumption of single entities.
Molecular Communication
Molecular communication has caught the attention of the scientific community as a novel
and promising way to transmit information between devices in the nanoscale. It consists of
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the encoding of messages inside molecules. Emitters release these molecules as a response
to a certain command, and receivers have specific signal transducing mechanisms that react
to specific particles. It is broadly considered the most promising option, because of three
main advantages:
• Size: nanomachines have an obvious limitation in space, thus the embedding of tra-
ditional transceivers is not feasible. Whereas molecular transducers present in nature
inherently lie in the nanoscale.
• Biocompatibility: in some applications, the use of devices and systems that will
not affect the environment is needed (e.g. intra-body networks). The encoding of
messages in molecules and the presence of biological transducing mechanisms ensures
the interaction with natural processes without any side effect.
• Energy consumption: nanomachines should maintain its consumption low, as the
harvesting of energy is a main drawback. Chemical reactions present in the process
of biological transceiving are extremely efficient in terms of energy.
Following these guidelines, several solutions for molecular communications have been
proposed depending on the distance between emitter and receiver (see Figure 1.1). Different
approaches have been taken in order to cover distances spanning from nanometers to tenths
of meters [1].
Figure 1.1: Molecular Communication Techniques.
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Short range techniques allow communication in distances up to micrometers. Two
of them stand out from the other possibilities, namely molecular signaling and molecular
motors. The former consists of encoding the message in the concentration of molecules emit-
ted. This concentration of molecules can be modulated both in frequency and amplitude
[52], and after emitted, they will diffuse away following Brownian motion laws. A natural
inspired example of this kind is the calcium signaling, in which the carrier is the concentra-
tion of calcium ions (Ca2+) [49]. The latter option relies on the use of molecular motors,
which are proteins or protein complexes that transform chemical energy into mechanical
work. The message will be encoded in molecules, macromolecules, or a set of molecules
encapsulated in a vesicle, which will be loaded to the motor, which will move directionally
along cytoskeletal tracks. Well-known examples of molecular motors are dynein, kinesin
and myosin [47].
Figure 1.2: Molecular Communication options schemes.
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Medium range solutions arise after observing that short range techniques are greatly
inefficient as the distance grow. Molecular motors move slowly along the tracks (500 nm
per second) and it has been observed that they detach after distances longer than 1 µm.
In the case of molecular signaling, it is known that the diffusion time is a function of the
square of the distance. Thus, at certain distances, the delay can be unacceptable. In [26],
two mechanisms of medium range communication are proposed: Flagellated bacteria and
catalytic nanomotors. Both of them encode the information in DNA sequences, and guide
those to the receiver through a process based on a phenomenon called chemotaxis, by which
the bacteria move following gradients of attractant particles. Both mechanisms show speeds
tenths of times higher than short range techniques, as well as increased reliability at dis-
tances of several micrometers.
Figure 1.3: Alternative classification of molecular options.
Finally, long range techniques stem from the necessity to communicate nanomachines
separated more than 1 mm. Both “wired” and “wireless” solutions have been proposed
[50]. Wireless techniques, namely, pheromones, pollen, and spores do not need electrical
conductors or other physical link but a fluid medium, to propagate: pheromones are diffusion
based, while pollen and spores have to be transported by a flowing fluid. On the other
hand, wired mechanisms rely on a physical infrastructure to propagate the message, like
the emission and reception of hormones through a network of capillaries. The encoding
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of the message follows the same fashion as short-range techniques: information can be
contained in the rate concentration of the agents we are using, as well as in DNA packets
embedded in each of them. The receptors count on a high selectivity, thus binding only to
specific agents, particularly in the pheromone and hormone cases [39].
Further information and analysis of these three approaches of molecular communica-
tion, and their multiple options can be found in [1, 26, 50] respectively.
1.4 Assembling Approaches
In order to manufacture and assemble nanomachines, three different techniques have been
stated, namely, top-down, bottom-up and bio-hybrid approaches.
Figure 1.4: Approaches for the development of nanomachines.
Top-down Approach
The top-down approach was the first one to be stated, following the miniaturization ten-
dency in electronics (i.e. Moore’s Law). It was first pointed out by Richard Feynman in
the talk that was commented on beginning of this thesis, in which he stated that further
miniaturization would be possible in order to write and read information in an atomic scale.
Hence, in this approach, nanomachines are developed by means of downscaling current
microelectronic and micro-electro-mechanical (MEMS) devices, conserving its architecture,
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further to the nanoscale [23, 44]. The evolution of classical lithography techniques enabled
the manufacturing of components in dimensions below 100 nm. Furthermore, new nanofab-
rication techniques as microcontact printing [40], imprint lithography [7] and direct-write
dip-pen nanolithography [57] have been developed and are currently used.
It was in 2000, that Intel started the large-scale production of transistors with lengths
below 100 nanometers, using these new techniques. In fact, CMOS transistors measuring
45 nm or even 32 nm long have been developed, and it has been envisaged that 22, 16 and
11 nanometer transistors will be manufactured in the near future.
Bottom-up Approach
In the bottom-up approach, nanomachines are constructed using individual molecules as
building blocks, in a process called molecular manufacturing [17]. Or, generally speaking,
smaller components are use to build up more complex assemblies [2].
An example of an existing type of manufacturing based in this approach is the assembly
by DNA scaffolding. In this technique, structures of synthesized DNA known as “DNA
origami” are arranged in a silicon surface, serving as a mold to assemble different nanoscale
components particle by particle [53]. DNA sequences are composed by series of nucleotides,
namely, adenine, guanine, thymine and cytosine, which are complementary two by two.
The particles to assemble have DNA strands complementary to the strands present in the
scaffold. This way, they can only be connected to the silicon surface in a single position
with a defined orientation.
The synthesizing of DNA strands is programmable, making this technique suitable for
nanomachine manufacturing. Furthermore, it has been shown that the use of DNA origami
makes the placement of atoms or molecules 100% accurate [3, 27].
Bio-hybrid Approach
In this approach, also known as bio-inspired or biomimetic, biological components are pro-
posed as models for new nanomachines, or even used as building blocks, integrating them
into more complex systems [1]. Hence, it involves the understanding, conceptualization
and/or mimicking nature’s ways of handling various problems or situations.
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Often, inside cells, we can find lots of biological structures that carry out functions
such as sensing, actuation, storing, control [16], executed in a highly effective and energy
efficient ways. Moreover, these natural nanomachines show some properties that would be
desired for future nanomachines:
• Self-continence: usually cells have their set of instructions completely specified in
the DNA of its nucleus or nucleoid.
• Self-replication: is the property through which nanomachines autonomously repli-
cate themselves and its set of instructions.
• Self-assembly: is defined as the process in which several disordered elements form
an organized structure without external intervention, as a result of local interactions
between them.
An example of them is stated when the bottom-up approach was explained. DNA
scaffolding creates new nanomachines helped by the self-assembly property, owing to the
fact that the binding of complementary DNA strands is a non externally-driven process.
In addition, other characteristics, desired in the creation of new nanomachines, exist in
nature. Locomotion is one of them, and can be accomplished, by instance, through differ-
ent organelles such as flagellum, present in several bacteria like E. Coli. Communication
capabilities are also envisaged to be important, and different examples of natural compo-
nents that enable this characteristic can be found in Section 1.3 (e.g. molecular motors or
communication through flagellated bacteria).
All in all, the bio-hybrid approach is considered the most promising of all assembling tech-
niques, because the complexity of its components and the good properties that intrinsically
are contained in them. Bottom-up also shows great promise, due to the fact that each atom
can be arranged at will. On the other hand, the top-down approach offers great possibilities
nowadays, but the potential of the other two options seems that will pave the best way for
nanodevice manufacturing and assembly.
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1.5 Applications
Like briefly stated in Section 1.3, nanonetworks expand the possible applications of nanoma-
chines in an almost unlimited extent. Mainly, nanonetworks applications can be classified
in five big areas: biomedical, environmental, industrial, military, and ICT applications
[1, 34]. Nevertheless, nanotechnology plays a fundamental role in the manufacturing of lots
of devices nowadays, thus affecting fields other than the five main areas (e.g. consumer
electronics or sports-related fields).
Biomedical Applications
The most direct applications of nanonetworks are considered to be in the biomedical field.
In fact, it is probably the first area in which intuitively scientists think when talking about
nanomachines’ applications, because of nanomachines’ size and their envisioned biocompat-
ibility.
Concrete applications in this field are immune system support [6], bio-hybrid implants
or tissue engineering [16], health monitoring mechanisms, drug delivery systems [20] and
applications including genetic engineering.
Environmental Applications
Especially, bio-inspired nanodevices (such as nanofilters [29]) and nanonetworks can be
applied in the environmental field to reach several goals unachievable with classical tech-
nologies.
Biodegradation purposes, animals and biodiversity control, and air pollution control are
good examples of environmental applications.
Industrial and Consumer Goods Applications
Nanonetworks can help with the development of new materials, manufacturing processes
and quality control procedures.
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Examples of this kind of applications would be food and water quality control, or func-
tionalized materials and fabrics (e.g. stain-repellent or antimicrobial [65] textiles, and easy-
to-clean surfaces or paints).
Military Applications
The range of operations of nanonetworks applied to military applications is really wide.
Small scope applications could be used just to monitor soldiers’ performance through nano-
functionalized equipments. On the other hand, nanonetworks covering broader areas can be
deployed in order to monitor the battlefield, to detect chemicals or toxics, for instance. It
receives the name of nuclear, biological and chemical (NBC) defenses.
ICT Applications
Information and Communication Technologies (ICT) will obviously take advantage of all
the potential and new features that nanonetworks offer, as networking is one of the pillars
of ICTs.
Examples of this kind of applications are: the integration of nano-sensor networks [59],
distributed information access, and Future Internet.
In S3ection 6.2, applications in which the work of this thesis can help improve performance,
are explained in more detail.
1.6 Motivation of This Work
Nanotechnology in general, and nanonetworks in particular, are fields that have attracted
a lot of attention the last years and this interest will do nothing but increase in the future.
As telecommunication engineers, the focus of this study is on discovering new tools for the
communication between nanodevices.
Synchronization between the nodes of a nanonetwork is not easy to accomplish, due
to the inherent characteristics of the nanodevices, specially issues involving complexity and
energy needs. Individual clocks maintain nodes working continuously, which is not energy
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efficient. Whereas, a global clock [41] is not suitable in nanonetworks based on molecular
communications, owing to the fact that information travels at low speeds. Also, a solution
based on cellular automata and the classical “firing squad problem” [68, 66] would be
unfeasible because synchronization between neighboring nodes is need in the first place.
In this work, Quorum Sensing is analyzed as a possible solution to the challenge of
coordinating nodes in a nanonetwork using molecular communication. Quorum Sensing is
a mechanism used by bacteria to sense their own population and coordinate or synchronize
their behavior depending on the result of that sensing. This process is achieved by means
of production, emission and reception of certain molecules, and lets the bacteria to actuate
collectively. We believe that Quorum Sensing can be applied to nanomachines with com-
munication capabilities, in order to enable synchronization or coordination with the nodes
in its close environment.
Even though biological and mathematical models of Quorum Sensing have appeared
over the years, a computational model that captures the course of action of bacteria that
perform Quorum Sensing is still needed. Automata theory is a powerful tool that allows us
to depict the behavior of these bacteria, identifying their different states, and the reaction
to different inputs. Moreover, the resulting automata model can be later used as the control
unit of a nanomachine that features Quorum Sensing.
—————————
The rest of the thesis is organized as follows:
In Chapter 2, the concept, principles and mechanisms of Quorum Sensing are in-
troduced and explained, as well as concrete applications that could benefit from it. An
application-independent automaton model for the bacteria that participate in Quorum Sens-
ing is presented in Chapter 3, whereas the interaction between those bacteria is discussed
in Chapter 4. Chapters 3 and 4 serve as the theoretical basis to develop a simulator, which
is introduced in Chapter 5 and includes the first results. An analogous path is followed
in Chapters 6 and 7: two different nanomachines based in Quorum Sensing bacteria are
developed in the former, while simulation and results are presented in the latter. Finally,
conclusions and open issues are stated in Chapter 8.
Automata Modeling of Quorum Sensing for Nanocommunication Networks 17
Chapter 2
Quorum Sensing
Quorum Sensing is a biological process by which bacteria are able to communicate via
signaling molecules called autoinducers. Major discoveries regarding the phenomena of
bacterial communication were made in the 60s and the 70s, yet it was not until the 90s
that Quorum Sensing was concisely defined. W. Claiborne Fuqua, one of the most cited
scientists that pointed out the existence of this process, stated that “groups of bacteria
exhibit cooperative behavioral patterns” [21]. Precisely, by means of Quorum Sensing,
bacteria are somewhat aware of the cell population density, and use that information to
regulate their gene expression in a collective manner. Considering that the gene expression
determines the behavior and functions of a living organism, Fuqua’s initial observation was
on the right track.
The evolutionary reason behind the communication capabilities of bacteria is quite
clear. Quorum Sensing enables the control of bacterial functions or processes that are
unproductive when undertaken by an individual bacterium but become effective when un-
dertaken by the group [31]. For instance, many bacteria species need to launch attacks in
order to survive or spread. If a bacterium alone launches an attack, host’s defenses will
eliminate the threat immediately. Whereas if a large group of bacteria launches an attack,
the success rate rises enormously.
Fuqua was the first one to introduce the term “Quorum Sensing”, which summarizes the
concept, as the definition of Quorum is, “the number of members of a group or organization
required to be present to transact business legally” [12]. Then, Quorum Sensing would be,
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in plain words, to make sure that there are enough members of the group to carry out a
certain function.
The importance of Quorum Sensing is indisputable. Actually, it has been described
as “the most consequential molecular microbiology story of the last decade” [36]. In fact,
Wagner et al. [67] report that in P. aeruginosa up to 394 genes are activated by Quorum
Sensing while 222 are repressed. In a recent review [38], it is estimated that between 6%
to 10% of the whole genome is affected by this mechanism. These numbers can give us an
idea of how relevant is Quorum Sensing in the cycle of life of bacteria, and the objective is
to use this effective process to enable collectiveness between our nanomachines.
2.1 Principles and Mechanisms
As Bonnie Bassler summarized in [5], Quorum Sensing is achieved through the production,
release, and subsequent detection of and response to threshold concentrations of autoinduc-
ers.
Bacteria produce and emit a special kind of particles which diffuse in the medium.
These particles, called autoinducers, have the ability of triggering the release of more of
the same kind, when sensed. Hence, as the population of bacteria grows, the extracellular
concentration of autoinducers increases as well. If, at a certain point, the concentration of
particles reaches a critical threshold, it means that a certain population has been attained.
That situation is sensed by the group, which responds to it with a population-wide regulation
of the gene expression.
The fundamental part of the process can be regarded as a communication mechanism.
The bacterium encodes the message through the synthesis of the autoinducers, and the
proceeds to transmit it by means of secretion. The autoinducers propagate following the
diffusion laws until arriving to a destination, which will receive it through ligand-binding
mechanisms. The global message is encoded in the density of particles, which is later
decoded and understood as a gene regulation expression. More insight on that can be
found in Section 4.3.
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2.1.1 Autoinducers
Quorum Sensing is a really common process between bacteria. Many different species use it
for their purposes in a wide range of possibilities. The type of autoinducer involved in the
communication determines if two distinct species of bacteria are in the same conversation
or not.
As stated before, an autoinducer is a tiny molecule which triggers the emission of more
particles of its kind. Which species are going to be able to bind and sense them is de-
termined in its chemical composition. Thus, there will be autoinducers that will enable
intraspecies cell to cell communication, and others regarded as interspecies cell
to cell communication. Interspecies communication allows the coexistence of different
species in highly ordered communities, in which each of them carries out a specific subset of
functions [5]. Some autoinducers, such as AI-2 and its synthase LuxS, even being extremely
small (up to 4.5 A˚), are to be considered as a kind of universal signal. This is due to the
fact that this type of autoinducer has been identified in many species, which even differ in
the type of apparatus used in its detection (see Section 2.2). The use of LuxS has been
identified in more than 20 different species; a list can be found in [4].
2.1.2 Thresholds
The behavior of Quorum Sensing bacteria is determined by the concentration of autoin-
ducers that they sense in the environment. Changes in that behavior are consequence of
variations in the concentration, and several thresholds determine when these changes occur.
• Activation Threshold: as it has been explained in Section 2.1, when the concen-
tration of autoinducers reaches a certain threshold, the colony performs a population-
wide regulation of the gene expression. Therefore, all the bacteria of the colony change
their behavior at once. From now on, we will refer to this critical value as “activation
threshold”. However, when the behavior of Quorum Sensing is studied in depth, other
threshold values appear.
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Figure 2.1: List of autoinducers, type, chemical structure, and species that use them.
• Autocatalytic Threshold: it’s been also explained that bacteria emit autoinducers,
particles that trigger the release of more of the same kind. By default, the autoin-
ducers are synthesized at a basal or nominal rate. With increasing cell density, the
extracellular concentration of autoinducers also increases. When this concentration
reaches a certain threshold, referred as “autocatalytic threshold”, the rate of emission
of autoinducers rises dramatically. This is due to the fact that after surpassing this
threshold, the autoinducers are synthesized by means of autocatalysis.
Autocatalysis is a chemical reaction widely known and studied. In this case, the reac-
tion product is itself the catalyst for that reaction, thus creating a positive feedback
loop. This serves as an explanation of how an autoinducer triggers the synthesis and
emission of more particles of the same kind, and how the rate of emission in this
situation is much higher than the nominal rate.
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2.2 Types of Quorum Sensing Systems
Systems based on the principles of Quorum Sensing can be classified into three primary
classes depending on the type of autoinducers involved and the internal reaction that is
triggered when quorum is reached. Examples of these systems are shown in Figure 2.2.
• Gram-negative bacteria, such as Pseudomonas aeruginosa, Agrobacterium tumifa-
ciens or Vibrio Fischeri rely on LuxI and LuxR enzymes. LuxI is the one in charge
of the synthesis and emission of autoinducers of the family called AHL (standing for
acylated homoserine lactone, see examples in Figure 2.1a), and LuxR binds to the
received AHL to control the target genes. This is the most usual type of system, as
it has been observed in more than 70 species.
• Gram-positive bacteria, such as Bacillus subtilis or Staphylococcus aureus use oligopep-
tides as autoinducers. These particles are produced inside the cell and modified before
secretion, to distinguish them from oligopeptides secreted by other species of bacteria
(see Figure 2.1b). At reception, proteins called sensor histidine kinases (SHK) de-
tect the extracellular concentration of oligopeptides. When the activation threshold
is surpassed, these proteins activate the response regulators (RR) by means of phos-
phorylation (P), which consumes energy (ATP → ADP). These response regulators
are the ones that control the change in the gene expression.
• Hybrid. In this class, bacteria count on a system which is a hybrid between the
two previously stated canonical options. Vibrio Harveyi or Salmonella typhimurium
are considered to be of this type of bacteria, as they combine AHL-based systems
with oligopeptide ones. For instance, the hybrid system in Figure 2.2 produces two
different autoinducers (AI-1 and AI-2). AI-1 is from the AHL family of autoinducers,
like the ones used in Gram-negative bacteria, whereas AI-2 is produced by the enzyme
LuxS and has no resemblance with other autoinducers (see Figure 2.1c). Both, at
detection, trigger the regulation of the gene expression through phosphorylation, like
Gram-positive systems do. In this case, a protein called histidine phosphotransfer
(HPt) is able to react to the sensing of both autoinducers, transferring its activation
to the response regulator.
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Further biological details on the enzymes and reactions that are involved in each type
of Quorum Sensing can be found in [4].
Figure 2.2: Types of Quorum Sensing systems, from [31].
2.3 Combination of Quorum Sensing Systems
So far, we have seen that bacteria have a way to communicate with members of its own
species, and even with members of other species. The complexity of the Quorum Sensing
apparatus shown seems to be enough for living organisms not larger than a few microme-
ters. However, there have been cases reported about bacteria containing several, oftentimes
overlapping, Quorum Sensing systems. Two clear examples are Rizhobium leguminosarum,
which contains at least four distinct Quorum Sensing processes [38]; and Pseudomonas
aeruginosa, in which it has been observed that it is composed of two overlapping systems.
Other details and explanations about P. aeruginosa are shown in [36]. Some studies go
further, and assert that those systems are organized in series and/or parallel.
In the case of P. aeruginosa, the systems act in series to regulate two overlapping
subsets of genes, which assures a sequential activation of the two groups [60]. Further-
more, supposing that a non-activation of one of the systems does not affect any genes, the
overlapping set of genes will respond to the equivalent of an OR gate between the two
systems.
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On the other hand, there exist at least two documented cases in which Quorum Sensing
works in parallel: Vibrio harveyi, shown in Figure 2.3, and Bacillus subtilis.
• Vibrio harveyi: in this case, the systems converge to regulate a common set of target
genes [46]. Enzymes LuxM and LuxS are responsible for the production of two types
of autoinducers, namely, AI-1 and AI-2. Autoinducers of the first kind are sensed by
the enzyme LuxN, whereas AI-2 molecules are captured by the periplasmic binding
protein LuxP, and later sensed in the cytoplasm by the enzyme LuxQ. The information
provided by those two autoinducers is integrated by means of joint phosphorylation,
triggering a cascade of reactions in different enzymes (LuxU, LuxO, and later LuxR)
only if there is enough concentration of both autoinducers. Eventually, the enzyme
LuxR will regulate the gene expression with changes indicated in small regulatory
RNAs (sRNAs + Hfq) present in the cell.
In conclusion, there are four different inputs for the combined system found in Vibrio
harveyi: no autoinducer, AI-1 activation, AI-2 activation, or activation of both. The
change of behavior (or output) will only occur when both autoinducers AI-1 and AI-2
are present. Just like an AND gate.
Figure 2.3: Example of parallel combination. V. harveyi case, from [31].
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• Bacillus subtilis: these bacteria use parallel systems to respond to different autoin-
ducers, which control different groups of genes. Concretely, one of them controls the
behavior in terms of competence, and the other in terms of sporulation. The pres-
ence of an autoinducer called ComX will trigger competence behavior, only if another
autoinducer called CSF, is not sensed. This is due to the fact that both autoinduc-
ers have inverse chemical consequences inside the cell (namely, phosphorylation and
dephosphorylation, being phosphorylation responsible for the activation of the gene
regulation) [37].
Then, it is clear that if the presence of autoinducers ComX and CSF are represented
by boolean parameters A and B, respectively, the output (activation of competence)
is determined by the expression C = AB.
It is important to see that all the combinations of canonical systems are proven, in order to
build a more complex system. For example, P. aeruginosa uses two gram-negative schemes,
B. subtilis consists of two gram-positive systems, and V. harveyi is a hybrid. In fact, the
canonical hybrid system can be regarded as a simple combination of two Quorum Sensing
systems.
As a conclusion, the observations made in this section should catch the attention of the
scientific community, in the sense that the embedding of complex systems based on Quorum
Sensing in nanomachines can be possible. Moreover, the series or parallel configurations are
perfect for the engineering or assembly of some kind of circuitry for systems based on the
principles of Quorum Sensing.
2.4 Bacterial Behaviors Controlled by Quorum Sensing
As it has been stated throughout this section, Quorum Sensing is a process found in nature
that allows bacterial communication. What’s more, Quorum Sensing allows bacteria to
have social interactions in order to synchronize their actions. Hence, behaviors controlled
by Quorum Sensing are those that take advantage of this synchronization feature, enabling
bacteria to act as multicellular organisms.
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Also it has been affirmed that the change of behavior observed after Quorum Sensing
depends solely on the regulation of the gene expression. Numerous examples of different
behaviors can be found in the literature (see Table 2.1). Bioluminescence, virulence, biofilm
formation, sporulation, and mating are processes that can be controlled by Quorum Sensing,
since they become a lot more effective when undertaken by a group.
As a consequence of the study of all these mechanisms that use the principle of Quo-
rum Sensing, a lot of ideas for novel applications in the nanoscale have arisen, and some
of them will be presented in Chapter 6.2. Whereas in this section, a brief explanation of
the principal processes that involve Quorum Sensing and that can be seen in nature, is
developed. After that, an antagonist mechanism called “Quorum Quenching” is described,
owing to its potential as an application.
Species Functions regulated by Quorum Sensing
Actinobacillus actinomycetemcomitans Virulence factors
Campylobacter jejuni Motility
Escherichia coli W3110 Cell division, DNA processing, cell shape
Neisseria meningitides Bacteremic infection
Photorhabdus luminescens Carbapenem (antibiotic) biosynthesis
Salmonella typhi Biofilms
Vibrio harveyi Bioluminescence
Table 2.1: Examples of functions controlled by Quorum Sensing (from [70]).
Bioluminescence
This characteristic is what lead to scientists to think that there is a mechanism through
which bacteria were aware of their own population density. Seen in marine bacteria species
Vibrio fischeri and its free-living relative V. harveyi, the autoinduction of bioluminescence
was described in the early 1970s. In this case, it is clear that the intensity of the light of one
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bacterium is too low to be seen or used in a beneficial way for the species, making Quorum
Sensing a necessity.
The example usually described to illustrate this case refers to the Euprymna scolopes.
It is a small squid, 40 mm long in average, that is indigenous to the Hawaiian archipelago.
It lives in shallow waters associated to coral reefs and sand flats, where it buries itself during
the day to escape predators. At night, the squid comes out to hunt, therefore being more
vulnerable at this time. Actually, the moonlight goes through the shallow waters and is
able to cast shadows on the sand surface, situation that can be used by predators to detect
the position of the squid and catch it.
Here is when the symbiosis between E. scolopes and the bacteria V. fischeri comes into
play. The squid hosts a small colony of those bacteria in an organ that lies in the mantle
cavity of the animal (given in Figure 2.4). This colony remains deactivated during the day,
but growing inside the organ. At night, the colony will have reached a certain population
and Quorum Sensing will work, thus activating the bioluminescence. Light emitted by the
bacterial symbionts is used by the squid to camouflage by means of counterillumination.
This is, the animal controls the intensity of the projected light, matching the moonlight
shining down and eliminating the shadows. By the time the squid has to bury again in
the sand, it frees a 95% of the colony because the host is not able to sustain such a big
number of bacteria. Therefore, the cycle repeats as during the day the remaining bacteria
will reproduce again so at night the population is high enough to activate.
Figure 2.4: Diagram of the ventral view of an E. scolopes sample.
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A more thorough depiction of the symbiosis between those two species can be found in
[56], and a detailed analysis of the gram-negative process that occurs in the activation of
V. fischeri in the same case, is offered in [21].
Virulence
To survive, many species of bacteria have to launch an attack to their host to cause a certain
reaction. For instance, when a certain environment starts to lack nutrients necessary for
the bacteria to persist, they might attack to force host-to-host transportation. So, basically,
the attack will make the host cough, sneeze, bleed or to have whichever reaction serves to
get the bacteria out and in a position to infect new hosts, always in search for a favorable
environment.
However, as it has been explained in the introduction of this chapter, host defenses
can get rid of the bacteria if they launch an attack too early. Therefore, Quorum Sensing
is necessary for the colony to delay virulence factor production, until cell number is high
enough that secretion of virulence factors will result in a productive infection.
Biofilm Formation
Both bioluminescence and virulence seem to be, in principle, processes that would only need
the intraspecies cell-to-cell communication, if we suppose that virulent species do not use
interspecies awareness of population density for its purposes. However, there are natural
processes that take advantage of interspecies communication to coordinate the action with
other kind of bacteria in a reciprocally beneficial way.
The formation of biofilms is a process in which interspecies communication has been
observed. In biofilms, bacteria anchor themselves to a surface, facilitating the adhesion of
more of them, forming a layer over the surface. In some cases, species of bacteria without
attachment capabilities adhere directly to the colonists that previously anchored on the
surface. It is during this process than interspecies Quorum Sensing takes place.
In fact, in biofilms bacteria are organized into elaborate framework. Different species
are located in specialized regions, and a flow of nutrients is provided by aqueous channels
through the entire structure. Moreover, biofilms are highly resistant to antibiotics and
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desiccation. Consequently, it is not strange that bacteria benefit from communal living, as
it increases highly its chances of survival. Therefore, Quorum Sensing is essential as a way
to communicate the different species.
For instance, AI-2, explained in Section 2.1.1 as a sort of universal autoinducer, has been
shown to be required for mixed species biofilm formation between Streptococcus gordonii
and Porphyromonas gingivalis, members of biofilm communities in dental plaque [31].
2.4.1 Quorum Quenching
It is not surprising that different species have developed strategies to interfere with Quorum
Sensing, since Quorum Sensing controls fundamental processes involved with both bacterial
physiology and virulence. Autoinducer antagonists, autoinducer destroying enzymes, and
other mechanisms for consuming autoinducers are now known to enable “Quorum Quench-
ing” [15]. Therefore, basically, Quorum Quenching can be regarded as all the mechanisms
that prevent the correct operation of Quorum Sensing.
On one hand, autoinducer destroying enzymes or other consuming mechanisms would
reduce the concentration of autoinducers to a level below the threshold, thus avoiding the
collective gene regulation. On the other hand, a flood of fake autoinducers or any particle
that can act as an autoinducer for a specific species, would trigger the gene regulation in an
unfavorable situation. Nevertheless, Quorum Quenching studies have been started recently,
and they suggest that many other different mechanisms exist and await identification.
Examples of these mechanisms have been observed in both intraspecies (Staphylococcus
aureus) and interspecies (some Bacillus) Quorum Sensing processes. The motivation for
its use does not have to be necessarily competence, though. Bacteria can organize and
sequence their actuation by the use of this process, and also Quorum Sensing. For instance,
if a behavior (A) is not compatible with another one (B) in a community, the release of
autoinducers to trigger the behavior A will come together with the release of Quorum
Quenching agents for the behavior B.
The medical community has put a lot of effort in this point, due to the fact that it might
be interesting for a really concerning area: antibiotics. As it will be explained in Section
6.2, in view of antibiotics resistance gained by the bacteria, a new way of defeating bacterial
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illnesses would be to alter the normal course of Quorum Sensing, either with autoinducer
destroyers, or causing a premature regulation of the gene expression.
2.5 Conclusion and Research Challenges
Quorum Sensing is an apparently simple way of communicating bacteria with an apparently
easy operation. Nevertheless, with decades of research on this topic, only the surface of
a really complex mechanism has been scratched. Different autoinducers, receivers, and
behaviors governed by Quorum Sensing have been discovered. However, lots of more types
of autoinducers, bacteria, mechanisms of Quorum Quenching, and connections between
species await to be discovered and explained.
In the beginning of this thesis, it has been pointed out that nanotechnology is a highly
multidisciplinary field. Obviously, biology is one of those disciplines, and in fact, plays a key
role to understand natural processes. As engineers, our objective is to model these processes
with tools that later will help us to apply the theoretic principles in nanomachines. In this
case, the creation of nanomachines with communication and coordination capabilities is the
challenge, and Quorum Sensing seems to be a good phenomenon to look upon as a model.
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Chapter 3
Automata Modeling of Quorum
Sensing Bacteria
So far, nanotechnology and more in depth Quorum Sensing, has been introduced. From
now on, the objective is to formally model the process of Quorum Sensing, thus enabling
the abstraction from the biologic phenomenon. This way, a study of the mechanism can be
conducted more from a communication perspective.
Quorum Sensing is a particular communication process in which, considering the in-
traspecies case, all the agents are identical. The strategy followed is to model the bacteria
from the emitter and receiver perspective, which are also connected, in turn. Once this is
done, big part of the global model is achieved. Automata theory gives the necessary tools
to characterize the bacterium as a Finite State Machine (FSM), which in the future can
be used to program nanodevices with communication capabilities. This approach has been
chosen mainly because enables the ICT community to understand the biological processes
that occur in nature, and its dynamics. After that, modeling of the environment and the
interaction between bacteria has to be addressed, since communication is the basis of the
Quorum Sensing phenomenon.
The rest of the chapter is organized as follows. First, a brief introduction to automata
theory is presented. After that, we discuss why automata theory is selected between other
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model options, as a motivation. Finally, the model is developed, describing the steps fol-
lowed to arrive to the actual model, which will be stated in Section 3.4.
3.1 Introduction to Automata Theory
Let Σ be a finite and non-empty alphabet which elements are called symbols. Finite se-
quences of symbols are called words. Let Σ∗ be the set of all the possible words in Σ, where
the empty word is defined by . A language is a subset of Σ∗. Hence, an automaton is a de-
vice which is able to recognize and comprehend a certain language and behave accordingly
with the reading of the input symbol and the internal state.
Definition 3.1.1. A deterministic finite state automaton is a system A = {Q,Σ, δ, q0, F},
where Q is a finite set of the possible internal states of the automaton A, Σ is a finite
alphabet, q0 is the initial state, δ is the transition function (δ : Q × Σ → Q) and F is a
subset of Q, the set of final or acceptance states.
The automaton reads the input, which will be a symbol of Σ, and computes the next
state q′ as a function of the input, say a, and the present state q using the transition
function, thus, q′ = δ(a, q). Then, the automaton moves to state q′ and reads the new
input symbol of the system, b, and again computes the next state, q′′, as a function of δ,
q′′ = δ(b, q′).
This definition, together with other types of automata and further explanation for all
of them, can be found in the reference book “Introduction to Automata Theory, Languages
and Computation” [33]. It includes non-deterministic finite state automaton which is the
result of giving the possibility for a transition not to be defined, or for that transition to
have multiple options for the same input. The non-deterministic automaton allows this
behavior by defining δ as a relation instead of as a function. Also the probabilistic finite
state automaton is defined, allowing the transitions to be defined by a probability that
depends on the input.
However, let now Λ be another alphabet, similar to Σ. Then:
Definition 3.1.2. A Moore machine is a six-tuple A = {Q,Σ,Λ, δ, τ, q0}, where Q is a
finite set of the possible internal states of the automaton A, Σ and Λ are finite alphabets
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for the input and the output, respectively, q0 is the initial state, δ is the transition function
(δ : Q × Σ→ Q) and τ the output function (τ : Q→ Λ).
Basically, the Moore machine is a deterministic finite state automaton in which each
state is bound to an output. The model for the Quorum Sensing bacteria will be based in
a Moore machine, since all the transitions are fixed, and an output has to be defined. It
will be developed and explained in detail in Section 3.3 and finally stated in Section 3.4.
3.2 Existing Models of Quorum Sensing
The attention that Quorum Sensing has attracted in engineering areas is patently obvious
from the quantity and variety of models and simulations that have been done. This section
will serve to discuss the shortcomings of some examples, which in turn will be the reason
why an automaton model is developed.
• Mathematical Models [13, 24, 48], also referred as stochastic models, these are
based on the use of differential equations that describe the chemical kinetics of the
reactions found inside the bacteria. The authors introduce variables for each protein
and enzyme concentration, and express the change of those in terms of protein produc-
tion and degradation. This chain of reactions leads to the expression of autoinducer
production in terms of the intracellular and extracellular concentration, which are the
catalysts of the reaction, in the end. Results are extracted from the different solutions
and the stability analysis.
However, enzyme reaction chains that trigger gene regulation in Quorum Sensing
vary from each species to another. Although all these different systems have been
classified into three big groups (Gram-positive, Gram-negative, and hybrid; see Section
2.2), different species will end up having unique parts in their scheme apart from the
common structure. For instance, in [48], a general mathematical model of Quorum
Sensing in Gram-negative bacteria is shown, even though different species have distinct
enzyme structures. Hence, specific models of Quorum Sensing for concrete species
have been also developed, like in the cases of Pseudomonas aeruginosa [13] or the
Agrobacterium family [24].
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Another shortcoming of this approach is the lack of connection between bacteria, their
enzyme reactions, and the environment. Parameters like the colony population, and
factors like the interaction between bacteria or the bacterial reproduction, are the key
to achieve Quorum Sensing. None of these necessary concepts is mentioned in the
mathematical model of the enzyme reactions.
• Computational Models [63] simplify the chemical reactions that occur inside the
bacteria, and are more centered on creating a general and macroscopic framework in
which bacteria are basic elements present in an environment. This approach overcomes
one of the shortcomings present in the mathematical models, in which the environment
was not taken into account.
However, in [63], the bacteria are organized into clusters. Actions such as the emission
of autoinducers are considered to be performed by the cluster, not by each one of
the basic elements. This becomes the major shortcoming of this option, as bacteria
sense the environment, emit autoinducers, and reproduce themselves as individuals.
We cannot assume that all these actions are performed at the same time by all the
bacteria in the colony, and in the same way.
Advantages of Automata Modeling
The principal motivation of trying to model Quorum Sensing bacteria as automata, is to
eliminate all the shortcomings identified in the existing models of this natural process.
1. Understanding all the reactions that are triggered inside the bacteria when Quorum
Sensing is being performed is really important. However, once the different behaviors
of these bacteria have been identified, these enzyme reactions can be simplified and
taken as a black box. This way, a general model of Quorum Sensing for all the
species of bacteria can be developed. At the same time, the simplicity of the model
is preserved.
2. Quorum Sensing is a process that involves communication between bacteria. Knowing
how bacteria behave is as important as knowing how the environment affects the
communication or interaction between bacteria. In our model, the behavior of bacteria
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is captured by the automata and, at the same time, the environment plays a key role
in the interaction of these automata. This way, a balance between the insufficient
level of detail of the computational model presented, and the excessive level of detail
of the mathematical models, will be achieved.
3. Self-reproduction is a key element in the achievement of Quorum Sensing, since a
colony of bacteria need to reach a certain population to activate a certain behavior.
3.3 Automaton Modeling of Quorum Sensing
A general model of the behavior of a bacterium that participates in Quorum Sensing to reg-
ulate its gene expression can be accomplished with automata theory. In fact, the objective
is to try to match the process as a deterministic finite state machine.
Basically, a bacterium in a colony which has not reached quorum has the following
simplified routine:
First, the bacterium senses the autoinducers concentration in its close environment.
This result is processed and compared with the activation threshold (see Section 2.1.2). So,
a decision is to be made:
• If the concentration is below the threshold, the bacterium will release a given amount
of autoinducers, which will depend on the intracellular concentration as well.
• On the other hand, if the concentration is above the threshold, the gene regulation is
performed, thus changing the behavior of the bacterium.
This cycle is continuous, meaning that the bacteria will sense the environment and
release autoinducers in an infinite loop as long as the concentration sensed is below the
threshold. Once the concentration exceeds the limit, the loop breaks and the gene regulation
will follow.
After the change of behavior, the bacterium will again control the concentration of
autoinducers to sense the population of the colony. The purpose of this new loop is to
ensure that the concentration is still over a certain different threshold. Thus, the bacterium
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keeps in this state until the density of the cluster falls below a certain level, moment in
which will return to the initial state.
Overall, the course of action described can be regarded as an ON-OFF switch. In
fact, Quorum Sensing has been named “gene expression switch” in numerous occasions
[13, 24, 63]. This is a good starting point to develop the model, due to the fact that the
finite state machine representation of an ON-OFF switch is widely studied:
Figure 3.1: States diagram for an ON-OFF switch.
The starting state, SOFF , is the OFF or low density behavior. The transitions cor-
respond to the options explained before: only the loop will be broken if the threshold is
surpassed, thus causing the machine to jump to the ON state (SON ). Once there, the
gene regulation is performed and the machine will stay in that state until the concentration
sensed (R) falls below the second threshold. It is important to remark that the two thresh-
olds introduced (TON and TOFF in the previous figure) do not have to be the same. In fact,
it is believed that they inherently ensure a hysteretic behavior in the switch (TON > TOFF ),
thus avoiding easy reversal of each change of state.
From now on, this will serve as the most basic model. The initial or OFF state will be
called Pre-Quorum section, as the critical population or quorum has not been reached.
In the same fashion, the ON state will be called Post-Quorum section. Both of them will
be fully developed in the next subchapters, to give shape to the complete model.
3.3.1 Pre-Quorum Section
While being in this part of the automaton model, the cluster of bacteria has not reached
the critical density of population to activate, meaning that the amount of autoinducers in
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the environment is too low. Here, the bacterium senses the environment periodically and
depending on the result of the perception, the chemical reactions inside the cell will cause
(or not) the gene regulation. After the check, the bacterium will emit a certain production
of autoinducers that also depends on the amount sensed.
Output: the Autoinducers Emission
In order to completely characterize the behavior in an automaton model, we need to define
the output for each state. It seems clear that the natural way to do that is to connect the
outputs of the model with the autoinducers emission to the environment, particles that are
the outputs of the bacteria if we think about the bacteria as a black box.
Actually, in some explanations of the behavior of the bacteria, the emissions of autoin-
ducers are not contemplated as such. Dockery and Keener, in [13], hold that the emission
of autoinducers corresponds to a dump of a part of the production of those autoinducers.
This theory also serves to explain the variability of the emissions, which depend on the
extracellular concentration of inducing particles. At low density of population, bacteria are
able to dump a big part of their production to avoid the activation of the autocatalytic
reaction, thus emitting at a basal or nominal rate.
Autocatalysis is a chemical reaction in which the chemical created is itself the catalyst
of that reaction. So, when the density of bacteria increases, the extracellular concentration
of autoinducers raises as well. Bacteria receive some of those autoinducers, thus increasing
their own intracellular concentration, and making the dumping less effective. Then, a point
is reached when the dumping is no longer capable of avoiding autoinducers to start the
autocatalytic reaction, resulting in a considerable increase in the autoinducers emission
(autocatalytic rate). As stated in Section 2.1.2, the concentration of autoinducers beyond
which the autocatalytic reaction is turned on is called “autocatalytic threshold”.
A change from high to low density of population also affects the emission of autoinducers
the other way around. If the population falls below a certain level, the same will happen
with the concentration of autoinducers, thus turning off the autocatalysis and returning
to basal levels. Again, the thresholds for activation or deactivation of the autocatalytic
reaction are naturally set to ensure hysteresis [13, 48].
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States
Although bacteria and all the organisms in general count on multitasking systems, meaning
that they can execute different functions at the same time, we consider that there is certain
causality in the course of action of Quorum Sensing. The multitasking approach would be
to create a state per each permutation of the actions involved in the process. In this case,
bacteria can sense the environment, emit autoinducers and grow and divide. Nevertheless,
we consider self-reproduction as a constant process. There is no connection between the
reproduction and the sensing or emission of autoinducers, and therefore a state for the
reproductive process will not be considered.
About the aforementioned causality, it seems clear that the emission of autoinducers
depends on the concentration sensed, thus a state in which the bacterium emits and senses
simultaneously should not be present. Hence, it is clear that we have a state where the
bacterium senses, the transitions of which will go either to states where autoinducers are
emitted, or eventually to the gene regulation state. Furthermore, considering the former
explanation of basal and autocatalytic rates, the pre-Quorum section of the model will
include also different emission states in which the output will adapt to the rates in each
case.
Figure 3.2: States diagram proposed for the pre-Quorum part.
The states diagram shown in Figure 3.2 represents a first approximation of the pre-
Quorum part, corresponding to the state SOFF of Figure 3.1. S1 and S2 states are those in
which the cell senses the environment. The next state will be chosen between the emission
states E1 and E2, depending on the concentration received (R): thresholds T1 and T2 are the
limits for switching from basal to autocatalytic production rate (autocatalytic threshold),
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and vice versa. Both emission states will have their output adjusted to the different rates,
whereas sensing will have null output.
The bacterium will only advance to the post-Quorum states if the activation threshold,
defined by T3, is surpassed. It is easy to see that this transition is the passing from the
OFF state to the ON state, in the switch model that served as starting point (see Figure
3.1. Therefore, T3 = TON .
3.3.2 Post-Quorum Section
The states of the post-Quorum section capture the behavior of the bacteria after having
reached quorum, meaning that the concentration of autoinducers has surpassed the activa-
tion threshold. As it has been stated before, there are different behaviors depending on the
species, and they are controlled by the gene expression, which is regulated in this phase of
Quorum Sensing.
Moreover, in this part, the bacterium keeps sensing the environment. It checks if the
concentration of autoinducers keeps above a certain threshold, to maintain the post-Quorum
behavior activated. As it has already been explained at the beginning of Section 3.3, if
the concentration of autoinducers falls below a certain level, the post-Quorum function is
reversed, getting back to the pre-Quorum states. We can also assume that, at the same
time, the bacterium will return to the initial state, thus emitting autoinducers at the basal
rate again.
States
As there exist a vast variety of bacteria, a lot of different post-Quorum behaviors can be
observed. To give a unique model for each and every case is impossible, since each species
controls its own subset of behaviors, and in the end, its own gene expression regulation.
Here we propose two approaches to model this:
• Gene expression approach: the biological explanation of the Quorum Sensing
phenomenon suggests that after reaching the critical population, the concentration of
autoinducers forces a enzyme reaction that ends up modifying the gene expression,
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thus changing the behavior of the bacteria. When the concentration goes back to low
levels, the regulation of the genes performed before is reversed.
Hence, the most direct way to model this would be modeling the gene expression. After
that, the bacterium senses periodically the environment and emits the consequent
amount of autoinducers, in the same vein as it was modeled in the pre-Quorum section
(states S3 and E3, Figure 3.3. When the concentration goes below the fixed threshold,
a state of reversing of the regulation of the gene expression should be entered, and
then back to the OFF section to begin the process again.
Figure 3.3: States diagram proposed for the post-Quorum regulation of the gene expression.
As can be seen in Figure 3.3, the modification of the gene expression and its reversal
process are shown as a black box. That is exactly the shortcoming of this approach:
different species have different genetic material, and distinct behaviors require distinct
changes in the gene expression. All in all, each case would require a concrete and
complex model of the activation or repression of every gene involved. Since we want
our model to be independent to the species of bacteria considered, this approach is
not recommended.
• Behavioral approach: this method, in turn, is based on modeling the behavior
that the bacterium acquires after the regulation of the gene expression. This way,
Automata Modeling of Quorum Sensing for Nanocommunication Networks 40
the model is generic for different species that present same types of post-Quorum
behavior, regardless of their genetic material. Therefore, there will be a different set
of states for each concrete behavior that, in turn, is potentially usable for several
applications. For instance, there exist some species of bacteria that regulate motility
through Quorum Sensing and a unique behavioral model would be generic for all of
them, whereas motility can be the key for the development of applications such as
transport of information, or targeted killing.
Figure 3.4: States diagram proposed for the behavioral approach of the post-Quorum sec-
tion.
Note that, in Figure 3.4, a general scheme of the behavioral post-Quorum model is
presented. The states corresponding to the concrete behavior will be combined with
the sensing and emission states, which are always present, as the behavior should be
turned off as soon as the concentration of autoinducers falls below the threshold T4.
It is easy to see that T4 corresponds to TOFF in the switch model presented at the
beginning.
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3.4 Complete Model of Quorum Sensing Bacteria
After having explained how the bacterium works in both pre-Quorum and post-Quorum
sensing, and having introduced the states for each part, a formal statement of the automaton
model has to be build. So, we have a Moore machine A which will read different input
symbols, resulting in actions that generate an output.
Regarding the inputs, it has been stated that the behavior of the bacteria, at all
times, is determined by the concentration of autoinducers that the cell senses. So, the
external input is the concentration of autoinducers that the bacteria receive. This causes
a series of reactions that can be considered as internal inputs, or inputs of the automaton
that governs the each bacterium.
As far as the outputs are concerned, a similar approach will be used. The output of
the Moore machine can be considered as a internal output which should cause a reaction in
the cell to make it produce an emission or external output. These external outputs are, in
the end, the concentration of autoinducers emitted.
Then, the automaton model for the Quorum Sensing bacteria is a Moore machine
A = {Q,Σ,Λ, δ, τ, q0}, the states diagram of which is shown in Figure 3.5. Its elements are
as follows:
Figure 3.5: States diagram proposed for the Quorum Sensing bacteria.
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States (Q)
The states that form the automaton for the Quorum Sensing bacterium are:
Q = {S1, E1, S2, E2, S3, E3, B}
where B = {b1, b2, b3, . . . , bn} is the subset of states that represent the model of the behavior
that the bacteria show after reaching Quorum. Each behavior, namely, motility, antibiotic
release or bioluminescence, amongst others, determines the model that will lead to a certain
subset B of states, and the cardinality of it (n) is subject to that model.
As for the rest of the automaton, the sensing states S1, S2 and S3 dictate the emission to
be done (state E1, E2 or E3), as well as the future state, indirectly.
Input Alphabet (Σ)
As it has been explained in Chapter 2, bacteria sense autoinducers coming from other cells
of the same colony. The autoinducers themselves cause chemical reactions that mark the
Quorum Sensing process. When it comes to modeling it, the symbols of the alphabet will
be regarded as internal signals that are created in those chemical reactions, like stated
in the beginning of the Section 3.4. Knowing this, the alphabet of possible inputs of the
automaton will be:
Σ = {d1, d2, d3, d4, X}
where X = {x1, x2, x3, . . . , xn} are the inputs that might be needed to model the transitions
between the states that represent the post-Quorum behavior of the bacterium.
The rest of the symbols of the input alphabet serve to model how the input of the cell R
affects its behavior, taking into account the different thresholds that have been introduced:
d1 = R > T1
d2 = R < T2
d3 = R > T3
d4 = R < T4
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Symbols d1 and d3 activate when the received concentration surpasses the basal to auto-
catalytic threshold and the Quorum threshold, respectively. On the other hand, d2 and d4
activate when the concentration is lower than the autocatalytic to basal thresholds. These
internal inputs can also be regarded as biological events inside the cell. For instance, in
gram-negative bacteria using the autoinducer LuxI, the activation of d3 of the model coin-
cides with the binding of the autoinducer with the LuxR transcriptional activator protein
that triggers the process that ends up with the change of behavior.
Output Alphabet (Λ)
Also it has been explained before that the outputs suffer the reverse treatment. The output
alphabet is formed by symbols that will trigger the production of external outputs, in this
case, autoinducers.
The alphabet of outputs in the Quorum Sensing bacteria model is:
Λ = {l1, l2, Y }
where Y = {y1, y2, y3, . . . , ym} are the outputs that might be needed to complete the model
of the post-Quorum behavior of the bacterium.
The rest of the symbols of the output alphabet serve to model the quantity of autoinducers
that the cell will emit. In fact, l1 represents a basal level emission, and l2 indicated that an
emission in autocatalytic levels will be done. Although the quantity of autoinducers emitted
by Quorum Sensing bacteria varies within those two levels, for the sake of simplicity, only
the emission in these two extremes are considered.
Transition Functions (δ)
Basically, the transition functions between the states are the ones shown in Figure 3.5,
and summarized in the Table 3.1. In the table, the rows represent the state in which the
automaton is, and the columns are the future state in which the automaton will be after
applying the transition function. When Σ appears as a transition, it means that no matter
which input is entered in the automaton, the next state is fixed and unique.
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d1 d2 d3 d4 X
→ S1 E2 E1 E1 E1 E1
E1 S1 S1 S1 S1 S1
S2 E2 E1 B E2 E2
E2 S2 S2 S2 S2 S2
S3 E3 E3 E3 E1 E3
E3 B B B B B
B B B B B {B,S3}
Table 3.1: Transition function (δ) of the bacterium automaton.
Regarding the set of states which represent the post-Quorum behavior (B), the internal
transitions between their states is determined solely by the inputs defined for it (X). The
transitions that mark the entrance to that set of states B are known, but those that mean
the exit of B are also determined by the set of inputs X. Remember that both B and X
are subsets that depend on the post-Quorum behavior to model.
Output Function (τ)
The output function is a simple mapping of an output for each state. Two symbols appear
in the output alphabet: l1 indicates that an emission at a basal rate is to be performed,
whereas l2 indicates an autocatalytic emission. Then, these symbols will be assigned to each
emission state: basal emission for E1 in the pre-Quorum section, and autocatalytic for the
other two states. Regarding the sensing states, when the environment is being perceived,
there will be no output. This situation can be represented with the symbol , meaning the
empty word, and can be interpreted as that, while in the sensing states, the autoinducers
emission will not suffer any modification.
STATE S1 E1 S2 E2 S3 E3 B
OUTPUT  l1  l2  l2 Y
Table 3.2: Output function (τ) of the bacterium automaton.
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In the case of the post-Quorum behavior states, B, the output depends on the behavior
that is being modeled. For instance, antibiotics emission is one of the functions that bacteria
perform after Quorum Sensing, and would require of a special output defined in Y to trigger
the release of the antibiotics.
Initial State (q0)
The starting state should be placed in the pre-Quorum part, owing to the fact that obvi-
ously no bacteria will start with the post-Quorum behavior activated. Even if the genetic
replication of a certain bacterium takes place when the post-Quorum behavior is activated,
the new born cell will not have enough intracellular concentration of autoinducers to stay
in the post-Quorum section. Therefore, it will return shortly to the basal emission states.
This is why S1 is selected as the initial state.
q0 = S1
3.4.1 Simplified Model of Quorum Sensing Bacteria
The automaton model presented in Section 3.4 is not minimal, meaning that an automaton
with a lower number of states and the same behavior, can be found. However, the finite state
machine presented serves to exemplify better the behavior of Quorum Sensing bacteria, and
the causality of the sensing and emission states.
Observing the states diagram and the transition table, it is clear that the transitions
from the emission states does not depend on the input. Due to the multitasking nature
of the living organisms, we will introduce the following modification: sensing and emission
states are merged. The new states will be of the form SEi, the output of that state will
be determined by the output of the substate Ei, whereas the transitions are determined by
the substate Si.
This modification will serve to maintain the simplicity of the automata presented in
the next section. Combination of different Quorum Sensing systems are shown, and their
representation in state diagrams would not be feasible if sensing and emission states were
to be considered separately.
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Figure 3.6: Simplified states diagram for the Quorum Sensing bacteria.
3.4.2 Extension to Combined Quorum Sensing Systems
The model presented and later simplified in this chapter is suitable for simple Quorum
Sensing processes, meaning that only one type of autoinducers is involved. But, as stated
in Section 2.3, there exist more complex systems that combine different types of the afore-
mentioned simple Quorum Sensing mechanisms.
Concretely, there are species that rely on two different types of autoinducers to regulate
target genes, in a parallel fashion. To reach the change of behavior the activation of both
Quorum Sensing systems at the same time is necessary. Using the simplified model for
simple Quorum Sensing, and the SE states (see Section 3.4.1, a design for this option is
presented.
Now, two different inputs are taken into account: the concentration sensed for each
type of autoinducer, represented by R1 and R2. These are to be compared with both
autocatalytic and activation thresholds, that can be different for each branch (for instance,
TOFF,1, TON,1 and TOFF,2, TON,2 are the activation thresholds for each type of autoinducer).
Thus, the transition between states will follow the same fashion as in the model for simple
Quorum Sensing.
The pre-Quorum part is the section that will suffer modifications. Let the first Quorum
Sensing system be A, and the second one be B. New SE states are introduced, and each of
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Figure 3.7: States diagram for complex Quorum Sensing system (AND).
them represents a duple {Ai, Bi}. Each element of the duple tells in which situation each
system is into: basal emission, autocatalytic emission, or activation. All the possibilities
will be contemplated, and a state for each possibility will be proposed. The transitions
between states only contemplate contiguous changes in only one system at a time.
The objective of this model is to reach the post-Quorum states, or activate, only when
both systems reach activations at the same time, which would work as an AND gate between
the systems A and B. The model is shown in Figure 3.7. The initial state is SE1, with both
systems emitting at basal rate. If system A surpasses its first threshold, it will emit at
autocatalytic rate, whereas the system B still at basal rate SE2. If then system B does the
same, both will emit at autocatalytic rate SE4. After that, in the hypothetical case that A
activates, a transition to state SE7 will be made. The last step is to B to activate, in which
case the post-Quorum behavior is activated.
Once in the post-Quorum section, the sensing and emission are still done. If one of the
systems goes below its deactivation level, the bacteria will turn to the pre-Quorum states.
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STATE A B
SE1 BASAL BASAL
SE2 AUTOCATALYTICAL BASAL
SE3 BASAL AUTOCATALYTICAL
SE4 AUTOCATALYTICAL AUTOCATALYTICAL
SE5 ACTIVE BASAL
SE6 BASAL ACTIVE
SE7 ACTIVE AUTOCATALYTICAL
SE8 AUTOCATALYTICAL ACTIVE
{B,SEc} ACTIVE ACTIVE
Table 3.3: Duples in each state for the AND system.
As it can be seen, there is no way to be in the post-Quorum states if either A or B are not
activated.
In the same fashion, the case where a series of two simple systems converged in the
control of a post-Quorum behavior could be modeled. Actually, this general model admits
the introduction of new variables and combinations of all of them: combinations that exist
in nature and can be really useful in the design of nanomachines, introduced in Chapter 6.
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Chapter 4
Interaction between Bacteria in
Quorum Sensing
Quorum Sensing is a process that can be considered collective. It needs a certain number
of specimens interacting globally using the signaling molecules called autoinducers. These
molecules have to travel from one transmitting bacterium to another unspecified cell that
will be the receiver. This receiver can be the cell that is closer to the emitter, or simply the
one that intercepts the autoinducer in its erratic path through the environment.
Hence, to fully explain and model the Quorum Sensing phenomenon, a description
of the environment and the laws that govern the movement of the particles involved, is
needed. The chapter will be devoted to do it, complementing the bacterium model. First,
a description of usual environment involved in Quorum Sensing is stated. After that, the
process of diffusion of the autoinducers is explained, giving the mathematical expressions
used to model it. Finally, a discussion about the emission and reception of autoinducers is
performed.
The contents of this chapter will serve to complete the global model for Quorum Sens-
ing, which will lay the foundations for the simulation of such process and for the extraction
of some results (Chapter 5).
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4.1 Environment Description
Quorum Sensing relies on the production, emission and sensing of autoinducers. These
autoinducers propagate through the environment in which the bacteria are living, and we
need to know that environment in order to be able to implement its properties in the
simulation.
The variety of species of bacteria that perform Quorum Sensing is astonishingly wide,
with more to discover. That means that the environments in which one can find these species
are also diverse. Nevertheless, some assumptions will be made regarding those sceneries, in
order to simplify the simulations. Namely:
• Finite space: reported species of bacteria range in size from barely 50 nm up to 750
µm the biggest. However, spherical or not, the most usual sizes are of the order of a few
micrometers. Also, colonies of these bacteria can reach populations of approximately
105 individuals, or more, like in the case of Vibrio fischeri [55]. Then, cultures of
bacteria participating in Quorum Sensing do not occupy spaces larger than a few
millimeters. Not in vain, cultures not exceeding a diameter of 2 mm are considered
small, being large if they surpass the 5 mm of diameter [30].
The purpose of this discussion is to make clear that spaces in which bacteria act in
Quorum Sensing are small and will be considered finite. Events taking place at several
centimeters of distance will not affect the course of action of the culture of bacteria,
at least in the short term.
• Homogeneous environment: generally, real environments have a set of properties
which by default vary spatially and temporally. Also, elements that configure those
properties can also change in a constant fashion. However, considering a heterogeneous
space, meaning that its properties vary as a function of space and time (randomly or
not), would be adding a lot of parameters to the simulations. Thus, the grade of
complexity achieved would be too much, and getting the attention off the aspects
that really matter. Moreover, it has been already stated that spaces occupied by
colonies of bacteria are small, thus changes of the environment properties are limited.
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Hence, the space will be considered homogeneous, meaning that its properties will be
the same throughout all its extension.
• Discrete space: in order to make the simulations feasible, we will consider a discrete
space. This is, the space will be divided in a number (in our case, finite) of different
points, which are considered separately.
Different parameters will be assigned to each point in space. Due to this, the resolution
of the discretization of the space must comply with some requirements. The most
important of them ensures that the calculation of the diffusion of particles is done
correctly. The concept of diffusion will be explained next, and the condition regarding
the spatial resolution will be stated in Section 4.2.2.
Nevertheless, the most important property of the environment is set based on its com-
position and the size of the agents involved. The viscosity of the medium, added to the
fact that particles are nano in size, lead to the scenario in which the particles are subject
to viscous forces rather than inertial forces. This can be summarized with the Reynolds
Number, which expresses a ratio between inertial and viscous forces. In this case, the
fluids in which the autoinducers are spread is considered to be a low Reynolds Number
environment.
As a conclusion, these characteristics define the environment that will be simulated
in the end. The autoinducers emitted by the bacteria will move in a homogeneous low
Reynolds number, finite and discrete space, following a process called molecular diffusion.
4.2 Diffusion of Autoinducers
Molecular diffusion, or otherly called simply diffusion, is the thermal motion of all molecules
at temperatures above the absolute zero. Following this principle, when in a certain envi-
ronment exists a non-uniform distribution of particles, these tend to diffuse away in order to
reach an uniform concentration through all the space [51]. Molecular diffusion can be also
considered a specific case of random walk or Brownian motion, which models the random
movement of particles suspended in a fluid, and also some other phenomena in diverse fields.
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The emission and propagation of the autoinducers are subject to these physical rules.
When a bacterium emits a certain amount of autoinducers, a peak of concentration appears
in a point in space. Then, the autoinducers will diffuse away as explained before, following
the gradient of the concentration, therefore going away from the source.
Figure 4.1: Propagation by means of diffusion of a punctual emission.
Hence, there is a need to model mathematically this phenomenon and implement this
model into the simulator. Molecular diffusion is typically described mathematically using
the Fick’s laws of diffusion.
4.2.1 Fick’s Laws of Diffusion
Fick’s laws of diffusion are, as its own name suggests, mathematical expressions derived by
the German physiologist Adolf Fick that describe the diffusion phenomenon. The Fick’s
first law is as follows:
J(x, t) = −D∇φ(x, t) (4.2.1)
J represents the net flux of particles in a certain n-dimensional position x and time t,
and depends on the gradient of the concentration of particles φ, and the diffusion coefficient
D. The gradient, represented by the operator ∇, generalizes the first derivative for n-
dimensions, being ∇φ(x, t) = (∂φ(x,t)∂x1 ,
∂φ(x,t)
∂x2
, · · · , ∂φ(x,t)∂xn ) a vector of the same dimensions
that J and x.
The diffusion coefficient or diffusivity, gives the “speed” at which the particles move to
the positions with less concentration, and is characteristic for each medium. In this case,
the diffusion coefficient for spherical particles moving low Reynolds number fluids is:
D =
KBT
6piηR
(4.2.2)
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where KB is the Boltzmann constant, R the radius of the particle, and T and η are the
temperature and the viscosity of the environment. Considering the medium homogeneous,
the coefficient will be a constant for all the points in space. Also, being a key parameter
in the modeling of the diffusion, data taken from experiments has been used to determine
usual values for different media (see table 4.1 for usual reference values). If not, a first
approximation can be done if the viscosity and the expected temperature of the environment
are known.
Medium T (oK) D ( cm
2
s )
Air 298 [0.08 - 0.8]
Water 295 [10−7 - 10−4]
310 [10−10 - 10−5]
Blood Plasma 310 [10−9 - 10−7]
Table 4.1: Orientating values for Diffusion Coefficient.
Fick’s second law (equation 4.2.4) predicts how diffusion causes the concentration field
to change with time. It is the result of the combination of the first law and the continuity
principle. The continuity principle states that particles cannot be created or destroyed, and
thus the number of particles entering and leaving the global system must be the same. To
express this, the variation of the particle concentration in time (expressed by its derivative
∂φ(x,t)
∂t ) must be the opposite of the gradient of the particle flux in the same location x.
Hence:
∂φ(x, t)
∂t
= −∇J(x, t) (4.2.3)
So, substituting the expression of the first Fick’s law (4.2.1) into the continuity principle
(4.2.3) we obtain the second Fick’s law:
∂φ(x, t)
∂t
= D∇2φ(x, t) (4.2.4)
where ∇2 expresses divergence of the gradient or sum of the second derivatives. Then,
∇2φ(x, t) = ∂2φ(x,t)
∂2x1
+ ∂
2φ(x,t)
∂2x2
+ · · ·+ ∂2φ(x,t)
∂2xn
.
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The equation 4.2.4 is the one that will be implemented. It allows us to know the future
concentration of particles in one point provided the concentration in one point and its
vicinities in the present. Obviously, the autoinducers will be the particles that will diffuse
using this principle.
4.2.2 Finite Differences Method Applied to Fick’s Laws
In Section 4.1 it has been stated that the simulated environment will be a discrete space,
so the laws of diffusion need to be adapted to that circumstance. Apart from that, in
every computation, the evolution in time is also discrete, so the adaption has to include
differentials of time.
Hence, the second Fick’s law can be expressed using the finite differences method in a
discrete environment. To do this, the derivatives are substituted by its approximations by
finite differences, thus obtaining:
φ(x, t+ ∆t)− φ(x, t)
∆t
= D
n∑
i=0
φ(x−∆xi, t)− 2φ(x, t) + φ(x+ ∆xi, t)
(∆xi)2
(4.2.5)
To make the approximations accurate, both differentials of space and time (∆x and ∆t)
should be small enough to bring them closer to 0, as in the original definition of derivate
expresses (f ′(a) = limh→0
f(a+h)−f(a)
h ). Also, the stability of the global equation must be
verified, and to accomplish that, the stability equation is used:
∆t ≤ (∆x)
2
2D
(4.2.6)
The practical explanation is that, given a spatial resolution and the velocity by which
the autoinducers diffuse away, the temporal resolution will be enough to “see” without
mistake the evolution of all the particles.
4.3 Transmission and Reception of Autoinducers
Gathering the information presented in the previous chapters, both the modeling of the
individual bacteria and the description of the environment and its laws, one can explain
globally how the communication process is developed. This can be also applied in the
making of nanomachines with the same purpose.
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• Emission: first, bacteria emit autoinducers in a basal rate, by default. This can be
modeled by simply raising the concentration of autoinducers in those points in space
within the area of influence of the bacteria (external output) when the intern signals
of the bacteria order so (internal output).
• Propagation: this new concentration will diffuse away following the laws described
in the previous section, seeking uniform distribution of the autoinducers in all the
space. The speed of the propagation is determined by the diffusion coefficient D,
meaning that for a time t, the mean distance traveled by the diffusing particles is
x =
√
2Dt.
• Reception: when an autoinducer enters the area of influence of a bacteria, the cell can
end up sensing it through its chemoreceptors. Therefore, the internal concentration
rises at the expense of the external concentration, that is reduced. An autoinducer
being received by a bacterium can be considered the external input, whereas the
signals that triggers inside the cell will be internal inputs of the automaton model
stated in Chapter 3.4 (Figure 3.5.
Automata Interaction
The communication process can also be seen from the point of view of the automata. To do
that, the evolution of the states of different bacteria represented by automata will be shown
in two cases. In the first one, there will not be enough population to activate the post-
Quorum behavior. In the second one, the bacterial concentration will be enough to reach
the post-Quorum states. As there is not any kind of synchronization between bacteria, we’ll
assume that different individuals sense and emit at different moments in time, but they do
it in a certain and equal rate. The automaton model used for this demonstration is the one
stated in Section 3.4 and its states diagram is shown in Figure 3.5.
In the case there is only a few bacteria, far below the number needed to reach quorum,
the evolution is as follows (represented in Figure 4.2):
1. Starting from scratch, in the case where there is not enough bacteria to reach quorum,
let the environment be free of autoinducers. Then, initially, the bacterium A is in state
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S1 and therefore, will sense its close surroundings and will detect no autoinducers. As
zero is below the first threshold, the next state will be E1 and the emission burst will
correspond to the basal rate. These autoinducers will diffuse away in all directions.
2. On its turn, bacterium B is also in the initial state S1 and will sense the portion of
the emission of A (and maybe other bacteria) that arrives to its surroundings. Let
the amount sensed be below the first threshold. Then, the emission will be done in
the basal rate (state E1).
3. Bacterium A senses the environment some time after the action of B, still in state S1.
As there are just a few bacteria, this new sensing will be also below the first threshold
and the emission will keep being in the basal rate.
4. The same happens for bacterium B, and the system arrives to a loop in where all the
bacteria emit at a basal rate, and the accumulation of autoinducers is not enough to
trigger any other reaction in the colony.
Figure 4.2: Interaction between automata in unfavorable conditions.
On the other hand, there is the case in where the bacteria grow and divide and the
colony reaches the required number to activate the post-Quorum behavior. The evolution
is represented in Figure 4.3, and can be explained as follows:
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1. The first steps are like in the previous context. The bacterium A and B emit in a
basal rate (S1 → E1).
2. At some point, the population reaches certain conditions of number and positions.
Bacterium A senses the environment, and this time the accumulated concentration
is above the first threshold. Hence, there are enough autoinducers to trigger an
autocatalytic reaction and emit at a higher rate (E2). The automaton reaches the
autocatalytic state.
3. Bacterium B senses the environment after the emission of A. The increase of the
emission rate in A makes the difference for B to surpass the first threshold and switch
the state to autocatalytic (E2).
Figure 4.3: Interaction between automata, and quorum achievement.
4. After some cycles, the change has spread and a big part of the bacteria reach auto-
catalytic situations, in which the emission of autoinducers is much higher than the
beginning. Then, at some point bacteria A and B will do the periodical sensing of the
environment (S2) to find that the concentration of autoinducers is above the activa-
tion threshold. Eventually, they change their behavior to post-Quorum (state B), and
Quorum Sensing is achieved as the change of state occurs at almost all the bacteria.
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4.4 Communication Aspects
Despite the considerations made in the previous section, the communication process seen
in Quorum Sensing is slightly different from the classical approach. The emitter does not
really encode a message in a single autoinducer, thus there is nothing to decode from a
single particle of the environment. Hence, a unicast or point-to-point scheme cannot be
considered.
The only message to be decoded and interpreted is the number of bacteria present
in the colony, and this is why the classical approaches are not applicable in this case.
The aforementioned message is inherently constructed by the group of bacteria, using the
concentration of autoinducers in a sort of amplitude modulation. From the communication
perspective, we could define it as a collective communication. Because, in broad terms,
all the bacteria are, at the same time, emitters and receivers of the global message.
The main feature of this new scheme is that, individually, every node realizes the same
bidirectional multicast communication to reach a collective message understood by all:
• The multicast property is given by the fact that there exist different types of molecules
used as autoinducers, which bind to specific receptors. Therefore, the message is only
intended to reach a certain group of receivers. From a information theory perspective,
the address of the multicast group is inherently encoded in the chemical structure of
the autoinducer.
• It is bidirectional because all of the members of the group are capable to receive and
transmit their part of the message to the others.
Finally, Quorum Quenching strategies can be regarded as a source of noise, attenuation
or interference for this communication. For instance, autoinducer destroying enzymes can
be considered a source of attenuation, since they diminish the concentration of autoinducers
that a node will sense. Also, residual autoinducers from other bacterial communications
can be a source of noise in Quorum Sensing, since it can lead to erroneous decisions.
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Chapter 5
Quorum Sensing Simulation and
Performance Results
After having described and modeled the behavior of the Quorum Sensing bacteria and
having defined the role that the environment and the diffusion of particles play in the
process, it is time to implement them and validate those models through simulation. Some
simulators have been created in the recent years, as nanotechnology seems to be the key for
upcoming groundbreaking achievements regarding Quorum Sensing.
• In [32], Hense et al show some results based on simulations using a mathematical
model of Quorum Sensing. The details are not disclosed, so we cannot assume that
the model of bacteria used in this case is similar or different to the one presented
in this thesis. Regarding the parameters involved in Quorum Sensing, this simulator
uses some approximations for biological data, instead of using values that might be
found in the literature. The outcome of the simulations is a nice analysis of the spatial
clustering and activation of bacteria, concluding that the more together they are, the
more effective Quorum Sensing is.
• On the other hand, in [58], some results based in a new simulator are presented.
Although it seems that the objective is to give fancy graphic results, Quorum Sensing
theory is applied. The model of bacteria used in this simulator has the characteristics
of the “mathematical models” described in Section 3.2, in the sense that all the enzyme
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reactions are taken into account. Thus, the computational complexity is high and the
simulator does not seem to be capable of dealing with a realistic number of bacteria.
In fact, results are shown for populations of only tens of bacteria.
Apart from the aforementioned shortcomings, these and other simulators do not take
into account the reproduction of the agents involved. In the case of bacteria, grow and divide
is crucial to reach the population necessary to activate the colony. In order to obtain some
results, we believe that modeling reproduction (even if it is in a simple way) is necessary.
The simulator has been programmed in C, for its efficiency, modularity and portability.
Since a lot of different entities will be present in the environment, the memory efficiency
is required to manage all of them. Modularity allows us to program agents separately
and to do modifications only in the ones that require them, whereas portability allows the
simulator to be reused in the future if it is needed for further implementations. Eventually,
the outputs and results of the simulations will be represented using Matlab, known for its
ease of use.
5.1 Algorithm
The general algorithm implemented is the one shown in the flowchart 5.1. Basically, one
bacterium is deployed in a finite environment like the one defined in Section 4.1, in a form
of a two-dimensional grid, the size of which depends on one of the input arguments of the
simulator. The presence of bacteria in the environment is stored in the matrix map, which
will show 1 if there is a bacterium in a certain point in space.
In the first place, all the settings are initialized, including temporal and spatial resolu-
tions, diverse bacterium parameters and settings regarding the result saving.
After that, the main loop of the program covers all the simulation time. In each time
step, the concentration map is refreshed with the new concentration values. This is done
following the diffusion algorithm, the flowchart of which can be seen in Figure 5.2a.
It is the computational application of the finite differences method for Fick’s law, in two
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Figure 5.1: Flowchart of the general algorithm.
dimensions. Remember the general equation:
φ(x, t+ ∆t)− φ(x, t)
∆t
= D
n∑
i=0
φ(x−∆xi, t)− 2φ(x, t) + φ(x+ ∆xi, t)
(∆xi)2
(5.1.1)
The term of our interest, φ(x, t + ∆t) or the concentration in the two-dimensional point
x = [x, y] in the next time step, can be isolated. Hence,
φ(x, t+ ∆t) = φ(x, t) +D
1∑
i=0
φ(x−∆xi, t)− 2φ(x, t) + φ(x+ ∆xi, t)
(∆xi)2
∆t (5.1.2)
Or also expressed as:
φ(x, y, t+ ∆t) = φ(x, y, t) +D[
∂2φ(x, y, t)
∂2x
+
∂2φ(x, y, t)
∂2y
]∆t (5.1.3)
as it appears in the flowchart 5.2a.
In light of the equation used, it is clear that the parameter used in each point in space is
the concentration of particles, not the count of them. This is stored in the matrix con. The
use of Fick’s laws reduces enormously the complexity of the system, because otherwisely
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we would deal with every individual autoinducer, resulting in interactions between millions
and millions of them. The simulation would be unfeasible in terms of processing time, as
soon as the numbers grow.
Figure 5.2: Flowcharts for the environment (a) and bacteria (b) algorithms.
Once the concentration for all the points in space is updated, the program enters a
secondary loop that covers each and every bacteria, the positions and states of which are
stored in two lists named pos and state, respectively. The bacterial algorithm (see Figure
5.2b) is entered at each iteration. This subroutine checks if it is time for the cell to sense,
to emit autoinducers, or simply to change state, always following the rules of the model
presented in Section 3.4. It also checks if it is time for the cell to generate a copy of itself.
Note that the times in which the bacterium has to emit and reproduce are randomized,
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and thus different for each member of the colony. However, the rates of emission and
reproduction will be constant, whereas their value will the same for all the bacteria.
5.1.1 Assumptions
In order to be able to simulate and extract some results, without having to resolve that are
not of our concern, some assumptions have been made.
• Null motility: flagellated bacteria are known to move in search for nutrients, but
for the time being the species of bacteria considered in the simulations do not have
flagella. For that reason, and in spite of the possible flow created by fluids in the
environment, or the interaction or collisions of bacteria with particles in their close
environment, we consider that bacteria do not move.
• Sensing: in this simulation, an uniformly distributed amount of chemosensors is
placed in the surface of the bacteria. Thus, autoinducers coming from any direction
will be properly sensed.
• Emission: there are no computational models of particle emission so far. In the
simulations, a raise in the internal concentration of autoinducers and the posterior
diffusion is considered as the emission process. Actually, this is similar to the dumping
process described in [13].
• Reproductive rates: bacterial grow and divide has been widely studied. It is known
that bacteria have three different reproductive phases: lag, logarithmic and stationary.
The logarithmic phase occurs when bacteria are acclimated to the habitat, and while
in it, they multiply themselves exponentially. This stage is the one introduced in
the simulation, and therefore the population is doubled at a constant rate. The
reproduction time or rate depends on the species, but one can find in the literature
that reproduction can occur up to once each 10 minutes [18]. 15-20 minutes is widely
published as a typical rate, and for Vibrio fischeri as an example of Quorum Sensing
bacterium is approximately 40 minutes (calculation made from data of [55]). Due to
computational restrains, the time between reproductions used will be much lower, but
still effective as long as it is still much higher than the time between emissions.
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• Identicalness: all bacteria will be identical in terms of model and parameters. A
mutation rate is present when bacteria replicate their DNA for reproduction, and this
could change the behavior of some individuals within the colony. We will assume that
the mutation rate is negligible.
• Nutrients and living time: it is known that bacteria can be alive for long periods
of time if they have enough nutrients to survive. We will assume that the environment
presents enough nutrients to feed the colony during all the simulation time.
• Clusters: bacteria are positioned in clustered way, and when they grow and divide,
their descendants are also considered to be inside the cluster. Since motility is not
contemplated, the cluster stays intact. Discussion about topology and position of the
nodes in a random or different way is not the objective of these thesis. Simulations
like in [32] deal with that.
The values chosen for parameters involved in biological events of these simulations are
taken from experiments or observations, if possible. Also, these values are adapted from
the real three dimensional space to our space limited to two dimensions, when applicable.
The threshold beyond which the bacteria activate (or activation threshold) is a varying
factor depending on the species. Its value can also be considered of parameter of the simu-
lation, but always within reasonable limits. For instance, in Vibrio fischeri or Escherichia
coli, a concentration between 5 and 10 nM (nanomols per liter, 6.022 · 1014 molecules per
dm3) autoinducers is enough to activate the target genes [14, 21].
The dumping or emission rate of autoinducers is not a clear parameter. Nevertheless,
in [19] the emission rate of amino acids by two marine bacteria is analyzed. These particles
are not much different than autoinducers, so we can consider these numbers as a good
approximation: from 19 · 10−6 to 25 · 10−6 µmol per cell per hour. So, values in that range,
or not far from those numbers can be assumed. The number of autoinducers released and
the time between emissions will be selected accordingly.
Regarding the size of the cells, bacteria span from as small as tenths of nanometers to
almost one millimeter. But bacteria that apply Quorum Sensing are usually a few microns
long. The value used in the simulations as the size of bacteria will be in that range.
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5.2 Results
After running different simulations and adjusting different parameters, some results were
obtained.
Validation
First and foremost, we must make sure that the model implemented shows the expected
behavior. The simulation starts with a bacterium in the center of the simulated space.
That bacterium and its descendants reproduce themselves again and again, so that the
population doubles each time. Meanwhile, they keep sensing the environment and emitting
autoinducers. There must be a certain point in which a great part of the colony will change
of state. As explained earlier, the list of the states of the bacteria is constantly updated. In
each iteration, a count of bacteria in post-Quorum states is performed. The results can be
seen in Figure 5.3: the population grows in a steady basis until reaching a point in which
almost all the bacteria activate simultaneously. The rest, activate shortly after, reaching a
100% of activation when the bacteria are clustered, not spread.
Figure 5.3: Number of activated and total bacteria as a function of time.
Nevertheless, for simulations in which a high population of bacteria is required to
achieve Quorum Sensing, 100% of activation is not attainable. The bacteria located on the
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limits of the cluster do not sense enough concentration of autoinducers and consequently, do
not activate. Those individuals keep reproducing until they are not on the limit anymore.
Then, they sense a raise in the concentration of autoinducers and eventually they activate
the post-Quorum behavior. But again, new bacteria are on the edge of the cluster and they
will not activate. This way, the percentage of activation reaches a percentage of around the
95%.
Once the model is validated, some more simulations can be done, changing the parame-
ters. It seems clear that one of the key parameters in the overall process is the concentration
threshold beyond which the bacteria activate, because that has influence upon the mini-
mum population needed to change their status. These simulations are crucially important,
because the first applications of Quorum Sensing require the deployment of a given number
of nanomachines (see Chapter 7). The election of a reasonable value for this threshold is
the key for the proper activation of nanomachines that perform Quorum Sensing.
Number of Activating Bacteria
The hypothesis is the following:
The lower is the activation threshold, the fewer bacteria are needed to reach the critical
level of concentration of autoinducers and to activate the colony. This should be true, know-
ing that the message is the aggregation of the autoinducers coming from all the bacteria,
as seen in Section 4.4. Hence, the more bacteria are emitting, the higher will be the total
concentration, reaching the activation threshold at some point.
Figure 5.4 shows that the hypothesis is true. Moreover, the number of activating
bacteria is quadratically dependant with the activation threshold used. The blue plot
represents the number of quorated bacteria as a function of the activation threshold, and
the green plot is the quadratic approximation, which fits the original plot almost without
error.
Hence, under all these assumptions, the function that expresses the number of bacte-
ria that are required to achieve quorum by at least a 95% of the population, depending
on the concentration threshold (T3, in the automaton presented in Section 3.4), can be
approximated by a second order polynomial:
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Figure 5.4: Number of activating bacteria as a function of the threshold.
N(T3) = 1.81 · 1010 T 23 + 2.61 · 106 T3 + 22.43 (5.2.1)
where T3 is expressed in
mol
m2
.
Delay
The fact that the activation threshold affects the number of bacteria activating in the end,
has a direct consequence. The total time elapsed between the start of the process and the
activation of the colony will obviously depend on the number of reproductions needed to
reach the critical population. Nevertheless, we will define the delay as the time between
the moment in which the first bacterium reaches the post-Quorum states, and the moment
of global activation of the colony.
As can be seen in Table 5.1, the total time elapsed in the process strongly depends
on the number of generations of bacteria involved. Actually, it is shown that the time
elapsed grows linearly with the population needed to reach quorum. In this specific case,
the time between bacterial reproductions has a value of 50 time units. On the other hand,
the value for the delay has a more random behavior, and does not depend on the number
of reproductions needed to reach the population needed to activate the colony.
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Threshold [µmol
m2
] Quorated Bacteria Time Elapsed Delay
5 26 227 51.2
10 52 278.1 100.3
20 103 326.7 115.9
50 200 377.1 105.9
100 423 437.4 74.2
200 1259 514.3 61.1
300 2522 564.8 67.6
500 5927 626.7 71.5
Table 5.1: Delay values for different activation thresholds.
Later in this work, nanomachines that include Quorum Sensing as a feature are pre-
sented. One of the main differences with bacteria is that, in principle, they will not have
any reproduction capability. Therefore, a given number of nanomachines will be deployed,
instead of releasing a bacterium and waiting for it to reproduce. The concept of delay will
be redefined and its values will be studied (see Section 7.2.2).
5.3 Discussion
The results presented in Section 5.2 have served to validate the model for certain values
of the key parameters; also to exemplify the connection between the activation threshold,
the number of bacteria needed that reach quorum, and the time needed to complete the
activation.
The simulations that led us to those results have been done balancing quantity, quality
and processing time:
• Quantity meaning the size of the space simulated, the consequent maximum number
of bacteria taken into account, and the total time simulated.
• Quality meaning the resolution in both space and time.
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• Processing time meaning the total time needed to run the simulation with the param-
eters described.
Quality: Resolutions
After some measurements made during the simulations, it has been observed that the dif-
fusion algorithm is the most computationally demanding part. The reason is because for
each time step, 6N2 operations are performed if the space consists of N times N points.
Thus, the resolutions in both space and time determine the computational charge, since the
temporal resolution affects the number of time steps, whereas the spatial resolution affects
the number of spatial points simulated.
Hence, the lower are the resolutions, the less processing time will be spent in the
simulations. However, the resolutions cannot be as low as it is wanted or needed. For
instance, if the simulated bacteria are 2 µm long, the spatial resolution must be enough to
have at most one bacteria in each point in space. Once this spatial resolution is chosen, the
temporal resolution has to obey the condition for the finite differences method for Fick’s
Law, as explained in Section 4.2.2:
∆t ≤ (∆x)
2
2D
(5.3.1)
Quantity: Sizes
As for the size of the space and the global simulation time, there are also some considerations
to be done.
• In real life, bacteria live in an environment that can be considered unlimited in exten-
sion, if we compare it to the scale in which bacterial interactions occur. Nevertheless,
we must take into account that we are inherently working in a finite space. This
limitation introduces an adverse effect that we will call Flat Earth effect. In the
Middle Ages, the earth was considered flat, and everything that was going beyond its
limits would disappear, or fall in an infinite abyss.
In our case, autoinducers will diffuse away, reaching the limits and surpassing them.
As the concentration outside the limits is considered zero, the calculation of the con-
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centration at t + ∆t in the edge of the space considered, is erroneous (see Equation
4.2.5). A way to alleviate this effect is to make spaces bigger, and concentrating the
bacterial activity in the central positions, trying to make the space to look infinite.
Thus, this increase in size must be done in order to obtain reliable results, although
the change will also cause an increase in processing time.
• In the temporal case, it is known that grow and divide is a process that takes a lot of
time. To simulate colonies growing until a certain population would be unfeasible if the
reproduction is included, because the processing time would be too large. Although
reproduction is the key to validate the model and to discover the relation between the
activation threshold and the number of bacteria that activate, from now on it will not
be considered.
From now on, the simulation time will only have to span the time from when the
critical population is reached, to the achievement of Quorum Sensing. This is due to the
fact that the next step is to use the model already validated to design nanomachines that will
implement Quorum Sensing. These nanomachines will be presented in Chapter 6 and will
not have self-reproduction capabilities, since this seem to be an objective to pursue in the
long term. Instead of reaching quorum by reproducing themselves, a group of nanomachines
will deployed in the scenario, forming a cluster with enough population density to activate.
This setting will be implemented and simulated in Chapter 7.
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Chapter 6
Nanomachine Design Based on
Quorum Sensing Bacteria
Chapters 3 and 4 have served to model the aspects that have influence on Quorum Sensing.
Firstly, bacteria were modeled using automata theory, describing their behavior from a
computational perspective. Later, it was the turn of the environment and the behavior
that autoinducers show in transmission, propagation and reception. They were described
trying to explain the overall process from a communication perspective. Finally, in Chapter
5, all the aspects have been put together and implemented, validating the hypothesis and
showing the expected results.
This background serves to try to state how future nanomachines should be designed in
order to include Quorum Sensing as a feature. The range of applications that could benefit
from Quorum Sensing or Quorum Quenching is astonishingly wide, and will be presented
in Section 6.2.
A general architecture for nanomachines that will include Quorum Sensing capabilities
is to be presented in Section 6.1. The two concrete types of nanomachines that will be ex-
posed and modeled in both sections 6.3 and 6.4 could perfectly make use of that architecture.
These two realizations of nanomachines featuring Quorum Sensing will be implemented and
simulated, to verify the assumptions made here. We believe that the creation of this type
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of nanomachines will mark a breakthrough in the field of molecular communication, and
will help to create more complex systems in the future.
6.1 Nanomachine Architecture
The purpose of this chapter, then, is to design a nanomachine capable of performing Quorum
Sensing as a tool to serve its purposes. The hypothetical construction of this nanomachine
would be done through the bio-hybrid or bio-inspired manufacturing approach (see Section
1.4). As Quorum Sensing is a natural mechanism, this bio-hybrid approach seems to be the
best option, as it makes partial use of building blocks found in nature.
The architecture of a general nanomachine with quorum capabilities can be found
in Figure 6.1. The entire construction revolves around a control unit which will be the
automaton model explained in Chapter 3. It will govern the rest of the parts in which the
nanomachine can be divided, namely:
Figure 6.1: Architecture of a nanomachine with Quorum Sensing capabilities.
• Chemoreceptors: these sensors act as receivers of the autoinducers which are prop-
agating in the environment. This is, that will bind only to particles that the specific
nanomachine should sense.
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• Storage Unit: this compartment receives and stores temporarily the autoinducers
that entered through the chemoreceptors. This unit also counts the internal con-
centration of autoinducers and sends the data to the processing unit. Once this is
done, the autoinducers are sent to the secretors, in which the autocatalytic reaction
will have place. The storage unit can also keep information, energy, or any other
necessary element.
• Processing Unit: the PU receives the sensing information and performs some simple
operations, such as the comparison of that information with some predefined thresh-
olds. The results will serve as inputs of the automaton that is implemented in the
Control Unit.
• Control Unit: the CU takes the inputs that come from the Processing Unit, cal-
culates the next action to perform, and sends its output to the actuators and the
secretors. These outputs serve as orders, indicating how the nanomachine should
proceed.
• Secretors: are systems which are in charge of the autoinducers secretion. Secretion
is defined as the process of elaborating, releasing and oozing certain chemical sub-
stances, which have a function. In this case, these vesicles receive autoinducers from
the storage unit, and through a chemical reaction called autocatalysis, they produce
more autoinducers that will be released to the medium. The rhythm by which the
production and emission of autoinducers must be done should be determined by the
control unit.
• Actuators: can be motors (flagella), vesicles full of a certain drug or antibiotic, or
any other device that allows the nanomachine to perform the post-Quorum action.
Their behavior will be determined by the orders that the control unit sends.
In short, the process will be as follows. The nanomachine senses autoinducers in
the environment. The process unit will compare the result of the sensing to the critical
thresholds, affecting the decision of the control unit. The control unit will decide, on its
turn, how the secretors should act regarding the emission of autoinducers, as well as how
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the actuators should proceed (in case the nanomachine has to activate its post-Quorum
behavior).
It is important to note that using this architecture, the combination of Quorum Sensing
systems can also be achieved. In this situation, the nanomachine would count on two
different types of chemoreceptors and secretors, and the processing and control units would
be adapted to each specific case. Another option would be to have two (or more) completely
independent architectures in the same nanomachine, and integrate the decisions of their
control units to govern the actuators. Nevertheless, this second option is not valid due to
complexity and size constraints.
6.2 Applications
Previously, in Section 1.5, several examples of fields that would benefit from communication
between nanomachines were presented. Quorum Sensing, can be considered a form of
molecular communication. The study of it and its antagonist, Quorum Quenching, open new
possibilities in different fields for its application. Being a form of molecular communication,
cases where the environment is favorable for the propagation of nanometric particles, are
the best options (e.g. intra-body applications).
In nature, bacteria use Quorum Sensing for different purposes, as stated in Section 2.4.
Quorum Sensing enables bacteria to be aware of its own population, and to perform a post-
Quorum action simultaneously in all the colony. This fact make us think that this process
can be used as a synchronization or coordination technique. For instance, Quorum
Sensing could be used for the synchronization of bacterial clocks, or also called cellular
oscillators, to generate a global rhythm [11, 22]. Other examples are numbered in Section
6.3.
Quorum Sensing has been also observed in natural interspecies communications, in
cases where bacteria needs to be aware of the population of other species. Also, it has
been shown that combined systems have more than one Quorum Sensing process running
in parallel, so the bacterium is able to be aware of its own and other species population. In
this case, detection of cancer cells and proper actuation of a group of nanomachines could be
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implemented with this idea. Actually, cancer detection has always been a hot topic when
talking about biomedical applications of nanomachines and nanonetworks. More insight
about a way to implement this feature can be found in Section 6.4.
The use of the combined systems just mentioned is an option that enables the im-
plementation of Quorum Quenching, otherly called “Quorum Sensing inhibition”. As said
before, Quorum Quenching or the deployment of anti-Quorum Sensing molecules is also a
concept which aroused the interest of the scientific community, causing the apparition of
many potential applications. Medical applications range from new ways to create antibi-
otics which prevent bacteria to activate aggressive behavior, to avoiding infections caused
by bacterial biofilms formed in plastic catheters. The idea of preventing the formation
of biofilms applies also to dental care or industrial applications: places in which certain
biofilms are not welcome. Some of these can be found in Table 6.1:
Representative
Entities
Effect on Quorum Sensing Evidence of Benefit
Azithromycin Reduction in LasI, Rh1I, autoinducers,
and virulence in P. aeruginosa
Increased lung function in patients with
panbronchiolitis and CF
RIP, RAP vaccine Inhibition of the action of RNAIII-
activation protein in staphylococci
Reduced virulence in various S. aureus an-
imal models; decreased biofilm production
on catheters by S. aureus and S. epidermis
C30, C56 Inhibition of LuxR-dependent gene ex-
pression in Gram-negatives
Increased clearance of P. aeruginosa in a
mouse model of pneumonia; reduced ad-
herence to catheters
Several compounds
isolated from plants
Degradation of HSL signal molecules Various agricultural/horticultural benefits
N-(2-oxocyclohexyl)-
3-oxododecanamide
Antagonism of HSL activity Decreased biofilm production by P. aerug-
inosa in vitro
3-oxo-C12-HSL-prot.
conjugate vaccine
Reduced pulmonary TNF-alpha aggre-
gation in pneumonia
Protection from lethal P. aeruginosa lung
infection in mice
Table 6.1: Potential therapeutic options associated to Quorum Quenching (from [43]).
Automata Modeling of Quorum Sensing for Nanocommunication Networks 76
The trend about creating new antibiotics stems from the concern that arose around
the fact that current antibiotics try to kill bacteria, resulting in the apparition of mutant
varieties resistant to those antibiotics. A way to combat this situation is to deploy a reg-
ulated killing system [71] that controls and stabilizes actively the population of bacteria,
preventing their activation. Alternatively, Quorum Quenching would jam the communica-
tion between members of the colony, in order to prevent the bacteria to attack, or to attack
when they are not enough in number to be effective.
All in all, affecting intraspecies systems, disease-specific antibiotics can be created;
whereas affecting interspecies Quorum Sensing systems, broad spectrum antibiotics will be
conceived [62].
In the next sections, two special cases that can serve for multiple applications will be
stated and explained, namely, “collective activity synchronization” and “collective actuation
after localized sensing”. Both are based in Quorum Sensing, using the model introduced in
Section 3.4, along with the nanomachine architecture presented in Section 6.1.
6.3 Collective Activity Synchronization
Nanomachines programmed for “collective activity synchronization” make use of Quorum
Sensing as a feature to coordinate the action of all the units present in the medium. A fixed
number of these nanomachines will be deployed in a target environment, and this group
will not grow since these nanodevices do not have self-reproductive capabilities.
In a similar fashion as a colony of bacteria, the model used for each individual nanoma-
chine is the same. The general architecture introduced in Section 6.1 will serve as structure.
Several simple modifications have been done in the automaton model that serves as control
unit, in order to adapt it to the applications and limitations of the nanomachine.
In general terms, the behavior of these nanomachines, determined by the control unit,
consists of the release of autoinducers depending on the concentration sensed. When this
concentration surpasses a certain threshold, the processing unit alerts the control unit,
which will make the actuators perform the programmed “activity”.
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Processing Unit
In this general case, the processing unit is the part responsible of turning the sensing
information into simple signals that the control unit is capable of understanding. Basically,
this unit counts the number of autoinducers that the nanomachine has received. Following
a certain rate, the count (which represents the intracellular concentration) is compared with
different thresholds, each with a different function.
To mark the pace, tiny devices called nanoclocks, also known as genetic or biological
clocks, can be used [9, 35]. These configurations fulfill most of the properties needed for the
building of nanomachines using the bio-hybrid approach. On the other hand, we believe
that the implementation of counters and simple comparators in an appropriate scale will
be feasible due to the advances in nanoelectronics. If electrical power is to be needed, some
solutions using zinc oxide nanowires have been proposed [69].
Figure 6.2: Processing Unit of a “Collective Activity Synchronization” nanomachine.
The outputs of the processing unit are the wait signal (w) and the transition signals (d).
The wait signal serves to control the rate with which the nanomachine changes of state and
emits autoinducers. On the other hand, there are as many transition signals as thresholds,
since these transitions are the result of the comparison of the count of particles with the
thresholds. These transition signals follow the rules stated in Section 3.4, regarding the
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inputs of the automaton, whereas some auxiliary signals (X) will serve as transition signals
for the post-Quorum behavior determined by the application.
Threshold Function
T1 Transition from basal to autocatalytic phase
T2 Return from autocatalytic to basal phase
T3 Activation of the post-Quorum behavior
T4 Deactivation of the post-Quorum behavior
X Post-Quorum behavior specific
Table 6.2: Thresholds and functions of the Processing Unit.
Hence, several features of the nanomachine are modeled with a proper adjustment of
these values. For instance, if we want the nanomachine not to deactivate the post-Quorum
behavior once acquired, T4 must be set to zero. And setting the values of T1 and T2, the
behavior of the colony in terms of number of bacteria activating in the end is inherently
modified, as seen in the results of Section 5.2 (Figure 5.4).
Control Unit
As stated before, the control unit is based on the automaton model designed earlier in this
work. But since the original design was for the Quorum Sensing bacteria, some modifications
have to be introduced in order to adapt the design to the inherent constraints to which the
nanomachines are subject.
For instance, bacteria have ways to somehow differentiate between their own autoinduc-
ers and autoinducers secreted by other individuals. Although using a bio-hybrid approach
for the arrangement of the nanomachines, how to implement this feature is not a clear fact.
The reason for wanting this differentiation is because the premature sensing of the environ-
ment may lead to erroneous receiving of autoinducers, and thus to a erroneous activation
of the nanomachine. Eventually, a degradation of the performance can be observed.
The proposed implementation of a wait signal in the processing unit, and the loop in
the sensing states of the control unit (see Figure 6.3) serve to fight this degradation. If a
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Figure 6.3: Control Unit of a “Collective Activity Synchronization” nanomachine.
nanomachine waits enough time for its own autoinducers to diffuse away, the consequent
sensing will only contain a tiny percentage of its own secretion. This time will be called
“relaxation time”, and an explanation of its theoretical calculation can be found in Section
7.1.
Once the basis is set, the customization of the control unit must be performed in order
to implement the concrete application of the nanomachine. It is known that the general
application is to synchronize the action of a swarm of nanomachines. Now, it is time to
define which action is to be synchronized, represented by the post-Quorum states of the
automaton.
• For instance, let the work of Maria Gregori in [25] serve as an example. In that
work, an automata model of flagellated bacteria was designed, so that bacteria would
transport information between two fixed points in space using chemotaxis (Figure
6.4). In case we need to split the message in several parts, we want to introduce
redundancy by sending replica, or a synchronized broadcast of a message is to be
performed, we can include this model for the post-Quorum behavior. To do it, we
define the behavior states as B = { Stop, Programming, Run, Tumble }, like in Figure
6.4. This way, a given number of nanomachines would part towards their destination
at the same time.
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In this case, checking if quorum is maintained is not a required feature, so SE3 state
(see Figure 6.3) can be obviated. Extra inputs X = {x1, x2, x3} have to be defined in
the processing unit accordingly with the sensing of attractants (see [25]), and outputs
Y = {y1, y2, y3, y4} should serve to govern the actuator depending on the situation.
Figure 6.4: Post-Quorum behavior for collective message transmission (from [25]).
• Another example would be the collective release of a drug. In a hypothetical scenario,
a highly concentrated and localized dose of a drug is needed, and the supply achieved
by a single nanomachine is not enough, and useless. In this case, the deployment of
several nanomachines that will work collectively is needed: they will perform Quorum
Sensing to be aware of other nanomachines’ presence, and then they will release the
drug. The post-Quorum behavior can be simply modeled with a state (DRUG, see
Figure 6.5), the output of which (y1) opens the vesicle that secretes and releases the
drug. Here, it is important to maintain the minimum number of nanomachines, so the
state SE3 cannot be obviated. If the deactivation threshold is surpassed, an output
ordering the closing of the vesicle must be sent (y2).
Actuators
It has been stated that the actuators to include in the nanomachine depend strongly on the
application desired. In the two cases just presented, the actuators proposed are:
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Figure 6.5: Complete control unit for collective drug release.
• Flagella: one of the most promising techniques that will enable motility in nanoma-
chines is the use of flagella. They are is a tail-like projection that protrude from
the cell body. The movement of these appendages is governed by a chain of proteins
[45], and allows the cell to propel itself when rotating counter-clockwise. Knowing
better these chains of chemical reactions, turning the outputs of the control unit into
chemicals signals that will rule the movement of the flagella may be possible.
• Vesicles: in the case of collective drug release, specific secretory vesicles full of the
drug to be delivered are the actuators. It is a research challenge to discover how to
make them retain the drug or make them release it as a function of the signals coming
from the control unit. For instance, a predetermined chemical signal coming from the
control unit could break the primary membrane that covers the vesicle, releasing the
drug contained in its interior.
6.4 Collective Actuation after Localized Sensing
The function of this second group of nanomachines can be perfectly defined by only reading
its name. The objective is to achieve a global reaction of a swarm of nanomachines in view
of a certain action or sensing.
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For instance, some cancer cells release an specific chemical at some point. In [43], the
fact that immune systems are inhibited around cancer cells emitting those chemicals, is
pointed out as the key for proliferation and activation of bioluminescence bacteria. Then,
detection of micro-tumors is achieved.
An alternative to that idea can be implemented with the nanomachines here presented.
A swarm of these devices senses periodically the environment, looking for the specific chem-
icals that cancer cells release. When one or several of them sense the chemical, they turn
on the Quorum Sensing process, thus activating the whole colony of nanomachines and
achieving collective actuation. The actuation can be luminescence, in order to detect the
tumors. In a future not so far away, also killer automata could be implemented in order to
effectively kill these cancer cells. This way, elimination of tumors in a localized, minimally
invasive, and extremely low scale can be achieved.
In a general point of view, the conception of this application could be observed as a
combined Quorum Sensing system. The presence of two different chemicals is needed in
order to activate the colony. Nevertheless, the chemical coming from the cancer cells does
not play any role in Quorum Sensing, only serves as a starting signal.
Processing Unit
The processing unit is, in essence, the same as presented for “collective activity synchro-
nization” nanomachines. But note that, in this case, two different types of molecules are
received, namely, autoinducers and a target chemical. Both of them are received through
chemosensors, and sensing information of the two types of particles is sent to the processing
unit (Figure 6.6).
As mentioned earlier, the sensing of a certain amount of a target chemical in the
environment serves as the start signal for Quorum Sensing. A new threshold (TS2), marks
the concentration of the target chemical beyond which the Quorum Sensing process is turned
on. In order to report to the control unit that this threshold has been surpassed, a signal dS
is sent. This signal is also sent when a nanomachine senses a certain minimum concentration
of autoinducers (determined by TS1). This covers the case of nanomachines that are away
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Figure 6.6: Processing Unit for “Collective Actuation after Localized Sensing”.
from the chemical, but know that nanomachines in its close environment started Quorum
Sensing, and so they have to do.
After surpassing one or other threshold, Quorum Sensing takes place, activating the
colony of nanomachines in the end. The activation implies that bioluminescence, killing
or whatever actuation that has been modeled, will happen. The control unit, as it will
be explained next, keeps controlling the levels of both concentrations of autoinducers and
target chemical. In case that the level of the chemical drops below the limit defined by TF ,
a new output (dF ) will be sent to the control unit to terminate the post-Quorum behavior.
For instance, this serves to stop the killing mode of the nanomachine once the tumor has
been eliminated, to avoid further complications.
Threshold Output Boolean Expression Function
TS1, TS2 dS (R1 > TS1)||(R2 > TS2) Start signal for Quorum Sensing
TF dF R2 < TF Ending of post-Quorum actuation
Table 6.3: New thresholds and functions of the Processing Unit.
The election of these new thresholds has to be done carefully. For instance, a hysteretic
election of the thresholds for the target chemical is recommended (TF  TS2) in order to
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prevent rapid switching between activation and deactivation, which would be, in all effects,
erroneous.
Control Unit
The specific implementation of the control unit does not change much with regard to the
aforepresented ones. In this case, shown in Figure 6.7, a new state is added. It is the initial
state, or “dormant” state (S0), in which a wait loop is introduced. Inside this loop, the
level of the target chemical and the level of autoinducers in the environment are monitored
(localized sensing). When one of the levels reaches a certain threshold, the control unit
receives the starting signal dS which “awakens” the nanomachine and triggers the Quorum
Sensing process, represented by exactly the same states as in the other cases (collective
actuation).
The other modification is introduced in the state SE3. During the post-Quorum be-
havior, the level of the target chemical is still monitored. If it falls below a certain level, dF
is received from the processing unit, causing the cease of the post-Quorum behavior.
Figure 6.7: Control Unit of a “Collective Actuation after Localized Sensing”.
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Actuators
Again, the actuators extremely depend on the application desired. In this section, the
creation of nanomachines which activate their luminescence or a killing behavior, after
sensing a certain chemical coming from cancer cells, has been proposed. The actuators for
both cases could be:
• There is no special organ that produces bioluminescence. But it is known that bio-
luminescence is a chemical reaction that basically consumes oxygen and components
of ATP. This concrete reaction is controlled or catalyzed by an enzyme called lu-
ciferase [56]. Then, the control unit should be able to influence the activation of this
enzyme in the post-Quorum states, letting the nanomachine start consuming oxygen
and emitting light.
• In the case of killing nanomachines, different procedures have been proposed for dif-
ferent targets. For instance, [42] suggests the release of certain particles marked as
cytotoxic materials, which are toxic to cells. Other systems rely on the release of killer
proteins which act against a specific target [71].
In any case, it seems appropriate to use vesicles that will break or open to release the
chemicals in its interior, like explained in Section 6.3.
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Chapter 7
Nanomachine Simulation and
Performance Results
Once the design of the specific nanomachines for both cases “Collective Activity Synchro-
nization” and “Collective Actuation after Localized Sensing” is completed, an implemen-
tation must be done and simulated in order to validate the models and to extract some
results, such as the delay between the deployment of the nanomachines and the activation
of the swarm.
7.1 Relaxation Time
As explained in Chapter 2, Quorum Sensing is a process that involves the sensing and emis-
sion of particles called autoinducers. Inside an intraspecies communication, these particles
are all identical, meaning that the ones emitted by the bacterium A will be the same as the
ones in bacterium B. But, at the same time, bacteria have their own ways to distinguish
the autoinducers secreted by themselves and the ones emitted by other bacteria.
We cannot do this assumption in our case. For the sake of simplicity, all the particles
emitted by the nanomachines have to be identical. But, at the same time, if a nanomachine
senses a quantity of particles secreted by itself, it can reach a premature or erroneous change
of state that would degrade the process.
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One of the assumptions made in the simulations is that an emission is a sporadic
increase of concentration of autoinducers in the close environment of the nanomachine.
Following Fick’s laws, these autoinducers will end up diffusing away from the emitter. So
the more time passes between the emission and its consequent sensing, the less amount of
autoinducers will be wrongly sensed.
Anyway, the time that passes between subsequent emissions is an important parameter
to optimize, because it is obviously the key to reduce the global delay between the beginning
of Quorum Sensing and the final activation. Hence, we define Relaxation Time as the
time between an emission of autoinducers and the next sensing of the environment, and it
is a design parameter. Our objective is to keep this parameter as low as possible but always
ensuring a certain attenuation, meaning that the nanomachine will only receive a little part
of its own emission.
To calculate this optimum relaxation time, we part from the Roberts equation,
U(r, t) =
2Q
(4piDt)
3
2
e−
r2
4Dt
which expresses the concentration of particles in a point at a distance r of the source that
realizes a spontaneous emission of Q (mols), at a time t. D is the diffusion coefficient.
Integrating this expression in the sensing area (R) of the nanomachine, and isolating the
time, the following equation is obtained:
tMIN ≈ (8pip
3
)
2
3
R2
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All in all, tMIN is the relaxation time, or minimum time to wait to ensure an attenuation p
in the sensing area R of a nanomachine that works in an environment of diffusion coefficient
D. The intermediate steps and their explanation are shown in the appendix A.
Theoretically, the activation delay depends strongly on this relaxation time. There
has to be a compromise between the quality of the performance and the delay: the higher
attenuation is chosen, the higher probability of a correct activation of the colony is obtained,
but also increasing the total delay. On the other hand, relaxing the attenuation restrains,
the delay can be minimized but still having high chances to obtain an activation of the
colony free of errors.
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7.2 Collective Activity Synchronization
As explained in Section 6.3, nanomachines programmed for “collective activity synchroniza-
tion” make use of Quorum Sensing as a feature to coordinate the action of all the members
of the colony deployed. Here, the algorithm used in the simulations, and the result of those
simulations will be presented.
7.2.1 Algorithm
The structure of the algorithm of “Collective Activity Synchronization” nanomachines is
the same as the structure of the algorithm described in Section 5.1. However, some changes
are present, as it can be seen in Figure 7.1.
Figure 7.1: Flowchart of the general algorithm for nanomachines.
For instance, since the nanomachines presented cannot reproduce themselves, an initial
deployment of a given number of these nanodevices must be performed. Actually, the
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nanomachines will be arranged in a cluster, not in a random way, to ensure that Quorum
Sensing will take place.
Basically, the program calculates the concentration of autoinducers at each time step.
It also executes the nanomachine algorithm for each individual of the group. The simulation
will end if the simulation time is over, or if all the nanomachines have accomplished their
objectives, meaning that they have completed their post-Quorum action.
In Section 6.3, the control unit of “Collective Activity Synchronization” nanomachines
is explained. Also, two examples of applications for this type of nanodevices are presented:
• In the first one, the post-Quorum action implemented is chemotaxis. This way, sev-
eral deployed nanomachines will part towards a predefined destination following gradi-
ents of certain molecules in the environment. The algorithm for this type nanomachine
that combines Quorum Sensing and transporting information to a certain receiver is
depicted in flowchart 7.2a. The nanomachine checks if it is time to emit autoinducers;
if so, the nanomachine senses the environment, determines the new state and emits
a given amount of autoinducers. After that, the nanomachine checks if quorum was
achieved at any point, in which case chemotaxis has to be performed, determining the
new position of the nanodevice. The map containing the locations of the nanoma-
chines is consequently updated.
• In the second case, the post-Quorum action is drug release. Quorum Sensing allows
a group of nanomachines to release their load in a coordinate manner, and therefore a
high and localized dose of a drug will be delivered. The algorithm for this case is shown
in Figure 7.2b, and the structure is the same as in the previous example. However,
the actions that will take place after checking if the nanomachine has activated its
post-Quorum behavior are different. Here, drug molecules are emitted and the map
containing the concentration of the drug in the medium is consequently updated.
It has been mentioned that the structure of both nanomachine algorithms is the same.
It is also very similar to the algorithm implemented for Quorum Sensing bacteria (see Figure
5.2b), which is a logical fact, taking into account that the nanomachines here presented are
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Figure 7.2: Flowchart of “Collective Activity Synchronization” nanomachine algorithms.
inspired by those bacteria. The main difference lies in the fact that, in this case, sensing is
determined by the relaxation time, rather than the emission rate predetermined for bacteria.
The processing unit (see Figure 6.2) sends a wait signal to the control unit (see Figure
6.3) during several time steps, in order to implement the relaxation time between sensings.
This signal serves to inhibit the sensing, since it does not allow the control unit to change
its state. Once the relaxation time has passed, the wait signal will be deactivated and the
next sensing will be performed.
7.2.2 Results
Once the algorithms are implemented, the simulation is ready to take place. Like in the case
of bacteria, several results can be extracted. First, we can validate the model, checking that
the nanomachines behave as expected, and that the objectives are accomplished. Later, the
delay of the whole process will be analyzed. Both results will be shown for the two cases
presented: for nanomachines which travel towards a receiver through chemotaxis, and for
nanomachines prepared for drug release.
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Validation
The validation of the model has two parts. The first part is the same for the two cases;
both chemotaxis and drug release nanomachines will perform Quorum Sensing and the
validation of this behavior consists of seeing how nanomachines activate. In the second part
of the validation, the post-Quorum behavior is checked, analyzing how the joint effort of all
nanomachines affects both chemotaxis and drug release performance.
To realize the validation of the pre-Quorum part, several simulations have been per-
formed, with a different number of nanomachines each time. The nanomachines are de-
ployed in the environment, forming a cluster. Then, the evolution of the states of the
nanomachines is observed. Parameters like the rates of autoinducers’ emission or the au-
tocatalytic and activation thresholds are chosen in a way that the minimum number of
nanomachines needed to reach quorum is around 100.
The results can be seen in Figure 7.3, in which the percentage of activated nanomachines
is represented as a function of time. The evolution observed is the expected in two different
cases:
Figure 7.3: Percentage of nanomachines activating for different colony sizes.
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• Quorum Sensing does not work when the number of nanomachines deployed (N) is
below 100: for N = 1 and N = 10 none of the nanomachines activate. For N = 25 and
N = 50, there is a residual activation of nanomachines, but not surpassing the 25%
at any time. Here lies the importance of the study made in the subsection “Number
of Activating Bacteria” in Section 5.2: the parameters have to be chosen carefully to
avoid problems in the activation of the group of nanomachines.
• On the other hand, when the number of deployed nanomachines is 100 or more, the
algorithm of Quorum Sensing ensures the activation of all the nanomachines in a
short time. In this situation, the bigger is the number of nanomachines deployed,
the sooner they activate. The reason is that while the activation threshold remains
fixed, the concentration of autoinducers will increase faster due to the bigger number
of nanomachines in the environment.
Regarding the validation of the post-Quorum part, the behavior programmed for after
the activation in each case is observed. Two applications have been developed:
• In the chemotaxis case, the post-Quorum behavior is the activation of the run-tumble
algorithm, in which the nanomachine uses its flagella to move towards a receiver.
Hence, a given number of nanomachines start their journey towards the receiver at
the same time, as it is shown in Figure 7.4.
Figure 7.4: Multiple nanomachines performing chemotaxis simultaneously.
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In the example shown, four different bacteria activate after performing Quorum Sens-
ing and start their erratic journey towards the same receiver. The distance of these
four bacteria to the receiver is represented, and it is considered that they have reached
their destination when the distance is lower to 50 micrometers (marked with a square).
The simulation tools needed to determine the path the flagellated bacteria are pre-
sented [8] and have been used with the permission of its author, L. Cobo.
The total time to destination varies from one to another bacterium. If we send a
given number of bacteria to the same receiver, the delay will be lower with a higher
probability for at least one of them. Therefore, the performance of this communication
can be improved.
• In the second case, nanomachines are programmed to perform drug release after
Quorum Sensing. To validate the post-Quorum behavior, the concentration of the
drug is calculated in a certain localized area. This calculation is shown in Figure 7.5,
where the concentration of the drug is represented as a function of time.
Figure 7.5: Drug concentration for different colony sizes.
For N = 1, N = 10 and N = 25, a negligible amount of the drug is released, since
the number of activated nanomachines is zero or close to zero. As seen in Figure
7.3, a quarter part of the nanomachines activate when N = 50. Due to that partial
activation, the level of the drug in the environment is still low. Finally, when 100
or more are deployed, the drug concentration reaches high levels due to the total
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activation. Then, we can conclude that the behavior is the expected in this case, since
we succeeded in releasing a high dose of a drug in a localized area by the activation
of several nanomachines by means of Quorum Sensing.
Delay
The purpose of this subsection is to study the delay of the activation of nanomachines when
deployed in an environment, forming a cluster. Is not the same study as the one made
in Section 5.2, since these nanomachines do not have reproduction capabilities. In this
scenario, the total number of nanomachines is deployed at once, instead of releasing only
one bacterium and letting it grow and divide until reaching the minimum population to
activate.
Here, we define “time elapsed” as the time that passes between the start of the simula-
tion and the moment in which the percentage of activation arrives to 100%. Whereas, the
“delay” is defined as the time elapsed between the moment the first nanomachine activates
and the moment in which the swarm reaches complete activation. In Figure 7.6, some delay
results as functions of the number of nanomachines deployed are depicted.
The concepts of “time elapsed” and “delay” only make sense when the group of nanoma-
chines reach the state of total activation, meaning that all the nanomachines activate in
the end. For small nanomachine populations, total activation is never achieved, which is
equivalent to saying that we will need an infinite time to reach quorum. That is why there
is a vertical asymptote in a value lower to the minimum number of nanomachines needed
to activate the colony.
Another interesting result is that the delay of the process decreases if the number of
nanomachines deployed is increased. The reason behind this behavior was pointed out in
the “validation” section: while the activation threshold remains fixed, the concentration of
autoinducers will increase faster due to the bigger number of nanomachines in the environ-
ment, thus surpassing the activation threshold in less time.
Nevertheless, there is a point after which the delay does not decrease anymore. This
is due to the relaxation time, presented and justified in Section 7.1, defined as the time
needed between two consecutive sensings to ensure the correct performance of Quorum
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Figure 7.6: Delay of the activation process for “Collective Activity Synchronization”
nanomachines.
Sensing. Taking into account that the relaxation time in the simulations is 2 seconds (see
Figure 7.6), it seems that:
• The lower limit for the total time elapsed is the double of the relaxation time, and it
is the optimum.
• In the case of the delay, the lower limit is the relaxation time, and it is also the
optimum.
On one hand, shortening the activation delay would mean a better synchronization
between all the nanomachines, and a faster actuation. On the other hand, there is the cost
of manufacturing and deploying these nanomachines. Then, a compromise between these
two factors must be reached, always taking into account the connection shown between
them in Figure 7.6.
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7.3 Collective Actuation after Localized Sensing
As explained in Section 6.4, nanomachines programmed for “collective activation after lo-
calized sensing” make use of Quorum Sensing to activate the group of nanomachines shortly
after one or several of them sense a certain concentration of a chemical. The target chemical
to sense does not have to be audoinducers, and marks the application of this configuration.
For instance, if the target chemical is related to emissions of cancer cells, the group can be
programmed to release a drug, thus resulting in a cancer killing system.
In this section, the algorithm used in the simulations, and the result of those simulations
will be presented.
7.3.1 Algorithm
The general algorithm for simulations involving “collective activation after localized sensing”
nanomachines is the same as in the case of “collective activity synchronization” nanoma-
chines, and it is presented in Section 7.2.1. Concretely, the flowchart for this general al-
gorithm is shown in Figure 7.1. Basically, the nanomachines are deployed in the target
environment and, at each time step, both diffusion and nanomachine routines are executed.
As expected, the algorithm or routine of the “collective activation after localized sens-
ing” nanomachines is slightly different from the algorithm of the other type of nanomachine
presented. In this case, the starting state is a dormant or inactive state in which the
nanomachine does not emit autoinducers, but senses the environment looking for the target
chemical, or autoinducers which indicate that the Quorum Sensing process has been started.
Once the nanomachine exits this dormant state, the behavior will be the same as in the
Quorum Sensing bacteria or as in the “collective activity synchronization” nanomachines.
This is, they sense the environment, check the next state and emit autoinducers in order
to reach quorum. Once Quorum Sensing is achieved, all the nanomachines activate their
post-Quorum behavior, which can be, as explained in Section 6.4, drug release in order to
kill a certain type cells.
The flowchart for this nanomachine algorithm is shown in Figure 7.7.
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Figure 7.7: Flowchart of the “Collective Actuation after Localized Sensing” algorithm.
7.3.2 Results
The simulations done served to validate the algorithm used and to verify that the control
unit of the nanomachines works as expected. The objective of this type of nanomachines was
to sense a certain chemical and react to that sensing. Concretely, the group of nanomachines
has to stay dormant, without emitting autoinducers, until one or several nanomachines sense
the target chemical. That will trigger, in the end, the activation of all the nanomachines
by means of Quorum Sensing.
To see the behavior of the group, a given number of nanomachines (N = 1000) is
deployed in the environment. At a certain time (t = 5s) the chemical to be sensed is
“spilled” in the same environment. The size, position and density of the “stain” will vary
from simulation to simulation to extract the desired results.
Validation
Various simulations have been run to see the behavior of the “collective activation after
localized sensing” nanomachines. Basically, the area where the chemical is located will be
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partially or completely covered by nanomachines, but the concentration of that chemical
in the stained area will change. If the concentration of the chemical is above a certain
predefined threshold, all the nanomachines should activate in the end, meaning that all
of them will reach the post-Quorum state. On the other hand, if the concentration of
the chemical is below the aforementioned threshold, the nanomachines should stay in the
dormant state.
The results shown in Figure 7.8 confirm that the nanomachines behave as expected.
Taking into account that the chemical is spilt at t = 5s, two cases are represented:
• Case A: the concentration of the target chemical does not surpass the minimum level
needed to alert the nanomachines. Hence, all of them stay in the dormant state and
obviously the percentage of active nanomachines remains at 0.
Figure 7.8: Evolution of the state of “Collective Actuation after Localized Sensing” nanoma-
chines.
• Case B: the concentration of the target chemical is above the minimum level needed
to alert the nanomachines. Starting at t = 5s, the nanomachines which sense that
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situation start emitting autoinducers. These autoinducers, in turn, diffuse in the
medium, alerting the surrounding nanomachines and triggering the release of more
autoinducers. At some point, all the nanomachines leave their dormant state, thus
starting Quorum Sensing. Later, they start activating their post-Quorum behavior
until reaching 100% of activation. All in all, the expected behavior of responding to
a localized sensing, is confirmed.
The expected behavior has been observed even in the most extreme case: when only
one nanomachine situated at the edge of the cluster senses the target chemical.
Delay
The delay in this case will be defined as the lapse of time between the first time that any
of the nanomachines senses the target chemical, and the global activation of the colony.
Theoretically, this delay depends on how fast the nanomachines exit the dormant state.
This is, if nanomachines cover all the area where the chemical is situated, many of them
will start emitting autoinducers at the same time. Also, the bigger is the contaminated
area, the more nanomachines will exit the dormant state, due to the sensing of the target
chemical.
Figure 7.9: Activation delay of “Collective Actuation after Localized Sensing” nanoma-
chines.
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Again, the number of nanomachines deployed is set to 1000. After having run several
simulations changing the number of nanomachines exposed to the chemical, some results
regarding the delay have been obtained and are shown in Figure 7.9.
In light of these results, we can conclude that the previous statement is true: the delay of
the process decreases when the number of nanomachines exposed to the chemical increases,
even though this decrease can be considered small. As a conclusion, the configuration
proposed for “collective activation after localized sensing” shows good delay results even if
the influence area of the chemical to sense is very small (e.g. radius of several micrometers).
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Chapter 8
Open Issues and Conclusions
8.1 Open Issues
Nanocommunications is a really novel field, but it is quickly attracting the attention of
scientists from diverse areas. Nevertheless, there is a lot of work to do and therefore many
challenges appear on the way.
A general model for molecular communication between devices at the nanoscale is
needed, as well as a study of the information theory aspects underlying in this communica-
tion, such as identification of the noise sources and the calculation of the channel capacity.
In [52], a model for emission, propagation and reception of particles is presented, and results
in terms of normalized gain and delay as a function of the transmission range are shown.
Once a general model is obtained, its application to create a general simulator is to
follow. The use of the simulator enables the testing of complex systems that involve molec-
ular communication. For instance, these insights could be applied to the phenomenon of
Quorum Sensing, in order to extract results from the communication perspective, instead
of the functional perspective.
The creation of novel testbeds in which the results of the simulations can be tested and
validated in vivo is the next step. Experiments involving biological aspects which we are
using to communicate entities at the nanoscale have to be realized, confirming theoretical
and simulation results. For instance, some biological data regarding Quorum Sensing can
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be studied in these testbeds, such as values for the different thresholds, rates of emission,
etc.
In this work, a general architecture of nanomachines which feature Quorum Sensing
has been presented in Section 6.1. More insight has to be obtained in order to know how to
physically implement the processing units and the automata that serve as control units of
these nanomachines (e.g. DNAzymes Finite State Automata [54]), as well as to know how
to internally communicate these devices with the secretors and actuators. Eventually, we
will be able to assemble nanomachines by means of a bio-hybrid approach. The testbeds
mentioned before should also enable the experimentation with these novel nanomachines to
validate the theoretical results.
Regarding Quorum Sensing, many biological aspects are still relatively unknown and
have to be studied in detail to fully understand this phenomenon, as it was pointed out in
Section 2.5. A detailed study of those aspects will enable the improvement of the existing
models, and the creation of a 3D simulator will help to obtain more reliable results.
8.2 Conclusions
Communication among devices in the nanoscale is needed in order to expand the possibilities
of single nanomachines, increasing the complexity and range of operation of the system.
Molecular communication is considered the most promising option for this matter.
Quorum Sensing is a natural phenomenon that uses molecular communication to coor-
dinate the action of a group of bacteria, depending on the population of that group. In this
work, this process has been studied and modeled in order to capture the course of action of
the bacteria that perform Quorum Sensing.
The model presented in Section 3.4 reproduces the behavior of an individual that pro-
duces, senses and emits molecules in order to reach Quorum Sensing. The use of automata
theory enables an easy, yet accurate, implementation in a simulator, from which some re-
sults are extracted in terms of validation of the model and delay of the process. They all
depend on the reproductive process of the bacteria.
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The automata model introduced in this work can be also used as the control unit of
a nanomachine, the general architecture of which is shown in Figure 6.1. Slight modifi-
cations of the original automata for bacteria lead to the creation of control units for two
types of nanomachines with different applications: “collective activity synchronization” and
“collective activation after localized sensing” nanomachines.
Collective activity synchronization nanomachines are proposed as a direct application
of Quorum Sensing for actions that require synchronization, whereas collective activation
after localized sensing nanomachines enable the synchronized actuation of a group of nan-
odevices only if one or several of the members of the group sense a certain chemical in the
environment. Both configurations have been simulated and validated with positive results
and interesting remarks that, for instance, will reduce considerably the delay of the process.
We conclude that Quorum Sensing is a valid technique that enables the coordination
or synchronization of a group of entities at the nanoscale by means of molecular communi-
cation, and that the application of this feature in nanomachines will be feasible in the near
future in light of the results shown throughout this thesis.
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Appendix A
Calculation of the Relaxation Time
In Section 7.1, the need for defining a relaxation time is discussed. Here, the full development
of the initial expression, and the explanation of the approximations used, can be found.
It is been said that the starting point is the Roberts Equation:
U(r, t) =
2Q
(4piDt)
3
2
e−
r2
4Dt (A.0.1)
This expression represents the density of particles at a distance r of a source of an
instantaneous emission (of Q mols), at a given time t since the emission. Assuming that
our bacteria/nanomachine is spherical, the same as its sensing area is, we can calculate the
amount of particles present in its space (of radius R), integrating:
QR(t) =
∫
r
∫
φ
∫
ϕ
U(r, t) r2sinφ drdθdφ (A.0.2)
The calculus of this integral is as follows:
QR(t) =
∫
r
∫
φ
∫
ϕ
U(r, t) r2sinφ drdθdφ =
∫ R
0
∫ pi
−pi
∫ pi
0
2Q
(4piDt)
3
2
e−
r2
4Dt r2sinφdrdφdϕ =
=
2Q
(4piDt)
3
2
∫ R
0
r2e−
r2
4Dtdr
∫ pi
−pi
dϕ
∫ pi
0
sinφdφ =
8Qpi
(4piDt)
3
2
∫ R
0
r2e−
r2
4Dtdr (A.0.3)
After this, we apply a change of coordinates, x =
r√
4Dt
, resulting in:
QR =
8Qpi
(4piDt)
3
2
∫ R√
4Dt
0
(4Dtx2)e−x
2
(
√
4Dtdx) =
8Qpi(4Dt)
3
2
(4piDt)
3
2
∫ R√
4Dt
0
x2e−x
2
dx =
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=
8Q√
pi
∫ R√
4Dt
0
x2e−x
2
dx (A.0.4)
Analytically, we know that:∫
x2e−x
2
=
1
4
[
√
pierf(x)− 2xe−x2 ]
So, we obtain, after applying to A.0.4:
QR =
8Qpi
(4piDt)
3
2
1
4
[
√
pierf(x)− 2xe−x2 ] (A.0.5)
It can be seen in Section A.0.5 that trying to isolate the parameter x, and consequently
t is almost impossible. To help with this step, Taylor series of erf(x) and e−x2 will be used:
erf(x) =
2√
pi
(x− x
3
3
+
x5
10
− . . .)
e−x
2
= 1− x2 + x
4
2!
− . . .
In both cases, if x 1 some terms can be neglected:
erf(x) ≈ 2√
pi
(x− x
3
3
)
e−x
2 ≈ 1− x2
So, applying both approximations in the solution of the integral, we obtain:
1
4
[
√
pierf(x)− 2xe−x2 ] ≈ 1
4
[
√
pi
2√
pi
(x− x
3
3
)− 2x(1− x2)] =
=
1
4
4
3
x3 =
x3
3
Finally, adding the last result to the expression A.0.5, and applying the Barrow’s Law:
QR =
8Q√
pi
∫ R√
4Dt
0
x2e−x
2
dx =
8Q√
pi
1
4
[
√
pierf(
R√
4Dt
)− 2 R√
4Dt
e−
R2
4Dt ] ≈
≈ 8Q
3
√
pi
R3
(4Dt)3/2
(A.0.6)
Now, we define the attenuation desired as: p = QQR . Then, we can isolate “t” in the equation
A.0.6 as the minimum relaxation time needed so a bacteria will sense only one small part
of its own emitted particles.
tMIN ≈ (8pip3 )
2
3
R2
4piD
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Error Evaluation
Remember that the assumption made is that x 1. Using the “t” calculated:
x′ =
R√
4Dt′
=
R√
4D(8pip3 )
2
3
R2
4piD
=
√
pi
3
√
8pip
3
The higher we choose “p”, the better the condition will be met, and the better ap-
proximation of “t” will be taken. In case p is low, “t” should be taken one or two orders
of magnitude higher. Anyway, it is known that this expression is an approximation, so it
would be advisable to use a value slightly higher than tMIN .
p x′ 14 [
√
pierf(x′)− 2x′e−x′2 ] x′33 Error
2 0.6927 0.0837 0.1108 32.37%
10 0.4051 0.0201 0.0222 10.44%
50 0.2369 4.2849e-3 4.4311e-3 3.42%
100 0.1880 2.1691e-3 2.2216e-3 2.42%
1000 0.0873 2.2055e-4 2.2156e-4 0.45%
Table A.1: Errors of the approximation for the calculation of tMIN , as a function of p.
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