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Resumo
No mundo conectado atual, Recuperação de Informação (IR) tem se tornado um campo
de pesquisa de crescente interesse, sendo um problema presente em muitas aplicações mo-
dernas. Dentre os muitos desafios no desenvolvimento the sistemas de IR está uma correta
avaliação de performance desses sistemas. Avaliação offline, entretanto, se limita na maio-
ria dos casos ao benchamark e comparação de performance entre diferentes sistemas. Esse
fato levou ao surgimento do problema denomidado Predição de Performance de Consulta
(QPP), cujo objetivo é estimar, em tempo de consulta, a qualidade dos resultados obti-
dos. Nos últimos anos, QPP recebeu grande atenção na literatura, sobretudo no contexto
de busca textual. Ainda assim, QPP também tem suas limitações, principalmente por
ser uma maneira indireta de estimar a performance de sistemas de IR. Nessa tese, inves-
tigamos formular o problema de QPP como um problema de predição de relevância: a
tarefa de predizer, para um determinado top-k , quais resultados de uma consulta são de
fato relevantes para ela, de acordo com uma referência de relevância existente. Apesar
de notavelmente desafiador, predição de relevância é não só uma maneira mais natural de
estimar performance, como também com diversas aplicações. Nessa tese, apresentamos
três famílias de métodos de predição de relevância: estatísticos, aprendizado, e rotulação
sequencial. Todos os métodos nessas famílias tiveram sua efetividade avaliada em diver-
sos experimentos em recuperação de imagens por conteúdo, cobrindo uma vasta gama
de conjuntos de dados de grande-escala, assim como diferentes configurações de recupe-
ração. Mostramos que é possível gerar predições de relevância precisas, para grandes
valores de k, não só connhecendo pouco do sistema de IR analisado, como também de
forma eficiente o bastante para ser aplicável em tempo de consulta. Finalizamos esta tese
discutindo alguns caminhos possíveis para melhorar os resultados obtidos, assim como
trabalhos futuros nesse campo de pesquisa.
Abstract
In today’s connected world, Information Retrieval (IR) has become one of the most ubiq-
uitous problems, being part of many modern applications. Among all challenges in de-
signing IR systems, how to evaluate their performance is ever-present. Offline evaluation,
however, is mostly limited to benchmarking and comparison of different systems, which
has pushed a growing interest in predicting, at query time, the performance of an IR
system. Query Performance Prediction (QPP) is the name given to the problem of esti-
mating the quality of results retrieved by an IR system in response to a query. In the past
few years, this problem received much attention, especially by the text retrieval commu-
nity. Yet, QPP is still limited as only an indirect way of estimating the performance of
IR systems. In this thesis, we investigate formulating the QPP problem as a relevance
prediction one: the task of predicting, for a specific top-k , which results of a query are
relevant to it, according to some existing relevance reference. Though remarkably chal-
lenging, relevance prediction is not only a more natural way of predicting performance but
also one with significantly more applications. In this thesis, we present three families of
relevance prediction approaches: statistical, learning, and sequence labeling. All methods
within those families are evaluated concerning their effectiveness in several content-based
image retrieval experiments, covering several large-scale datasets and retrieval settings.
The experiments in this thesis show that it is feasible to perform relevance prediction for
k values as large as 30, with minimal information about the underlying IR system, and
efficiently enough to be performed at query time. This thesis is concluded by offering
some potential paths for improving the current results, as well as future research in this
particular field.
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In today’s connected landscape, Information Retrieval (IR) has become one of comput-
ing’s most prominent and significant problems. Content-based image retrieval [55, 62],
recommendation systems [2, 12], event modeling and understanding [11, 89], among oth-
ers, are all examples of contemporary problems that have IR at their foundation. As the
volume and complexity of data increases, designing IR solutions that can tackle multiple
scenarios, with effectiveness and efficiency, is of great importance. Development of the
IR field led to the introduction of several mechanisms to improve understanding, repre-
sentation, and comparison of different types of data, which in turn contributed to the
improvement of other analogous problems, such as classification [14, 35, 117]. It also
brought to light other challenges in data knowledge, such as identifying and understand-
ing failures in IR systems [17]. This particular problem is a cornerstone of this thesis,
which we shall further present next.
From the retrieval model employed, going through the (dis)similarity metric used,
the representation of the semantic information of an object, to tackling the semantic-gap
problem — mismatch between the user’s expectations and the object’s representation
power —, every step in the design of IR systems needs to be appropriately thought of
before implementation. Once the building blocks of an IR system are in place, determining
its effectiveness is a problem of no less difficulty. First, it requires a model to assess the
relevance between different digital objects, which is a challenge in itself. While there is
still much discussion about defining the concept of relevance, and how to model it in a
proper way for IR evaluation and other purposes [13, 21, 40, 91, 92], a few models have
been used in the development of retrieval systems [8]. The widely employed system view
simplifies relevance as labels identifying if two pieces of information are connected or
similar to each other. Relevance labels are commonly used in conjunction with evaluation
measures to quantify the performance of an IR system.
Offline evaluation of retrieval systems is limited in application mostly as a bench-
marking tool to validate and compare different IR models. When dealing with never seen
before information, it is difficult to guarantee the system will meet expectations. It is
common that the performance of an IR model degrades when responding to an user’s
query [17], and understanding why became of special interest for the IR community.
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The Reliable Access Information Workshop (RIA) [36] for instance, focused on under-
standing the failures of retrieval systems by investigating their variability. Interest in
comprehending and predicting failures in retrieval systems led to the development of a
new research field named Query Performance Prediction (QPP) or Query Difficulty Es-
timation (QDE) [17, 24]. Since then, several approaches have been proposed for dealing
with QPP, mostly within text retrieval [5–7, 20, 24–26, 28, 37, 37, 42, 47, 48, 84, 85, 97–
99, 112, 122, 123, 125, 126, 129, 130]. More recently, QPP/QDE has expanded to other
domains, most notably Image Retrieval (CBIR) [42, 66, 101, 107, 108, 118]. Figure 1.1
illustrates the overall idea of a post-retrieval QPP system.
Figure 1.1: A post-retrieval query performance prediction (QPP ) system. A query q is
processed by a retrieval system R, which operates over collection C, resulting in rank R.
Then, the query prediction system processes the rank, producing some output answer,
which might be qualitative or quantitative.
Among most QPP/QDE works, the common point is that they indirectly predict the
performance of an IR system, by measuring some estimate quality, as it is the case with the
staple clarity score, proposed by Cronen-Townsend et al. [24]. In general, QPP approaches
focus on text retrieval tasks, with their own set of assumptions about the corpus and
query, and thus are hard to apply on more generalized retrieval models. Furthermore,
most prediction measures are obtained with no supervision. In the text retrieval context,
which has a solid sense of what is relevant and what is not, this might not be an issue.
However, in more general retrieval contexts, such that result quality is strongly connected
to the task being solved, changing the reference for quality might completely change the
effectiveness of non-supervised performance prediction. Raiber and Kurland [78] touched
on this last aspect by arguing that effective unsupervised performance prediction implied
knowledge about performing retrieval effectively. Those arguments are the main reasoning
behind our choice for supervised prediction techniques in this work.
The foundation of this thesis is that: if a reference of relevance exists, it is possible
to learn from features of ranked results, a model that tells apart what is relevant from
what is not. Once the model is learned, results from new queries can be categorized in
relevant or non-relevant according to it. Therefore, this approach assumes two underlying
components: the retrieval system and the model of relevance used as a reference. This
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problem is also distinguished from the learning-to-rank problem, in which a relevance
reference is used to learn how a model rank results, thus being essentially pre-retrieval.
Relevance prediction, on the other hand, learns from an already established IR model
how to classify which results in a rank are relevant, and which are not. A few works
have explored relevance prediction for QPP [6, 42, 66], but most within more constrained
scenarios of textual queries and retrieval. While the experiments performed within this
thesis focus on Content-based Image Retrieval, our methods are not restricted to this
scenario. The few assumptions required are: (1) a retrieval system that results in ranked
objects with scores in response to a query (ad-hoc retrieval), and (2) some knowledge
about top-ranked results for objects within the searched collection. Section 1.2 covers the
assumptions of this thesis in more details. The overall idea is illustrated by Figure 1.2
Figure 1.2: A post-retrieval relevance prediction (RP ) system. A query q is processed by
a retrieval system R, which operates over collection C, resulting in rank R. The relevance
prediction system processes the rank, producing a list of relevance labels for the top-k
elements of the rank.
This relevance-based approach to the problem of query performance prediction has
numerous advantages: first, predicted relevance assessments are a much more intuitive
proxy to estimating the effectiveness of some query as a whole, much closer to the way a
user evaluates a system when inspecting the response of a query. When tasked with eval-
uating retrieval effectiveness, it is unlikely that a user will measure it by some continuous
measure. Instead, he or she might fit the resulting rank into discrete categories, such as
good, average, or bad. It is also likely that the user will point out which ranked results
are good and which are bad. This last scenario is essentially what a rank -k relevance
prediction system is tasked with: pointing the relevant and non-relevant results within
the top positions of the rank.
Moreover, relevance prediction has also a broader range of applications than regu-
lar query performance prediction. Predicted labels can be used as a pseudo-relevance
feedback mechanism to select the best-ranked results for query expansion. On a rank
aggregation setting, positive and negative labeled results can be given different weights
when aggregating. Similarly, ranked lists can be prioritized for aggregation based on the
number of results predicted as relevant. On lists of considerable size, accurately detecting
candidates with high relevance probability is a possible approach for summarizing the list.
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Although we do not explore those applications in-depth, we do perform a few experiments
in some of them to show the potential of our relevance prediction methodologies.
Several approaches to perform relevance prediction are explored in this work, focusing
on efficiency, such that all methods can be easily deployed at query time. Our first method
relies upon extreme value theory [45] to model the distribution of non-relevant scores in
a rank. Predicting relevant objects consists of finding outlier scores to the distribution
model employed. Another group of methods explore features computed from relationships
between scores and ranked objects, coupled with standard classification methods. Score-
based features are computed directly from operations over sequences of scores, for instance,
differences or frequency transforms. Context-based features take advantage of information
from the neighborhood of ranked objects to devise new ways to describe relevant and non-
relevant objects. Furthermore, three main classification approaches were explored: single,
positional, and block classifier. Finally, our last results investigate sequence labeling for
relevance prediction. Sequence labeling is the problem of assigning labels to a sequence
of objects. Often supervised, sequence labeling approaches learn patterns not only from
sequences of objects, but also from sequences of labels seen during training. Sequence
labeling has been widely explored in Natural Language Processing contexts, but as far as
we are aware, it has not been used within Information Retrieval.
In the remainder of this chapter, we detail the general objective and assumptions be-
hind the conception of this thesis. Moreover, we also present some key challenges faced
throughout our research and why they are crucial in the context of relevance prediction.
Tackling such challenges was the foundation over which our contributions, discussed fur-
ther along in this work, were built. Finally, we close the chapter by presenting an outline
of the contents in each chapter of this thesis.
1.2 Thesis Objective & Challenges
In this thesis, we formulate the query performance prediction (QPP) problem as a rele-
vance prediction problem. Previously, we discussed the importance of QPP for information
retrieval, along with the limitations of its standard formulation. Relevance prediction was
posed as an alternative way to look at QPP, more related to the way a human user judges
the quality of a response for a retrieval task, and with broader applications. In general
terms, a relevance predictor aims to predict, for a given query, which of the top-k ranked
results are relevant and which are not relevant for the query. This definition is further
formalized in Section 2.3. With those considerations, the main goal of this thesis can be
stated as:
Objective Designing and developing supervised post-retrieval relevance prediction method-
ologies, that yield effective and efficient prediction and are suitable to generalize to any
vector-model retrieval system.
Although we try to keep our scope as open as possible, we still require a few assump-
tions about the underlying retrieval task for our proposed relevance prediction solutions.
First, as our thesis goal states, our approaches are validated in a vectorial model of re-
trieval, and for an ad-hoc retrieval task. In this model, digital objects are represented
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as vectors in a d-dimensional space, and retrieval posed as a similarity-search problem.
Furthermore, an ad-hoc retrieval task assumes the user’s information need is represented
as a query for which retrieval produces a ranked list of response objects. In addition
to the ranked list of objects, another assumption is the existence of a list of similarity
scores used to rank the results, by decreasing similarity. Moreover, we assume knowing
the relevance of the top-ranked objects for some queries, which is used as annotation for
the proposed methods. Finally, we consider a binary model of relevance, with transitivity
between relevance labels (this model is detailed in Section 2.3).
Considering these assumptions in conjunction with the objective mentioned above,
this is a very challenging problem with no straightforward solution. We list a few crucial
challenges below.
• Post retrieval: can we learn the relevance prediction model without knowing the
underlying retrieval system, using only the output of its queries?
• Generalization: are methods based on ranked lists and scores generalizable to
retrieval tasks of different nature? How does replacing components used in the
design of the retrieval system, such as representation or comparison metric, impact
the effectiveness of some proposed approach?
• Limited training data: usually, limited labeled data is available in the evaluation
of information retrieval systems. Can effective prediction models be estimated when
only a few labeled queries are available for supervision?
• Efficiency constraint: is the relevance prediction method efficient enough to be
feasible to deploy at query time? How does increasing the number of objects con-
sidered for prediction impacts overall prediction time?
• Accuracy: are the predicted labels accurate? Can we improve ranks using those
predicted labels?
This list of challenges, of course, is not exhaustive. However, those points were funda-
mental in guiding the development and experimental evaluation of the methods proposed
within this thesis.
1.3 Contributions
Being a relatively unexplored problem within Information Retrieval, relevance prediction
is ripe with important contributions to the field. Next, we outline the main contributions
of this thesis:
• Unicamp buildings dataset: as part of this thesis, inspired by the likes of Ox-
ford [75] and Paris [76] datasets, a new buildings datasets was built with buildings
from University of Campinas (Unicamp). Though it focuses on the same building
recognition task as the two datasets above, Unicamp dataset has a few key differ-
ences. First, all pictures are of high quality and have been personally taken, unlike
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pictures from Oxford and Paris datasets, which were taken from Flickr. Further-
more, the amount of categories at 72 greatly surpasses the 11 categories of Oxford
and 12 of Paris. Finally, on Unicamp’s dataset, different views of the same building
are present and separated in different categories, plus there are indoors categories
as well.
• Statistical relevance prediction: our first set of contributions is in the form of
a statistical framework based on Extreme Value Theory to predict the relevance of
ranked results. Two methods are proposed using this framework, both based on the
same idea of modeling the distribution of non-relevant object’s scores, expected to
be at the tail of the rank, as an extreme value distribution. Then, top-k results are
tested for relevance using a quantile test to detect outliers from the tail distribution.
This contribution was published in Elsevier’s Journal of Visual Communication and
Image Representation (JVCI) [69].
• Learning for relevance prediction: we introduce a framework that employs su-
pervised classification for relevance prediction. Three complementary classification
approaches are proposed for this framework: positional classifiers, single classifier,
and block classifiers.
• Score-based features for relevance prediction: alongside our learning-based
framework, we propose a set of features computed from ranked scores, which are
used to classify ranked results in relevant or non-relevant objects. The main ad-
vantage of such features is their relative simplicity and low computation footprint,
requiring only a sequence of ranked scores to be computed. Moreover, all features
can be quickly computed at query time. This contribution, alongside the positional
learning framework from relevance prediction, was presented at the IEEE Interna-
tional Conference on Acoustics, Speech and Signal Processing (ICASSP) 2019 [70].
• Context-based features for relevance prediction: another set of features
employ contextual information in ranks to classify the relevance of ranked results.
Contextual information has been successfully employed before on several problems
related to information retrieval, such as re-ranking and rank aggregation. Here, we
synthesize this information into fast-to-compute features, which are used in con-
junction with our classification models of relevance prediction.
• Sequence Labeling for relevance prediction: sequence labeling is the problem
of learning, for an input sequence, an output sequence of labels. It is commonly ap-
plied to problems in which the input has a naturally sequential form, such as natural
language processing problems. The rank -k relevance prediction problem can also
be seen as a sequence labeling problem, as it requires labeling sequences of ranked
results. Thus, we propose to explore some standard formulations within sequence
labeling to perform rank -k relevance prediction. This contribution, alongside the
context-based features, has been submitted to the IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP) 2020.
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The contents of this thesis have resulted in three publications. The first, covering
statistical relevance
The challenges, as mentioned earlier, were vital in guiding the development of this
thesis. Our main contributions have been proposed to address those challenges head-on.
1.4 Organization
This thesis is organized in 11, summarized next:
• Chapter 2 – Related Concepts: this chapter presents a formalization of some
essential concepts required for understanding relevance prediction, as well as an
in-depth description of the problem itself.
• Chapter 3 – Related Work: this chapter covers the literature in research fields
closely related to relevance prediction, for instance, query performance prediction
and pseudo relevance feedback.
• Chapter 4 – Statistical Relevance Prediction: this chapter covers two statis-
tical approaches for rank -k relevance prediction.
• Chapter 5 – Learning for Relevance Prediction: this chapter details our
classification-based framework for tackling relevance prediction. Score-based and
Context-based descriptors are covered, along with relevance classification strategies.
• Chapter 6 – Sequential Relevance Prediction: this chapter details our formu-
lation of relevance prediction as a sequence label problem.
• Chapter 7 – Experimental Setup: this chapter describes our experimental setup,
which includes retrieval implementation, datasets involved in the evaluation, and
evaluation metrics.
• Chapter 8 – Statistical Relevance Prediction Results: this chapter presents
and discusses the results of statistical approaches for rank -k relevance prediction
• Chapter 9 – Learning for Relevance Prediction Results: this chapter
presents and discusses the results of learning-based approaches for rank -k relevance
prediction
• Chapter 10 – Sequence Labeling for Relevance Prediction Results: this
chapter presents and discusses the results of sequence labeling methods employed
for rank -k relevance prediction
• Chapter 11 – Conclusions: this chapter concludes the thesis, discussing the
general contributions and findings of this work, and outlining potential future work




This chapter introduces some concepts required to understand the problem of rank -k
relevance prediction. We start by quickly introducing information retrieval (IR), and
presenting the popular vectorial model used to implement IR systems. Although our work
is applied within the IR context, it is in its essence a supervised classification problem,
which we detail in this chapter. Further along, a definition of rank -k relevance prediction
is introduced, alongside the relevance model employed throughout this thesis.
2.1 Information Retrieval and the Vectorial Model
Satisfying the information need of a user is the main task of Information Retrieval (IR)
systems. There is a clear distinction between the data retrieval task and information
retrieval task [8]. The former aims at retrieving specific pieces of data, according to
the rules in a well-formed query, for instance, searching for documents that contain the
word House, or retrieving an image labeled in a certain way. Information retrieval is
a significantly more laborious task because defining which piece of data does and do
not satisfy some information need is based on representations of this data’s semantics.
Moreover, the diffusion of web-based applications and systems, in conjunction with the
growing complexity of data and search tasks, resulted in this already difficult problem
becoming remarkably challenging. However, it also prompted IR to turn into one of the
most prominent and ubiquitous problems in today’s connected world. This section focuses
on introducing and formally defining the popular vectorial IR model, commonly employed
to retrieve complex data. In Section 2.3, we discuss the concept of relevance, which is
closely linked to the problem of defining the data that satisfies some information need.
There are several established models for Information Retrieval, usually divided in
categories such as algebraic, probabilistic, or set-theoretic [8]. The vector space model and
its extensions are prominent algebraic models, usually employed for retrieving complex
digital objects such as images or videos. In those models, digital objects are represented
as vectors, and Information Retrieval posed as a similarity-search problem. On metric
spaces, k-nearest neighbors search is the optimization problem of finding the k most similar
points to a probe point q. Using this model for retrieval is based on the idea that, given a
vectorial representation that captures the information that we wish to compare between
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digital objects, measuring the similarity between representations is a proxy to measuring
the similarity between information itself. In practice, however, this idea presents many
challenges. In particular, representing high-level information as a low-level feature vector
— the semantic gap — is one of the most meaningful. Nonetheless, several frameworks
have been proposed that implement this idea of retrieval sufficiently well. We shall base
our work on the assumption that existing vectorial models work reasonably well for the
retrieval tasks posed herein.
With that foundation set, we define a simplified vector space model for retrieval, with
which we rank objects using similarity-search. Our definitions follow a similar standard
as the one by set Dourado et al [29], with a few modifications. Let C = {o1, o2, ..., on} be
a collection of digital objects (e.g., images, videos, multimodal, etc.) with size |C| = n.
A descriptor D is used to characterize the semantic information of objects from C. The
information described depends on the task of the information retrieval system, and some
examples are the color of an image, local structures within an image, or frequency of
words in a text. Descriptor D assigns to some object o ∈ C a feature ε(o), in the form
of a data structure such as a vector, an array, or a graph, used to represent the semantic
information described. A comparator S is used to compare two objects, and is applied
over the tuple (ε(oi), ε(oj)), yielding a score s ∈ R+0 . Score s can be either a similarity
(e.g., cosine similarity, Jaccard index) or distance (e.g., Euclidean distance, Hamming
distance), with special standardization procedures to convert between both.
Let qi be a digital object of the same nature as the objects in collection C. In Ad-hoc
retrieval [8, 29], the user’s information need is represented by object qi. Given an Ad-hoc
retrieval system R, operating over collection C, a search tasks the system with retrieving
objects from C expected to be relevant to qi. In this context, searching for query produces
a Rank, which we define as:
Definition 1 (Rank) A rank is the response of an Ad-Hoc retrieval system in the form
of a tuple (c, s), such that c is a sequence of object identifiers and s a sequence of scores.
For query qi, we refer to its rank as Ri = (ci, si), with ci = (ci,1, ci,2, ..., ci,L) being
the identifiers, si = (si,1, si,2, ..., si,L) being the scores, and L denoting the size of rank
Ri, and usually L  n. Each identifier ci,j ∈ ci maps to a unique object op ∈ C,
and, for brevity, we shall refer to ci,j as an object, referring to the object it maps to.
Furthermore, si,j = S(ε(qi), ε(ci,j)), or the value of comparator S applied to tuple formed
by the representations obtained when describing qi and ci,j, respectively, using D. Score
values denote the similarity between qi and the objects in ci, and vector si is ordered such
that, ∀j ∈ {x ∈ N|1 < x < L− 1}, object ci,j is more similar to qi than object ci,j+1. The
ordering depends on comparator S generating a similarity or distance measure.
2.2 Supervised Learning
One of the main assumptions underlying our work is the presence of some supervision
when performing relevance prediction. Supervision suggests the presence of training data:
labeled instances, which are used to learn a model. These characterize the problem of
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supervised learning, the task of learning from a set of sample input-label pairs a function
that maps unseen inputs to a label from a finite set [60].
Formally, let X = {x1,x2, ...,xn} be a set of input instances and Y = {y1, y2, ..., yn}
a set of output labels. Let there be a larger input space X , such that the set of input
instances X is a subset of it. Input space X can be, for instance, Rm, such that any
member of X is an m-size vector. Similarly, the output space Y is a subset of a larger
output space Y . For example, Y can be the set {0, 1}, and thus each output in Y is either
0 or 1.
Output space Y = {1, 2, ...,M} , M ∈ N configures a classification problem with
M -classes. Suppose there is an unknown mapping function h, such that:
h : X 7→ Y (2.1)
that is, h maps input instances to output labels. Given a training set T = {(xi, yi)}ni=1,
the objective of supervised classification is to learn an estimation ĥ of function h from
the pairs in T , which can be used to predict label ŷ = ĥ(x) for an unseen input instance
x.
2.3 Relevance Prediction
The concept of relevance is pivotal to the development and evaluation of retrieval systems.
Extensive research has been done to find a consensus on the definition of relevance, with
several models being proposed [13, 40, 91, 92]. In some broad sense, a relevance model
tries to capture some similarity or correspondence between different digital objects such
that the information represented by one satisfies the information need posed by the other.
Although one can argue that some of the more modern models [40] better capture what
relevance means, we opt to explore the concept from two widely diffused models of rele-
vance [13]: the user view and the system view. In general terms, the user view is related
to the subjective way users judge one piece of information as being similar or connected
to another. This view is influenced by cognitive and affective processes the user is subject
to, making it sensitive to changes, for instance, in knowledge, task, or emotions the user
undergoes through life. In practical terms, although evaluating IR systems by user view
of relevance is possible, it is hardly feasible for most tasks. For that effect, the system
view of relevance is widely used. This view captures the similarity between objects objec-
tively and is usually represented as a quantitative measure. Usually, a relevance assessor
assigns, for pairs of objects within a collection, a quantitative measure, which describes
the similarity between the pair. While some tasks may allow for a completely neutral,
objective assessment of relevance (for instance, a document is relevant to a query if it
contains all its terms), other tasks might be more nebulous to judge. It is not uncommon
that the assessor is also human; thus, the system view is also affected by changes in his
or her cognitive and emotional processes. To benchmark or evaluate, however, it suffices
that a relevance assessment is available, regardless of the nature of the assessor.
Assume we are interested in predicting relevance for an ad-hoc retrieval system tasked
with fetching digital objects from a collection C, given query qi. Recall from Definition 1
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that, in this context, the output of the the retrieval system for query qi is a rank Ri =
(ci, si) with size L. It is also assumed that, for this task, a relevance assessor exists:
Definition 2 (Relevance Assessor) A relevance assessor is an unknown function δ :
C? × C? 7→ S, with S being a set of possible relevance labels.
set C? being the superset of digital objects that collection C belongs to, and used to
represent all possible objects of the same nature as the ones in C. For oi, oj ∈ C?,
relevance label y = δ(oi, oj) ∈ S is a value that denotes the similarity/correspondence
between oi and oj, with S = {0, 1} or S = {0, 1, ...,M} , M ∈ N being two common
scenarios.
Under this premise, relevance prediction is defined below
Definition 3 (Rank-k Relevance Prediction) For some k  L, rank -k relevance





2 , ..., ŷ
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k ), such that ŷ
(i)
j = δ̂(qi, ci,j), with ci,j ∈ ci, j ≤ k, and δ̂ is an estimation
of relevance assessor δ.
Being posed as a supervised learning problem, we assume to know the output of
function δ for some pairs op, oq ∈ C. For consistency with Definition 3, we constrain
this knowledge to be limited to a training query set Q ∈ C, such that, for qp ∈ Q, we
know rank Rp and the sequence of relevance labels y(p). Estimated relevance assessor δ̂
is learned from instances in Q and used to predict the relevance of ranked objects from
unseen queries.
Several models can be used to implement relevance assessor δ, which may vary on
characteristics such as possible relevance values, or transitive behavior between different
objects. For instance, one model may consider binary labels, such that object oi is either
relevant or non-relevant to object oj, while another model quantifies relevance on several
levels. A model might be non-transitive, so object oi being relevant to oj, and oj being
relevant to ol does not necessarily means that oi is relevant to ol. With that in mind, we
present the assumptions considered for relevance assessor δ we wish to predict the output
of:
• Binary: the image of function δ is the set S = {0, 1}, and:
δ(oi, oj) =
{




δ(oi, oi) = 1 (2.3)
• Symmetry:
δ(oi, oj) = δ(oj, oi) (2.4)
• Transitivity:
if δ(oi, oj) = 1 and δ(oj, ol) = 1, then δ(oi, ol) = 1 (2.5)
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This relevance model offers an interesting property that we explore in some of our
prediction methodologies. According to relevance assessor δ, objects in collection C can
be divided in groups according to the relevance. All objects within a group are relevant
to each other, and groups are disjoint, a property guaranteed by the transitive nature of





While Query Performance Prediction (QPP) is a problem within IR system design that has
been thoroughly researched, our formulation for QPP as a rank -k Relevance Prediction
problem is somewhat novel. While few works in the literature utilize relevance inference [5,
7, 42] as a proxy to predict performance, none designs their solutions by using a QPP
model that aims for a map between ranks and sequences of relevance. Besides QPP,
other problems within IR are related to relevance prediction. Relevance feedback [90,
128] adds user interaction to retrieval systems by allowing them to label results they
identify as relevant, re-processing queries with this added information. Pseudo relevance
feedback [16, 119] mimics this process, but with automatically labeled instances instead.
Looking into our model for rank -k relevance prediction, we notice a striking paral-
lel to a type of problem named sequence labeling or sequence tagging [118]. In general
terms, sequence labeling is concerned with classifying sequential information, such that
the output is a vector of classifications. For that, it takes into account not only per
term characteristics but also dependencies among neighbor labels. Sequence labeling has
many applications, especially in Natural Language Processing tasks, such as named entity
recognition [63, 82] and Shallow Parsing [96].
In the following sections, we delve deeper into the topics above, presenting and dis-
cussing a few import works in those research subjects.
3.1 Query Performance Prediction
The problem of online estimation of a query’s quality arose from a need to understand
better what causes a retrieval system to fail. Query Difficulty Estimation [24], the first
name given to this problem, directly alludes to this issue: the task of estimating how
difficult a query is by leveraging its intrinsic properties, as well as its relation to the
collection and the structure of its results. Later this problem evolved to the more general
task of predicting the performance of a query, which is the Query Performance Prediction
(QPP) problem. QPP approaches are split into two families: pre-retrieval and post-
retrieval. The former uses information about the query itself to estimate how well it
performed. The latter, on the other hand, usually employs relationships between the
query, its response, and the whole collection, to assess the quality of the results. In this
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section, we detail many of the approaches in the QPP literature, focusing on the more
popular post-retrieval approaches, as the methods in this thesis fit in this category.
3.1.1 QPP in Text Retrieval
Post-Retrieval
Possibly the first to effectively use the expression Query Difficulty Estimation, the work
of Cronen-Townsend et al. [24] introduced the clarity score measure of rank quality, for
text retrieval tasks. It is based upon the principle that, in text retrieval tasks, the less
ambiguous (hence naming it clarity) the query terms are concerning the collection terms,
the easier it is to correctly rank results. The clarity score is measured as the coherence of
results within a rank since high coherence means mostly related topics, and low coherence,
a mix of topics. Coherence is measured by comparing a query language model with the
collection language model. The authors employ a unigram distribution, or bag-of-words
model, for the query and document language models [15]. Clarity is then computed as the
Kullback-Leibler divergence [23] between models. The authors show, with experiments in
different TREC [113] tasks, that the clarity score positively correlates with the average
precision, hence being suitable for QPP.
Aslam et al. [5] introduced a unified model for (1) rank aggregation, (2) pooling of
relevant documents, and (3) evaluating IR systems with minimal information. Their
model employs the Hedge algorithm [31] for online learning. The Hedge algorithm is a
fusion approach that iteratively selects allocation of resources among a set of options, in
such a way to minimize the loss of the final allocation. The loss for the next allocation
is updated in a multiplicative updated policy based on the loss for the current iteration.
In the context of their model, Aslam et al. define different rankers as the options of
allocation, while the allocation is the importance given to each one. The importance is
found by employing a loss function, computed as the amount that a given ranked document
contributes to the total precision (sum of precision at different levels of the rank) of the
ranker. Updating the loss function requires intervention to select each round’s documents
thought to maximize the loss if it were non-relevant. The authors show that aggregation
compares positively to baselines, such as Condorcet and combMNZ methods [8]. The
authors also show that the pool of relevant documents chosen by their model is a proper
inference of retrieval performance, although it is unclear how much user intervention and
labeled examples are required for that.
Yom-Tov et al. [122] proposed a simple query difficulty estimation approach by learn-
ing the relationship between query results and the results of sub-queries using machine
learning approaches. A query is split into terms, excluding stop-words, and a sub-query
is a new query performed with one of those terms. For their first estimator, queries and
sub-queries are limited at N words, and a histogram H = (h1, h2, ..., hN), such that hi
is the number of sub-queries which overlap with the query in i terms. The authors then
convert this histogram to a histogram of log-document frequencies and add two other
features: the score of the highest-ranked result and the number of query terms. Query
difficulty is then obtained by multiplying the concatenated feature vector with a linear
weights vector. The second estimator proposed uses a random forest scheme. For a single
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tree, each node represents a sub-query, and each sub-query is ordered according to how it
contributes to an increase in document frequency. Each node has a weight vector (found in
the same manner as their first estimator), a threshold, and a score. The tree is traversed
until a terminal node is found, and the difficulty estimation is the score at that node.
Evaluation of the estimators was performed in the TREC-8 and WTG10 collections [113].
Training with 200 TREC topics, their estimators are capable of accurately estimating the
performance of queries, with results correlated to the real performance of queries. The
authors also show several applications of their estimators in improving retrieval systems.
Aslam [7] was perhaps the first work to propose tackling the performance prediction
problem in text retrieval tasks as a relevance prediction problem. In another work, Aslam
et al. [6] proposed using a statistical method for estimating retrieval measures over query
sets, given an incomplete set of relevance judgments. The authors argue that if a random
variable for the retrieval measure (such as AP or Pk) and its associated probability
distribution are found, one can estimate the measure as proportional to the expectation
of the random variable. To estimate the probability distribution, the authors employ a
sampling approach, using incomplete relevance judgments. In his other work, Aslam [7]
extended the rationale to use the estimated retrieval measure to produce an estimation
of which documents are relevant. As with other related works, both [6, 7] were evaluated
on TREC datasets.
Zhou and Croft [129] proposed using ranking robustness to predict the effectiveness
of a retrieval system. Rank robustness has been proposed in noisy retrieval to measure
how stable an IR system when noise is added to the retrieval process. In noisy retrieval,
rank robustness is measured by comparing the ranks retrieved by a clean process and its
noisy counterpart. To generate the noisy counterpart of a retrieval system in traditional
ad-hoc retrieval, the authors propose to perform a sampling of collection C, generating the
corrupted collection C ′, perform queries in both, generating ranked lists, and comparing
them for the robustness measure. Experiments were performed in TREC collection, by
measuring the correlation of rank robustness with the average precision, in addition to
combining rank robustness with the clarity score.
Geometrical properties of the retrieved document set have been explored by Vinay
et al [112] in their four proposed measures of performance estimation. The clustering
tendency measures use the hypothesis that relevant documents are all similar and tend
to form clusters in the response set for a particular query. Conversely, if no clusters are
observed, then it is expected that the query performed poorly. The authors employ the
Cox-Lewis statistic to measure cluster tendency. Their second estimator computes the
robustness to document perturbations. Suppose a query results in a set of N response
items. A matrix of pairwise similarities is created for all objects in the set of response
items. Noise is added to the ranked objects, and the resulting changes in the similarity
matrix, recorded. As the amount of noise raises, the initial rank tends to stabilize in a
random rank. They use the slope of the rate of position change in the initial rank in
relation to the amount of noise added as a performance estimation measure. The third
statistic measures how adding noise to the representation of a query changes its rank.
If the change is substantial, even with a small amount of noise, then the rank is likely
not to have performed well. Finally, their last measure is related to the local intrinsic
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dimensionality (ID), which measures the number of dimensions needed to represent a
subset of points of a larger space. For a given document, its k closest neighbors are found,
and the ID computed. The process is repeated for increasing values of k, with the slope
of ID curve used as a performance estimation measure.
Focusing on expanding QPP to more general scenarios, such as web retrieval, Zhou
and Croft [130] proposed the weighted information gain (WIG) measure. The information
contained in the top-k of a ranked list for query Qi can be computed using the entropy over
the likelihood that documents within this top-k are relevant to Qi. By itself, however,
this information is not normalized for the whole set of queries and cannot be used to
measure performance. The authors propose creating a representative document C, by
concatenating all documents in the corpus, and computing the entropy value, but between
Qi and C. WIG is measured as the difference between Qi’s entropy and C, and the Qi’s
entropy and the documents in its top-k . In practical terms, this measures the amount
of information gained when going from a single document representation C (expected to
represent Qi poorly) and the multiple document representation. Better performance is
correlated, in this case, to more significant information gain.
In addition to WIG, Zhou and Croft [130] also proposed query feedback and first rank
change for QPP. The former assumes a model in which the retrieval system is a noisy
channel that transforms query Q into ranked list L, with some loss of information. The
authors argue that information loss when transforming Q into L can be an indicator
of query performance, but directly measuring it is unfeasible. Thus, they propose to
implement a decoder that translates ranked list L into an approximation Q′, such that
the difference between Q and Q′ measures the information loss, which is used for QPP.
The First Rank Change was proposed for numbered-page web retrieval as an extension of
their rank robustness [129]. Let L be the response list to some query Q. A perturbed list Li
is obtained by adding random perturbations to the documents in L. The authors generate
a set L = {L1, L2, ..., LJ} comprising a total of |L| = J perturbed lists. Performing query
Q only in the subset of documents contained in Li generates a new, re-ranked list L′i.
Set LF contains |LF| = c ≤ J of those re-ranked lists, such that L′i ∈ LF if it has the
same top-ranked object as the original response list L. The first rank change
measure is the ratio c/J . Zhou and Croft evaluated their three proposed measures in
both content-based text retrieval and named-age web retrieval tasks. In both scenarios,
their measures significantly outperform previous measures of QPP.
Diaz [28] showed in his work the strong correlation between the Moran coefficient, a
spatial autocorrelation measure, and the performance of a retrieval system. As in the
work of Vinay et al. [112], Diaz’s work employs the cluster hypothesis for performance
prediction. Spatial autocorrelation measures how likely two close locations within a space
are to produce the same result for some function. For some rank, the authors compute
a similarity score matrix between elements in the top-n and their closest neighbors in
the same rank. The resulting matrix is used to compute the Moran Coefficient. The
authors also propose using the auto-correlation measure for rank aggregation, plus, the
relationships between their measure and other measures of performance prediction such
as the clarity score [24] and geometrical rank properties [112].
Hauff et al. [37] introduced two modifications to the clarity score, resulting in what
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the authors called improved clarity score. The first is a method to automatically set the
number of documents entered in the feedback step of the computation of clarity, by se-
lecting for the query language model only documents that contain all query terms. Then,
for the Kullback-Leibler divergence calculation, the second modification is only to select
comparison terms that appear in N% of the collection. Beyond proposing the improved
clarity score, this work also extensively evaluates QPP within less controlled, web sce-
narios. They show that while traditional QPP measures tend to fail in less controlled
scenarios, their improved clarity score is significantly more stable in those conditions.
Collins-Thompson and Bennet [20] proposed a classification scheme for performance
prediction, in which documents are first classified into a set of topics, and performing
comparisons in the topic space defined. Instead of using terms, the authors use topics to
compute what they call topic clarity. Instead of using term statistics, the authors employ
a representation of the collection in topic distributions. The topic distribution is a vector
of T positions, one for each topic, where position i is the probability of a document
belonging to that class. This representation is extracted for the collection and for the
subset of collection’s documents contained within ranked lists. For the query, they use a
two-step approach. First, for each word of the query, they aggregate pre-computed topic
distribution models for documents in which that word appears. Then, they combine the
individual word representations into a single query representation using a multiplicative
operator. The collection and query topic models are compared to compute the topic
clarity score. Besides evaluating the measure in TREC datasets, in comparison to other
query difficulty estimators such as clarity scores, the authors also propose it for computing
the risk of query expansion.
Using a relevance language model [51], Shtok et al. [97] propose a system that predicts
query performance by measuring the similarity between the rank and the estimated rank
expected to be generated by the relevance model. The authors argue that if a right
relevance model exists, which perfectly captures the information need of a query, then a
perfect rank can be induced by this model such that all relevant documents are ranked in
the top of the rank. Therefore, the utility of the rank can be measured by comparing it to
the perfect rank induced by the correct relevance model. In practice, however, the actual
relevance model is not known. The authors propose to employ statistical decision theory,
coupled with a pseudo relevance feedback mechanism to find an estimate of the perfect
relevance model, which is then used to induce the perfect rank. Comparing the difference
between a rank and the perfect rank is done to assess a QPP measure’s utility. As in
other similar works, the authors evaluate their approach in TREC collection datasets.
Their results show that coupling their utility-based approaches with other performance
estimation measures improves their results.
In a similar mindset to our work in statistical performance prediction, Cummins [25]
proposes to use the score distribution to predict the performance of queries. However,
Cummins models the score distribution as a mixture of two log-normals: one for the
relevant documents, and one for the non-relevant documents. Three approaches were
proposed to estimate the parameters of the mixture model, two heuristic, and one using
the expectation-maximization algorithm. With the parameters found, Cummins estimates
the average prediction using its continuous definition as the area under the precision-recall
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curve. Cummins further expanded on this work [26] to include different ways to model
score distributions, providing an in-depth empirical study of how well each model fits the
score distribution.
Kurland et al. [47] introduced a framework for QPP, aiming at unifying many previ-
ously proposed estimators. The main idea is to compare the retrieved rank with pseudo-
effective and pseudo-ineffective ranks. A considerable similarity to the pseudo-effective
rank and significant dissimilarity to the pseudo-ineffective rank points towards good per-
formance of the retrieved rank. This work extends on their previous work [97], by in-
corporating both effective and ineffective pseudo-ranks. In their experiments, they also
explore incorporating a limited amount of relevance feedback, which they show to impact
their prediction result positively.
Another work by Shtok et al. [99] proposed the concept of query drift : the amount of
information present in the top of the ranked list that is non-query related. Estimating
query drift requires the identification of misleading documents within the top of the
rank, that is, documents that are similar to the query but are not relevant to it. The
authors argue that the centroid of the ranked list interpolated to the score of the query
(Cent(D[k]q ) as they refer to it) can be used to estimate query drift. While Cent(D[k]q ) is
somewhat similar to the query, if most documents are non-relevant, it will be dominated
by non-relevant information, thus representing query drift. The mean retrieval score of
the top-k is shown to correspond with the score of Cent(D[k]q ), which in turn is used as
query drift estimator. To compute retrieval effectiveness, the authors hypothesize that
a high deviation from the Cent(D[k]q ) score correlates with proper retrieved documents.
Named normalized query commitment (NQC), Shtok et al. evaluated their estimator
against clarity and WIG in several TREC datasets, including robust and web tracks. In
most scenarios, NQC outperforms the baselines.
Kurland et al. [48] proposed a unified framework for QPP which takes inspiration in the
probabilistic model of retrieval to present QPP through the question: What is the proba-
bility that this result list is relevant to this query?. The authors formally integrated pre-
retrieval and post-retrieval into a single prediction framework, and subsequently showed
how several QPP methods proposed fit into their model. Furthermore, their framework
establishes a single formal basis for employing query-dependent and query-independent
measures for QPP. In a further extension of the ideas presented in [47, 48, 97, 99], Shtok
et al. [98] further explore query performance prediction using reference lists, establishing
a framework for using pseudo-effective and pseudo-ineffective lists. Additionally, the au-
thors formally show that predicting performance with reference lists is connected to the
result obtained from the fusion of reference lists.
Tao and Wu [105] argue that none of the previous score-based approaches employed
magnitude and variance of scores for QPP. The authors discuss how WIG [130] is based on
score magnitudes, and NQC [99] employs a variation of standard deviation, and show that
success cases for both are complementary. Their magnitude+variance (SMV) estimators,
therefore, combine both information for improved prediction. The score in the collection
for an average document, plus the average score for documents in the top-k of q, are
employed to compute the SMV for a query q. The average document is a representation
of all collection’s terms in a single document, the same concept employed in WIG [130].
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Evaluated on several TREC tracks, their approach outperforms WIG and NQC in most
scenarios.
Using QPP as a mechanism to improve retrieval effectiveness has been long empha-
sized as one of the main driving forces behind it. Raiber and Kurland [78], however,
claim that this application is somewhat unrealistic, as good performance estimation is
linked to knowledge about how to effectively perform retrieval. Alongside formally demon-
strating this issue, the authors propose a learning-to-rank approach to solve query rank-
ing. The authors formulate the general prediction task as the probability estimation
p(R = 1|Q,C,M), such that R = 1 if retrieval was effective, and R = 0 otherwise, with
Q being the query set, C the corpora, and M the retrieval method. From that founda-
tion, variables C, Q, and M are selected to derive the formulation of the tasks: federated
retrieval (fusion of corpora), rank aggregation (fusion o lists), and query performance pre-
diction (pre-retrieval and post-retrieval). By reducing the corpus to a single document,
they show the QPP task is asking the probability of the single document being relevant
to the query, which implies knowledge about effective retrieval. Thus, they re-frame the
problem as a learning-to-rank one, in which QPP measures, such as WIG [130] and Shtok
et al.’s [99] are combined with supervised ranking approaches [87] for effectively ranking
results based on predicted performance.
Inspired by the work of Shtok et al. [98], Roitman et al. [85] proposed to use reference
lists to compute a standard deviation estimate, used for QPP. For a set D of k documents
retrieved for some query, the authors propose that the standard deviation for this set is
computed based on the variances of a set of samples D1, D2, ..., DN , such that Dj ⊂ D
and |Dj| ≤ k. The sampling approach to generate sample |Dj| is based on randomly
selecting elements of D as a user would, with a higher likelihood for documents ranked at
the top, and a fixed number of documents being chosen. Each Dj has a weight associated
with it, computed by one of three approaches: uniform, similarity, and information gain.
Evaluated on TREC collections, their approach has been shown to outperform other QPP
approaches in its correlation to the average precision.
In another similar work, Roitman et al. [84] estimate query performance using the
mean retrieval score. This score is a representation for the central tendency of the score
distribution, and the higher it is, the better the query is estimated to have performed.
Built on top of the probabilistic framework first proposed by Kurland et al. [48] and
Shtok et al. [99], the authors propose a formula to compute the mean retrieval score
taking the average, for all documents d retrieved for query q, between their score and
several corpora and query related probabilities. The authors also propose two variations
of the mean retrieval score estimator, by approximating some of the probabilities used in
the main formula by other query and corpus related probabilities. All those probabilities
are considered properties of the retrieval system that affect retrieval quality.
Zhang et al. [125] proposed two new measures based on past predictors WIG [130],
SD2 [25], NQC [99], and SMV [105]. Their first estimator, named C1, is a weighted
linear combination of SD2 and WIG, taking advantage of standard deviation information
from the former, and magnitude from the latter. Another estimator C2 replaces the
term |ln score(d)
µ̂
| by (score(d) − µ̂)2, the Brier score. The notable novelty of this work
is proposing, alongside to the two QPP measures, to employ a Support-Vector Machine
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(SVM) [22] to classify queries in three groups: easy, medium, and hard. A combination
of WIG, SD2, NQC, SMV, C1, and C2 is used as features for classification.
Pre-Retrieval
Another branch of query performance prediction, pre-retrieval prediction often focus on
aspects of the corpus or construction of the query. In their short survey, Hauff et al. [37]
separate pre-retrieval QPP in four categories: specificity, ambiguity, term relatedness, and
ranking sensitivity. Specificity predictors measure characteristics of the query such as TF-
IDF of the query terms, or length of the query. The foundation for ambiguity predictors
is that easy queries are usually less ambiguous; that is, its terms usually appear in similar
contexts. Some approaches to measuring ambiguity include clustering or using databases
such asWordNet [59]. Relationships between query terms are explored in term relatedness
predictors — approaches to measuring it include pairwise mutual information between
query terms, or computing their semantic similarity. Rank sensitivity predictors measure
how distinguishable from each other are different documents containing the query terms.
Zhao et al. [126] explored two approaches for measuring pre-retrieval query difficulty
in text retrieval: query-collection similarity, and variability. As the name suggests, it is
based on assuming that queries more similar to the collection are easier to perform. In
textual retrieval, the same rationale used to represent documents within a vector space
can be applied to the collection itself. Therefore, similarity can be measured by comparing
the query’s and the collection’s representations. Variability score predictors measure the
distribution of query terms within the collection using, for instance, the standard deviation
of the collection’s term frequencies.
Pre-retrieval performance prediction has been less explored mostly because effective
pre-retrieval prediction is strongly related to the task of effective retrieval itself [78]. A few
recent works have tried to integrate disparate models of QPP into a single probabilistic
formulation [78, 98]. Though some of the approaches proposed in this thesis use some
pre-retrieval information, they all fit within the post-retrieval family of methods, as they
require knowing the ranked list before performing prediction.
3.1.2 QPP in Image Retrieval
Many approaches for QPP employed in text retrieval require assumptions that are par-
ticular of text retrieval tasks, such as language models. Such assumptions might result
in difficulties to port them over to other retrieval tasks, such as Description-Based Image
Retrieval or Content-Based Image Retrieval (CBIR). Furthermore, there are several prop-
erties of images that can be explored to perform QPP in this domain. In this section, we
cover some of the literature that focused on performance prediction for image retrieval
tasks.
In descriptive image retrieval, Xing et al. [118] reformulate the QDE problem as an
estimation of representing textual queries as images. A machine learning approach is
employed, in which queries are represented as a feature vector comprising four linguistic
characteristics: (1) concreteness, (2) commonness, (3) ambiguity, and (4) figurativeness.
Feature (1) measures how concrete (or non-abstract) a word is, under the assumption that
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abstract concepts are harder to represent as images. (2) Uses unigram word frequency to
represent how common the word is, arguing that the more frequent a word is, the easier
it is to represent. Less ambiguous words, by extension, are also easier to represent, which
is the basis for feature (3). Finally, for feature (4) measures how figurative a word is by
counting statistics of Google’s [1] image search for the word.
Extending the concept of clarity for image retrieval, Tian et al. [109] proposed to learn
a regression function from a set of samples pairing query result features to the result of
a query evaluation measures such as average precision and NDCG. Four lightweight fea-
tures, some taking cues from textual QDE approaches, were used: visual clarity score
(VCS), coherence score (CS), representativeness score (RS), and visual similarity distri-
bution (VSDH). VCS computes the difference between the query language model and the
collection language model. Since the query is textual and the collection contains images,
a bag-of-visual-words is used to bridge the gap. The CS measures the coherence between
images in the top-k , by checking which pairs reach a certain threshold of visual similarity.
For the RS score, the authors use the common assumption that representative images
are more likely to be relevant to the query. Finally, the VSDH measures the pairwise
similarity between images, as a histogram of pairs that reach certain values of similar-
ity. The four proposed features are concatenated to compute the final feature used in
the regression scheme. The evaluation was performed in the Web353 [46], with the four
features used individually as QPP measures, a text query difficulty measure as a baseline,
and their regressor (with the four features concatenated) estimator for AP. The regressor
achieved the best results.
One of the few works proposing to use predicted relevance assessments for QPP, the
work of Nie et al. [66] explored a graph-based learning approach taking advantage of the
ranking position and visual content of results. For the ranking position component, the
authors employ a training set of labeled queries and, for the i th position, the relevance
probability is the average relevance for that position among all training queries. Two
assumptions form the basis for the graph-learning component: relevance probabilities
of similar images should be close, and this probability, in turn, should be close to the
ranking-based one. A graph, in which vertices are results within the top-k and edges their
visual similarity, is constructed for learning. An iterative approach, based on minimizing
an equation that encodes the two assumptions and uses the graph above, was proposed
to compute the estimated relevance probabilities. Besides, the authors propose a classi-
fication approach to distinguish between a person and a non-person related query, which
is essential for better visual similarity computation. Using the relevance probabilities,
they compute the estimated average precision and normalized discounted cumulative gain
as query difficulty estimators. Evaluated on a descriptive image search scenario, the au-
thors used the set of 1,165 queries of [54], and the list of top 140 images for each. Three
applications on domains such as boolean image search were presented and discussed.
Tian et al. [107] proposed to explore the visual correspondence between top-ranked
images for a textual query in order to try to reconstruct the original query. They argue
that if accurate reconstruction is possible, then the visual content within the top of the
rank is consistent, and therefore the query has performed well. Reconstruction error is
computed by comparing two ranked lists L and L′. Ranked list L is obtained by performing
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the textual query Q. Then, the top-k results in L are used to create a visual query Q′.
Finally, performing content-based retrieval using Q′ results in list L′. Two approaches
are proposed to reconstruct Q′: visual word selection and probabilistic optimization.
Query difficulty is measured using the Kullback-Leibler divergence between L and L′.
Compared against the baselines in [109], their approach presents improved estimation on
the Web353 [46] dataset.
The work of Jia and Tian [42] was perhaps the first and only, to our knowledge,
to explicitly pose the problem of QPP as relevance prediction. Once again tested in
descriptive image retrieval, their QPP framework can be summarized in the steps: (1)
pseudo relevance feedback (PRF) for selecting query relevant and non-relevant images, (2)
voting scheme to compute relevance probability, and (3) measuring the average precision
from the relevance probability. PRF involves adaptively selecting the cut-off value of
k∗ using the coherence between pairs in the top of the list to determine which of the
top-k are pseudo-relevant, and which of the bottom−k are pseudo-irrelevant. Relevance
probability is computed for the i th ranked image by first computing its positive and
negative votes. A positive vote is cast when the visual similarity between the i th image
and an image in the pseudo relevant list reaches a threshold of µ. Likewise, a negative vote
is cast when the visual similarity between the i th image and one in the pseudo-irrelevant
list reaches µ. A final positive vote and negative vote is computed by measuring if the
amount and positive and negative votes reach at least k/2. Hard estimation of relevance
probability considers the i th as relevant if its final positive vote is one and final negative
is 0, labeling it as non-relevant otherwise. Since the labels, in this case, are binary,
average precision can be computed directly. Soft estimation, on the other hand, employs
only the positive votes and uses a logistic regression scheme to combine the votes into a
single probability. In this case, the expectation of AP is computed using the relevance
probabilities. Using the estimated AP as a performance predictor, they evaluated against
their previous approaches [107, 109] on the Web353 dataset, improving on the baselines.
Focusing on content-based retrieval, Sun et al. [101] propose a two-step framework
for quality assessment. First, they build a correlation matrix representation to capture
contextual information about ranks and query images. Then, they use a convolutional
neural network regression component, using the discounted cumulative gain as expected
output and mean square error for optimization. For the correlation matrix construction,
they extract the visual representation of the top-k images in the ranked list and build
a matrix of similarities S between features. Correlation matrix C is built by measuring
the Pearson correlation coefficient between rows of S, such that the i th row of C is the
correlation coefficient between the i th row of S and all other rows of S. To create the input
3D structure for the CNN, they combine the correlation representation of three different
features. Since Correlation matrices are symmetric, redundancy is eliminated by removing
the left bottom half of the matrix and folding the right bottom half to the upper elements.
This 3D matrix is fed to the CNN regressor for estimation of performance. Three popular
CBIR datasets were used for evaluation: UKBench [67], Oxford [75], and Paris [76], those
last two also used in our evaluation.
There are a few key aspects that are different between the work of Jia and Tian [42] and
our own. While we tackle problems within content-based image retrieval, our methods do
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not rely on assumptions about the retrieval problem being solved, other than operation on
lists of ranked scores. In contrast, the solution of Jia and Tian is tailored for descriptive
image search and depends on information about the underlying system, such as repre-
sentation for the collection’s objects. Another significant contrast is in the evaluation:
their work goes for evaluating in the context of QPP, while we focus on evaluating in its
relevance prediction capability. Finally, we also highlight how our approaches could be
complementary to the work of Jia and Tian. Because our work predicts relevance labels,
which can be used as pseudo-relevance-feedback, we could plugin our approaches in the
step of their method that employs pseudo-relevance-feedback to create the relevant and
non-relevant lists.
3.1.3 Summary
This section explored some related works in Query Performance Prediction and Query
Difficulty Estimation. Although rank -k relevance prediction is a form of performance
prediction, it has been scarcely investigated in the literature as such. Even the few works
that did try some form of relevance prediction failed to evaluate their methods as such,
opting instead for evaluating in the broader context of performance prediction. Table 3.1
summarizes the information in this section.
3.2 Pseudo Relevance Feedback
Relevance feedback is a mechanism commonly present in IR systems to improve result lists
through user interaction. An initial result list is given to the user, who selects the results
which he or she considers relevant to the query. Query expansion is then performed
using information from the selected results. Often, however, user interaction is either
not possible or undesired. Pseudo relevance feedback (PRF) has been proposed to take
advantage of query expansion without explicitly requiring user interaction. At its most
common formulation, pseudo relevance feedback consists in considering that the top-k
results within a rank are relevant and therefore can be used for query expansion. Some
works have tried to improve this formulation by selecting the value of top-k on a per-query
basis. Further developing the concept, a few works proposed methods to improve PRF
with approaches such as an adaptive selection of k. In this section, we take a quick look
at a few PRF works that try to select ranked objects for expansion.
Clustering to select the best expansion documents was explored in the work of Lee et
al. [52]. A dominant document is defined as a document that represents well the query’s
topics and subtopics, and selecting it is desired for effective query expansion. When
clustering, with overlap, top-ranked documents, it is expected that dominant documents
will appear in several of the best scoring clusters, due to their representativeness. For a
given query, the top-100 documents are clustered using KNN. Each cluster is considered as
a single large document and then ranked according to a query-likelihood language model.
Documents in the top-ranked clusters are used for PRF.
He and Ounis [38] proposed to employ a classification scheme for selecting useful docu-
ments for PRF. Applied in a text retrieval context, features used for classification include
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document score, the spread of query terms within the document, and the similarity be-
tween the document and the whole PRF set. Moreover, expansion goodness was proposed
as a learning function’s target, and only documents higher than a certain threshold in
their predicted value for this measure are considered for expansion. The evaluation was
performed on several TREC datasets, surpassing the baseline PRF approach of selecting
the entire top-k list.
Raman et al. [79] proposed to use a pseudo irrelevant list, in conjunction with the
pseudo relevant list. The authors argue that, while most PRF methods use all the top-k
for expansion terms, they ignore that many results within the top-k are irrelevant. They
propose an approach to identify the non-relevant documents within the top-k to create
the pseudo irrelevant list. Given a list X of highest scoring documents outside the top-k ,
and a list Y of documents that are similar to the ones in the top-k , the irrelevant list is
created as X− (X∩Y ). In practice, therefore, the list of non-relevant items contains only
elements outside the top-k .
In CBIR, Chen et al. [18] employed pseudo relevance feedback to select visual features
that best represent an image. A feature association graph is built using a bag-of-visual-
words model for retrieval. Nodes in this graph represent codebook features and edges their
relationship. If two codebook features, fi and fj, occur in the same image, an edge will
link their respective nodes in the association graph. For each pair, (fi, fj) a sub-weight on
image I is computed as the sum of times the distance between one of the features encoded
into fi and one of the features encoded into fj surpasses a threshold d. The final edge
weight is computed as the sum of sub-weights for the pair (fi, fj). A random walk in the
association graph is then used to assign weights to visual features. Graph construction is
performed in a pseudo relevance feedback fashion, that is, for the top-k retrieved results
of the query. The query is then performed again with weighted visual features.
Nanayakkara [64] employed binary signatures to represent a list of top-k relevant
images and bottom-k irrelevant images. In their system, an image oi is represented by a
binary signature derived from features computed in sub-images of oi, in a process similar
to locality-sensitive hashing [32]. A PRF binary signature is computed by combining the
signatures of the top-k weighted by rank position, the signatures of the bottom-k weighted
by inverse rank position, and subtracting both. The final binary signature is then used
to perform query expansion only in the top-k of the original list.
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Table 3.1: Summary of Query Performance Prediction/Query Difficulty Estimation meth-
ods in multiple domains
Work Stage Domain Backbone Supervised? Main idea
Cronen-Townsend et al.[24] Post-retrieval Text Language Modeling 7 Compare coherence of query topicswith collection topics
Aslam et al.[5] Post-retrieval Text Learning 7
Maximize utility of document allocations
for a fusion task, using the Hedge
algorithm (Online learning)
Yom-Tov et al.[122] Post-retrieval Text Learning 3 Machine learning using features computedfrom results of sub-queries
Aslam[6] Post-retrieval Text Statistical 7
Model measures such as P at K and
Average Precision as random variables,
and estimate their distributions
Aslam[7] Post-retrieval Text Statistical 7 Extends[6] to estimaterelevance from the QPP measures
Zhou and Croft[129] Post-retrieval Text Ranking Sensitivity 7 Measure rank robustness to addition ofnoise
Vinay et al[112] Post-retrieval Text Vector SpaceGeometry 7
Use geometrical statistics (vector space)
to measure performance
Zhou and Croft[130] Post-retrieval Text Statistical 7 Difference in entropy from the query toits top-k and the query to the collection
Zhou and Croft[130] Post-retrieval Text + Web Ranking Sensitivity 7
Information loss in translating queries into
ranked lists; First position change of rank
when documents are perturbed
Diaz[28] Post-retrieval Text Vector SpaceGeometry 7
Moran coefficient for spatial autocorrelation
on similarity matrices
Hauff et al.[37] Post-retrieval Text + Web Language Modeling 7 Improved clarity score: (1) remove feedbackstage (2) selection of terms
Collins-Thompson and Bennet[20] Post-retrieval Text Language Modeling 7 Classify documents in topics and comparedistributions in topic space
Shtok et al.[97] Post-retrieval Text Language Modeling 7
Estimate a rank from “perfect relevance model”
and compare the rank obtained with the one
from the model
Cummins[25] Post-retrieval Text Statistical 7
Estimate relevant and non-relevant score
distributions, and using them to compute
estimates of average precision
Kurland et al.[47] Post-retrieval Text Language Modeling 7
Compare ranks to pseudo-effective and
pseudo-ineffective ranks.
Extends [97]
Shtok et al.[99] Post-retrieval Text + Web Vector SpaceGeometry 7
Estimate query drift by comparing the query
representation to the cluster of the top-k
Kurland et al.[48] Post- and Pre-retrieval Text Other 7
Establish a formal basis for pre- and
post-retrieval QPP, using a probabilistic
framework.
Shtok et al.[98] Post- and Pre-retrieval Text Other 7 Further develop [47, 48, 97],into a single framework for using reference lists
Tao and Wu[105] Post-retrieval Text Statistical 7 Employ magnitude and variance of scoredistributions
Raiber and Kurland[78] Post-retrieval Text Statistical +Learning 3
Use learning approaches with other QPP
measures as features
Roitman et al.[85] Post-retrieval Text Language Modeling 7 Use reference lists to compute a standarddeviation estimate for QPP
Roitman et al.[84] Post-retrieval Text Language Modeling 7
Compute a mean retrieval score as a QPP
estimate, from query and corpus based
probabilities
Zhang et al.[125] Post-retrieval Text Learning 3
Use past predictiors + two new proposed
predictors as features to classify queries
as: easy, medium, hard
Hauff et al.[37] Pre-retrieval Text Other 7
Survey of pre-retrieval predictors.
Four categories: specificity, ambiguity,
term relatedness, ranking sensitivity
Zhao et al.[126] Pre-retrieval Text Language Modeling 7
Explore query-collection similarity
and distribution of query terms
within the collection
Xing et al.[118] Post-retrieval DIRa Learning 3
Represent queries as linguistic features
and learn how hard it is to represent a
query as an image
Tian et al.[109] Post-retrieval DIRa Learning 3
Regression using classic QPP measures
reformulated for the descriptive image
search domain
Nie et al.[66] Post-retrieval DIRa Learning 3 Graph Learning approach using relevanceprobabilities of top-k documents
Tian et al.[107] Post-retrieval DIRa Other 7
Measure performance through difficulty
of reconstructing the query from a set
of results
Jia and Tian[42] Post-retrieval DIRa Other 7
Employ pseudo relevance and irrelevance
feedback to compute relevance
probabilities of results
Sun et al.[101] Post-retrieval CBIRb Learning 3 Use a Convolutional Neural Network regressor,with a correlation of similarities matrix as input
a DIR refers to Descriptive Image Retrieval.
b CBIR refers to Content-based Image Retrieval.




4.1 Extreme Value Theory and Meta-Recognition
While classical statistics is concerned with the average behavior of random variables by
relying on the central limit theorem as a means to model its distribution as a normal
curve, extreme values (i.e., values that deviate strongly from the median) cannot be
reliably modeled in such setups. Thus, a special branch of statistics focused on dealing
with such extreme events — the Extreme Value Theory (EVT) — based around the
Fisher-Tippet-Gnedenko Theorem [45] emerged:
Theorem 1 (Fisher-Tippet-Gnedenko Theorem) Let s1, s2, ...sn be a sequence of
independent and identically distributed (i.i.d.) samples, and its maximum be Mn =
max{s1, s2, ..., sn}. If a sequence of pairs of real numbers (an, bn) exists such that each









= F (x), (4.1)
where F is a non-degenerate distribution function, then the limit distribution F belongs
to one of three possible family of distributions.
Counterpointing the central limit theorem, which states that the mean of all samples
from a large population will be approximately equal to the mean of the population, the
Fisher-Tippet-Gnedenko Theorem provides a model of the distribution of extreme values
at the limit. Later, Gumbel [33] proved that three models are sufficient for such distribu-
tions, provided they are continuous and invertible. Those distributions vary according to
how they are bounded and which side (maximum or minimum) of the tail is of concern.
The three distributions are: Gumbel (type I), Frechet (type II), and Reversed Weibull
(Type III). The first two are suitable for unbounded distributions, while the latter is ap-
propriate for bounded distributions. The Generalized Extreme Value distribution unifies











−x) if k = 0
(4.2)
with x = (t−τ)
λ
and v = (1 + k (t−τ)
λ
). The parameters k, λ, and τ are the shape, scale, and
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location, respectively, of the distribution. When k = 0, the distribution is bounded, and
is Weibull (Type III). When k > 0 or k < 0, the distribution is unbounded, and Gumbel
(I) or Frechet (II), respectively.
Scheirer et al. [95] argued that the tail analysis in a recognition setting could be
considered, formally, as an extreme value problem. For that effect, considering that
a collection of matching scores is associated with each recognition class, the authors
define a portfolio as an independent subset of such scores. Each portfolio must contain a
maximum score, which can be collected into a subset of scores that represent extremes of
the portfolios. Given a test example that produces a distribution of matching scores, the
tail of such distribution should belong to the subset mentioned above. Analyzing this tail,
therefore, configures an extreme value problem, as it deals with extreme values within the
portfolios.
With this relevance prediction approach, we aim to adopt this rationale to the problem
of retrieval and show that analyzing tail values produced by a retrieval system concerning
a query can also be considered as an extreme value problem. Consider the formulations
of recognition and retrieval problems. While the former is concerned with identifying to
which class in a collection a test example belongs, if any, the latter is concerned with
retrieving a subset of objects from the collection that are relevant to the query exam-
ple. Consequently, for a probe/query object, while recognition yields a list of scores per
class in a collection, retrieval yields a list of scores per object. However, despite the
different formulations and outputs, both problems are similar, and their formulations,
interchangeable. A possible interpretation of the retrieval problem as a multi-class recog-
nition problem, one in which the probe/query may belong to multiple if any, classes.
Under this perspective, each relevant collection object denotes a matching class, and each
non-relevant collection object denotes a non-matching class. The same rationale used by
Scheirer et al. [95] to argue that the scores forming the tail of a recognition score distri-
bution corresponds to an extreme value problem, can also be applied to retrieval setups.
Considering that generally, the number of relevant objects to a given query is many orders
of magnitude smaller than the number of non-relevant objects, after a certain point in
the rank of scores, most, if not all, will belong to non-relevant objects.
Algorithm 1: Generalized Extreme Value Theorem - Meta Recognition (GEV-
MR)
Description: Rank-1 Statistical Meta Recognition.
Input: A collection of similarity scores S = {s1, s2, ..., sn};
Output: True if s1 is an outlier, and thus valid, False otherwise;
1 Sort and retain the n largest scores of S;
2 Fit a GEV or Weibull distribution W to {s2, ..., sn}, skipping the hypothesized outlier
s1;




Beyond the formulation of the problem itself, it is also important to adapt EVT-
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based meta-recognition to rank -k relevance prediction. Meta-Recognition, in the words
of Scheirer et al. [95], is concerned with answering the question: Can we recognize, in
some automated fashion, if a recognition system result is a success or a failure? Algo-
rithm 1 presents the EVT-based framework for rank-1 Meta-Recognition proposed in [95],
considering a prediction confidence of δ. If the matching class is within the top-k results
in a set of per-class class scores, the system is successful.
The number of relevant objects required to be within the top-k to render a successful
retrieval usually depends upon some restriction posed by the application or by the retrieval
system. To conform to this requirement, we define rank -k relevance prediction. This
problem, formalized in Section 2.3, is concerned with predicting which objects in the
top-k retrieved in a rank are relevant to the query. For this, we build upon the Meta-
Recognition concepts formulated by Scheirer et al. [95].
There might be still one question unanswered: why use Extreme Value Theory for
retrieval system relevance prediction? First, by the same rationale of Scheirer et al. [95],
tail analysis in retrieval problems can also be seen as an extreme value problem, and thus
can take full advantage of the solid theoretical foundation behind it. Furthermore, the
EVT-based approach depends only on the distribution of scores, and a minimal amount
of marked examples. These dependencies make the method itself agnostic to the different
types of data managed by the retrieval system, as long as the output of such systems is
a rank of similarities/distances.
4.2 Extreme Value Theory for Relevance Prediction
In this section, we propose two methods for rank -k relevance prediction in retrieval sys-
tems. Both are underpinned by the Extreme Value Theory (EVT), discussed in the
previous section. Relevance prediction is concerned with determining which of the top-k
retrieved objects are relevant to a given query q. We leveraged Weibull Distributions fit to
the tail of scores resulting from ranking a query of a retrieval system. The distributions
are employed to compute a dynamically-determined cutoff point, which establishes the
relevant objects within the top-k , based on their score. To determine the best tail cutoff
points for a given set of test examples, we employ a supervised step, which requires a few
ranks with marked top-k relevance labels.
An important preprocessing step is the removal of duplicate scores from a rank. Con-
ceptually, this step ties with the idea of portfolios of scores established by Scheirer et
al. [95]. Although a single class could have multiple scores (derived, for example, from
multiple samples of a single query object, or multiple classifiers), resulting in a portfolio
for that class, the score considered for the distribution is only the best score observed for
that particular class. Eliminating ties is also related to the idea of block maxima/minima
used in the fitting of EVT distributions. Instead of multiple scores for a single class, in our
setup, we may observe multiple retrieved objects with the same score in a rank. Thus, to
keep with the idea of using a single representative score to compute the EVT distribution,
we remove any duplicate scores, thus effectively analyzing a distribution of scores instead
of a distribution of scores per retrieved objects. For some models of retrieval systems with
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a higher occurrence of duplicates, this modification is essential to reduce the number of
scores considered for fitting (efficiency aspect), as well as avoiding flat curves that could
result in a poor fitting. Next, we discuss the two proposed methodologies, abbreviated as
FWR-MR and DWR-MR.
4.2.1 Fixed Weibull Rank - Meta Recognition
The first method used to predict the relevance of the top-k scores is named Fixed Weibull
Rank - Meta Recognition, or FWR-MR (c.f., Algorithm 2). This algorithm is an extension
of GEV-MR (Algorithm 1) introduced by Scheirer et al. [95]1. Inputs for the algorithm
are the list of scores for the retrieved objects, as well as k, for the top-k desired positions.
Step 4 of Algorithm 2 employs the InverseCumulative Function (or Quantile Function
of the Weibull Distribution, such that at confidence value δ, it returns the value used
as cutoff to predict the relevance of the top-k scores. Although the value of δ can be
modified, we use a fixed, high-confidence value of δ = 1 − 108, opting to only affect the
final result by modifying the tail used. The Fixed nomenclature is used to highlight the
fact that once the scores that constitute the distribution’s tail are chosen, they are not
changed. In contrast, our second proposed approach (Section 4.2.2) uses perturbations
of the distribution’s tail. Scores in the input distribution are necessarily similarities and
therefore ordered from highest to lowest. If the IR system uses distances to rank, they
are first converted to the similarity to be used with the predictor.
Figure 4.1: FWR-MR pipeline. Given an input rank Ri, we split it into the top-k and the
remaining (L− k) scores. An iterative supervised approach is used to select delimiters a
and b for the tail of scores. Then, a Weibull distribution W is fit to the tail of scores, and
a cutoff score τ is computed using the inverse of the cumulative distribution function of
W . Finally, cutoff score τ is used to determine which of the top-k are predicted relevant.
1The algorithm is slightly different from the one presented in the original paper by Scheirer et al., as
that had a small mistake later corrected by the authors in their webpage [93].
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Figure 4.2: Tail choice for fitting the Weibull distribution.
An important step of the algorithm is the tail choice step (Line 2 of Algorithm 2).
This step consists in choosing the starting (a th score) and ending (bth score) points of the
scores considered to belong to the non-match distribution of this query. Figure 4.2 shows
an example, breaking down this step from the initial score distribution to the choice of tail
scores. The chosen values of a and b delimit score regions, both shown in Figure 4.2: one
of ambiguous scores between the top-k positions of interest and position a, and the other
of noisy scores between position b and the last position. Considering those regions in our
modeling is important to accommodate two assumptions about the score distribution:
(1) the non-match distribution does no necessarily begins after the k th position, and
thus a certain looseness is required, plus (2) some of the very low, close-to-zero scores,
are likely noise, and should be avoided in the non-match distribution. However, since
score distributions vary according to the collection and IR model employed, dynamically
choosing the best combinations for a and b is the best course of action. Calibrating both
parameters require a supervised step, in which we use a subset of calibration queries with
the relevance of their top-k labeled. Two parameters, f and z, are used, such that:
a = k + bf × (L− k)c (4.3)
b = a+ bz × (L− a)c (4.4)
where L is the total size of the rank, k relates to the top-k positions of interest, and the
rank is 1-indexed. Essentially, the factor f determines the percentage of the score tail
that should be ignored as being ambiguous regarding their relevance, while the parameter
z determines the percentage of the score tail that should be avoided as being noise. The
tuning consists in finding the combination of values for f and z which yield the best
correlation between the predicted relevance labels and the ground truth relevance labels,
as measured by the Matthews Correlation Coefficient (MCC) (Section 7.3 further details
this correlation measure). We use a predetermined set of possible values for f and z:
f ∈ {0, 0.005, 0.05, 0.15, 0.30, 0.50, 0.75} (4.5)
z ∈ {0.80, 1.00} (4.6)
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Every pair (f, z) is tested at least once. Tail fitting is the only step of the algorithms that
require any supervision.
Algorithm 2: Fixed Weibull Rank - Meta Recognition (FWR-MR)
Description: Single Weibull Rank Meta Recognition Analysis
Input: A vector of sorted similarity scores si = (si,1, si,2, ..., si,L), for query qi, a value
of k ≤ |si| for the top-k objects whose relevance are being predicted;
Output: A sequence of predicted relevance labels ŷ(i) = (ŷ(i)1 , ŷ
(i)
2 , ..., ŷ
(i)
k ), with ŷ
(i)
j = 1
if object ranked in position 0 ≤ j ≤ k is predicted relevant, ŷ(i)j = 0 otherwise;








i,U ), U ≤ L;
2 Define Ti = (s∗i,a, ..., s
∗
i,b) as the tail of the distribution, with a < b ≤ U , the values of a
and b being determined in a calibration step;
3 Fit a Weibull distribution W to (s∗i,a, ..., s
∗
i,b);
4 Compute the dynamic cutoff value of τ = Inv(δ,W ) for the recognition confidence
value δ;
5 Let there be ŷ(i) = (0, 0, ..., 0), with |ŷ(i)| = k;
6 for x = 1 to k do







4.2.2 Dynamic Weibull Rank - Meta Recognition
Complementary to the previously discussed method, we also introduce a second algo-
rithm, DWR-MR (c.f., Algorithm 3), based on GEV-MR (c.f., Algorithm 1). It Combines
multiple Weibull distributions, each generated from a different perturbation to an initial
tail of scores. The combined Weibull distribution is then used to compute the cutoff value
of τ , which is used to predict the relevance of the top-k positions. Perturbations (Step 3
of Algorithm 3) consist of randomly adding or removing scores from both sides of the
chosen tail. Once the Weibull distributions are estimated to each generated perturba-
tion, we combine them by randomly sampling a fixed number of m times from each and
fitting a final Weibull distribution to such samples. Figure 4.3 illustrates this process of
perturbations.
When developing FWR-MR, we observed that, sometimes, adding or removing a single
score value to the tail used to fit the EVT distribution could impact which of the top-k
images end up being predicted as relevant. For such cases, the tail choice carries a high
degree of uncertainty that may impact the final result. Moreover, considering that the
tail is chosen in a training procedure, and thus may not be optimal for each example. To
reduce the uncertainty, we combine multiple, slightly varied, Weibull distributions into
an aggregated distribution. We expect the information of every single curve to be taken
into account, and the final cutoff point used for prediction will be more robust.
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Figure 4.3: Tail perturbations. Adding and subtracting from a and b result in increase or
decrease of tail size, on both ends.
4.2.3 Computational Complexity & Prediction Constraint
Regarding the computational complexity of the two methods, the core of the analysis
lies within the fitting of Weibull distribution (excluding the training phase, which is run
offline). Our method employs an expectation-maximization algorithm to find the max-
imum likelihood estimate of the shape and scale parameters of the Weibull distribution
considering the rank tail data. Expectation maximization algorithms are iterative, and as
such, without proper termination criteria, can run indefinitely. Thus, in our experiments,
we used an experimental upper limit of 2000 iterations before stopping the expectation-
maximization algorithm. Each iteration has a limit of O(n × p), n being the number
of data points and p the number of parameters of the distribution. Although the two
methods proposed FWR-MR and DWR-MR have the same theoretical limit, since the
latter fits several Weibull distributions instead of one, in practice, it runs significantly
slower than FWR-MR. Fitting the tail parameters is the slowest step since it involves
grid-searching on many pairs of possible values. This step, however, is done offline, and
does not impact the efficiency of prediction. In practice, the prediction is very fast and
feasible to compute at query time.
Being based on a cutoff score τ , the two methods are constrained in the prediction
they can give as output. Let ŷ(i) = (ŷ(i)1 , ŷ
(i)
2 , ..., ŷ
(i)
k ) be the output of either FWR-MR






1 if j < t
0 Otherwise
(4.7)
For instance, let si = (104.0, 81.0, 73.0, 62.0, 48.0, 47.0, 41.0, 35.0, 29.0, 12.0) be the top-k
scores for some query. Now suppose τ = 67.0. Then, t = 4, and the prediction is
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Algorithm 3: Dynamic Weibull Rank - Meta Recognition (DWR-MR)
Description: Mixture Weibull Rank Meta Recognition Analysis
Input: A vector of sorted similarity scores si = (si,1, si,2, ..., si,L), for query qi, a value
of k ≤ |si| for the top-k objects whose relevance are being predicted;
Output: A sequence of predicted relevance labels ŷ(i) = (ŷ(i)1 , ŷ
(i)
2 , ..., ŷ
(i)
k ), with ŷ
(i)
j = 1
if object ranked in position 0 ≤ j ≤ k is predicted relevant, ŷ(i)j = 0 otherwise;








i,U ), U ≤ L;
2 Define Ti = (s∗i,a, ..., s
∗
i,b) as the tail of the distribution, with a < b ≤ U , the values of a
and b being determined in a calibration step;
3 Generate w Weibull distributions by applying perturbations to both ends of the tail T .
The new generated tails will be a± ρa to b± ρb, with ρa and ρb being random
perturbation parameters;
4 Randomly sample d values from each of the w distributions, generating a total of
w × d samples;
5 Fit a Weibull distribution WF using the w × d samples;
6 Compute the dynamic cutoff value of τ = Inv(δ,WF) for the recognition confidence
value δ;
7 Let there be ŷ(i) = (0, 0, ..., 0), with |ŷ(i)| = k;
8 for x = 1 to k do







ŷ(i) = (1, 1, 1, 0, 0, 0, 0, 0, 0, 0). Likewise, if τ = 110.0, then t = 0 and the prediction
is ŷ(i) = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0). Finally, if τ = 9, then t = k + 1 = 11 and ŷ(i) =
(1, 1, 1, 1, 1, 1, 1, 1, 1, 1). In practice, output predictions of both methods are in the form
of a sequence of relevant predictions followed by a sequence of non-relevant predictions,
either being possibly empty, but not both empty at the same time.
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Figure 4.4: DWR-MR pipeline. Given an input rank Ri, we split it into the top-k and the
remaining (L− k) scores. An iterative supervised approach is used to select delimiters a
and b for the tail of scores. From the first tail, w different tails are generated by randomly
adding or removing some scores from both tails ends. For each tail, a Weibull distribution
is computed, and all distributions are combined by random sampling and fitting a new
distribution WF. Finally, cutoff score τ is computed using the inverse of the cumulative




Learning for Relevance Prediction
The main drive behind the two statistical approaches for rank-k relevance prediction
presented in Chapter 4 was that considering we had a few sample queries for which we
knew the optimal starting and ending points for tail distributions this information could
be used to fit a tail distribution to new queries. Once fitted, a quantile test is employed to
find which of the top-k results is relevant and non-relevant. This method is constrained
by the fact that it works with a cutoff score of τ , as explained at the end of Chapter 4.
Our second proposed approach aims at addressing this problem by predicting positions of
the rank individually, such that the final prediction is not restricted by the rule described
by Equation 4.7.
Inspired by another work of Scheirer et al. [94], we propose a learning-based approach
for rank -k relevance prediction. This approach consists in employing fast-to-compute fea-
tures from rank to classify the object in i th position as relevant/non-relevant. Features
are divided in two distinct groups: score and contextual. The former utilizes only oper-
ations on the ranked scores to be computed, therefore requiring little information about
the collection itself to be computed. The latter, on the other hand, requires that we know
the identification of objects within the ranks of the top-k ranked results. Those features
demand significant more overhead, since queries for all the collection objects have to be
performed, but all this overhead can be computed beforehand.
In the next sections, we discuss and illustrate the different features employed for
learning-based rank -k relevance prediction.
5.1 Score-Based Features
These features require only a sequence of ranked scores to be computed, taking advan-
tage of the relationships among sequential scores to perform prediction. Their two main
advantages are:
1. No prior information: all information used by these features is obtained at query
time, and as such are completely independent of the retrieval method employed, as
long as the method generates similarity scores.
2. Efficiency: being based on simple operations, they are all swift to compute. It is
possible to compute those features for a large value of k at query time.
54
However, being based only on score relationships also make them less powerful in
truly describing the relevance of ranked results. Next, we present each of the score-based
features individually, but first, we shall revisit a few important definitions. Let qi be
some query object from a collection C. Recall from Definition 1 that an ad-hoc, vectorial
retrieval system produces as output to qi a L-sized rank Ri = (ci, si). Score si,j ∈ si
denotes the similarity between qi and ci,j ∈ ci. Finally, k  L is the number of positions
our relevance prediction approach is tasked with predicting. Features are extracted for
each ranked element in the top-k and shall have the subscript j to indicate they are
extracted for the j th position.
Circular Delta (∆) Feature
This feature consists of computing differences between the score in the j th position, and
the α first scores in the rank. The parameter α controls the size of the feature vector and,
by convention, we have that α ≥ k. This feature is called circular delta for considering






j = 〈(si,j − si,1), (si,j − si,2), ..., (si,j − si,j−1), (si,j − si,j+1), ..., (si,j − si,α+1)〉 (5.1)
Because j ≤ alpha, we always skip the si,j − si,j difference in the feature. As such, to
keep |∆(i)j | = α, we compute the differences up until (si,j − si,α+1). Uniformity of the top
results in relation to the value of si,j is what we aim at capturing with this feature.
Shift Discrete Cosine Transform (sDCT ) Feature
In their meta-recognition work, one of the score-based features Scheirer et al. [94] propose
is to take the Discrete Cosine Transform (DCT) [81] of the matching scores. Riopka and
Bolt [83] explored wavelet transforms in the context of failure prediction of eye biometrics
systems. When a biometrics system fails, the authors argue, the distribution of scores
within top retrieved identities will differ from a success case. The authors propose to
represent the top scores by the Daubechies wavelets transform [27], which both represents
and summarizes the series of scores. Scheirer et al. used the DCT transform as an
alternative to the Daubechies in their meta-recognition work, which we extend here to
the relevance prediction scenario. For the j th position, the sDCT (i)j is defined as:
sDCT
(i)
j = dct({si,j, si,j+1, ..., si,j+α−1}) (5.2)
such that dct applies the DCT transform over a sequence of values. Again, the α parameter
controls the size of the feature. This feature aims at represeting how the score distribution
progresses and changes starting at the value of si,j
Cluster Difference (ClD) Feature
The first two features have focused mostly on the value of the top scores. However,
the tail of scores also contains information that can be useful for classification, since, as
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thoroughly discussed in Chapter 4, the behavior of the tail is very useful to determine the
relevance of the top-k results. The cluster difference feature takes advantage of that by
clustering the tail scores into representative centers, and using those centers to compute
the feature. Let Ωti = {ω1, ω2, ..., ωα} be a set of representative scores extracted from
the tail of si. In this scenario, we consider the tail of si as the subset sti ⊂ si such that
sti = {si,k+1, si,k+2, ..., si,L}. Therefore, we also have that Ωti ⊂ sti. Feature ClDj, for
position j, is defined as:
ClD
(i)
j = 〈|si,j − ω1|, |si,j − ω2|, ..., |si,j − ωα|〉 (5.3)
with parameter α being used once again to determine the size of the feature vector.
Before computing this feature, however, we need to determine the set Ωti of represen-
tative scores. Although there are several ways to cluster uni-dimensional values, such as
Jenks Breaks Optimization [58], we have observed that, in practice, it suffices to select
those scores uniformly from sti. Thus, we split sti into equal-sized (or nearly equal-sized)
intervals, and pick the first score in each sequential interval to be the representative of
that interval. The set of tail representatives Ωti does not change among different values of
j for the same rank. This feature is somewhat related to statistical approaches, in that it
is designed to capture information of the tail of scores to represent the top-k .
5.2 Contextual Features
Contextual information is a staple of many rank optimization approaches, such as re-
ranking and rank aggregation. Its main idea is to exploit information about the neigh-
borhood — the context — of ranked objects to find out which are indeed query-relevant.
The hypothesis is that related objects are more likely to be in the same context, and thus
this type of information is a reliable way to tell them apart. As such, it is a natural fit to
relevance prediction, as analyzing the context of ranked objects concerning the context
of the query might give valuable clues to their relationship. A critical challenge is how to
represent this contextual information. Depending on the approach, those can be expen-
sive and difficult to deploy for extensive collections of objects. Some of the approaches
introduced by Pedronette et al. [73, 74] use comparisons of ranks at different levels, or
even methods to compute k-neighborhood mutually for two objects.
In this section, we introduce features for relevance prediction based on leveraging
contextual information between queries and ranked results. We take as inspiration the
contextual space models proposed by Pedronette et al. [73, 74], albeit with a few modifica-
tions to better work on large scale scenarios. As in the works mentioned earlier, contextual
descriptors require some a priori knowledge about some of the relationships between ob-
jects in the collection C. In Pedronette et al.’s work, this information is condensed in
a n × n distance matrix, with |C| = n, which stores the pairwise distances/similarities
between all objects in the collection. In our work, we reduce this requirement to knowing
only the l-sized ranks of all objects in the collection, with l  n. Furthermore, one de-
scriptor requires knowing the relevance relationship between all objects in the collection.
Next, each descriptor is covered in details.
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Accumulated Rank Jaccard (AccJacc)
Much of the contextual information proposed by Pedronette et al. [73, 74] are based
on comparing ranked lists using some distance measure. Computing the intersection of
ranked lists at different intervals is one of the methods proposed for measuring the distance
between ranked lists. Let Ri = (ci, si) and Rj = (cj, sj) be the ranks for objects qi and qj,











kc being a counter variable. Essentially, this similarity measure computes at different kc
the size of the intersection of ranked lists, averaging by the total number k′ considered for
the intersection. Because of the cumulative nature of this computation, upper positions
have more weight than lower positions.
Our formulation for the AccJacc is similar, with a few differences: (1) instead of a
single similarity measure, a description vector is computed instead, and (2) we use the






Let Ri = (cj, sj) be the L-sized rank for query qi. Suppose that for object ci,j we
also know its rank, which, for brevity, we denote as Rj = (cj, sj). Let α and β be two
parameters that control descriptor size, such that β ≤ L, and α | β. To compute the
feature, ranks are divided in α intervals of size β
α
. Feature AccJaccj, for the j th position
of the rank is defined as:
AccJacc
(i)





















, for d ∈ {x ∈ N|1 ≤ x ≤ α} (5.7)
In essence, dimension d of this feature is the Jaccard similarity between the sets containing
the first d × β
α
elements of ci and cj. The rationale is that we want to measure how the
intersection between both lists progresses as the number of elements considered grows,
but always in a weighted manner, hence the use of the Jaccard similarity coefficient.
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Figure 5.1: An example computation of the AccJacc feature at position j, for parameters
α = 3 and β = 6. Objects in the rank are represented as unique integer indexes. a) The
top-k objects in rank Ri of query qi, and the top-6 objects in the rank of object at position
j. b) Computing each dimension of AccJacc, by comparing the top-6 of qi and ci,j.
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Interval Jaccard of Group Labels (GL)
Recall from Section 2.3 that we defined some rules regarding the model of relevance con-
sidered throughout this thesis. Those rules allow us to create an alternative representation
of ranks based on group labels (G). A group is formed by objects in the collection that are
all relevant among themselves. The transitivity property of relevance guarantee groups
are all disjoint, and therefore can be uniquely identified. Figure 5.2 depicts an example






































Figure 5.2: An example of splitting a collection in groups. a) A toy collection C, in which
we show the first eight objects. b) A matrix representation of the pairwise relevance
between the eight first objects in C, with 1 denoting relevant, and 0, non-relevant. c) The
three groups resulting from the split of the eight first objects of C.
The AccJacc feature is strict in the restriction that two ranks are similar only if the
same elements appear in both. The GL representation aims at loosening this restriction
by comparing ranks through the groups that appear in both. Instead of comparing ranked
lists of objects, we compare ranked lists of group identifiers, representing the groups to
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which each ranked object belongs. Another difference regarding the AccJacc is that GL
is computed at disjoint intervals, instead of accumulated intervals. Unlike sequences of
objects, which have no repetition, sequences of GLs have potentially many repetitions,
since two distinct objects can map to the same GL. Therefore, computing GL on disjoint
intervals better captures the incidence of GLs at different points in the rank.
Suppose a collection of digital objects C, such that |C| = n, can be split into m
groups G = {G1, G2, ..., Gm}. If two objects p and q ∈ C, belong to the same group
Gi, then p is relevant to q and vice-versa. Groups in G are identified by a unique label
i ∈ {0, 1, ...,m}, such that label i refers to group Gi. We also assume there exists a
function g : C 7→ {0, 1, ...,m} which maps a collection object o to the label of the group
it belongs to. Therefore, if g(o) = i, then o ∈ Gi. These definitions establish the basis for
the GL feature.
Now, let Ri be the L-sized rank for query qi and Rj the rank for ci,j, the j th object in
Ri. As in the AccJacc feature, we use parameters α and β, such that β ≤ L and α | β, to
control feature size. Value λ = β
α
denotes the size of each interval. For position j, feature
GL is defined as:
GL
(i)













, for d ∈ {x ∈ N|1 ≤ x ≤ α} (5.9)
Though Equation 5.9 may seem complex, the idea is straightforward: considering the
GLs of the ranked objects in Ri and Rj (computed using function g), each dimension d
of the resulting descriptor is the Jaccard similarity between the sequence of GLs in the
d th intervals of size λ = β
α
of Ri and Rj. The computation is depicted in Figure 5.3. This
feature operates by comparing a clustered representation of objects. Clusters, however,
are not computed based on the vectorial representation of objects (which would required
knowledge about the underlying retrieval system), but on the relevance relationships be-
tween them. The main drawback of this feature is requiring significantly more information
than score-based features or AccJacc. To compute GL, we require to know beforehand
the relevance among all pairs of objects in the collection, thus requiring a fully annotated
collection C. While for some datasets this information may be readily available, for other
it may involve a costly annotation procedure.
5.3 Fusion Features
Every relevance feature described thus far takes advantage of different characteristics from
the output of a query to describe ranked objects. Let us summarize them:
• ∆ feature: describes the homogeneity of top-ranked scores, when centered at some
position j.
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Figure 5.3: An example computation of the GL feature at position j, for parameters
α = 3 and β = 6. Objects in the rank are represented as unique integer indexes, which
are mapped to group labels using function g. a) The top-k objects in rank Ri of query
qi, and the top-6 objects in the rank of object at position j, alongside the corresponding
group labels. b) Computing each dimension of GL, by comparing the mapped top-6 of qi
and ci,j.
• ClD feature: describes the behavior of the tail of scores, in relation to the score
at position j.
• AccJacc feature: describes the similarity of the query’s ranked list and the ranked
list for object at position j.
• GL feature: describes the incidence of relevance groups at different points of the
ranked list.
Because of their complementary nature, we apply fusion to extract features that better
describe the overall behavior of the output of a query. With early fusion, the idea is to
combine features before classification. A simple approach is concatenating features into
larger feature vectors. We propose three fusion features based on the combination of
different sets of proposed features:
• Fusion Score: F SCRj = ∆_j sDCT_j ClDj – combines score-based features.
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• Fusion Context: FCTXj = AccJacc_GL – combines context-based features.
• Fusion All: FFj = ∆_sDCT_ClD_AccJacc_GL – combines all features.
Where _ is the concatenation operator. Superscript (i) was omitted, for brevity.
5.4 Classification Models
Alongside the proposed features, we employ three complementary models for classifying
ranked objects into relevant/non-relevant. In this section, we introduce each model and
their rationale, plus a simple toy-example of its functionality.
5.4.1 Positional Classifiers
Positional classification is the original model thought when using learning for relevance
prediction. This model is based on the hypothesis that relevance information is dependent
on position. Let k be the number of positions we are trying to predict the relevance of,
and i and j be two positions of the rank, such that i 6= j and i ≤ k, j ≤ k. In positional
classification, it is considered that features extracted for position i are in essence different
from the same feature extracted from position j as the rank changes in ways that affect
the characteristics described by the features. This effect is especially true for score-based
features, as they all encode information of the relationships between the score in the
position and other neighboring or tail position scores. Though that is less of a concern for
contextual features, it still has its effects, as those leverage differences in ranked objects
between the query and the position analyzed, and those differences also change as the
rank progresses. Therefore, a positional classification model considers each position of
the rank as a classification problem itself.
Let there be a collection C, such that |C| = n, and a query set Q ⊂ C, with m = |Q|
training queries. Suppose a retrieval system R operating over collection C exists, such
that searching for qi ∈ Q using R produces rank Ri = (ci, si). As qi belongs to a labeled
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is a tuple consisting of some feature X(i)j , extracted at position j of rank Ri, and the
relevance label y(i)j , for position j of rank Ri. Recall from Section 2.2 that the objective
of supervised classification is to, considering the existence of a mapping function h which
maps input instances to output instances, learn an estimation ĥ from a set of labeled
input-output examples. In the positional classification model for relevance prediction, we
assume the existence of k mapping functions, h1, h2, ..., hk such that the input of function
hj, 1 ≤ j ≤ k is feature Xj and the output is label yj. The estimation of hj, dubbed ĥj










where m is the size of the training query set. For some test query qt, the sequence of





2 ), ..., ĥk(X
(t)
k )) (5.12)
where X(t)1 is the feature extracted at position 1 ≤ j ≤ k of Rt. In summary, a positional
classification scheme trains k classifiers, one for each position in the top-k , and those
are used individually to predict the relevance of the top-k positions of an unseen query.
Figures 5.4 and 5.5 displays a toy example of positional classification with k = 4.
The main advantage of this model is its high specialization for each position of the rank,
avoiding noise introduced by considering samples of very different positions of the rank.
However, this comes with the trade-off of making this model more restricted regarding
changes in the collection, since those might result in rank changes that invalidate the
models learned. Furthermore, it also has the issue of restricting the number of training
samples to the size of the training query set, which might be insufficient to learn the model
correctly. For large values of k, training and storing several classification models might
be an issue as well. The next two models presented aim at alleviating those problems, by
relaxing the positional constraint used in this approach.








Figure 5.4: Toy example of training positional classifiers, for k = 4. a) Retrieval is
performed for a subset of m labeled training queries, generating m training ranks. b)
Features extracted from the top-4 positions of each training rank are collected alongside
their labels in four training sets. c) Each positional prediction model is estimated with
the training data corresponding to its position.
5.4.2 Single Classifier
In opposition to the former model proposed, we introduce the single classifier model. As
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Figure 5.5: Toy example of prediction using positional classifiers, for k = 4.
is position-dependent. Thus, instead of k classifiers, a single one is trained with features
from all top-k positions and used to predict whether a ranked object in an unseen query
is relevant or not. Following the definitions in Section 5.4.1, this model assumes the
existence of a mapping function, h such that its input is any feature Xj, 1 ≤ j ≤ k,




























where m is the size of the training query set. For some test query qt, the sequence of





2 ), ..., ĥ(X
(t)
k )) (5.14)
where X(t)1 is the feature extracted at position 1 ≤ j ≤ k of Rt. Figures 5.6 and 5.7
display the analogous toy example, with k = 4, for the single classifier model.
Employing a single classifier model requires careful consideration of the features used.
Contextual features are somewhat safe, as their computation is dependent only on the
target position. Score-based features, on the other hand, require comparing scores of dif-
ferent positions of the rank. This requirement might result in patterns occurring between
features for two different positions i and j, which can negatively impact the effectiveness
of the predictor. Thus, it is essential to analyze and adapt score-based features for this
model of relevance prediction. Next, we detail some of the patterns that emerge when
computing score-based features, their possible impacts on the single model of classifica-
tion, and how to modify them to work correctly with this model.
The ∆ feature consists in computing the circular difference between the first α scores
in the rank and the score at the j th position. Consider the sequence of similarity scores
si, in the rank of some query qi, and that there are no ties in si. For any two indexes x
and y, such that 1 ≤ x < y ≤ L, we know that si,x > si,y, L being the size of the rank.
Therefore, when computing the ∆ with size α feature at position j, 1 ≤ j < k, we have
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Figure 5.6: Toy example of training a single relevance classifier, for k = 4. a) Retrieval
is performed for a subset of m labeled training queries, generating m training ranks. b)
Features extracted from the top-4 positions of each training rank are collected alongside
their labels in a single training set. c) The prediction model is estimated using training




< 0 if 1 ≤ p < j
> 0 if j ≤ p ≤ α + 1
(5.15)
It follows that as the position we are computing the feature increases, so does the number
of negative values in the upper dimensions of it. Therefore, there is an evident pattern in
the feature as it is computed for different positions of the same rank. This issue can be
easily solved by computing the absolute difference for the ∆ feature instead of the regular
difference.
For the sDCT feature, it is necessary to understand the formula used to compute
the 1-Dimensional DCT transform. The DCT transform has several forms, and in our
sDCT feature we employ the commonly used DCT-II form [81]. Using this transform, the
sequence of n real numbers x0, x1, ..., xn−1 is transformed into the sequence X0, X1, ..., Xn












, for p = 0, 1, ..., n− 1. (5.16)
Recall from the definition of sDCT that computing it with size α for position j of the
rank consists in computing the DCT transform above for the sequence of scores in the
(j, j + α) interval. According to Equation 5.16, computing the i th position of the sDCT
feature takes into account all values of the sequence, with each value contributing a











Figure 5.7: Toy example of prediction using a single relevance classifier, for k = 4.
determined by three things: (1) size of the sequence, (2) current position of the sequence
being considered, and (3) current dimension being computed. Moreover, the cos function
varies periodically within the (−1, 1) interval. Thus, the ordered nature of scores does
not affect the sign of the i th position of the final feature. It is possible, however, that
computing sDCT on upper positions of the rank might present values at a bigger range
than when computed at lower positions. This, however, is easily solved by normalizing
the feature.
Among all score-based features, the ClD is the most problematic when employing a
single classifier for relevance prediction. By construction, for rank Ri we always use the
same set Ωti when computing ClD for two distinct positions of the same rank. Take, for
instance, positions j and j + 1. Let us look at the difference between ClD(i)j and ClD
(i)
j+1
at some dimension p, 1 ≤ p ≤ α, with α being the size of the ClD feature. This difference
is:
|(si,j − ωp)| − |(si,j+1 − ωp)| = |(si,j − ωp − si,j+1 + ωp| = |si,j − si,j+1| (5.17)
Therefore, for any two positions of the same rank, each dimension of their ClD features is
distant by a fixed amount. This fact fixes the prediction performed for features extracted
from the same rank. Fixing this requires changing the inherent nature of the descriptor
ClD, and thus, instead we opt to not apply it on this classification scheme.
Using a single classifier is considerably simpler than using k classifiers, and more
robust to changes in the collections and ranks since no positional property is considered
when using them to perform prediction. However, it comes with the drawback of less
specialization, and the need to engineer specific features that are non-reliant on rank
position.
5.4.3 Block Classifiers
This model is actually a generalization of the prior two models. Its formulation is based
on the hypothesis that while changes in the rank do affect relevance prediction, small
blocks of sequential positions are similar enough to be predicted together. Therefore, we
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define blocks of size 1 ≤ b ≤ k, such that b|k, separating rank -k relevance prediction in k
b
classification problems. It is easy to see how this is a generalization of the positional and
single models: the former is the scenario where b = k, while the latter is the scenario where
b = 1. Formally, we assume the existence of k
b
mapping functions, h0, h1, ..., h k
b
−1. The
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where m is the size of the training query set. For some test query qt, the sequence of









where X(t)j is the feature extracted at position 1 ≤ j ≤ k of Rt. Though we define that b|k,
this is not entirely necessary, but rather a convention that simplifies the formulation of this
model, without loss of generalization. This model aims at partially keeping advantages
present in both positional and single models. From the former, we keep partially the
specialization of the method to the changes that occur throughout the rank. From the
later, the increase in training samples for each model, and the robustness to changes in
collection that result in rank changes.
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Figure 5.8: Toy example of training relevance classifiers in blocks, for k = 4 and blocks of
size b = 2. a) Retrieval is performed for a subset of m labeled training queries, generating
m training ranks. b) Features extracted from the top-4 positions of each training rank are
collected alongside their labels in their corresponding blocks. c) Each prediction model is








 [#] [ID] [score] [y]
Test
Rank




Sequence Labeling for Relevance
Prediction
In the previous chapter, we presented a machine learning framework for relevance pre-
diction. Though we explored three different classification approaches, single, positional,
and block, all of them have one aspect in common: positions are predicted independently
from each other. Even for single and block approaches, which incorporate samples from
different positions when training the classifier, the labels themselves are all independent.
Thus, investigating how to leverage information from the prediction sequence to improve
it offers a natural progression for our work. Unlike the approaches on Chapter 5, in
which the objective is to performing k predictions, one for each label, in this chapter we
formulate the problem as performing one prediction, for all k labels.
Many problems, mostly within the realm of natural language processing (NLP), re-
quire classifying sequential elements in discrete classes. Examples include named-entity
recognition [49, 50, 57], recognizing entities and their associated types within sentences,
and shallow parsing [71], grouping elements of sentences into categories, which summa-
rize it. In bioinformatics, sequence labeling has been applied to predicting the secondary
structure of proteins [115, 124]. All those problems fall into the broader problem named
sequence labeling, in which the task is to map a sequence of input instances to a sequence
of output labels. Sequence labeling can be considered as a structured learning problem:
the supervised learning problem of classifying general structures, instead of real or natural
numbers [3, 106, 110, 111].
In this chapter, we investigate sequence labeling approaches for the rank -k relevance
prediction problem. In this context, a relevance attribution to the top-k objects of the
rank is seen as the task of labeling a k-sized sequence of ranked objects with a k-sized
sequence of labels, each belonging to the set {0, 1}. In Section 6.1 we formally define
the problem of sequence labeling. Among the many proposed solutions for this problem,
we explore two seminal ones in this thesis: Structured Perceptron [19] and a Conditional
Random Field (CRF) [49, 102] model in conjunction with a Structured SVM Learner [110,
111]. Those approaches are further detailed in Section 6.2. Besides the sequence labeling
method, this problem relies on the careful design of a sequential representation of data.
On Section 6.3, we discuss three approaches to model ranks as sequences, two based on
baseline features explored in our standard learning formulation for the problem, and one
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specifically designed for sequence labeling solutions.
6.1 Sequence Labeling Definition
Hakan [34] defines x1:T as a T -sized input sequence, such that xt is the vector at position
t ∈ {1, 2, ..., T}. Let Y = {1, 2, ...,M} , M ∈ N be a set of labels, and y1:T a sequence of
labels, such that yt ∈ Y is the label at position t ∈ {1, 2, ..., T}. Similarly to supervised
classification, it is assumed there exists an unknown mapping h:
h : X T 7→ YT (6.1)
which maps an input sequence to an output label sequence. Again, the objective is to
find an estimation of function h, namely ĥ, such that a sequence of labels ŷ1:T = ĥ(x1:T )
can be predicted for an unseen input sequence x1:T . Although it may seem so, sequence
size T is not fixed and may vary per input sequence. Sequence labeling fits very well the
relevance prediction problem. In rank -k relevance prediction, the input sequence may be
the sequential top-k rank scores, a sequence of features extracted from sequential rank
scores, or even some relationship between the first k objects in the rank. Output labels,
however, are simply the sequence of relevance labels. There are two key aspects we need
to consider when approaching relevance prediction from a sequence labeling standpoint:
(1) which approach to use for sequence labeling, and (2) how to properly represent ranks
as sequences. We explore both in the next two sections of this chapter.
6.2 Structured Learning for Sequence Labeling
Though sequence labeling is a well-defined problem by itself, it is often considered within
the broader framework of structured learning. Like multi-class learning is a generalization
of binary learning, and multi-label is a generalization of multi-class, structured learning
has been proposed as a further generalization of these paradigms, to learn and classify
general structures [3, 9, 106, 111]. Collins [19] introduced a structured formulation of the
perceptron algorithm, intending to solve sequence labeling problems. Seminal in the field,
the work of Tsochantaridis et al. [110, 111] proposed to expand the multi-class formulation
of Support Vector Machines to structured output spaces, such as trees, sequences or
strings. One of the main challenges of classification in such domains is their size and
sparsity. Let us take, for instance, our problem of relevance prediction: if we were to
consider it a multi-class classification problem, each combination of relevant/non-relevant
labels for the top-k would have to be considered a different class. That would give us
a total of 2k classes, which even for a small value of k = 10, is still the large number
of 1024 classes. For any k larger than 10, the output space would become prohibitively
large. Other structures, such as graphs or sentences, can be even more complex, for sizes
much smaller. Structured Learning takes advantage of the structure of the output space
to predict new structures, potentially unseen during training. In this scenario, inference
becomes a significantly more difficult problem and is often solved using approximate
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solutions.
The two approaches we employ use some form of structured learning to solve the
sequence labeling problem. They are: (1) the structured perceptron model [19], and (2)
a conditional random field (CRF) for modeling a sequential representation of a rank [49,
102], combined with a structured support vector machine classifier [110, 111] for learning
parameters. We give an introduction to both approaches in the following sections, though
we avoid a deeper formalization, as it is outside the scope of this thesis. For a more
theoretical explanation to those methods, the following works [9, 44, 68] offer a good
introduction to this topic.
6.2.1 Structured Perceptron
The perceptron is one of the earliest algorithms proposed for supervised binary classifi-
cation problems [86]. It is a linear classifier; therefore, the output label is computed as
the result of a linear function applied to an input feature vector. Supervision consists of
learning the weights of the linear function, by iteratively updating them according to a set
of training feature vectors and their known labels. Though very simple, a perceptron can
be considered as a single-layer neural network. The multilayer perceptron is somewhat of
a sibling to the Perceptron, as it works by chaining several functions in a layered fash-
ion. It can be considered as one of the ancestors to the modern prevalent deep learning
techniques.
We are interested, however, in another generalization of the perceptron algorithm: the
structured Perceptron. Proposed by Collins [19], it generalizes the algorithm to deal with
a sequential prediction. Though not recent, it still is a popular and competitive approach
for many problems that deal with structured data [4, 53, 116]. Conceptually, it works the
same as the regular Perceptron, though it has two challenges: inference and weight update.
Inference is usually one of the biggest challenges in structured learning problems, as it
requires searching in exponential space. Let x be an input sequence of features, and y ∈ Y
an output sequence of labels, and Y the set of all possible label sequences. Let Φ(x, y) be
a joint feature function, which maps a sequence of features and a sequence of labels in a
d-dimensional vector. Structured Perceptron’s inference consists of the following arg max:
ŷ = arg max
y∈Y
wᵀΦ(x, y) (6.2)
such that w is a d-dimensional vector of weights. Equation 6.2 can be seen as the general
form of inference for structured learning problems. The number of elements in Y grows
exponentially with the size of the sequence, making brute-force search unfeasible. In
practice, belief propagation [121] is employed. After inference, weight vector w must
be updated according to the loss produced by the inferred sequence of output labels ŷ.
Weight updating is also solved by the joint representation provided by function Φ:
w = w + r × (Φ(x, yF)− Φ(x, ŷ)) (6.3)
where yF are the true labels of x, and r the learning rate. Therefore, the loss is the
difference between the joint representation of the true labels and the predicted labels.
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6.2.2 Linear-chain Conditional Random Field
Lafferty et al. has proposed conditional Random Fields (CRF). [49] as a graphical model,
which employs a discriminative approach for statistical learning, and is commonly applied
to structured learning tasks, such as sequence labeling. Statistical learning is commonly
split into two types of models: generative and discriminative [65]. Generative mod-
els aim at modeling the probability that some input has generated a particular output.
In contrast, discriminative models aim at finding the output that better fits some in-
put, often by computing some decision boundary. Ng and Jordan [65] distinguish both
models from a statistical point-of-view by establishing that generative approaches learn
the joint-probability of the inputs and outputs, modeling the conditional from it, while
discriminative approaches learn the conditional probability directly. Näive Bayes is an
instance of a generative model, while Logistic Regression is a discriminative one. While
not model-based, decision boundary approaches such as Support Vector Machines (SVM)
is often referred to as being discriminative as well.
Statistical modeling, when employed in pattern-recognition or learning tasks, fre-
quently requires many assumptions about the statistical generation process of data. Among
these assumptions, there is the representation of conditional dependence between different
input variables. Assuming all input variables are independent, while it may work reason-
ably for some problems, it is insufficient for problems with strongly connected inputs. On
the other hand, representing conditional dependency between all, different input vari-
ables is an unfeasible task. Probabilistic graphical models [44] provide a middle ground
by assuming only subsets of variables are dependent and representing such dependencies
as a graph. Graphical models allow computing some model properties, for instance, joint
probabilities, in a factorized approach, by leveraging the structure of the graph. Bayesian
Networks and Hidden Markov Models (HMM) [44] are two standard graphical models.
The later is the basis for the formulation of CRFs.
Consider the general context of sequence labeling, in which there is a sequence of
samples x1:T to which we want to attribute a sequence of labels y1:T . Samples and ob-
servations are considered by HMMs as, respectively, observations and states. The aim is
to model how neighboring states transition from one to another, considering their related
observation. HMMs model the joint-distribution by considering the following indepen-
dence assumptions: (1) some state yk ∈ y1:T depends only on state yk−1 before it, and (2)
an observation xk ∈ x1:T depends only on the current state yk ∈ y1:T . The HMM is de-
scribed by knowing the probability distribution of a state yk, conditioned to the previous
state yk−1, and the probability distribution of an observation xk conditioned to state yk.
Using factorization over the HMM, the final joint probability of a sequence of states and
observations is computed, and therefore are a generative approach for sequence labeling
tasks.
Linear-chain CRFs can be understood as a generalization of HMMs to a discriminative
approach for sequence labeling. HMMs model the joint probability of sequential input
observations and sequential output states as products of probabilities of a current state
conditioned to the state before, and current observations conditioned to current states.
In the discriminative context, instead of the joint probability, we want the probability of
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a sequence of output states conditioned to a sequence of input labels. As such, feature
probabilities do not have to be modeled, and thus CRFs have to learn fewer parameters.
Moreover, CRFs employ in their formulation feature functions. Those functions, in the
linear-chain CRF case, are used to capture information relating to the current input
sequence member, the current output label, and the previous output label. For more
general CRFs, other functions may be used as well. With the proper feature functions, a
CRF can model any HMM, thus why the former is a generalization of the later. In their
survey, Sutton and McCallum [102] present the formulation of a linear-chain CRF from
the HMM formulation.
Though learning parameters in CRFs can be done by probabilistic approaches, it is also
possible to apply margin-based approaches [43, 110, 111]. Those combine the slack SVM
formulation, with the joint feature functions and loss functions used for representations
in structured space. In the previous section, we defined the joint feature function Φ as a
function which maps a sequence of input features x and sequence of output labels y to
a d-dimensional vector of numbers.Training a Structured SVM, on a set with N training
















≤ ξ(i), ∀y ∈ Y
were C is the regularization parameter, Y the set of all possible label sequences, and
∆(y, (̂y)) a function that computes a loss between two label assignments, such that





are the slack vari-
ables, introduced to soften the classification margin of the SVM, thus it is the N-Slack
formulation. The joint feature function Φ and loss function ∆ both derive from the model,
in this case Linear-chain CRF, employed. In this thesis, library PYSTRUCT [61] was
used to implement conditional random field model and structured svm learning.
6.3 Sequential Representations of Ranks
The other component required for sequence label is the sequential representation of data
being classified. This representation usually takes the form of a variable-sized sequence
of vectors, such that the i th member of the sequence vector vi, might belong to Rd or
{0, 1}d, for instance. A practical example is the modeling of an Optical Character Recog-
nition (OCR) problem, which is the task of converting an image representation of text
to a machine one, as a sequence labeling problem. In this scenario, suppose the input is
a t-sized sequence of binary n-by-m images of letters. A suitable sequential representa-
tion would be the vectorization of each image, such that vector vi of the sequence is in
{0, 1}n×m. Ranks are naturally sequential, and thus have many potential representations,
the most straightforward one being to use the sequence of scores. In this section, we
propose three approaches to represent ranks as sequences. Two are based on features pre-
viously proposed for the standard learning-based approaches, while one was specifically
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designed for the structured learning solution.
Suppose there is a rank Ri = (ci, si), for which we wish to extract a sequential repre-
sentation x(i)1:k of size k. We denote as x
(i)
j , such that j ∈ N, 1 ≤ j ≤ k, as the j th member
of sequence x(i)1:k. Next, we define the sequential representations used in our sequence
labeling approaches.
6.3.1 Baselines
The baseline representations are based on features already used with the standard learning-
based relevance prediction approaches presented in Chapter 5. These are:
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Those sequential representations are our baseline for comparison with the standard
machine-learning approaches of Chapter 5. Note that, though similar to the single scheme
for relevance prediction (Section 5.4.2), the sequence labeling approach is not the same.
In the later, a training sample is the entire sequence, and not only the vector extracted
at a single position. The next representations are based on extracting information about
the sequential relationships of members in the rank.
6.3.2 Composite Sequence CS
Each j th element of this sequence aims at encoding different aspects of the sequence, by
comparing information from the j th ranked object and other elements of the sequence.



















The first component, v(i)j,1, encodes the direct relationship between the j th ranked object
and the query, through its score. Therefore, we define it as:
v
(i)








of CS(i), similar to contextual features, require
prior knowledge about the ranks of objects in Ri. Let Rj = (cj, sj) be the rank for object
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ci,j ∈ ci. Components v(i)j,2 and v
(i)
j,3 use the Jaccard coefficient (Equation 5.5) to measure
similarity between ranks. Let jacc be a function to compute the jaccard similarity between
two sets. v(i)j,2 and v
(i)














j,2 if j = 1
jacc(c′j−1, c
′
j) if 2 ≤ j ≤ k
(6.9)
where c′ ∈ c is a subset containing the first α = 20 objects in c. Essentially, v(i)j,2 represents
the similarity between the top-α of object ci,j and the top-α of Ri, while v
(i)
j,3 represents the
similarity between the top-α of object ci,j and the top-α of its predecessor in Ri. In the
special case when j = 1, we simply duplicate the component, as ci,j has no predecessor.
Components v(i)j,4 and v
(i)
j,4 work similarly to the two prior components, but captur-
ing the difference between distributions of scores instead. For that end, we employ the
Earth Mover’s Distance (EMD), also called the Wasserstein metric [80]. Defined for two
probability distributions, an intuitive interpretation of the EMD is the measuring of the
amount of energy required to transform one probability distribution into the other. For






where cdf(·) is a function that computes the empirical cumulative distribution function
of a sample. In the context of our representation, we use it to measure how different the














j,4 if j = 1
emd(s′j−1, s
′
j) if 2 ≤ j ≤ k
(6.12)




This chapter details the organization of the experiments performed to evaluate our rank -k
relevance prediction approaches. It covers our information retrieval implementation (Sec-
tion 7.1), the datasets used and their variations (Section 7.2), and the framework and
metrics used to evaluate rank -k relevance prediction (Section 7.3).
7.1 Information Retrieval Implementation
As detailed in Section 2.1, our ranking implementations are based on a vector model
of retrieval and similarity search, and performed in a Content-Based Image Retrieval
context. We employ two different approaches for retrieval, which differ in the way images
are represented and how they are ranked. The first uses a local descriptor representation
and ranking based on vote scores. The other uses a global descriptor representation, and
approximate nearest-neighbors for ranking. The next two sections detail both approaches.
7.1.1 Local Descriptor Matching
This implementation is based on a local descriptor voting scheme. Each image is rep-
resented by an array of local descriptors, extracted using a local keypoint detector and
descriptor. Per image, the m keypoints with highest activation are kept. Following the
vectorial model discussed in Section 2.1, descriptor D represents an image oi as a d-
dimensional descriptor matrix ε(oi) ∈ Rm×d. For each query, we also extract m local
descriptors, and for each we find the k nearest neighbors of it the collection, using some
similarity, or distance, measure. Each of the k neighbors casts a vote to the image it
belongs to, totalling per query m × k votes cast. We define V = (v1, v2, ..., vn) and
D = (d1, d2, ..., dn) such that v1 is the total of votes image oi received from q, and di the
average distance of the votes casted from the query to image oi. We use two approaches
to compute the final ranking score si for image oi: (1) vote and (2) vote+similarity. For
the first, we use the raw votes as scores:
si = vi (7.1)
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For variation (2), we use:







||D||2 is the L2 normalization of the average vote distance. We subtract it from 1 to convert
it to a similarity. By construction, 0 ≤ δi ≤ 1, and thus we guarantee to only break ties
between images with the same number of votes.
Figure 7.1: Local descriptor matching and scoring on a toy collection with five images.
Each image has five local descriptors, and each query descriptor casts four votes. For the
vote ordering scheme, the final ranking will be (o1, o2, o4, o3, o5), with respective scores
(8, 5, 5, 1, 1). For the vote+distance ordering scheme, the ranking is (o1, o4, o2, o3, o5),
with respective scores (8.65, 5.61, 5.56, 1.52, 1.46).
7.1.2 Global Descriptor Matching
This implementation is a basic similarity-search of global descriptors, following closely
the definitions of Section 2.1. Each image oi in the collection is described by a vector
ε(oi) ∈ Rd, using descriptor D. For some query q, we use ranker R = (D,S), comparator
S being some similarity or distance measure. Each resulting rank is limited at L total
results.
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7.2 Datasets and Variations
This section briefly discusses the different image datasets used for evaluation in this thesis.
We cover a broad scope of retrieval tasks, aiming for:
1. Complex problems, such as object retrieval and scene retrieval.
2. Large-scale collections, with hundreds of thousands of images.
3. Cover test scenarios such as different descriptors or similarity measures.
4. Testing scenarios with good, average, and bad retrieval performance.
As such, we opted to cover a few different retrieval datasets, which we adapt from
classification problems. For each dataset, we select a subset of its images as the collection
C, and a query set Q ⊂ C. Further in Section 7.2.7 we discuss the variations used for each
dataset: changes in retrieval setting, such as different descriptor D or comparator S, but
same underlying data. The datasets are detailed next.
7.2.1 Oxford
A staple of object retrieval datasets, the Oxford dataset [75] comprises a total of 5.063
building images, belonging to either at least one of 11 predefined categories or no class at
all. The query set Q for this dataset contains N = 55 query images, equally distributed
among the 11 classes. The dataset is also designed with four quality classifications for
each of the matching images: good, ok, bad, and junk. As this dataset uses non-binary
relevance labels, we adapt it to consider only the good and ok results for some query
as relevant. We also simplify the relevance to consider that images belong to at most
one category, keeping only the most prominent category represented within the image.
These two modifications are sufficient for the relevance model of this dataset to obey the
relevance model established in Section 2.3. Figure 7.2 show some sample images from
Oxford dataset.
Figure 7.2: Oxford sample images.
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7.2.2 Unicamp
Inspired by the Oxford dataset, the Unicamp dataset contains a total of 3.143 images, all
of them belonging to exactly one of 72 different categories. Each image depicts a different
building of the University of Campinas (Unicamp), Brazil. The query set Q comprises
N = 360 images, 5 for each class. A large number of categories at almost seven times the
amount in the Oxford dataset, as well as the larger query set, are the main drives behind
this dataset. Unlike Oxford, categories include multiple views of the same building, as
well as some inside views. Figure 7.3 shows some sample images from Unicamp dataset.
Figure 7.3: Unicamp sample images.
7.2.3 Corel
This dataset [104] is a reorganization of the 10.800 Corel photo galery [114] into 80
conceptual groups, such as dog, castle, cloud, among others. Each group has at least 100
images, and each group is conceptually homogeneous. Images from the same conceptual
groups are considered relevant to each other. For the query set, we selected 5 images
randomly from each group, totaling 400 queries. Figure 7.4 shows some sample images
from Corel dataset.
Figure 7.4: Corel sample images.
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7.2.4 Places365
A challenge of the ImageNet Large-Scale Visual Recognition Challenge 2016 [88], the
Places365 [127] is a scene recognition dataset, comprising 365 different indoor and outdoor
scene categories, such as airfield, hospital, or ocean. We selected close to 1,000 images
per category, resulting in a total of n = 330.327 images for the collection C, all of them
from the test set within the dataset. Per category, 10 queries were selected, resulting in a
query set Q with N = 3.650 queries. We adapted this dataset for retrieval by considering
images from the same category to be relevant to one another. Figure 7.5 shows some
sample images from Places365 dataset.
Figure 7.5: Places365 sample images.
7.2.5 ImageNet
This collection is a subset of the well-known object classification ImageNet [88] dataset
modified for the problem of retrieval. The subset we used as collection C comprises
n = 500.000 images, covering all the 1.000 different classes of objects, and three queries per
object, amounting to a query set Q with N = 3.000 queries. Ranked results are relevant
if they are from the same object category as the query. In this version of the dataset,
images belong to at most one category of object, therefore respecting the relevance rules
established in Section 2.3. Figure 7.6 shows some sample images from ImageNet dataset.
Figure 7.6: ImageNet sample images.
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7.2.6 VGGFace
Originally a face recognition dataset [72], we use a subset of it, adapted to the problem of
image retrieval. For each of its 2.622 different identities, we selected 100 images, giving us
a total of n = 262.000 images for the collection C. With 3 queries per identity, our query
set Q comprises N = 7.866 face images. Relevant images are defined as images from the
same identity as the query. Figure 7.7 shows some sample images from VGGFace dataset.
Figure 7.7: VGGFace sample images.
7.2.7 Dataset Variations
Beyond assessing the effectiveness of rank -k relevance prediction on different datasets, it
is important to evaluate the sensitivity of methods to different retrieval settings. Thus,
each dataset is divided into several variations, for which we use the same underlying
data, but modify how we perform retrieval. We summarize the variations in Table 7.1,
following with an in-depth description of the information within it. Retrieval results for
each experimental setting are shown in Appendix A.
Descriptor D
Two main strategies for description were employed: local descriptors and global descrip-
tors. SURF [10] was employed to detect and describe local features. Per image, either
500 or 2000 features, of d = 64 dimensions, are detected, although in a minimal set of
images, most very noisy, it is only possible to detect a fraction of those. Global description
strategies employ a single feature vector per image, extracted using Convolutional Neural
Networks (CNN). Besides being used directly for classification, CNNs are commonly used
indirectly to provide image descriptions, which can be used for classification or retrieval.
On Unicamp, Oxford, and Corel datasets, we use the description of an Inception-
ResnetV2 CNN [103] trained on ImageNet [88]. From this CNN, we extract the output
of the fully-connected layer, a vector with d = 1536 dimensions. The other global de-
scription used for the three datasets is obtained from the VGG16 CNN [100] trained on
Places365 [127]. Again, we extract the output of the fully Connected layer, a d = 4096
dimensional vector.
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Table 7.1: Summary of experiments performed
Dataset |C| |Q| D S Alias
SURF (D ∈ R500×64) Votes Oxford SURF 500
SURF (D ∈ R500×64) Votes + Similarity Oxford SURF 500 + Sim
SURF (D ∈ R2000×64) Votes Oxford SURF 2000
Deep FV - ResnetV2 (D ∈ R1536) KNN – L2 Oxford ResnetV2
Oxford 5.063 55
Deep FV - VGG16 (D ∈ R4096) KNN – L2 Oxford VGG16
SURF (D ∈ R500×64) Votes Unicamp SURF 500
SURF (D ∈ R500×64) Votes + Similarity Unicamp SURF 500 + Sim.
SURF (D ∈ R2000×64) Votes Unicamp SURF 2000
Deep FV - ResnetV2 (D ∈ R1536) KNN – L2 Unicamp ResnetV2
Unicamp 3.143 360
Deep FV - VGG16 (D ∈ R4096) KNN – L2 Unicamp VGG16
Deep FV - ResnetV2 (D ∈ R1536) KNN – L2 Corel ResnetV2Corel 10.800 400 Deep FV - VGG16 (D ∈ R4096) KNN – L2 Corel VGG16
Deep FV - VGG16 (D ∈ R365)a KNN – L2 Places365 VGG16 L2Places365 ∼330k 3.650 Deep FV - ResnetV2 (D ∈ R365)a KNN – L2 Places365 ResnetV2 L2
Deep FV - ResnetV2 (D ∈ R1000)a KNN – L2 ImageNet ResnetV2 L2
Deep FV - ResnetV2 (D ∈ R1000)a KNN – cos ImageNet ResnetV2 cosImageNet 500k 3.000
Deep FV - ResnetV2 (D ∈ R1000)a KNN – L∞ ImageNet ResnetV2 L∞
Deep FV - VGG16 (D ∈ R2622)a KNN – L2 VGGFace VGG16VGGFace ∼262k 7.866 Deep FV - VGG16 (D ∈ R2622)a KNN – L2 VGGFace VGG16 + Pert.b
a Class frequency descriptors.
b This variation employs query perturbations.
Highlighted rows are the experiments covered in our discussion.
For datasets Places365, ImageNet, and VGGFace, we use a slightly different approach.
Instead of the fully-connected layer, we use the output class probabilities of each image
as the descriptor. The resultant vectors have d = 365, d = 1000, and d = 2622 dimen-
sions for Places365, ImageNet, and VGGFace respectively. This representation is a valid
description strategy because the image sets used for training the respective CNNs follow
the same category division as the images chosen for the collection C. This representation
was chosen due to the significantly smaller size. In this setting, two additional CNN
architectures are used: a Resnet152 CNN [39] trained on Places365, and a VGG16 CNN
trained on VGGFace.
Comparator S
Recall from Section 7.1, that we employed two retrieval models for ranking images. One
is based on counting votes of local descriptors between the query and the images in the
collection, and the other is based on kNN matching of global descriptors. For the first,
each local descriptor casts k = 10 votes, using Euclidean distance to find the k neighbors.
Therefore, with 500 descriptors are detected per image, a query casts a maximum of
500 × 10 = 5000 votes, and when 2000 are detected, a maximum of 2000 × 10 = 20000
votes. Ranking in this scenario is either done using the number of votes (Vote in Table 7.1),
or by a combination of the number of votes and average descriptor similarity (Vote + Sim.
in Table 7.1.
For kNN with global descriptors, the number k of neighbors ranked vary with the
dataset. Furthermore, the comparison measure is also varied. For most experiments, the
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Euclidean distance (L2-norm) is used, but the Cosine similarity and Chebyshev distance
(L∞-norm) were also tested in some settings.
Query Perturbations
One especial experiment within the set is the second experiment performed on VGGFace,
with alias VGGFace VGG16 + Pert.. At first glance, this variation might look the
same as the first performed on VGGFace. However, upon further inspection, retrieval
performance was significantly lower in this experiment. That is because, in this setting,
each query image undergoes post-processing operations before feature extraction. Such
operations raise retrieval difficulty significantly, as seen in the retrieval performance of this
variation. We have chosen the VGGFace dataset for this variation because performance
on the unmodified query set is high. Thus, we deemed compelling to measure the impact
of a high retrieval decrease on prediction effectiveness. Query perturbations used are salt
and pepper noise, Gaussian noise, gaussian blur, contrast change, small rotations, and
brightness change.
7.3 Relevance Prediction Evaluation
Let qi be a query object, with rank Ri = (ci, si). Recalling from Section 2.3, the ob-
jective of relevance prediction is to, given a target k, predict whether the top-k re-
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1 if the object ci,j ∈ ci is predicted as relevant to query qi
0 Otherwise
(7.4)
When evaluating our rank -k relevance prediction approaches, we assume that qi be-
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1 if the object ci,j ∈ ci is relevant to query qi
0 Otherwise
(7.5)
For clarity, we shall use an alternative nomenclature for the two sequences of labels




j , ∀ j ∈ {x ∈ N|1 ≤ x ≤ k} (7.6)




j , ∀ j ∈ {x ∈ N|1 ≤ x ≤ k} (7.7)
Predicting individual positions of ranks is akin to a binary classification problem, and
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we evaluate the performance of our methods as such. In binary classification problems,
there are two classes, commonly denoted as the positive class (1) and negative class
(0), and a sample belongs to one of either. Let s be an input sample to some binary
classification system, the class of s being g. Supposed the binary classification system
gives as output the predicted class p, for sample s. There are four possible scenarios
• True Positive: the predicted class p = 1 and the actual class g = 1.
• False Positive: the predicted class p = 1 and the actual class g = 0.
• True Negative: the predicted class p = 0 and the actual class g = 0.
• False Negative: the predicted class p = 0 and the actual class g = 1.
For a set of samples S, we denote the number of true positives as TP, the number
of false positives as FP, the number of true negatives as TN, and the number of false
negatives as FN. The true negative rate, also called sensitivity [30, 77], is the ratio of





Likewise, the true negative rate is the ratio of correct negative predictions, also called
specificity [30, 77], is the ratio between correct negative predictions and the number of





Positional Balanced Accuracy (bACC)
A common effectiveness measure for binary classifications system is the balanced accuracy
(bACC) [30, 77]. It is especially useful when the number of positive and negative classes






Predicting relevant and non-relevant objects is equally important when applying rank -k
relevance prediction for performance prediction, but the number of relevant and non-
relevant items within the results of the query set is often very unbalanced. Therefore,
bACC is an excellent measure of prediction quality. However, recall that for each query qi,
instead of a single prediction, we have a prediction vector with k positions. Although it is
possible to measure the bACC per vector, by comparing with the ground truth relevance
vector, and then taking the average bACC among all predictions, such approach some-
what masks the exact accuracy of the methods, as it ends up bundling positions together
in a single measurement. Instead, we opt for a positional approach, as the global method
is better covered using the Matthews Correlation Coefficient, as we shall see further in
this section.
84
Let Q be a query set, with |Q| = N . Each qi ∈ Q has a ground-truth relevance vector
gi and a predicted relevance vector pi, both with size k. For some j, such that 0 ≤ j ≤ k,
we create vector g∗,j = (g1,j, g2,j, ..., gN,j), with all ground-truth relevances of position
j. Similarly, we create vector p∗,j = (p1,j, p2,j, ..., pN,j) with all predicted relevances of
position j. The j th positional bACC is βj = bACC(g∗,j,p∗,j). Prediction effectiveness at
each position in the top-k is represented by the vector β = (β1, β2, ..., βk)
Matthews Correlation Coefficient (MCC)
Another popular measure of effectiveness for binary classifiers is the Matthews Correlation
Coefficient, or MCC [30, 56, 77], defined as:
MCC =
TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(7.11)
Like the bACC, MCC is a balanced measure, which takes into account both the pre-
diction of positives and the prediction of negatives. Being a correlation measure, it results
in a value in the range of -1 and +1, with +1 representing a perfect prediction, -1 repre-
senting the negative correlation between prediction and ground truth, and 0 representing
a prediction that is no better than a random guess. The MCC is especially useful in
showing that our predictions are good not because of luck, but because the predicted
labels are actually correlated to the correct answer.
Instead of measuring the MCC positionally, as we did with the bACC, we perform
a single measurement for the entire query set |Q|. First, we create a set ground truth
relevance vector gcat = g_1 g_2 ..._gN , with operator _ being the concatenation operator.
Likewise, we create the set predicted relevance vector pcat = p_1 p_2 ..._pN . The set MCC
is µ = MCC(gcat,pcat).
Example Evaluation
Let Q be a query set with N = 5 queries, and k = 3. Table 7.2 shows the predicted
relevance vectors and the ground truth relevance vectors of all qi ∈ Q.
Table 7.2: Example evaluation table for N = 5 queries, and top-3 prediction
ground truth (gi) predicted (pi)
Q gi,1 gi,2 gi,3 pi,1 pi,2 pi,3
q1 1 0 1 1 0 1
q2 1 1 0 1 1 1
q3 1 1 1 1 0 0
q4 0 0 1 1 0 1
q5 1 0 0 1 0 0
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First, we measure the positional bACC, for each of the k = 3 positions:
β1 = bACC(g∗,1,p∗,1) = bACC((1, 1, 1, 0, 1), (1, 1, 1, 1, 1)) = 0.500
β2 = bACC(g∗,2,p∗,2) = bACC((0, 1, 1, 0, 0), (0, 1, 0, 0, 0)) = 0.750
β3 = bACC(g∗,3,p∗,3) = bACC((1, 0, 1, 1, 0), (1, 1, 0, 1, 0)) = 0.583
(7.12)
Therefore, the bACC vector is β = (0.5, 0.75, 0.83). The per-sample F1-Score is com-
puted as:
ϕ =
F1(g1,p1) + F1(g2,p2) + F1(g3,p3) + F1(g4,p4) + F1(g5,p5)
5
=




Next, we measure the MCC:{
gcat = (1, 0, 1, 1, 1, 0, 1, 1, 1, 0, 0, 1, 1, 0, 0)
pcat = (1, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0, 1, 1, 0, 0)
(7.14)
MCC(gcat,pcat) = 0.444 (7.15)
Therefore, µ = 0.444.
Top-rank position
Recall that we employ a query set Q that is a subset of the collection C, a standard-
setting in benchmarking retrieval systems. The top position of the rank becomes a sort
of calibration position: a correct, deterministic, retrieval model is expected to retrieve
at the top position of its rank the query itself. In practice, this means that in our
retrieval settings, with few exceptions, the top position is always relevant to the query.
Some exceptions arise from issues in the description, which might generate ties in the
first position, sometimes pushing the query for the second position. This presents a few
challenges to the implementation and evaluation of some relevance prediction methods.
Positional learning methods 5.4.1, for instance, have trouble correctly classifying this
rank position, as the number of negative examples is often very small or even non-existent.
Because of the outlier nature of this rank position, features significantly impact the learned
model of non-positional classifiers, a reason why we decided to exclude features computed
from this position when learning the models.
Upon evaluation, adding or removing the first position when computing the MCC
has a significant impact on the reported value of this measure. Consider a scenario in
which all samples have a relevant object in the top position, and two relevance prediction
methods: one that always outputs relevant for the top position, while the other randomly
outputs relevant/non-relevant labels. Fixed responses and random responses both have
0 correlation with the actual results, even when those are all positive results. Consider
Table 7.3 as an example. First, we compute the MCC for predictions A and B, including
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the first position of the rank:
µ = MCC({1, 0, 1, 1, 1, 0, 1, 1, 1} , {1, 0, 1, 1, 1, 1, 1, 1, 1}) = 0.661 (7.16)
µ′ = MCC({1, 0, 1, 1, 1, 0, 1, 1, 1} , {1, 0, 1, 0, 0, 0, 1, 1, 1}) = 0.597 (7.17)
Therefore, when comparing their MCC, prediction A performed better than prediction B.
But, now we perform the same evaluation, but excluding the first position:
µ = MCC({0, 1, 1, 0, 1, 1} , {0, 1, 1, 1, 1, 1}) = 0.632 (7.18)
µ′ = MCC({0, 1, 1, 0, 1, 1} , {0, 1, 0, 0, 1, 1}) = 0.707 (7.19)
Not only the measured MCC for prediction A lowers, while the one for prediction B
raises, the later now significantly outperforms the former. Because this behavior is highly
dependant on the distribution of relevants within the top position of the samples in the
query set, we opt to evaluate the MCC on both {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k}
intervals, for completeness
Table 7.3: Example of the impact of the first rank position on MCC evaluation
ground truth (gi) prediction A(pi) prediction B(p′i)







q1 1 0 1 1 0 1 1 0 1
q2 1 1 0 1 1 1 0 0 0
q3 1 1 1 1 1 1 1 1 1
7.4 Validation Protocol
Discussion of rank -k relevance prediction results is split in three chapters, each covering
one of the families of approaches introduced in Chapters 4, 5, and 6. Of all 19 experimental
settings of Table 7.1, we focus our discussion in a subset of 8, for brevity reasons. The
remaining results are presented in Appendices B.1 and B.2.
The methods proposed are supervised, requiring a set of training examples for cali-
bration, and a set of testing examples for evaluation. Because training and test samples
are queries, those sets are subsets from the query set Q established for each dataset. We
follow a 5 × 2 cross-validation protocol for evaluation: set Q is randomly split in two
halves, Q1 ⊂ Q and Q2 ⊂ Q, such that Q1 ∩ Q2 = ∅. For this split, Q1 is used for
training, and Q2 for testing, and then Q2 for training and Q1 for testing. The splitting
is repeated for five rounds, hence the name 5x2. In each round, every query is used at
least once as a test example; therefore, evaluation is performed on the whole set Q. The
results reported are the average of all rounds. For some particular methods of Chapter 5,
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grid-search is performed to optimize classifiers. In this case, the test set is further divided
in 20% for validation an 80% for training.
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Chapter 8
Statistical Relevance Prediction Results
Our discussion starts with the evaluation of the two methods proposed on Chapter 4:
Fixed Weibull Rank-Meta Recognition (FWR-MR) and Dynamic Weibull Rank-Meta
Recognition (DWR-MR). For the bulk of our experiments, we evaluate both approaches at
predicting the top-10 results of different ranks. However, we also discuss FWR-MR results
on k = 30. Closing the section are efficiency experiments on the two statistical methods.
As stated before, we limit our evaluation in this chapter to 8 of 19 experimental scenarios
(highlighted in Table 7.1) for brevity reasons. Experiments discussed were selected based
on the following criteria: dataset coverage, and changes in the retrieval process. Each
pair covers the following scenarios:
• Unicamp: changes in retrieval approach, from votes of local descriptors (Unicamp
SURF 500) to KNN of global descriptors (Unicamp ResnetV2).
• Places365: changes in descriptor within the same experimental setting. The de-
scriptors were deep features from VGG16 network (Places365 VGG16 L2) and
deep features from ResnetV2 network (Places365 ResnetV2 L2).
• ImageNet: changes in KNN metric used, between L2 (ImageNet ResnetV2 L2),
and L∞ (ImageNet ResnetV2 L∞).
• VGGFace: evaluate changes in query set Q, by retrieving with no perturbations
(VGGFace VGG16) and with perturbations (VGGFace VGG16 + Pert.).
We follow the evaluation protocol introduced in Section 7.3, measuring the balanced
positional accuracy (bACC) and the Matthews correlation coefficient (MCC) of both
methods, in all experimental scenarios. Discussion is further divided into subsections, one
for each dataset.
8.1 Statistical Approaches for rank-10 Relevance Pre-
diction
In this section, we present and discuss the rank -10 relevance prediction results for the two
statistical methods presented in Chapter 4: FWR-MR and DWR-MR. We aim at showing
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the effectiveness of both approaches at predicting the relevance of the top-10 . Figures 8.1
and 8.2 depict the results.
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VGGFace VGG16 + Pert.
Figure 8.2: MCC results for FWR-MR performed with k = 10. Darker and lighter shaded
bars represent the MCC evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k}
respectively.
Unicamp
On both experimental settings of Unicamp dataset, the two statistical methods attained
consistent bACC among all of top-10 positions, mostly in the range of 70% to 80% bACC.
The top position is a particular case, as no method broke the 50% classification bACC on
it, in all experimental settings. In those experimental settings, the top position mostly
had relevant objects, with very few non-relevant objects placed there. Both prediction
methods end up always predicting a relevant object at the top position, resulting in missing
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the very few non-relevant items, but resulting in a 50% bACC of prediction. Recall from
Section 4.2.3 that statistical methods, based on a cutoff score, always result in a prediction
consisting of a sequence of relevant items followed by a sequence of non-relevant items.
Therefore, statistical methods tend to excel in scenarios such that: (1) relevant objects are
not very dispersed within the k positions predicted, and (2) all relevant objects tend to be
concentrated within the upper positions. This behavior can be inferred by checking the
mAP@k (see Table A.1). As the mAP@k is a positional measure, high mAP@k indicates
that relevant items within the top-k are clustered within the upper top-k . Looking at the
mAP@10 for the three Unicamp’s experimental settings shown, their values are all above
.9, which corroborates the good accuracy for statistical methods.
The overall high bACC results are reflected in the correlation, as measured by the
MCC, reported on all three experimental scenarios. Generally, there was a high correla-
tion between predictions performed by FWR-MR and DWR-MR and the actual results,
especially in the setting in which we use local descriptors Unicamp SURF 500. We dis-
cussed the effect of considering the top position when computing the MCC in Section 7.3,
and Unicamp’s results show that effect in practice. Although column-wise (that is, per
position) prediction on the top position is uncorrelated with the actual answer, when con-
sidered per row, the largely correct answer results in a minor boost to the MCC measured
overall. Although in those experimental settings, the difference is not very significant, we
shall see in further experiments that this is not always true. Thus the reason why we
decide to show the MCC measured at both intervals.
Both statistical methods yield close prediction results, with a small advantage of DWR-
MR on Unicamp SURF 500, while FWR-MR performs better in Unicamp ResnetV2.
On Unicamp SURF 500, the difference is significant for a few of the top positions in
Unicamp SURF 500. Still, while of significance, it is a small margin. Because FWR-MR
is notably more efficient than DWR-MR (as we shall show in Section 8.3), the former is
the better option for the cases shown.
Places365
On Places365, both statistical predictors performed poorly, failing to reach 60% bACC
on all top-k positions. Again, on the top position, the prediction performance is close
to the 50% mark, which signals a behavior similar to the one observed in Unicamp’s
experiments, of a small number of negative samples being falsely predicted as positive
because predictors had a positive output for all samples. Although both experimental
settings employed different descriptors for retrieval, prediction performed similarly poorly
between them. Retrieval results for Places365 VGG16 L2 and Places365 ResnetV2
L2are reported on Table A.1. The two experimental settings have very close P@10 (around
4 out of 10 results are relevant, on average) and mAP@10, so their retrieval performance
as similar. Prediction results, therefore, suggest that its effectiveness is less connected
to the approach used to generate the ranked scores and more to how retrieval behaved.
If retrieval behaves similarly between two different methods, then the prediction will as
well. Particularly for these two experimental settings, we believe that poor prediction is
mostly a result of the dispersion of relevant objects within the top-k , as evidenced by the
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lower mAP@10.
Once again, the lower bACC is reflected on a lower MCC in this dataset’s experiments.
Of note, however, is the much more significant MCC discrepancy when accounting for the
top position. When removing it from MCC’s computation, results are halved. This a
consequence of lower overall correlation. We observed that when the correlation is lower,
a large amount of samples with high correlation (the ones in the top position) ends up
a more significant boosting effect. Again, this signals the importance of displaying both
measurements.
By bACC curves alone, it seems that FWR-MR has consistently better performance
than DWR-MR, in both experimental settings, although the difference is mostly of little
significance. There is, however, an interesting observation. Looking at the bACC curves
for Places365 ResnetV2 L2, FWR-MR is notably higher on all positions. However,
when looking at the MCC measurements, DWR-MR performs better. A possible reason
is a sensitivity of MCC to instability within the answer. Less stability in a prediction,
that is, the more it varies among different samples, impacts the measured correlation.
ImageNet
ImageNet’s experimental settings highlight an important comparison for prediction: what
impact a similarity measure change has on statistical prediction? Table 7.1 shows that
both ImageNet ResnetV2 L2 and ImageNet ResnetV2 L∞ have very close retrieval
performance, with high P@10 (over 70%) and mAP@10 (over .9). As in the results
shown for Places365, there is little difference in prediction performance between both
experimental settings, further evidencing that the nature of ranked scores is of little
influence on prediction performance. As speculated before, the dispersion of relevant
items is likely the deciding factor. Minimal dispersion is expected on ImageNet’s settings,
due to the high mAP@10. Therefore, prediction effectiveness is significantly better than
on Places365, with FWR-MR and DWR-MR reaching over 70% accuracy in ImageNet
ResnetV2 L2 and ImageNet ResnetV2 L∞. On the former, the two approaches have
overlapping curves, while FWR-MR has better performance on ImageNet ResnetV2
L∞ by a small margin.
VGGFace
VGGFace is an interesting scenario among all discussed. Setting VGGFace VGG16 had
the best retrieval results, with P@10 = 95.4% and mAP@10 = 0.992, essentially meaning
that for the majority of ranks. Therefore, instead of changing some aspect of the retrieval
system, noise is added to images in the query set, as to increase retrieval difficulty. The
added noise results in the first setting in which the query set does not belong to the
collection when performing retrieval, which has some practical effects. First, retrieval
is considerably more difficult in this setting, as evidenced by the noteworthy decrease in
P@k andmAP@k when comparing VGGFace VGG16 + Pert. to VGGFace VGG16.
Moreover, this is the only retrieval setting in which the amount of relevant and non-
relevant objects in the top position is roughly balanced. Together, those characteristics
make for an interesting robustness test of our prediction approaches.
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As expected, prediction on VGGFace VGG16 is good, with FWR-MR results in
the range of 70% to 80% bACC on all top-k positions. A high correlation of predicted
labels was also observed, nearing .6 correlation for the same statistical approach. Unlike
many of the previous approaches, there is a significant effectiveness gap between the two
statistical methods, with FWR-MR taking the lead. Looking at VGGFace VGG16 +
Pert. results, we see that both prediction approaches are not only remarkably robust
to the change in retrieval, but there is a performance improvement for those cases. To
understand this improvement, we need to turn our attention to hard-to-predict queries
in VGGFace VGG16. Those are hard to predict because of a small number of relevant
items, with high dispersion in the top-k . When noise is added, those particular queries
likely end up with non-relevant items in the top-k . Therefore, they become much easier
to predict using statistical methods, which is a likely reason for the improvement. As in
VGGFace VGG16, has stronger prediction performance.Furthermore, unlike most other
datasets, there is a clear difference between the results of FWR-MR and DWR-MR. A
likely reason for this difference is the fact that a clear optimal tail delimitation exists for
the test cases in this dataset. Thus, generating multiple tails as DWR-MR does might
end up deviating from the initially found optimal tail, degrading performance.
8.2 FWR-MR for rank-30 Relevance Prediction
Thus far, all experiments were performed for k = 10. Unlike other proposed prediction
methods, the choice of k influence the behavior of statistical approaches, as the starting
point of the tail is always at position k + 1. The objective of this experiment is to show
and discuss the effects of changing the value of k in statistical relevance prediction. For
brevity, we show only results for rank -30 relevance prediction with FWR-MR. Results for
rank -30 relevance prediction with DWR-MR are shown in Appendix B.1.
Overall, similar trends are observed when comparing results displayed on Figures 8.3
and 8.4 with their counterparts evaluated at k = 10. Exceptions are the experimental
settings of Unicamp. Though they all have a similar top-k , the remainder of the top-30
is marked by a stark decrease of bACC. Particularly on Unicamp SURF 500, there is
a tendency for the higher spread of relevant objects after the 10th position, while the
predictor rarely predicts positions after 20 as relevant, leading to an accuracy decrease.
This effect is less pronounced, but still present on Unicamp SURF 2000 and Unicamp
ResnetV2. Prediction effectiveness is still robust in the top-10 , despite the increase in
k.
Setting Places365 VGG16 L2 is striking among all. Assigning k = 30 had a positive
impact on the overall curve, the first ten positions being much closer or over the 60%
bACC mark. These results reflect in the higher MCC measurement as well. As discussed
before, a likely reason for the worse results in Places365 was the higher spread of a smaller
number of relevant objects, which significantly affects the prediction potential of cutoff-
based approaches. Although evaluation at k = 30 still shows a high spread of relevant
items, it is likely that considering the higher number of positions, which tend to have
many relevant objects at the end of the range, helps mitigate the impact a little, slightly
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VGGFace VGG16 + Pert.
FWR-MR
Figure 8.3: Positional bACC results for FWR-MR performed with k = 30.
boosting the results.
Curves of experimental settings on ImageNet and VGGFace behave very similar than
their k = 10 counterparts. Considering ImageNet ResnetV2 L2, the curve is very
much consistent at around 75% bACC for all positions, and the same trend observed

































































































VGGFace VGG16 + Pert.
Figure 8.4: MCC results for FWR-MR performed with k = 30. Darker and lighter shaded
bars represent the MCC evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k}
respectively.
Pert., a continuous bACC raise for lower positions of the rank, although the latter now
also shows that for positions closer to k = 30 there is some decrease. Very close MCC
measurements help corroborate those observations. In general, the results shown attest
to the robustness of FWR-MR in light of a three-times increase in the value of k. Those
results are quite promising, considering the constraint of statistical methods, and pose
those approaches as good baselines to measure the distribution of relevant objects within
the top-k of a rank.
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8.3 Efficiency Analysis of Statistical Predictors








In addition to prediction accuracy, we expect that prediction can be performed effi-
ciently, as to be deployed in query time. In this section, we present some timing results
for the two statistical methods proposed, FWR-MR and DWR-MR, on a few select ex-
perimental settings. Efficiency in those scenarios is closely linked to rank-size, as larger
ranks result in larger sample sizes, which impacts the time taken for Weibull distribution
fitting. Table 8.1 report on rank-size per dataset, for reference purposes. We selected a
pair of experimental settings, per dataset, to compare both the impact of rank-size and
modification of retrieval configuration. Experiments with local descriptors are skipped, as
ranks in those particular scenarios have variable size, therefore impacting average timing.
Figure 8.5 displays timing results.














Avg. Prediction Time per Setting
FWR-MR
DWR-MR
Figure 8.5: Measuring average prediction time per statistical method, on different exper-
imental scenarios. All measurements were performed for k = 10. The values reported
represent an upper bound, as the tail chosen always had maximum size.
As shown, FWR-MR is around one order of magnitude faster than DWR-MR. By
definition, instead of a single Weibull fit, DWR-MR performs multiple fits according to a
parameter w. In our experiments, we used w = 15, thus the observed increase in DWR-
MR prediction time. Among all factors, as mentioned before, rank-size is the deciding
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one in impacting prediction time of statistical methods. Prediction on VGGFace is close
to one order of magnitude faster than on ImageNet and Places365, the same order the
ranks in this dataset are smaller.
Furthermore, different experimental settings within the same datasets have shown
little variation in prediction time. DWR-MR varies from around .3 s on smaller ranks up
to 2 s on larger ones, which, although considerably slower, is still feasible for deploying at
query time. However, coupling the better overall results for FWR-MR with the fact that
prediction takes only around .1 s for the larger-sized ranks makes it the overall better
choice for statistical relevance prediction.
8.4 Summary
Next, we present some discussions on the results in this chapter:
• Statistical methods were still effective on many experimental retrieval settings, de-
spite the constraint discussed in Section 4.2.3;
• However, this same constraint makes statistical methods particularly sensitive to
the spread of relevant objects within the top-k . The higher the spread, the harder
it is for such methods to be effective;
• Higher spread is also reflected in the distribution of scores, turning those curves
smoother; EVT is less successful in representing smoother score curves, further
impacting prediction results;
• Measuring the MCC help show that predicted labels are correlated with the true
labels of relevance;
• Very high bACC in predicting the top position of the rank is not reflective of the
actual effectiveness of the method for that position; frequently, correlation in the
first position is very low;
• Comparing the two statistical methods, FWR-MR generally achieves either better
or very close results to DWR-MR;
• Measuring prediction efficiency with both statistical methods show that DWR-MR
takes, as expected, w times longer to predict than FWR-MR, the value of w being
the number of perturbations used for the former approach;
• Both approaches are feasible to deploy at query time;
• Considering the results and timing between both statistical relevance prediction
methods points to FWR-MR being the better option overall.
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Chapter 9
Learning for Relevance Prediction
Results
In the previous chapter, a prevalent discussion was how the constraint discussed in Sec-
tion 4.2.3 affects the potential of statistical methods for relevance prediction. As ex-
pected, its effect is mostly determined by how relevant items are spread in the top-k . The
rationale behind the introduction of the learning-based (ML) methods, on Chapter 5,
was performing relevance prediction positionally, allowing for a finer prediction of rele-
vant items within the top-k . The backbone of learning-based approaches is combining
post-retrieval descriptors, extracted using relationships between rank scores or contextual
information of ranked results, with supervised learning to devise relevant/non-relevant
classifiers. All descriptors are very fast to compute, and extracted per top-k position.
Besides the proposed descriptors, three classification schemes have been explored: posi-
tional, single, and block. The schemes are different in how we employ classifiers to predict
neighboring positions of the top-k .
In this chapter, we evaluate the rank -k relevance prediction effectiveness of ML ap-
proaches, on the nine experimental settings highlighted in Table 7.1. Table 9.1 shows
a summary of all ML approaches covered. This chapter is divided into sections, each
discussing a different aspect of ML methods. We start by showing the results of the
positional approach with score-based descriptors. Those descriptors are fast to compute
and require only post-retrieval information. Next, we discuss the result context-based de-
scriptors, which employ further information about ranked objects to improve prediction.
Furthermore, results for fusion descriptors, which combine information from score-based
and context-based descriptors in a single representation, are shown. In our final batch
of experiments, we discuss the effectiveness of the three classification schemes for rank -k
relevance prediction. The chapter is closed by presenting an efficiency analysis of all ML
approaches.
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Table 9.1: summary of learning-based relevance prediction experiments
Label Classification Descriptor Parameters
POS | ∆ Positional Score – Circular Delta α = 64
POS | sDCT Positional Score – Shift DCT α = 40
POS | ClD Positional Score – Cluster Difference α = 64
∆ : α = 64
sDCT : α = 40POS | F SCR Positional Score – Fusion
ClD : α = 64
POS | AccJacc Positional Context – Accumulated Jaccard α = 25, β = 50
POS | GL Positional Context – Jaccard of group labels α = 20, β = 100
AccJacc : α = 25 and β = 100POS | FCTX Positional Context – Fusion
GL : α = 20 and β = 100
∆ : α = 64
sDCT : α = 40
ClD : α = 64
AccJacc : α = 25 and β = 100
POS | FF Positional All – Fusion
GL : α = 20 and β = 100
∆ : α = 64
sDCT : α = 40SGL | FSs Single Score – Fusion
ClD : α = 64
∆ : α = 64
sDCT : α = 40BLK | FSs Block Score – Fusion
ClD : α = 64
9.1 Score-based Descriptors and Positional Classifica-
tion for rank-10 Relevance Prediction
The experiments in this section show the effectiveness of combining a positional classifica-
tion scheme (Section 5.4.1) with score-based descriptors (Section 5.1) to perform rank -10
relevance prediction. The highlights of this approach are the low information requirement
and its efficiency. Our baseline in these experiments is the statistical method FWR-MR.
Figures 9.1 9.2 display the results for the positional bACC and MCC, respectively. For
clarity, we break down the discussion in subsections, covering each dataset individually.
Unicamp
Generally, learning approaches had similar results to FWR-MR on Unicamp’s experimen-
tal settings. The similarity is further confirmed by the non-significant difference between
the MCC for all learning-based approaches and FWR-MR. Curves from the three score-
based learning approaches, however, seem to be more stable overall. In particular, for
Unicamp SURF 2000, all score-based learning approaches obtained high bACC for the
top position, which did not happen with FWR-MR.
Places365
There are a few remarkable aspects of these experimental settings. First, all ML ap-
proaches had remarkably better curves than FWR-MR, beating it on all three experi-
mental settings. Although the results are not incredible, ML approaches manage to beat
the 60% mark on all settings. As expected, the independence between positional classi-
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Figure 9.1: Positional bACC results for score-base descriptors, with a positional classifi-
cation scheme, performed with k = 10. FWR-MR is the baseline.
fications is a helping factor, as it allows to better deal with spreads of relevant objects.
Another highlight is that, unlike previously tested scenarios, there seems to be some or-
dering in the effectiveness of each descriptor: ClD > ∆ > sDCT , further confirmed by
the MCC measurements. This ordering has an exception, however, which is the better
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Figure 9.2: MCC results for score-base descriptors, with a positional classification scheme,
performed with k = 10. Darker and lighter shaded bars represent the MCC evaluated at
intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. FWR-MR is the base-
line.
effectiveness of sDCT in the first position of the rank. As discussed before, it is difficult
to draw any conclusions from the prediction effectiveness of the top position, as it is such a
different case from the remainder of the top-k , especially considering the very unbalanced
number of positive and negative training samples. Another characteristic of ML curves
on this dataset is that, unlike Unicamp’s experimental settings, bACC curves are much
more stable with similar behavior to FWR-MR’s curve.
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ImageNet
ImageNet is a curious case among all discussed thus far. While ClD beat FWR-MR,
especially on ImageNet ResnetV2 cos, the other two ML approaches using descriptors
∆ and sDCT are significantly worse than the baseline. The descriptive nature of ClD
is tied to how well score tails represent the distribution of scores. In some ways, it is
similar to the thought process of statistical approaches, which use the tail to represent
the distribution of non-relevant objects. The score tail’s shape is likely different when
comparing a rank with more relevant objects at top-k when compared to a rank with
fewer. In contrast, the weakness of descriptors based on the head of scores points those
being mostly similar in case many or few relevant objects are present within the top-k .
VGGFace
On both experimental settings, learning approaches using ClD soundly beat FWR-MR,
reaching the 90% mark for all positions but the first. Similar score tail behavior as
reported for ImageNet is probably the cause of such high bACC, in both cases. Adding
perturbations to the queries exceptionally impact descriptor ∆, as it is based on differences
of top scores, and the addition of perturbations considerably homogenize such scores,
turning a circular description less effective. The sequential nature of sDCT scores and
the reliance on tail values of ClD make those descriptors robust to the changes in the
behavior of top-k scores. It is also of note the contrasting performance on top position
between both settings — the balanced amount of relevant and non-relevant items on
VGGFace VGG16 + Pert. contributes to the better performing classification on this
setting.
This dataset’s experimental settings are a remarkable case of the issues that arise
when comparing methods with different backbones using the MCC. Although on VG-
GFace VGG16 the FWR-MR curve is notably worse to the curve from ML using ClD,
the former’s MCC is still a small amount higher than the later. On VGGFace VGG16
+ Pert. the same is observable, but between FWR-MR and the sDCT descriptor in-
stead. Again, this is a result of the different way predictions by statistical and learning
approaches are generated. On the former, there is a strong correlation between neigh-
boring predictions, such that there is a single point of change (the cutoff position) from
relevant to non-relevant. Learning approaches, on the other hand, have a much more
random behavior, due to the disjointed nature of positional prediction. The disjointed
nature negatively impacts correlation measures, such as MCC. Thus, this is an essential
point of consideration when comparing the MCC results from methods with very different
prediction backbones.
9.2 Context-based Descriptors and Positional Classifi-
cation for rank-10 Relevance Prediction
We now turn our attention to contextual descriptors. The main pro of those is capturing
more information about ranked results themselves, which should, in turn, result in better
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representations. This advantage, however, comes at a cost. The identifier -based descrip-
tor AccJacc require that the top-z of each ranked result in the top-k to be known, a
process that has to be computed offline. Group based descriptor GL require, additionally,
the relevance between all collection’s objects to be known, a significant step-up from only
requiring ranked scores, as the score-based descriptors do.
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VGGFace VGG16 + Pert.
POS| ClD POS| AccJacc POS| GL
Figure 9.3: Positional bACC results for for positional relevance classifiers with contextual
descriptors, evaluated at k = 10. Positional classifier with score-based descriptor CLD is
used as baseline.
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Figure 9.4: MCC results for for positional relevance classifiers with contextual descriptors
performed with k = 10. Darker and lighter shaded bars represent the MCC evaluated
at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Positional classifier
with score-based descriptor CLD is used as baseline.
Context-based descriptors have an important difference to score-based ones. When
computing AccJacc and GL for the j th position, only information regarding position j
is taken into account. In contrast, score-based descriptors use information from either
adjacent scores (∆ and sDCT ) or tail scores (ClD). This particularity of context-based
descriptors causes the top position to be especially difficult to be correctly predicted since,
for the majority of cases in which the query is ranked at the top, those descriptors will al-
ways result in the same feature. Although such cases are not shown in Figures 9.3 and 9.4,
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they do happen in some additional experimental settings that appear on Appendix B.2,
severely impacting prediction effectiveness of context-based descriptors for the top of the
rank.
Considering the results of predicting with context-based descriptors, GL performed
significantly better than AccJacc in all scenarios, surpassing the baseline in many as
well. Granularity is the main issue that impacts the result of AccJacc. In more extensive
collections, it is less likely that two objects, no matter how similar, have the same objects
in their ranks. Because AccJacc is very strict in comparing ranks by the same ranked
results, its effectiveness is limited. GL relaxes this by only requiring that objects belonging
to the same group are coincident between ranks. Our results suggest that this relaxation
significantly improves prediction performance.
In most experimental settings, bACC curves for context-based descriptors, especially
GL, are marked by a noteworthy trend: performance is weaker on upper positions, im-
proving in the later. This trend is very noticeable in Unicamp’s experimental settings,
in which GL bACC curves start weaker than ClD, surpassing it on following positions.
Though less striking, other experimental settings in which this behavior is present are
ImageNet ResnetV2 L2, ImageNet ResnetV2 L∞, and VGGFace VGG16. On
Places365’s, GL performs consistently better than ClD, while AccJacc performs much
worse. Experimental setting VGGFace VGG16 + Pert. is a particular case of interest.
Previously, ClD reached outstanding results at close or over 90% bACC at all top-10
positions. Contextual descriptors, however, improve the effectiveness even more, consis-
tently reaching close to 99% accuracy at all top-10 positions. That is likely because adding
noise to the queries change their ranks in particular ways such that the non-relevant items
appearing in the rank are very different from the ones that appeared before, and therefore
have a lot of contextual information not present in the rank of the original query. Thus,
contextual descriptors become especially useful in those scenarios. It is particularly re-
markable how, unlike most other scenarios, accJacc also had reliable performance, though
a little worse than GL. This experiment shows how, in some scenarios, it is possible to
learn a very accurate performance prediction model, which can be employed to negate
the impacts to retrieval added by noisy queries.
9.3 Fusion of Descriptors and Positional Classification
for rank-10 Relevance Prediction
In Section 5.3, we discussed the type of information about ranks each descriptor is ex-
pected to leverage, and how they are seemingly complementary. A prevalent tendency
among score-based and context-based descriptors was some inconsistency in results for
different positions of the rank, which further points towards the existence of some com-
plementarity. To take advantage of it, we propose three fusion descriptors, which work
by concatenating individual features. While two of them, dubbed F (SCR) and F (CTX),
operate only in the score and context spaces, respectively, the third, named FF, joins the
information of all descriptors. In this section, we discuss the results for the three fusion
descriptors, shown by Figures 9.5 and 9.6.
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VGGFace VGG16 + Pert.
POS| FSCR POS| FCTX POS| F
Figure 9.5: Positional bACC results for for positional relevance classifiers with contextual
descriptors, evaluated at k = 10.
The first aspect of those experiments is more stability in curves from fusion descriptors.
That is, of course, a result of some complementarity. Though fusion descriptors do not
beat individual descriptors on every position, they tend to be much more consistent —
particularly FF, which combines information from all descriptors. The behavior of the
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Figure 9.6: MCC results for for positional relevance classifiers with contextual descriptors
performed with k = 10. Darker and lighter shaded bars represent the MCC evaluated at
intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively.
later is especially perceptible in Unicamp’s experimental settings. F SCR and FCTX have a
kind of "mirrored" performance in those settings, such that the former performs better at
the upper positions of the top-10 , while the latter has a stronger performance on the second
half of the top-10 . In comparison, FF manages to combine the best of both, performing
strongly in all top-10 positions. Other experimental settings also show similar behavior,
though in a lesser degree. That is further evidence that exploring complementarity is
beneficial in this scenario.
Both FCTX and FF repeat the very high effectiveness on VGGFace VGG16 +
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Pert., with close to perfect prediction. Those results are additional proof that it is
possible to devise very accurate relevance prediction, even considering somewhat simple
description schemes. Of course, contextual descriptors, and fusion descriptors have the
disadvantage of requiring more in-depth knowledge about the underlying retrieval system,
in the form of complete relevance judgments between collection’s objects. This latter fact
makes such descriptors unfeasible in cases in which this information is not available. F SCR,
which is a fusion of very simple score-based descriptors, still attains a quite good predic-
tion effectiveness in most experimental settings. Take VGGFace VGG16 + Pert., for
instance: while it does not reach the heights of FCTX and FF, it still reaches close to
90% on all top-10 , a very respectable result.
9.4 Learning Schemes for rank-30 Relevance Prediction
In this section, we examine the results of two fusion descriptors, F SCR and FCTX using
the three classification schemes discussed on Section 5.4. Recalling from that section, the
three schemes are: positional, single, and block. The first employs k relevance classifiers,
one per top-k position, while single employs a single relevance classifier for all top-k .
Block classification is a generalization of both, in which a block of b ≤ k consecutive
positional descriptors are fed to the same classifier, which is used to classify the same b
positions of test examples. Positional and single schemes are cases when b = 1 and b = k,
respectively.
In comparison to positional, single classification has the advantage of requiring only
one classifier, drastically increasing the number of training samples for the classifier used,
at k times the amount used for each of the k positional classifiers. Though, by mixing
samples from different positions into a single classifier, this scheme might be negatively
impacted by changes in the rank, which reflect in the features. Block classification is
a middle ground between both: it decreases the number of classifiers, and increases the
training samples per classifier, but limits the number of samples mixed to only a few
neighbor rank positions.
Following Table 9.1, we use three acronyms for each scheme: POS for positional, BLK
for block, and SGL for single. Figures 9.7 and 9.8 display the results for each classification
scheme, paired with fusion descriptors F SCR and FCTX . Besides comparing classification
schemes, those results also show the performance of learning for relevance prediction at
k = 30.
Let us first take a look at Unicamp’s experimental settings. When we discussed con-
textual descriptors, we highlighted their tendency to perform better at lower positions
of the top-10 , in opposition to the better performance of score-based descriptors at up-
per positions of the top-10 . Looking at the results for the top-30 we see this difference
is even more accentuated, especially for settings Unicamp SURF 500 and Unicamp
SURF 2000. Contextual descriptors tend to perform very well (around the 90% bACC
mark) for those two scenarios, at positions > 10. It is likely that the differences between
relevant and non-relevant ranks, leveraged by contextual descriptors, are minimal in up-
per positions, which impacts classification. In contrast, the performance of score-based
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Figure 9.7: Positional bACC results for fusion descriptors and different learning schemes,
evaluated at k = 30.
descriptors decays drastically for lower positions in the top-30 . On Unicamp SURF
500 and Unicamp SURF 2000, this decay can be somewhat explained by the fact that
the lower descended into the rank, the more ties or close scores there are, impacting the
descriptive nature of such features. Another deciding factor for the lower performance of
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Figure 9.8: MCC results for fusion descriptors and different learning schemes performed
with k = 30. Darker and lighter shaded bars represent the MCC evaluated at intervals
{i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively.
score-based features with the single and block schemes is the lack of ClD feature. Recall
from our introduction to those schemes, ClD is unsuitable as a feature in those scenarios.
However, ClD is also the feature that attained the overall best results among score-based
descriptors with positional classifiers. Skipping it is bound to harm the results.
On Places365, ImageNet, and VGGFace, the prediction has been consistent for the
entire top-30 . Therefore, curves show remarkable robustness of learning approaches to
an increase in the value of k. The robustness is especially significant on settings like
VGGFace VGG16 + Pert., in which using a single relevant/non-relevant descriptor,
and contextual features, we can very accurately predict the relevance for the top-30 results
in the rank. Moreover, there are a few interesting trends in curves for those experimental
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settings. First, is the fact that the classification scheme seems to have little to no impact
when used with contextual descriptors, while positional classification performs better
when used with score descriptors. It all boils down to the type of property leveraged by
each feature. Contextual features utilize properties agnostic to the position, while score
features depend on the sequence of scores observed. Thus, naturally, the former is more
robust classification schemes that are not reliant on position.
9.5 Efficiency Analysis of Feature Extraction
Relevance prediction with learning-based methods requires two major steps to produce
a top-k prediction: (1) extracting the features for each position 1 ≤ j ≤ k and (2)
testing each of the k features. Prediction is dependant on the value of k chosen, with
larger values demanding more extractions and tests. Moreover, testing with the classifier
is a swift procedure, with a minimal impact in prediction time. Therefore, assessing the
efficiency of learning-based relevance prediction is mostly a matter of measuring extraction
time. Figure 9.9 displays extraction time for score-based and context-based features used
on relevance prediction. We limit to one experimental setting, per dataset, for brevity.


















Figure 9.9: Average extraction time for score-based and context-based features on a single
position of the rank.
In general, extraction time is close on all datasets, mostly due to invariability to rank
size. Context-based descriptors are slower to extract, which is expected due to the re-
quirement to compute the Jaccard Coefficient for each feature dimension. However, even
the slowest descriptor (AccJacc) is very fast to compute, at around one millisecond, on
average. Score-based features are one order of magnitude faster to compute, at around
.1 millisecond per position. Although in practice, we require to extract features k times,
even for the slowest descriptor and a high value of k, extraction is still within an ac-
ceptable range. Considering the reported results, even FF, which requires extracting all
descriptors, is still feasible to extract at query time. For extreme cases, it is possible to
take advantage of parallelism for feature extraction.
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9.6 Summary
A summary of the discussions in this chapter:
• Learning-based relevance retrieval has been proposed to deal with the limitation
existent in statistical relevance prediction;
• Score-based descriptors performed well in most experimental settings, beating the
statistical baseline;
• Among all score-based descriptors, the cluster difference (ClD) had the most con-
sistent results;
• Considering contextual-descriptors, accJacc had poor results, but GL performed
very well, being the most effective individual descriptor; As a tradeoff, GL requires
much more information about the underlying retrieval model than other descriptors;
• Though early fusion of descriptors do not beat the baselines on all settings, they
tend to have more stable performance among different positions of the rank;
• Single and block classification schemes are good alternatives to positional classifica-
tion, especially with contextual descriptors;
• Like FWR-MR, learning-based relevance prediction has mostly stable bACC when
tripling the value of k to k = 30;
• All individual features are very fast to compute and can be easily computed for a
value of k in the hundreds at query time.
114
Chapter 10
Sequence Labeling for Relevance
Prediction Results
The previous chapter covered several classification approaches for predicting relevant items
within the top-k of ranks. All those approaches, however, are position agnostic, in the
sense that the prediction for a certain position 1 ≤ i ≤ k is completely independent
from the prediction for another position 1 ≤ j ≤ k, i 6= j. In Chapter 10, we discussed
formulating the rank -k relevance prediction problem as a sequence labeling problem: esti-
mating a sequence of output labels given a sequence of inputs. In this chapter, we present
results for two complementary sequence labeling approaches, when applied to relevance
prediction. Our discussion starts with comparing the rank -10 Conditional Random Field
approach of Section 6.2.2 to two baselines presented in the previous chapter: positional
classification with F SCR descriptor and with GL descriptor. Then, we move onto compar-
ing the sequence mentioned above label solution with another common solution for this
problem, the Structured Perceptron. Selecting the approaches with the best performance
in the previous scenarios, we discuss their result for rank -30 relevance prediction. Finally,
we close the chapter with an efficiency analysis of the composite sequential representation
introduced in Section 6.3. As in the other chapters discussing results, we focus on the
eight experimental scenarios highlighted in Table 7.1. All approaches discussed in this
chapter are summarized in Talbe 10.1.
Table 10.1: summary of relevance prediction experiments using sequence labeling
Label Method Classifier Descriptor Parameters
∆ : α = 64
sDCT : α = 40POS | F SCR Positional Binary SVM Score – Fusion
ClD : α = 64
POS | GL Positional Binary SVM Context – Jaccard of group labels α = 20, β = 100
∆ : α = 64
sDCT : α = 40CRF+1S | F SCR Seq. Labeling Conditional Random Field Model + 1 Slack SVM Score – Fusion
ClD : α = 64
CRF+1S | GL Seq. Labeling Conditional Random Field Model + 1 Slack SVM Context – Jaccard of group labels ∆ : α = 64
Kendall’s Tau: α = 20CRF+1S | CS Seq. Labeling Conditional Random Field Model + 1 Slack SVM Sequence – Composite Sequence Earth Movers Dist.: β = 100
∆ : α = 64
sDCT : α = 40SPRC | F SCR Seq. Labeling Structured Perceptron Score – Fusion
ClD : α = 64
SPRC | GL Seq. Labeling Structured Perceptron Context – Jaccard of group labels ∆ : α = 64
Kendall’s Tau: α = 20SPRC | CS Seq. Labeling Structured Perceptron Sequence – Composite Sequence Earth Movers Dist.: β = 100
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10.1 Conditional Random Fields for rank-10 Relevance
Prediction







































































VGGFace VGG16 + Pert.
POS| FSCR POS| GL CRF-1S| FSCR CRF-1S| GL CRF-1S| CS
Figure 10.1: Positional bACC results for the CRF sequence labeling approach, performed
with k = 10. Positional learning approaches with F SCR and GL descriptors were used as
baseline.
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Figure 10.2: MCC results for the CRF sequence labeling approach, performed with
k = 10. Darker and lighter shaded bars represent the MCC evaluated at intervals
{i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Positional learning approaches
with F SCR and GL descriptors were used as baseline.
The objective of this experiment is to evaluate the Conditional Random Field approach
for sequence labeling when applied to a rank -10 relevance prediction problem. Three
variants are discussed, differing in the sequence representation employed. The types of
representations were presented on Section 6.3. In this experiment, two baselines were
used: positional classification with F SCR feature, and positional classification with GL
feature. Figures 10.1 and 10.2 display the bACC and MCC results, respectively.
Generally, the three CRF variants achieved lower results in terms of bACC than the
two baselines, though not by a large margin. Their effectiveness, however, is more in-
consistent. Take the CRF variant with GL description, for instance. It achieves close
results than the baseline positional classification with the same description in a few sce-
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narios, such as Unicamp SURF 500, Unicamp SURF 2000, and VGGFace VGG16 +
Pert.. In contrast, other scenarios such as ImageNet ResnetV2 L2 and ImageNet
ResnetV2 cos, this CRF variant shows significantly weaker performance. Moreover,
those two particular scenarios see the CRF with GL, the most consistent of all CRF ap-
proaches, beaten by CRF with F SCR. A few factors can explain these results. First, even
our experimental scenario with the most extensive training data size, still has only around
3.000 samples. Naturally, solutions to complex problems such as sequence labeling are
significantly impacted by a small training set. Focusing on approaches to increase sample
size should be a priority for these kinds of solutions. One possible approach is to, instead
of using only the top-k of a training rank as our training sample, further segment this rank
in k-sized blocks, such that a single rank could provide many training samples. However,
this would require that each training rank had more than its top-k objects labeled.
Another impacting factor is the representations. F SCR andGL have been proposed ini-
tially with positional classification in mind, while CS is a very lightweight representation,
with only five components per element of the input sequence. Considering its relative
simplicity, the CS representation achieved excellent results in many scenarios, such as
Unicamp SURF 500, Unicamp SURF 2000, and VGGFace VGG16 + Pert., in
which it surpassed results using the F SCR feature (as per both bACC curve and MCC).
However, the CS representation was also inconsistent, yielding poor results in a few ex-
perimental settings, notably VGGFace VGG16 + Pert.. Still, these are generally
promising results, as they show the potential of sequence labeling techniques for relevance
prediction.
10.2 CRF versus Structured Perceptron for rank-10 Rel-
evance Prediction
The previous section covered only results for rank -10 prediction with CRF to streamline
discussion. The focus was to display how it compared with the baseline learning-based
methods of the previous chapter. Now, we compare the results of the CRF variants with
the other sequence labeling approach proposed, the Structured Perceptron. Like with
CRF, we employ three variants, each employing one of the three sequential representations
of ranks. Figures 10.3 and 10.4 display the bACC and MCC results.
Generally, CRF approaches performed better than the corresponding Structured Per-
ceptron ones, though by a small margin. There are a few notable exceptions, for instance,
ImageNet ResnetV2 L2was the performance of Structured Perceptron with GL is con-
sistently better than the corresponding CRF approach, or VGGFace VGG16where the
same happens but when comparing Structured Perceptron and CRF with F SCR instead.
A more noticeable contrast happens with the CS representation. Structured Perceptron
consistently outperforms CRF when using this type of representation. It is likely that, in
this scenario, the construction of the former allows it to work better with features that
represent the sequence more concisely, such as the CS description. CRF, on the other
hand, requires a more carefully engineered sequential representation.
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Figure 10.3: Positional bACC results for the CRF and Structured Perceptron sequence
labeling approaches, performed with k = 10.
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Figure 10.4: MCC results for the CRF and Structured Perceptron sequence labeling
approaches, performed with k = 10. Darker and lighter shaded bars represent the MCC
evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively.
10.3 Sequence Labeling Approaches for rank-30 Rele-
vance Prediction
In this section, we discuss the results for rank -30 prediction with the two sequence labeling
methods used. For brevity, we show only CRF and Structured Perceptron results with
the GL features. This feature as chosen as it had the highest overall performance in the
previous two experiments. Additionally, we also show positional classification with GL
features as a baseline. Figures 10.5 and 10.6 display the results.
For the two sequence labeling approaches, the first interesting aspect to highlight
is the bACC for the top-10 . Unlike positional classification, in which the choice of k
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VGGFace VGG16 + Pert.
POS| GL CRF-1S| GL SPRC| GL
Figure 10.5: Positional bACC results for the CRF and Structured Perceptron sequence
labeling approaches and GL descriptor, performed with k = 30. Positional learning
approaches with GL descriptor was used as baseline.
does not impact performance, modifying the value of k may impact the performance of
sequence labeling approaches. However, if we compare the positions in the interval [1, 10]
of Figure 10.5 with the corresponding results on Figure 10.3, a choice of k = 30 seems
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Figure 10.6: MCC results for the CRF and Structured Perceptron sequence labeling ap-
proaches and GL descriptor, performed with k = 30. Darker and lighter shaded bars
represent the MCC evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} re-
spectively. Positional learning approaches with GL descriptor was used as baseline.
to have little impact on the performance of the top-10 . Thus, it might be safer to train
the sequence labeling methods on larger sequences, though fitting in this circumstance
shall take longer. It is important to add that we can also implement a rank -30 relevance
prediction by employing a sequence labeling approach trained on 10-sized sequences, by
simply predicting the three 10-sized blocks that make up the top-30 .
The bACC curve of both sequence labeling approaches has similar behavior for the
rank -30 in comparison to the rank -10 experiments. This similarity shows that, like
all of our previously proposed methods, CRF and Structured Perceptron are robust to
changes in k. Comparing the two methods, they mostly had very similar performance,
with overlapping bACC curves. Exceptions are Places365 VGG16 L2, were CRF seems
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to outperform Structured Perceptron, and ImageNet’s settings were the inverse happens.
Looking at the MCC, however, the difference is not significant. The two sequence label-
ing approaches compare very well to the baseline, having very close bACC curves and
MCC in most experimental settings. The closeness further indicates how promising those
approaches are, considering that many optimizations could be explored to enhance their
results.
10.4 Efficiency Analysis of Sequence Labeling
This section covers the efficiency experiments for the sequence labeling approaches. As
the composite sequence, CS descriptor is a new way to represent ranks, we compare its
extraction time to the other two baselines used throughout this chapter: F SCR and GL.
Though GL extraction time has been shown back on Section 9.5, the same cannot be said
for F SCR, as that section shows only the extraction time of its components (the score-
based descriptors). Further, in this section, we move onto discussing the average inference
time for CRF and Structured Perceptron, that is, the time it takes for the two approaches
to make a prediction based on a single rank. Measuring inference time is essential to
determine if sequence labeling approaches are also feasible to deploy at query time. For
brevity, only four of the eight experimental scenarios are covered, one per dataset.
















Figure 10.7: Average extraction time for CS, F SCR, and GL features on a single position
of the rank.
Results for GL displayed on Figure 10.7 are generally consistent with the results
reported on Figure 9.9, being around the same order of magnitude. F SCR falls very
close to the sum of the individual descriptors ∆, sDCT , and ClD, as it should. Any
differences are within the standard deviation, and likely due to sampling. As expected,
the CS representation is very fast to compute. Its most demanding operations, computing
the Jaccard similarity and the earth movers distance, are both only performed twice, and
on relatively small sets of values. Surprisingly, it is even marginally faster to compute than
F SCR. These results confirm that all representations are fast enough to be computed, for
multiple positions of the rank, at query time.
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Figure 10.8: Average inference time for rank -30 relevance prediction using sequence la-
beling.
Unlike standard learning-based approaches, were binary inference is fast enough to
be negligible even when applied k times, inference of structured learning approaches is
significantly slower. Figure 10.8 displays the average rank -30 inference time of both se-
quence labeling approaches using the F SCR, on four experimental settings. The reasoning
behind our choice for the F SCR feature for this particular discussion is that it is the
feature with the largest dimensionality between the three used with sequence labeling
approaches. Inference time grows with the number of elements in the sequence, as well as
the dimensionality of the input elements of the sequence. Our choice of k = 30 and F SCR
was to provide an upper bound of the inference time, among all experiments performed.
An important aspect is that dataset has little impact on the inference time of both CRF
and Structured Perceptron approaches. That is because there is no difference between
the sequences extracted on each dataset, so it is expected the dataset itself has little
impact on inference time. Any inter-dataset difference is likely due to small differences in
the optimization process that happens when performing the inference. Between the two
sequence labeling approaches, however, there is a quite significant difference, of almost
two orders of magnitude. However, both approaches are fast enough to be performed at
query time, especially considering that inference is, unlike feature extraction, performed
only once per rank.
10.5 Summary
Our summary of the discussion in this chapter:
• Sequence labeling extends upon learning-based approaches to deal with sequential
outputs and their structure;
• Standard learning-based relevance prediction outperformed sequence labeling ap-
proaches, with a small difference;
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• Feature engineering seems to be one of the main challenges of sequence labeling
approaches, with significant impact on the performance of the method;
• As with standard learning approaches, the GL had the best performance with se-
quence labeling methods;
• Though very lightweight, the CS feature manages to outperform F SCR in a few
experimental scenarios; However, its results are inconsistent, performing weakly in
other settings;
• Structured Perceptron and CRF approaches had mostly similar performance results,
with a non-significant difference. In the rank -30 prediction scenario this is even more
perceptible;
• As the learning-based approaches, sequence labeling is robust to an increase from
k = 10 to k = 30;
• Though slower than inference from standard learning approaches, the inference from
sequence labeling approaches is fast enough to be performed at query time.
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Chapter 11
Conclusions and Future Work
11.1 Conclusions
Information retrieval (IR) is one of the most ubiquitous problems of computing in modern
times, applied on most services we use and need. Offline evaluation of IR is by itself
a critical problem, but it is mostly limited to benchmarking different methodologies.
Motivated by that, the field of query performance prediction (QPP) gained traction. The
objective of QPP is to estimate the performance of an IR system for a particular query,
usually efficiently enough to be deployed at query time. Over the past few years, several
methodologies have been proposed for QPP, and most focused on text retrieval scenarios.
The majority of them have in common the fact that they produce, at most, an estimate
of the overall performance of the rank, without knowledge of which ranked results are, in
fact, good. In this thesis, we tackled an overlooked formulation of the query performance
prediction (QPP) problem in retrieval systems, which we name relevance prediction. In
contrast to standard QPP, relevance prediction is tasked with predicting the relevance
of a subset of results in the top positions of a rank. This problem is significantly more
challenging, as it requires a precise definition of what is relevant, a problem in itself.
We formally defined the problem of rank -k relevance prediction as the task of estimat-
ing a set of k relevance labels for the top-k results of an unseen query. Furthermore, we
opted to design it is a supervised problem, in which the relevance of the top-k is known
for a set of labeled queries. Our reasoning for that decision is the fact that relevance is,
in most cases a problem-oriented concept, meaning that it may change depending on the
task for which the information retrieval system is designed. Posing it as an unsupervised
problem would limit its applications to particular scenarios in which relevance is inherent
to the data being retrieved. Thus, it makes sense that we aim at predicting relevance
by learning an established model of relevance. In that sense, the approaches proposed
in this thesis are based on the existence of two components: the retrieval model, and
the relevance model. We also obey two main constraints when designing our solutions.
First, though there is supervision in the form of labeled queries, we consider there is no
information about the underlying workings of the evaluated retrieval system. Besides,
we follow a strict efficiency constraint, such that any relevance prediction method can be
deployed at query time.
Three families of rank -k relevance prediction solutions were proposed, one statistical-
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based, a learning-based, and the final one based on sequence labeling. The idea behind
statistical relevance prediction is to model the tail of the distribution of scores in a rank as
an extreme value problem. Two relevance prediction methods were proposed within this
family, FWR-MR which uses a fixed tail choice, and DWR-MR which mixes many random
tail choices. An inherent limitation of those approaches is their reliance on a cutoff score
for prediction. To cope with such limitation, we also introduced a learning-based relevance
prediction approach. Features that encode information about the distribution of scores
and context of queries are extracted, for each position of the top-k , and used to learn
relevance prediction models. Additionally, we proposed several ways those models can be
applied per rank. For instance, one of the approaches apply those classification models per
position of the rank, while another uses a single relevant/non-relevant model for the entire
top-k . The final family of methods is sequence labeling approaches, which belong to the
structured learning paradigm. Instead of classifying ranked results individually, sequence
labeling approaches leverage information about the sequence itself, to improve prediction.
Prediction effectiveness was measured on two fronts: (1) the accuracy of prediction on
each position in the top-k , and (2) the overall correlation of the predicted relevance labels
and correct relevance labels.
While statistical methods performed well on many experimental scenarios, they are
shown to be especially sensitive to the dispersion of relevant objects within the top-k
being predicted. As we discuss in our introduction to statistical relevance prediction,
those methods operate by finding a cutoff score to separate relevant and non-relevant
objects within the top-k . If relevant objects are scattered in those positions, it is harder
to find a valid cutoff score, hindering the performance of statistical approaches. Between
the two statistical methods proposed, FWR-MR is the better choice, mainly for two
reasons: (1) there is no significant difference in prediction performance to DWR-MR, but
(2) it is significantly faster to compute than it. Finally, another essential trait covered
in our experimental evaluation is consistency in prediction accuracy when modifying the
value of k. Though we triple it from k = 10 to k = 30 in one batch of experiments,
FWR-MR keeps mostly the same accuracy in the added rank positions.
Learning-based approaches outperformed FWR-MR on most experimental settings,
even considering the more straightforward score-based descriptors. Those performed well
considering the amount of information required for their computation is minimal. Con-
sidering contextual descriptors, AccJacc As with statistical approaches, they outperform
the baseline score-based descriptor ClD on a few select scenarios, though not on others.
GL, on the other hand, has mostly comparable or better results than the baseline. That
is because while cidJacc requires much more information about the collection, it is a
much more generalist representation than accJacc, thus better capturing the differences
between relevant and non-relevant objects. Finally, when we consider the three classifica-
tion models proposed, single and block classification perform as well as positional when
used with contextual classifiers, but have a worse performance with score-based ones. Po-
sition independence of contextual descriptors is the main factor that contributes to their
stable performance on all classification models.
Another contribution of this work is the novel exploration of sequence labeling ap-
proaches to perform rank -k relevance prediction. Sequence labeling is the problem of
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processing sequences of features and predicting labels for each element in the sequence. It
is often applied in the field of Natural Language Processing, as the input in those problems
is commonly sequences of words. Ranks are naturally sequences, so exploiting this se-
quential nature to improve relevance prediction is an interesting approach. We employed
two popular sequence labeling approaches, the Conditional Random Field and Structured
Perceptron, in conjunction with sequential representations derived from features used on
our standard, learning-based approaches. Results obtained with sequence labeling were
outperformed by standard learning approaches, though by a small margin. Considering
we just did an initial exploration on this topic, we believe there is much potential for
improving such results.
Generally speaking, our experiments have shown that it is, in fact, possible to design
relevance prediction methodologies which can accurately estimate the relevance of a top-k .
Moreover, those approaches are fast enough to be computable at query time, which further
enhance their applicability on practical scenarios. However, there are still many challenges
to overcome. One is a lack of consistency for different retrieval scenarios. For instance, the
same relevance prediction methodology might perform very well on some retrieval setting,
but on another has close to random prediction performance. Another issue that limits the
application of current approaches is the lack of consistency in the retrieval setting itself.
Performance per query still suffers from high variance, meaning that in some retrieval
setting a relevance predictor performs very well for some queries, but poorly for others.
These particular aspects have a significant impact when using relevance prediction in
conjunction with rank improvement methods such as re-ranking or rank-aggregation.
Those challenges bring forth many possible paths for future work in relevance predic-
tion. In the next section, we discuss some ideas for further improving the research on this
thesis.
11.2 Research Ramifications and Future Work
Loosening Operational Constraints
In this thesis, we covered a somewhat constrained formulation of relevance prediction.
One of the main operational constraints was relying on no information about the retrieval
system itself, focusing mostly on its output. Though we did relax that constraint some-
how, mainly for the context-based descriptors, we showed that it is possible to perform
accurate prediction using only score information. In practice, however, retrieval systems
are all based on a different set of assumptions. Having fewer constraints on exploring
the particularities of different retrieval scenarios would likely allow for better methods to
predict relevance. Domain-oriented features would assume we know about the domain
were retrieval is operating, and thus can take advantage of relationships that exist in this
domain to find rank representations. On the other hand, system-oriented features would
assume knowledge about the underlying retrieval system, such that failures that lead to
ranking non-relevant objects within the top-k could be leveraged for better prediction.
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Different Modalities
Though the assumptions considered for designing our relevance prediction approaches
allow for good generalization, we did not cover many modalities in the evaluation of our
work. It is of interest to apply the same approaches in retrieval that deals with different
kinds of data, such as videos, texts, or even multimodal data. Moreover, exploring non-
content based scenarios might also help us get new insights on how to improve relevance
prediction altogether.
Applications of rank-k Relevance Prediction
In this work, we mostly focused on different methods for dealing with the rank -k relevance
prediction problem and evaluating them on a broad range of scenarios. The next logical
step is to evaluate how they can augment other approaches which aim at improving ranks.
Four possible application scenarios are: (1) Re-ranking, (2) rank-aggregation, (3) query
expansion, and (4) diversity of ranks. Re-ranking is the task of employing information
about the ranked results to reorder them as a new, improved rank. It can be seen as a
type of relevance prediction, as it is desired that the relevant ranked objects are re-ranked
to higher positions. Thus, applying rank -k relevance prediction is direct. For instance,
one possible approach would be to eliminate from the top-k all ranked objects predicted
non-relevant. Eliminating them could, however, backfire if the prediction algorithm has
a high rate of false negatives. Another, more conservative approach would be to swap
positions of objects ranked at positions i and i + 1, only if the former is predicted non-
relevant, and the later predicted relevant. In this manner, only a wrong prediction of both
objects would negatively impact the rank. This approach, however, would likely have less
potential for substantially improving the rank.
Fusing different ranks on a new, stronger rank, is the objective of rank-aggregation.
Combining relevance prediction with it is also somewhat direct. A rank quality approach
is possible, in which only ranks predicted to have a minimum amount of relevant objects
are considered for the aggregation process. Another similar approach is to assign different
weights to ranks according to the number of relevant objects they have been predicted
to have. In a more fine-grained method, it is possible to attribute different weights to
objects in the aggregation process, depending on the relevance predicted to it.
Query expansion is usually combined with relevance feedback, such that user-labeled
ranked examples are used to re-query and improve the results of a rank. Automated
methods of relevance feedback, commonly called pseudo relevance feedback, are closely
related to relevance prediction, as discussed back in Chapter 3. Pseudo-relevance-feedback
automatically selects some of the top-ranked results in a rank to feed to a query expansion
scheme, in order to improve its results. With relevance prediction, however, we expect
a more refined set of relevant items to be used for query expansion and ranked results
predicted as non-relevant items could be used for a sort of negative query expansion.
Though the rank for a given query might contain many relevant items within the
top-k results, those results might not contribute much to new information requested by
the user who issued the query. Increasing the diversity and novelty, that is, how much new
information is represented in the results of a query, is a growing concern within the design
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of retrieval systems. Relevance prediction can have critical uses in increasing diversity.
For instance, suppose that we can accurately predict the relevance of the top-k for a large
number of k. Relevant objects within lower positions are similar enough to the query to
belong to the top-k objects, but likely not similar enough to have redundant information.
By leveraging such lower-ranked but still relevant results, it is possible to expand the
original query as to add newer information that is relevant but new to the original query.
Dual Rank Models
A possible method to improve predictions is to use a dual-rank model, inspired by rank-
aggregation approaches. In this scenario, there would be two retrieval models: the target
one, which we desire to predict the rank -k relevance of ranks produced by it, and the
reference one, which is used to detect failures in the target one. Suppose there are two
retrieval systems, the target R[t] and the reference R[r]. Now, for some query qi, rank R[t]i
is produced by the target, while rank R[r]i is produced by the reference. By our definition,
we wish to perform rank -k relevance prediction on R[t]i . Our current learning-based and
sequence labeling approaches would use features extracted from R[t]i to perform predic-
tion. However, those features likely partially encode the same aspects that resulted in
non-relevant objects ranked within the top-k . In a dual-rank approach, we would extract
features from R[r]i instead. The rationale is similar to one of the rank-aggregation ap-
proaches: relevant objects within the top-k are expected to be the same between different
retrieval systems, but non-relevant objects are not. This consideration would allow the
reference rank to capture features that better describe whether a ranked object in R[t]i is
relevant or not.
Exploring Alternative Relevance Models
Our relevance prediction approaches operated on a binary relevance model, which followed
a set of constraints: reflexivity, transitivity, and symmetry. A natural extension of our
work would be to expand the prediction to less constrained models. Furthermore, it
would also be interesting to check the behavior of the prediction approaches when only
the labels change. That is, evaluating the impact which only changing the relevance
labels has on the prediction approaches.
Feature Engineering for Sequential Representations of Ranks
In our coverage of sequence labeling methods for relevance prediction, we were mostly
concerned with assessing the overall potential of those approaches. The sequential repre-
sentations employed for those methods were mostly just an adaptation of features used in
our learning-based approaches. Sequence labeling approaches require careful design of fea-
tures that capture different information about the relationships between ranked elements
to shine. A possible path would be to take cues of how Natural Language Processing solu-
tions design sequential features when solving problems such as named-entity recognition
or shallow-parsing. Loosening our operational constraints to include information about
the vector space model used for retrieval, or about the objects being retrieved, are other
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potential ways to improve the sequential representation. This could potentially lead to
efficient and effective methods to predict the relevance of the top-k in ranks.
Alternative Sequence Labeling Approaches
Although not recent, the Conditional Random Field and Structured Perceptron methods
are still popular for dealing with sequence labeling problems. Some examples of modern
approaches employ Recurrent Neural Networks (RNN) architectures, such as Long-term
short memory, coupled with Conditional Random Field models, to perform sequence
labeling tasks [41, 120].
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In this chapter, we present the retrieval results for all 20 experimental scenarios first
introduced in Section 7.2, and summarized on Table 7.1. Retrieval is evaluated by three
different but complementary approaches: Precision at k, Mean Average Precision, and
the 11-point interpolated precision-recall curve. Each approach is detailed next.
A.1 Precision at k









1 if the j thobject of rank Ri is relevant to qi
0 otherwise
(A.2)
Therefore, it is the ratio of relevant objects within the top-k positions of the rank.
A.2 Mean Average Precision at k







While the P@k focus on the number of relevants, the AP@k is concerned with their
position within the top-k . Consider two ranks, Ra and Rb, such that we want to evaluate
the AP@4, and the relevance of their top-4 is rel(Ra) = (1, 0, 0, 0) and rel(Rb) = (0, 1, 1, 1)
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0.50 + 0.67 + 0.75
3
= 0.64 (A.5)
The average precision is a per sample measure. Themean average precision at k (mAP@k)






A.3 11-Point Interpolated precision× recall Curve
This last evaluation approach aims at representing the changes in precision and recall
as we progress throughout the top-k . Within the context of information retrieval, the






Thus, the Recall@p measures the ratio between the number of relevant documents in the
top-p positions and the total number of relevant documents in the top-k . The interpolated





P (r′) = P@p, where p is the position of the rank such that Recall@p = r′ (A.9)
The interpolated precision at r is, therefore, the maximum precision obtained for all recall
levels r′ ≤ r. To compute the 11-point interpolated precision×recall curve, for some k, we
compute the interpolated precision for all r ∈ {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}.
The interpolated precision is then plotted as a curve against the recall levels in the set
above. By convetion, it is defined that Pinterp(0.0) = 1.
A.4 Results
Table A.1 display the P@k and mAP@k for all experimental settings and values of k ∈
{10, 20, 30}.
Figures A.1 to A.6 display the 11-point interpolated precision × recall curves for
k = 30 for all experimental scenarios.
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Table A.1: P@k and mAP@k Results
P@ (%) mAP@Experiment 10 20 30 10 20 30
Oxford SURF 500 65.6% 45.7% 32.1% 0.925 0.884 0.820
Oxford SURF 2000 66.0% 46.4% 32.4% 0.929 0.873 0.821
Oxford SURF 500 + Sim. 63.1% 42.7% 28.3% 0.948 0.900 0.858
Oxford ResnetV2 54.4% 40.5% 30.2% 0.888 0.768 0.669
Oxford VGG16 52.5% 39.1% 30.0% 0.927 0.818 0.724
Unicamp SURF 500 59.5% 39.4% 26.4% 0.926 0.829 0.734
Unicamp SURF 2000 59.2% 38.9% 26.1% 0.926 0.826 0.724
Unicamp SURF 500 + Sim. 71.9% 50.7% 34.5% 0.954 0.856 0.770
Unicamp ResnetV2 61.8% 44.9% 33.3% 0.925 0.816 0.710
Unicamp VGG16 61.6% 42.9% 32.1% 0.920 0.805 0.698
Corel ResnetV2 78.7% 71.9% 65.2% 0.933 0.868 0.810
Corel VGG16 55.5% 45.2% 37.8% 0.884 0.759 0.658
Places365 VGG16 L2 41.8% 36.0% 32.9% 0.826 0.681 0.574
Places365 ResnetV2 L2 38.3% 32.4% 29.4% 0.837 0.690 0.580
Places365 VGG16 cos 44.1% 38.7% 35.8% 0.838 0.698 0.598
ImageNet ResnetV2 L2 78.7% 76.8% 75.8% 0.930 0.884 0.855
ImageNet ResnetV2 cos 78.3% 76.2% 75.3% 0.928 0.879 0.847
ImageNet ResnetV2 L∞ 75.9% 73.2% 71.8% 0.925 0.872 0.834
VGGFace VGG16 95.4% 92.5% 88.1% 0.992 0.980 0.964
VGGFace VGG16 + Pert. 66.7% 61.0% 54.7% 0.754 0.723 0.688












Oxford Top-30 -- Precision x Recall
oxford.001.SURF-500-L2-VOTES        P@30 = 0.420 | mAP@30 = 0.861
oxford.002.SURF-500-L2-COMB         P@30 = 0.423 | mAP@30 = 0.862
oxford.003.SURF-2000-L2-VOTES       P@30 = 0.385 | mAP@30 = 0.885
oxford.004.resnetv2-L2              P@30 = 0.378 | mAP@30 = 0.744
oxford.005.vgg16-L2                 P@30 = 0.371 | mAP@30 = 0.794
Figure A.1: 11-point interpolated precision x recall curves for Oxford experiments.
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Unicamp Top-30 -- Precision x Recall
unicamp.001.SURF-500-L2-VOTES       P@30 = 0.301 | mAP@30 = 0.814
unicamp.002.SURF-500-L2-COMB        P@30 = 0.301 | mAP@30 = 0.817
unicamp.003.SURF-2000-L2-VOTES      P@30 = 0.403 | mAP@30 = 0.844
unicamp.004.resnetv2-L2             P@30 = 0.342 | mAP@30 = 0.775
unicamp.005.vgg16-L2                P@30 = 0.331 | mAP@30 = 0.768
Figure A.2: 11-point interpolated precision x recall curves for Unicamp experiments.












Corel Top-30 -- Precision x Recall
corel.001.resnetv2-L2               P@30 = 0.694 | mAP@30 = 0.848
corel.002.vgg16-L2                  P@30 = 0.433 | mAP@30 = 0.727
Figure A.3: 11-point interpolated precision x recall curves for Corel experiments.
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Places365 Top-30 -- Precision x Recall
places365.001.vgg16-L2              P@30 = 0.351 | mAP@30 = 0.652
places365.002.resnet152-L2          P@30 = 0.316 | mAP@30 = 0.659
places365.003.vgg16-Cos             P@30 = 0.379 | mAP@30 = 0.671
Figure A.4: 11-point interpolated precision x recall curves for Places365 experiments.
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Imagenet Top-30 -- Precision x Recall
imagenet.001.resnetv2-L2            P@30 = 0.765 | mAP@30 = 0.876
imagenet.002.resnetv2-Cos           P@30 = 0.760 | mAP@30 = 0.870
imagenet.003.resnetv2-Linf          P@30 = 0.728 | mAP@30 = 0.862
Figure A.5: 11-point interpolated precision x recall curves for Imagenet experiments












VGGFace Top-30 -- Precision x Recall
vggfaces.001.vgg16-L2               P@30 = 0.917 | mAP@30 = 0.977
vggfaces.002.vgg16-pert-L2          P@30 = 0.596 | mAP@30 = 0.715





In this Chapter, we present the supplementary results for the nineteen experimental sce-
narios of Table 7.1. On Chapters 8, 9, and 6 we discussed the relevance prediction results
for eight of nineteen scenarios. In this chapter, we present the additional eleven experi-
mental settings not covered before in the discussion. The experimental settings covered
in this chapter are:
• Oxford Dataset
– Oxford SURF 500
– Oxford SURF 500 + Sim.




– Unicamp SURF 500 + Sim






– ImagenNet ResnetV2 cos
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B.1 Statistical Relevance Prediction – Suplementary
Results
B.1.1 Statistical Approaches for rank-10 Relevance Prediction

















Oxford SURF 500 + Sim.

































Figure B.1: Positional bACC results for FWR-MR and DWR-MR performed with k = 10.
Experimental settings of Oxford dataset are displayed.
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Unicamp SURF 500 + Sim.











































Figure B.2: Positional bACC results for FWR-MR and DWR-MR performed with k = 10.
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0.485 0.408 0.555 0.492
Oxford VGG16
Figure B.3: MCC results for FWR-MR performed with k = 10. Darker and lighter shaded
bars represent the MCC evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k}
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0.390 0.386 0.326 0.326
Imagenet ResnetV2 cos
Figure B.4: MCC results for FWR-MR performed with k = 10. Darker and lighter shaded
bars represent the MCC evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k}
respectively. Experimental settings of Unicamp, Corel, and ImageNet datasets are dis-
played.
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B.1.2 Statistical Approaches for rank-30 Relevance Prediction

















Oxford SURF 500 + Sim.

































Figure B.5: Positional bACC results for FWR-MR performed with k = 30. Experimental
settings of Oxford dataset are displayed.
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Unicamp SURF 500 + Sim.











































Figure B.6: Positional bACC results for FWR-MR performed with k = 30. Experimental
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0.596 0.566 0.553 0.516
Oxford VGG16
Figure B.7: MCC results for FWR-MR performed with k = 30. Darker and lighter shaded
bars represent the MCC evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k}
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Imagenet ResnetV2 cos
Figure B.8: MCC results for FWR-MR performed with k = 30. Darker and lighter shaded
bars represent the MCC evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k}
respectively. Experimental settings of Unicamp, Corel, and ImageNet datasets are dis-
played.
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B.2 Learning for Relevance Prediction – Suplementary
Results
B.2.1 Score-based Descriptors and Positional Classification for
rank-10 Relevance Prediction
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Figure B.9: Positional bACC results for score-base descriptors, with a positional classifi-
cation scheme, performed with k = 10. FWR-MR is the baseline. Experimental settings
of Oxford dataset are displayed.
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Figure B.10: Positional bACC results for score-base descriptors, with a positional classi-
fication scheme, performed with k = 10. FWR-MR is the baseline. Experimental settings
of Unicamp, Corel, and ImageNet datasets are displayed.
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0.610 0.591 0.608 0.660 0.530 0.598 0.575 0.664
Oxford SURF 500
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Oxford SURF 500 + Sim.










0.492 0.465 0.626 0.687 0.510 0.581 0.603 0.719
Oxford SURF 2000










0.168 0.118 0.357 0.404 0.434 0.484 0.224 0.230
Oxford ResnetV2










0.485 0.408 0.476 0.512 0.480 0.530 0.433 0.477
Oxford VGG16
Figure B.11: MCC results for score-base descriptors, with a positional classification
scheme, performed with k = 10. Darker and lighter shaded bars represent the MCC
evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. FWR-MR
is the baseline. Experimental settings of Oxford dataset are displayed.
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0.693 0.663 0.588 0.593 0.603 0.609 0.586 0.598
Unicamp SURF 500 + Sim.
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Unicamp SURF 2000
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Unicamp VGG16
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Corel ResnetV2
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Corel VGG16










0.390 0.386 0.312 0.280 0.276 0.240 0.530 0.513
Imagenet ResnetV2 cos
Figure B.12: MCC results for score-base descriptors, with a positional classification
scheme, performed with k = 10. Darker and lighter shaded bars represent the MCC
evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. FWR-MR
is the baseline. Experimental settings of Unicamp, Corel, and ImageNet datasets are
displayed.
161
B.2.2 Context-based Descriptors and Positional Classification for
rank-10 Relevance Prediction
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POS| ClD POS| AccJacc POS| GL
Figure B.13: Positional bACC results for for positional relevance classifiers with contex-
tual descriptors, evaluated at k = 10. Positional classifier with score-based descriptor
CLD is used as baseline. Experimental settings of Oxford dataset are displayed.
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POS| ClD POS| AccJacc POS| GL
Figure B.14: Positional bACC results for for positional relevance classifiers with con-
textual descriptors, evaluated at k = 10. Positional classifier with score-based descriptor
CLD is used as baseline. Experimental settings of Unicamp, Corel, and ImageNet datasets
are displayed.
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Oxford SURF 500
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Oxford SURF 500 + Sim.
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Oxford SURF 2000
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Oxford ResnetV2










0.433 0.477 0.424 0.546 0.446 0.585
Oxford VGG16
Figure B.15: MCC results for for positional relevance classifiers with contextual descrip-
tors performed with k = 10. Darker and lighter shaded bars represent the MCC evaluated
at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Positional classifier
with score-based descriptor CLD is used as baseline. Experimental settings of Oxford
dataset are displayed.
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Figure B.16: MCC results for for positional relevance classifiers with contextual descrip-
tors performed with k = 10. Darker and lighter shaded bars represent the MCC evaluated
at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Positional classifier
with score-based descriptor CLD is used as baseline. Experimental settings of Unicamp,
Corel, and ImageNet datasets are displayed.
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B.2.3 Fusion of Descriptors and Positional Classification for rank-10
Relevance Prediction
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POS| FSCR POS| FCTX POS| F
Figure B.17: Positional bACC results for for positional relevance classifiers with con-
textual descriptors, evaluated at k = 10. Experimental settings of Oxford dataset are
displayed.
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POS| FSCR POS| FCTX POS| F
Figure B.18: Positional bACC results for for positional relevance classifiers with contex-
tual descriptors, evaluated at k = 10. Experimental settings of Unicamp, Corel, and
ImageNet datasets are displayed.
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Figure B.19: MCC results for for positional relevance classifiers with contextual descrip-
tors performed with k = 10. Darker and lighter shaded bars represent the MCC evaluated
at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Experimental settings
of Oxford dataset are displayed.
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Figure B.20: MCC results for for positional relevance classifiers with contextual descrip-
tors performed with k = 10. Darker and lighter shaded bars represent the MCC evaluated
at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Experimental settings
of Unicamp, Corel, and ImageNet datasets are displayed.
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B.2.4 Learning Schemes for rank-30 Relevance Prediction
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Figure B.21: Positional bACC results for fusion descriptors and different learning schemes,
evaluated at k = 30. Experimental settings of Oxford dataset are displayed.
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Figure B.22: Positional bACC results for fusion descriptors and different learning schemes,
evaluated at k = 30. Experimental settings of Unicamp, Corel, and ImageNet datasets
are displayed.
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Figure B.23: MCC results for fusion descriptors and different learning schemes performed
with k = 30. Darker and lighter shaded bars represent the MCC evaluated at intervals
{i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Experimental settings of Oxford
dataset are displayed.
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Figure B.24: MCC results for fusion descriptors and different learning schemes performed
with k = 30. Darker and lighter shaded bars represent the MCC evaluated at intervals
{i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Experimental settings of Uni-
camp, Corel, and ImageNet datasets are displayed.
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B.3 Sequence Labeling for Relevance Prediction – Su-
plementary Results
B.3.1 Conditional Random Fields for rank-10 Relevance Predic-
tion
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POS| FSCR POS| GL CRF-1S| FSCR CRF-1S| GL CRF-1S| CS
Figure B.25: Positional bACC results for the CRF sequence labeling approach, performed
with k = 10. Positional learning approaches with F SCR and GL descriptors were used as
baseline. Experimental settings of Oxford dataset are displayed.
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POS| FSCR POS| GL CRF-1S| FSCR CRF-1S| GL CRF-1S| CS
Figure B.26: Positional bACC results for the CRF sequence labeling approach, performed
with k = 10. Positional learning approaches with F SCR and GL descriptors were used as
baseline. Experimental settings of Unicamp, Corel, and ImageNet datasets are displayed.
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Figure B.27: MCC results for the CRF sequence labeling approach, performed with
k = 10. Darker and lighter shaded bars represent the MCC evaluated at intervals
{i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Positional learning approaches
with F SCR and GL descriptors were used as baseline. Experimental settings of Oxford
dataset are displayed.
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Figure B.28: MCC results for the CRF sequence labeling approach, performed with
k = 10. Darker and lighter shaded bars represent the MCC evaluated at intervals
{i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Positional learning approaches
with F SCR and GL descriptors were used as baseline. Experimental settings of Unicamp,
Corel, and ImageNet datasets are displayed.
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B.3.2 CRF versus Structured Perceptron for rank-10 Relevance
Prediction
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Figure B.29: Positional bACC results for the CRF and Structured Perceptron sequence
labeling approaches, performed with k = 10. Experimental settings of Oxford dataset are
displayed.
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Figure B.30: Positional bACC results for the CRF and Structured Perceptron sequence
labeling approaches, performed with k = 10. Experimental settings of Unicamp, Corel,
and ImageNet datasets are displayed.
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Figure B.31: MCC results for the CRF and Structured Perceptron sequence labeling
approaches, performed with k = 10. Darker and lighter shaded bars represent the MCC
evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Experimen-
tal settings of Oxford dataset are displayed.
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Figure B.32: MCC results for the CRF and Structured Perceptron sequence labeling
approaches, performed with k = 10. Darker and lighter shaded bars represent the MCC
evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} respectively. Experimen-
tal settings of Unicamp, Corel, and ImageNet datasets are displayed.
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B.3.3 Sequence Labeling Approaches for rank-30 Relevance Pre-
diction
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POS| GL CRF-1S| GL SPRC| GL
Figure B.33: Positional bACC results for the CRF and Structured Perceptron sequence
labeling approaches and GL descriptor, performed with k = 30. Positional learning
approaches with GL descriptor was used as baseline. Experimental settings of Oxford
dataset are displayed.
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POS| GL CRF-1S| GL SPRC| GL
Figure B.34: Positional bACC results for the CRF and Structured Perceptron sequence
labeling approaches and GL descriptor, performed with k = 30. Positional learning
approaches with GL descriptor was used as baseline. Experimental settings of Unicamp,
Corel, and ImageNet datasets are displayed.
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Figure B.35: MCC results for the CRF and Structured Perceptron sequence labeling ap-
proaches and GL descriptor, performed with k = 30. Darker and lighter shaded bars
represent the MCC evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} re-
spectively. Positional learning approaches with GL descriptor was used as baseline. Ex-
perimental settings of Oxford dataset are displayed.
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Figure B.36: MCC results for the CRF and Structured Perceptron sequence labeling ap-
proaches and GL descriptor, performed with k = 30. Darker and lighter shaded bars
represent the MCC evaluated at intervals {i ∈ N| 1 ≤ i ≤ k} and {i ∈ N| 2 ≤ i ≤ k} re-
spectively. Positional learning approaches with GL descriptor was used as baseline. Ex-
perimental settings of Unicamp, Corel, and ImageNet datasets are displayed.
