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Abstract—We develop a principled mathematical framework
for controlling nonlinear, networked dynamical systems. Our
method integrates dimensionality reduction, bifurcation theory
and emerging model discovery tools to find low-dimensional
subspaces where feed-forward control can be used to manipulate
a system to a desired outcome. The method leverages the fact
that many high-dimensional networked systems have many fixed
points, allowing for the computation of control signals that will
move the system between any pair of fixed points. The sparse
identification of nonlinear dynamics (SINDy) algorithm is used to
fit a nonlinear dynamical system to the evolution on the dominant,
low-rank subspace. This then allows us to use bifurcation theory
to find collections of constant control signals that will produce
the desired objective path for a prescribed outcome. Specifically,
we can destabilize a given fixed point while making the target
fixed point an attractor. The discovered control signals can be
easily projected back to the original high-dimensional state and
control space. We illustrate our nonlinear control procedure on
established bistable, low-dimensional biological systems, showing
how control signals are found that generate switches between
the fixed points. We then demonstrate our control procedure for
high-dimensional systems on random high-dimensional networks
and Hopfield memory networks.
Index Terms—Nonlinear control systems, open loop systems,
bifurcation, limit-cycles, complex systems.
I. INTRODUCTION
NETWORKED dynamical systems are ubiquitous acrossthe engineering, physical, biological and social sciences.
They are often characterized by a high-dimensional state
space and nonlinearity, making them exceptionally difficult
to characterize and control. Indeed, it is typical that the
connectivity is so complex that the functionality, control and
robustness of the network of interest is impossible to charac-
terize using standard mathematical methods. Moreover, with
few exceptions, underlying nonlinearities impair our ability to
construct analytically tractable solutions, forcing one to rely
on experiments and/or modern high-performance computing to
study a given system. Unlike engineered systems that are con-
structed to be both measurable and controllable, such emergent
systems can be difficult to measure and have restricted avenues
of control. However, advances over the past decade have
revealed a critical observation, that meaningful input/output
of signals in high-dimensional networks are often encoded
in low-dimensional patterns of dynamic activity [1], [2], [3],
[4], [5], [6], [7]. We show that such low-dimensional patterns
of activity can be exploited in order to develop principled
techniques for a feed-forward architecture for establishing
control of high-dimensional, nonlinear networked dynamical
systems.
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The potential applications of a control framework for net-
worked dynamical systems are extensive. Neuroscience is
an especially relevant example where networks of neurons
interact to encode and process input stimulus and behavioral
responses. Recent observations in a variety of organisms,
from the nematode C. elegans [8], [4], [6] to insect olfac-
tory processing [1], [2], [9], [7], shows that the underlying
encodings and control are fundamentally low-dimensional.
Network models are also common in attempts to understand
the formation and retrieval of memories, such as proposed in
the Hopfield model where each memory is a fixed point in
the high-dimensional, networked dynamical system [10], [11].
Indeed, it is known that the nervous systems carries out an
impressive feat of dimensionality reduction when it encodes
behavior, collapsing the high-dimensional representation of
the stimulus environment into the much lower representations
for decision making and motor command. Practical emerging
technologies, such as deep brain stimulation (DBS), aim to
leverage such control protocols to restore patients to their
original functional capabilities. Applications extend well be-
yond neuroscience, with the potential of the method to impact
disease modeling [12], [13], social [14] and financial networks,
powergrid networks [15], and ecosystems, for instance.
Characterization is only the first step in understanding
networked dynamical systems. A principled quantification of
the low-dimensional patterns of dynamic activity can help
lead to control protocols for manipulating the system into a
desired outcome. An extensive body of literature exists on the
analysis and control of nonlinear systems [16]. Unlike many
linear control models, where controllability and observability
can be explicitly computed and guaranteed, nonlinear control
remains challenging, especially in networked settings. Non-
linear networked dynamical systems can contain many fixed
points, limit cycles and strange attractors, all of which make
the development of principled control models difficult. The
manifestation of these various phenomenon must be addressed
in any practical control paradigm. On the other hand, one can
use the existence of such rich dynamical structures to allow
the network itself, under suitable manipulation, to evolve to a
desired state of behavior. Thus nonlinearity can exploit a much
broader class of dynamics and function than linear models.
We integrate methods of dimensionality reduction and data-
driven discovery of dynamics to construct principled meth-
ods for controlling nonlinear, networked dynamical systems.
Specifically, we develop feed-forward control techniques to
interpret and regulate the dynamics of such systems by lever-
aging dominant, low-dimensional subspaces on which the dy-
namics evolves. Our mathematical architecture generates a set
of actuation signals that, when applied, are able to control the
original high-dimensional system. Using bifurcation theory,
we find collections of feed-forward control signals that will
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2force convergence to desired objective states, allowing us to
move the system from one fixed point of the system to another
in a principled manner. Specifially, we can destabilize a given
fixed point by making it undergo a saddle node or Hopf
bifurcation, while simultaneously making the target fixed point
an attractor. This creates a pathway with the feed-forward
signals from one fixed point to another. We first demonstrate
our nonlinear control procedure on established bistable, low-
dimensional biological systems showing how control signals
are found that generate switches between attractors. We then
show how random high-dimensional networks and Hopfield
memory networks can be reliably controlled by discovering
low-dimensional subspaces which characterize their dynamic
evolution. Our algorithmic procedure is the first of its kind to
provide a principled mathematical architecture that simulta-
neously leverages mode discovery, dimensionality reduction,
and bifurcation theory for controlling networked dynamical
systems.
The paper is outlined as follows: Sec. II provides a brief
overview of the background material necessary for construct-
ing our control framework. Section III provides an analysis
of feed-forward control applied to low-dimensional nonlinear
dynamical systems. This highlights the basic mathematical
architecture that is used in Sec. IV and V for network control
applications in both low- and high-dimensional systems re-
spectively. A number of practical applications are considered
in Sec. VI, including the Hopfield memory model where we
show how control can be used to transition between fixed
points, or memories, in the network. The paper is concluded
in Sec. VII with a discussion of our results.
II. BACKGROUND
A. Dimensionality Reduction
It is typically observed that high-dimensional dynamical
systems manifest behavior on low-dimensional manifolds [1],
[2], [3], [4], [5], [6], [7]. Indeed, low-dimensional struc-
tures can be exploited for characterizing pattern forming sys-
tems [17] and reduced order models [18]. Principal component
analysis (PCA) is a linear dimensionality reduction technique
based upon the singular value decomposition (SVD) that
can extract dominant correlated features in complex, high-
dimensional data [19], [20], [3], thus producing a coordinate
system (subspace) on which our networked dynamics of inter-
est can be projected. Let X ∈ Rn×m represent timeseries data
collected from an n dimensional system for m timepoints. The
SVD of this matrix produces the matrix decomposition [21],
[20], [3]
X = USV∗ (1)
were U denotes the dominant correlated spatial structures
of the n-dimensional system, S is a diagonal matrix whose
singular values characterize an ordered ranking of the cor-
relations, and V represent the projection of the modes into
the temporal dimension. Both U and V are unitary matrices
with orthonormal columns. A low-dimensional, r-rank system
can be optimally approximated in an `2-sense using the first
r columns of each matrix: X = UˆSˆVˆ∗ where Uˆ ∈ Rn×r,
Fig. 1. Average cumulative variance captured by initial singular values in
random dynamical systems of increasing size N = 4, 6, 10, 20. (a) Dynamical
systems consisting of a low percentage of possible term combinations, d =
0.1 (b) All possible term combinations included in the dynamical system,
d = 1.0. Variance averaged over 100 trials
Sˆ ∈ Rr×r, and Vˆ∗ ∈ Rr×m. Such low-rank subspaces are
exploited for building reduced order models that approximate
the high-dimensional system [18], [3]. It is also exploited in
what follows since random networks generically manifest low-
dimensional behavior, as shown in Fig. 1 where the cumulative
variance contained in the initial modes of a randomly gener-
ated dynamical system is plotted.
B. Sparse Identification of Nonlinear Dynamics - SINDy
SINDy is a data-driven approach to find the sparse dynamics
driving a dynamical system purely from timeseries data [22].
If x˙ = f(x) is the unknown true dynamics of a system from
which we capture timeseries measurements X, the SINDy
algorithm seeks to approximate f(x) by a generalized linear
model in a set of candidate basis functions θk(x)
f(x) ≈
p∑
k=1
θk(x)ξk = Θ(x)Ξ, (2)
with the fewest non-zero terms in Ξ. It is possible to solve for
the relevant terms that are active in the dynamics using sparse
regression algorithms that penalizes the number of terms in the
dynamics and scales well to large problems. SINDy works well
on low-dimensional systems with a high-quality selection of
candidate terms in the library [22], [23], [24], [25], [26]. With
too little data, or too many library terms (which can result
from too many variables), the algorithm can fail to produce a
viable model.
C. Control
Control can be broadly divided into the categories of
open-loop and closed-loop [27], [3]. Most advanced control
techniques are closed-loop, based on constructing optimal
feedback to stabilize a system at a particular set point. PID
controllers, widely used in industrial control systems, use
system error as feedback to efficiently move system output to
a desired state without the use of a model of the process [27],
[3]. As PID does not have predictive ability it is not ideal
in complex systems with significant latency or higher-order
dynamics. Model Predictive Control (MPC), in contrast, uses
3a dynamical model of the process to predict the effects of an
independent variable on the process for a future time window
and selects a control signal accordingly [28], [29], [30], [31],
[3]. While these methods grant optimal control for systems that
can be continuously measured and actuated, many systems of
interest are not amenable to constant monitoring or reactive
control signals. Furthermore, highly nonlinear systems may
contain many stable attractors that do not require feedback
control to stabilize, and can be achieved with transient open-
loop control signals [32]. We wish to exert control over highly
nonlinear systems using open-loop control. We develop a
feedforward control procedure that takes advantage of the
nonlinearities of the system to move between stable attractors
as well as to create and stabilize fixed points.
An extensive body of literature exists on the analysis and
control of nonlinear systems [16]. Linear control techniques
can, in many cases, be extended to nonlinear systems using
a variety of methods. Controllability criterion, observability,
and normal forms have been proposed for nonlinear systems.
Dynamic feedback linearization, sliding mode techniques, and
Lyapunov methods can be used to control a variety of nonlin-
ear systems found in chemistry, biology, and electrical and me-
chanical engineering [16]. Nonlinear model predictive control
determines the optimal open-loop control signal trajectories at
each sampling instance. Our method is similar to MPC in that
we predict the future state of the system under the influence
of a control signal using a model. From a dynamical systems
perspective, some research considers the global dynamics that
are achievable via feedback control signals by viewing control
as parameter manipulations that bring about bifurcations in
local dynamics [16]. Instead of narrowly considering a single
trajectory, this line of research investigates the behavior of
ensembles of trajectories. We continue in this dynamical
systems view and consider the global and local dynamics that
are possible via system bifurcations induced through feed-
forward control signals. Our control method is limited in that
only a subset of all possible states and stability levels can
be achieved using feed-forward control in an initial condition
agnostic fashion. Nonetheless, this type of control may be
useful in systems where system measurements are difficult to
obtain or feedback mechanisms are impossible.
III. FEED-FORWARD CONTROL FOR LOW-DIMENSIONAL
NONLINEAR SYSTEMS
We consider how to generate control signals that will move
a system between attractors (fixed points) in a nonlinear
dynamical system x′ = F (x), x ∈ R2. We consider systems
of the form
dx
dt
= f(x, y) + u1(t) (3)
dy
dt
= g(x, y) + u2(t). (4)
where f and g are the intrinsic dynamics and u1(t) and u2(t)
are the feed-forward control signals. Systems of this form are
controlled by regulating the actuating forces. Many actions
taken to control systems can be characterized as feed-forward
control signals that do not alter the structure of the underlying
system. Adding reactants to a chemical reaction, removing
invasive species, performing deep brain stimulation, and taxing
individuals can all be characterized as feed-forward control
signals applied to complex dynamical systems.
Biological systems may also utilize feed-forward control
signals themselves to modulate internal processes. Behavior
transitions in the nematode C. elegans can be characterized
by feed-forward control signals applied to a nonlinear system
with two attractor states [32]. While transient feed-forward
signals control short-term behavior in this model of C. elegans,
system parameter modifications affect long-term behaviors,
highlighting the different ways biological systems can control
their output across multiple timescales. Our control framework
is useful both for developing control strategies for nonlinear
systems as well as for understanding how natural systems
accomplish endogenous control.
A. Fixed Point Stability
We use properties of the governing nonlinear system to
derive the set of control signals that will move us between
stable fixed points by modifying their stability. The Jacobian
of the nonlinear system J(x, y) and therefore its trace T (x, y)
and determinant D(x, y) are independent of the control sig-
nals, meaning that fixed point stability is dependent only on
location. These three quantities are given by the following
respectively:
J(x, y) =
[
fx(x, y) fy(x, y)
gx(x, y) gy(x, y)
]
, (5)
T (x, y) = fx(x, y) + gy(x, y), (6)
D(x, y) = fx(x, y)gy(x, y)− gx(x, y)fy(x, y). (7)
Given a fixed point (x∗, y∗) occurring at u1 = −f(x, y) and
u2 = −g(x, y). Fixed points exist in one of four stability
regions in the trace-determinant plane. Fixed points in the
region T < 0 and D > 0 are stable sinks, points in the region
T > 0 and D > 0 are unstable sources, while points in the
region D < 0 are unstable saddles [33]. Note that in the case
of a linear system, J is a constant matrix which means that the
control signals affect only the location of the fixed point and
not its stability. In contrast, feed-forward control signals in a
nonlinear system affect both the location and the stability of
fixed points; this implies that a much broader range of activity
can be generated by feed-forward control signals in nonlinear
systems than in linear systems.
Fixed points transition between stability regions along the
curves T (x, y) = 0 and D(x, y) = 0. Transitions between
regions can also occur at D(x, y), T (x, y) = ±∞, we there-
fore define two additional measures: Dˆ(x, y) = 1/D(x, y) and
Tˆ (x, y) = 1/T (x, y). We thus note that region transitions also
occur along the curves Dˆ(x, y) = 0 and Tˆ (x, y) = 0. Saddle-
node bifurcations occur along the curves D(x, y) = 0 and
Dˆ(x, y) = 0 while Hopf bifurcations occur along the curves
T (x, y) = 0 and Tˆ (x, y) = 0.
By constraining the relation between x and y by D(x, y) =
0 and Dˆ(x, y) = 0 we can solve for parameterized curves
for the control signals that eliminate stable fixed points in the
4Fig. 2. Regions of stability and instability for fixed points in a dynamical
system. (a) Fixed points are sinks, sources, or saddles, depending on where
they lie in the trace-determinant plane. (b) These regions map to stability
regions in the control space. Movement across bifurcation curves in the control
space correspond to moving between stability regions in the trace-determinant
plane by crossing D = 0, T = 0, Dˆ = 0, or Tˆ = 0.
system by inducing a saddle-node bifurcation. This curve in
the control signal space occurs along
Cs(t) = (us1(t), u
s
2(t)) (8)
where us1(t) = −f(t, y(t)) and us2(t) = −g(t, y(t)). The y(t)
in these formulae is the implicit solution to D(t, y(t)) = 0 or
Dˆ(t, y(t)) = 0. In order for Cs(t) to be a boundary between
regions, D must switch signs when crossing the curve. Cs(t)
is a boundary curve unless ∂D∂v⊥(t) = 0 and
∂2D
∂v2⊥(t)
6= 0 where
v⊥(t) = −u2(t)ˆi+u1(t)ˆj is the direction orthogonal to Cs(t).
Stable fixed points can also be eliminated through Hopf
bifurcations which occur along the curve
Ch(t) = (uh1 (t), u
h
2 (t)) (9)
where uh1 (t) = −f(t, y(t)), uh2 (t) = −g(t, y(t)), and y(t) is
now the implicit solution to T (t, y(t)) = 0 or Tˆ (t, y(t)) = 0.
Ch(t) is a boundary curve unless ∂T∂v⊥(t) = 0 and
∂2T
∂v2⊥(t)
6= 0
where v⊥(t) is the direction orthogonal to Ch(t).
We can use these curves to determine stability regions in the
control space for each fixed point in the dynamical system. Let
P = {p1, p2, ..., pn} be the set of fixed points in the nonlinear
system x′ = F (x). Each fixed point is associated with one
of four stability regions A,B,C, or D. Let Ak be the set
of control signals u ∈ R2 such that fixed point pk is stable
under u. Let Bk be the set of control signals u ∈ R2 such
that fixed point pk is a source under u. Let Ck be the set of
control signals u ∈ R2 such that fixed point pk is a saddle
with T < 0 and let Dk be the set of control signals u ∈ R2
such that fixed point pk is a saddle with T > 0. Ak, Bk, Ck,
and Dk are disjoint regions. Fixed point pk is destabilized
in region Ack = U\Ak = Bk
⋃
Ck
⋃
Dk. We denote ∂Ak
as the boundary of the stability region Ak of fixed point pk.
Figure 2(a) shows the stability regions and boundaries in the
trace-determinant plane while Fig 2(b) shows the mapping of
these stability regions into the control plane.
B. Controllability Given No Limit Cycles
We can now define necessary and sufficient conditions
for moving between fixed points in a system that does not
contain limit cycles. The following conditions concern moving
between specific fixed points.
Necessary condition to move directly from p` to pk:
Ac`
⋂
Ak 6= ∅ (10)
Sufficient conditions to move directly from p` to pk:
n⋂
i=1,i6=k
Aci
⋂
Ak 6= ∅ (11)
We can extend these conditions to make statements about
the reachability of all fixed points in the system.
Necessary condition to move directly from any fixed point
in the system to any other fixed point:
∀`, k ∈ 1, ..., n Ac`
⋂
Ak 6= ∅ (12)
Sufficient conditions to move directly from any fixed point
in the system to any other fixed point:
∀k ∈ 1, ..., n
n⋂
i=1,i6=k
Aci
⋂
Ak 6= ∅ (13)
Necessary conditions to move to any point in the system:
∀k ∈ 1, ..., n ∃` ∈ 1, ..., n s.t. Ac`
⋂
Ak 6= ∅ (14)
We can use the control regions to move between fixed
points in the system by destabilizing fixed points we want
to escape, and stabilizing fixed points we want to achieve.
Transitioning between fixed points through saddle-node bifur-
cations is preferable to transitioning via Hopf bifurcations as
Hopf bifurcations can create a stable limit cycle around the
source.
While these sets generate collections of control signals that
can be used to move between fixed points, it does not reveal
the optimal control signals for a transition which depends on
additional goals such as energy minimization, transition speed,
robustness, or preferred path.
C. Limit Cycles
Limit cycles are a pervasive feature of many nonlinear
systems and so must be considered. Unfortunately their lo-
cation and stability are more difficult to characterize than the
location and stability of fixed points in the system. We can
make some statements about where limit cycles do and do not
appear by using Dulac’s criterion and the Poincare´-Bendixson
theorem [33]. We can use Dulac’s criterion to solve for regions
encapsulating fixed points that cannot contain limit cycles
and we can use the Poincare-Bendixson theorem to solve for
regions that do contain limit cycles. For example, a globally
stable system with a single fixed point that is a source is a
compact set and therefore must contain at least one stable
limit cycle encapsulating the fixed point. Some systems may
contain compact sets enclosing all fixed points. Such sets can
be found by eliminating the highest order terms that determine
5the global stability and then observing the stability of the
resulting system as t→∞. Thus we consider
x′ ≈ Pn−1(x, y) + p(xn, yn) (15)
y′ ≈ Qn−1(x, y) + q(xn, yn) (16)
If the global stability of (Pn−1, Qn−1) is opposite the global
stability of (f, g) and along a Jordan curve surrounding all
fixed points |Pn−1(x, y)| > |p(xn, yn)| and |Qn−1(x, y)| >
|q(xn, yn)|, then there must be a compact set outside of this
Jordan curve and therefore a limit cycle.
In some systems multiple limit cycles may encapsu-
late a fixed point or region. We may find the presence
of multiple layers of limit cycles by repeating the pro-
cess on the approximate lower-order system Pn−1(x, y) =
Pn−2(x, y)+p(xn−1, yn−1) and Qn−1(x, y) = Qn−2(x, y)+
q(xn−1, yn−1). Once again if the lower order terms are
larger in absolute value than the higher order terms along a
Jordan curve surrounding the fixed points and enclosed by the
first Jordan curve, then there must be a second limit cycle
surrounding the fixed points.
We can determine the global stability of the system x′ =
F (x), that is, the stability as x, y → ±∞, by instead
considering the stability of the system xˆ′ = G(xˆ) as xˆ → 0
where xˆ = 1/x and yˆ = 1/y,
dxˆ
dt
= −xˆ2
(
f
(
1
xˆ
,
1
yˆ
)
+ u1(t)
)
(17)
dyˆ
dt
= −yˆ2
(
g
(
1
xˆ
,
1
yˆ
)
+ u2(t)
)
(18)
Our original system x′ = F (x) is stable as x, y → ±∞
if G(xˆ) does not have any stable directions as xˆ, yˆ → 0 and
unstable otherwise.
We can determine that there are no limit cycles surrounding
all fixed points by mapping the system to G(xˆ) and using the
Dulac’s criterion to find a region surrounding xˆ = 0 that does
not contain any limit cycles. Conversely, we can determine if
there are limit cycles surrounding a particular fixed point in
a system with multiple fixed points by mapping that point to
infinity in the system G(xˆ) and then finding if there is a limit
cycle surrounding all fixed points in G(xˆ) using the method
outlined above with the Poincare-Bendixson theorem.
D. Controllability with Limit Cycles
We can use bifurcations that create and eliminate limit
cycles to move between limit cycles and fixed points in the sys-
tem. Andronov-Hopf bifurcations eliminate stable limit cycles
by turning the source in the center of the limit cycle into a sink
[34], [35]. Homoclinic saddle-node bifurcations, otherwise
known as infinite period bifurcations, create a saddle-node
bifurcation along the limit cycle which eliminates the cycle
[34], [35], [36]. Homoclinic bifurcations occurs when a limit
cycle merges with a saddle point creating a homoclinic orbit.
Saddle-node bifurcations of periodic orbits merge concentric
stable and unstable limit cycles [33].
Feed-forward control may be able to create some of these
bifurcations in a given system. We can control the creation and
elimination of limit cycles in the dynamical system by using
Dulac’s criterion and the Poincare-Bendixson theorem to map
out control regions that will create and eliminate limit cycles.
E. Extension to Three-dimensional Systems
This analysis can be extended to create control procedures
for three-dimensional systems, x′ = F (x) + u(t), where
x,u ∈ R3.
dx
dt
= f(x, y, z) + u1(t) (19)
dy
dt
= g(x, y, z) + u2(t) (20)
dz
dt
= h(x, y, z) + u3(t). (21)
Analogous to the two-dimensional case, we compute the
Jacobian of the system J(x, y, z) and fixed point locations
u1 = −f(x, y, z), u2 = −g(x, y, z), u1 = −h(x, y, z).
We use the linearized system in conjunction with the
control signal equations to determine the control surface
(u1(t, s), u2(t, s), u3(t, s)) along which bifurcations occur.
While the stability of fixed points can still be determined in
three-dimensional systems, the locations of strange attractors
become impossible to determine analytically as Dulac’s crite-
rion and the Poincare-Bendixson theorem only apply to two-
dimensional systems [33]. Therefore, while we can still stabi-
lize and destabilize fixed points in order to execute transitions,
it is unknown where and when attractors will occur in the
system, thus potentially compromising the control procedure
advocated here. In these circumstances, attractors and their
bifurcations are best found experimentally by simulating the
dynamics. Using data, Poincare´ maps can be found via the
SINDy algorithm and from these discovered maps the stability
of nonlinear periodic orbits can be determined [37].
IV. NETWORK CONTROL APPLICATIONS
Our feed-forward control procedure can be directly applied
to nonlinear systems that consist of two or three variables.
While most real world systems realistically involve a large
number of variables, many canonical models in chemistry,
biology, and the social sciences are formulated using only a
few variables. In chemistry the Brusselator describes an auto-
catalytic chemical reaction with two reagents [38], [39], [33]
and the Lokta-Volterra model in ecology describes predator-
prey interactions at the population level between two species
[40], [41], [42]. In epidemiology the SIR model describes the
spread of an infectious disease by modeling the interactions
between susceptible and infected individuals [12], [13] and
in neuroscience the FitzHughNagumo model describes spike
generation in neurons by measuring membrane voltage and a
recovery variable [43], [44]. In the social sciences the classical
model of political economy uses capital and labor as variables
[45] while Richardson’s arms race model describes the in-
teractions between two nations stockpiling nuclear weapons
[46], [47]. If the dynamics of a low-dimensional system are
unknown, they can be found using the SINDy algorithm [22],
[3], allowing us to apply control even to novel systems. We
6demonstrate the effects of feed-forward control on two variable
nonlinear systems using simple chemical reaction models as
examples.
A. Chemical Reaction with Bistability
The following is a minimal example of a chemical reaction
with bistability using parameter values k1 = 8, k2 = 1,
k3 = 1, and k4 = 3/2 from [48]. We can find control signals
that will move the system between stable states by computing
stability regions from the control signal bifurcation curves.
The governing equations are given by
dx
dt
= 16y − x2 − xy − 3
2
x+ u1 (22)
dy
dt
= x2 − 8y + u2 (23)
where the Jacobian, trace and determinant are given by
J(x, y) =
[−2x− y − 32 16− x
2x −8
]
(24)
T (x, y) = −2x− y − 19
2
(25)
D(x, y) = 2x2 − 16x+ 8y + 12. (26)
The curve for T (x, y) = 0 is
uh1 (t) = −t2 + 24t+ 152 (27)
uh2 (t) = −t2 − 16t− 76 (28)
The curve for D(x, y) = 0 is
us1(t) = −
1
4
t3 + 7t2 − 32t+ 24 (29)
us2(t) = −3t2 + 16t− 12 (30)
In the uncontrolled system the chemical reaction has two stable
fixed points, Fig. 3(a). Figure 3(b) shows the stability regions
of the fixed points in the control space. Across the blue curve
fixed points exhibit saddle-node bifurcations while across the
red curve fixed points exhibit Hopf bifurcations. This map
shows us that we can eliminate the second fixed point via
a saddle-node bifurcation while keeping the first fixed point
stabilized and then destabilize the first fixed point via a Hopf
bifurcation which creates a stable limit cycle surrounding the
first fixed point. The overlay of stability regions shows us the
wide variety of states that can be achieved by simply adding
or removing certain quantities of reactant.
B. Brusselator
The Brusselator describes a type of autocatalytic chemical
reaction. We take a = 1 and b = 3 from the general model
[33]
dx
dt
= 1 + x2y − 4x+ u1(t) (31)
dy
dt
= 3x− x2y + u2(t), (32)
and find the bifurcation curve locations.
Fig. 3. Chemical reaction with bistability. (a) In the absence of control signals
there are two stable fixed points. (b) Regions of stability and instability for
the fixed points in the uncontrolled system. The system has regions with two
stable fixed points, one stable fixed point, a stable fixed point and a stable
limit cycle, and only a stable limit cycle. Note the stable limit cycle appears
surrounding the unstable source.
The Jacobian of the system is
J(x, y) =
[
2xy − 4 x2
3− 2xy −x2
]
(33)
with trace and determinant given by
T (x, y) = 2xy − x2 − 4 (34)
D(x, y) = x2. (35)
We find that T (x, y) = 0 along the curve
uh1 (t) =
−t3
2
+ 2t− 1 (36)
uh2 (t) =
t3
2
− t. (37)
Note that Tˆ (x, y)→ ±0 when y = c/x2 and x→ ±0 which
produces the curve
uh1 (t) = −1− t (38)
uh2 (t) = t (39)
The determinant is always greater than zero and therefore does
not produce a curve over which there is a sign change. This
means that feed-forward control signals that induce saddle-
node bifurcations do not exist in this system.
Figure 4(a) shows the uncontrolled Brusselator contains
a stable limit cycle as also indicated by the control signal
stability regions, Fig. 4(b). Across the Hopf bifurcation curve
Ch(t) the globally stable system transitions between having
a single stable fixed point and a single source surrounded by
a limit cycle, Fig. 4(b). The Brusselator can be compelled to
move between a stable state and a limit cycle by adding or
removing particular amounts of reactant.
V. FEED-FORWARD CONTROL FOR HIGH-DIMENSIONAL
NONLINEAR SYSTEMS
So far we have considered control for systems with only
two or three variables. While some systems fit this description,
most real systems involve a much larger number of variables
and interactions. We can use dimensionality reduction in
conjunction with data-driven discovery of nonlinear dynamics
7Fig. 4. Brusselator (a) Brusselator with u1, u2 = 0. (b) Stability regions in
the control space. The system transitions between having a single stable fixed
point and an unstable source encapsulated by a stable limit cycle.
Algorithm 1: Control for high dimensional systems
Measure system outputs: X
Dimensionality reduction: USV∗
Identify nonlinear system: x′ = F (x)
Determine control signals: x′ = F (x) + uF (t)
Determine high dimensional signals: uG(t) = UˆuF (t)
to extend this control technique to high-dimensional systems.
Consider an n-dimensional nonlinear system of the form
x′ = G(x) + uG(t) (40)
where the system variables x ∈ Rn are controlled by the feed-
forward control signal uG ∈ Rn and the form of G may be
unknown. We detail a method for finding uG(t) from system
measurement data, as outlined in Algorithm 1. The steps of
the algorithm are detailed as follows:
1) Measure system outputs: We begin by collecting time-
series data from variables in the high-dimensional system.
Data should be collected from many different initial conditions
in the entire state space in order to generate an accurate model.
2) Dimensionality reduction: Next we dimensionality re-
duce the timeseries data using the SVD. Not all high-
dimensional systems have a low-dimensional structure and
those that do have a low-dimensional structure may not
necessarily have a linear low-dimensional structure. SVD is a
suitable dimension reduction technique for a given dataset if
the first two modes capture the majority of the variance in the
system.
3) Identify the nonlinear system using SINDy: Once we
have reduced the data to only a few dimensions we can fit
a nonlinear dynamical system to the data using the SINDy
algorithm [22]. If the original system is globally stable the
model should also be globally stable. We can determine the
stability of the SINDy model using the criteria outlined in
Section III-C.
4) Determine feed-forward control signals: Now that we
have a low-dimensional nonlinear model for the system’s activ-
ity, we can generate feed-forward control signals that stabilize
fixed points and transition the system between attractors in
the SINDy model. These control signals must go through a
last transformation before they can be applied to the original
system.
5) Determine high dimensional control signals: Finally,
we use the feed-forward control signals uF (t) discovered for
the low-dimensional system to control the original system by
projecting the signals back to the original high-dimensional
space via the first two SVD modes Uˆ.
uG(t) = UˆuF (t) (41)
x′ = G(x) + uG(t). (42)
Developing control methods in a reduced space has been
effective in other settings [3]. Dynamic mode decomposition
with control (DMDc) finds spatial-temporal coherent modes
with which to construct low-order models that incorporate
the effects of control signals [49], [50]. Unsteady wake flows
can be effectively described and controlled using POD modes
[51]. Structural balance dynamics in social networks and the
bifurcations that occur in the system can be analyzed in a low-
dimensional eigenspace [5], [14]. Similar to previous methods,
we use linear dimension reduction, but unlike previous meth-
ods we employ nonlinear, feed-forward control.
VI. HIGH-DIMENSIONAL CONTROL APPLICATIONS
High-dimensional systems that exhibit low-dimensional dy-
namics are pervasive in nature. The nematode C. elegans has
a network of 302 neurons yet exhibits neural activity that
exists on a three-dimensional manifold [4], [6]. The low-
dimensional encoding of information is a common motif found
throughout the neuroscience literature [52], [53], [54], [55] as
well as in the study of artificial neural networks [56], [57],
[58], [59], [60], [61]. In the social sciences, social networks
and structural balance dynamics both exhibit low-dimensional
structures [62], [63], [5], [14]. In biology and epidemiology
the dimension of population models can be reduced through
mathematical aggregation methods [64]. In molecular biol-
ogy the dynamics of biological networks exhibiting multiple
timescales can be simplified by modeling the system with
multiple timescale networks [65] and reduced, hierarchical
structured models can describe the dynamics of complex
signal transduction networks [66]. We demonstrate our control
procedure on several nonlinear high-dimensional systems that
exhibit dynamics on a low-dimensional manifolds.
A. Random High-dimensional Networks
We first illustrate our feed-forward control technique on
a randomly generated high-dimensional network dynamical
system. We wish to find stable attractors endogenous to the
system and then generate control signals that will move the
system between stable states. Figure 5(a) shows data collected
from our high-dimensional random network. The trajectories
in the underlying low-rank SVD/PCA space indicates that
there are two stable fixed points in the system. Figure 5(b)
shows the system is indeed low-dimensional as indicated by
the rapid decay in singular values in Fig. 5(c). The SINDy
algorithm finds a model that represents the low-dimensional
system and which can be used to derive control signals
Fig. 5(d-e).
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Fig. 5. Low-dimensional model of a high dimensional random dynamical
system. (a) High dimensional system n = 10 visualized as a timeseries and
(b) shown in PCA space. (c) The first two PCA modes capture a reasonable
amount of the data and the SINDy model (d) finds the two stable fixed points.
(e) Nullclines and determinant of the SINDy model.
We next use the SINDy model to find the control signal
curves along which bifurcations in the system occur, Ch(t)
and Cs(t). Figure 6 shows the locations of fixed points and
control signals in the system when T (x, y) = 0. Figure 6(a-
b) shows the location of a saddle fixed point as it switches
types colored by the control signal values that induce these
bifurcations. Figure 6(c-d) shows these control signal values
colored by fixed point locations. The control signals move
from stability region C to D as they cross the bifurcation
curve.
Figure 7 shows the locations of fixed points and control
signals in the system when D(x, y) = 0. Figure 7(a-b) show
the locations of the stable fixed points as they go through
saddle-node bifurcations colored by the control signal values
that induce these bifurcations while Figure 7(c-d) show these
control signal values colored by fixed point locations. The
stable fixed points start in stability region A and then disappear
as they cross the bifurcation curves. Cs(t) defines stability
region borders which give us the ability to select control
signals that will induce transitions between stable states.
We can now induce transitions between stable states in the
system using transient feed-forward control signals selected
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Fig. 6. Fixed point locations and control signal values along the curve Ch(t)
for the low-dimensional model found in Figure 5. (a-b) Fixed point locations
in the xy-plane for Ch(t) colored by the u1, u2 control signal values along
Ch(t). (c-d) Control signal locations in the u1, u2 plane for Ch(t) colored by
(x, y) fixed point location values. The fixed point in this model that transitions
across the curve T = 0 is the saddle fixed point that sits between the stable
fixed points in the uncontrolled model. This saddle fixed point originally is
located in region C3 but transitions to region D3 across the curve Ch(t).
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Fig. 7. Fixed point locations and control signal values along the curve Cs(t)
for the low-dimensional model found in Figure 5. (a-b) Fixed point locations
in the xy-plane for Cs(t) colored by the u1, u2 control signal values along
Cs(t). (c-d) Control signal locations in the u1, u2 plane for Cs(t) colored by
(x, y) fixed point location values. The fixed points in this model that transition
across the curve D = 0 are the stable fixed points in the uncontrolled model.
The right stable fixed point goes through a saddle-node bifurcation along
the top curve, while the left stable fixed point goes through a saddle-node
bifurcation along the bottom curve.
from the generated stability regions. We first stipulate our
objective path or what can be thought of as setpoints over time
Fig. 8(a) and then select control signals that will induce each
transition Fig. 8(b). When the control signals are applied to
the original system it makes the desired transitions as viewed
in the PCA space Fig. 8(c-d) as well as the high-dimensional
space Fig. 8(e-f). The system does not behave exactly as the
9SINDy model predicts as the model is only an approximation
of the system’s true dynamics.
Fig. 8. Control example for the random system in Figure 5. (a) Objective path
for the system. (b) Control signals selected using the system’s stability region
maps to move the system between fixed points. (c) Objective path in PCA
space. (d) Predicted and actualized system paths in PCA space. (e-f) Predicted
and actualized system activity in the original high-dimensional space.
B. Hopfield Networks
Hopfield networks are auto-associative memory networks
that converge to stable patterns in the presence of noise and
are a model of memory retrieval in the human brain [10], [11].
The heaviside function is a key component of the Hopfield
model; it is the nonlinearity in the system that allows the
Hopfield network to have many fixed points as opposed to
one. Because the Heaviside function is a dimension reducing
function it makes the dynamics of the Hopfield model much
lower dimensional than the network’s original size, making it
a promising candidate for our control procedure.
Figure 9 shows timeseries data collected from a Hopfield
network storing four memories, the trajectories in PCA space,
and the SINDy model approximating the system. The Heav-
iside function used in the original definition of the model is
replaced by a tanh function in order to make the dynamics
smooth and therefore the Taylor series expansion discoverable
Fig. 9. Smooth Hopfield network size n = 400 with intrinsic 2-dimensional
structure. (a) High-dimensional data measured from many initial conditions.
(b) Data in PCA space. The network converges to one of 4 ”memories”. (c)
The first 2 modes capture the majority of the variance in the system. (d)
SINDy is able to generate a low-dimensional model with similar dynamics
that we can use to generate stability regions. (e) Nullclines and determinant
of the SINDy model.
by the SINDy algorithm. The rapid decay in singular values
shows that the system in PCA space is a good representation
of the original data, Fig 9(c). Figure 10 shows the saddle-
node bifurcation curves Cs(t) colored by fixed point locations.
These curves indicate the stability regions for the system’s
four memories in control space. Figure 11 shows the Hopfield
network transitioning between fixed points in the manner
specified by the objective path. Transient control signals are
selected from the stability regions for each transition and
applied to the original system through the first two PCA
modes. We are able to move directly from any stable fixed
point to any other stable fixed point in the system according to
the stability regions. Furthermore the system does not exhibit
any limit cycles, making it an easy system to control with a
feed-forward control signal method.
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Fig. 10. Saddle-node bifurcation curves Cs(t) colored by fixed point for
the system in Figure 9. Moving across the saddle-node bifurcation curve of
a stable fixed point either eliminates it from the system or reinstates it.
C. Systems with Three-dimensional Intrinsic Dynamics
Only some systems can be adequately described using the
first two PCA modes. Many systems have more complex
dynamics that require the use of three or more modes. We
demonstrate our control procedure on systems with three-
dimensional intrinsic dynamics.
1) Three-dimensional Hopfield: We inflate the intrinsic
dimension of our Hopfield network by increasing the num-
ber of memories stored. Figure 12 shows the dynamics of
an intrinsically three-dimensional Hopfield network. We use
SINDy to fit a three-dimensional nonlinear dynamical system
to the data and control the system along three dimensions,
(u1(t), u2(t), u3(t)). While control signals can be selected
from analytically derived three-dimensional stability regions, it
can be easier in practice to find control signals experimentally
by systematically perturbing the SINDy model with control
signals to find control regions that will destabilize each fixed
point.
2) Three-dimensional Random Dynamical System with a
Strange Attractor: We generate a random dynamical system
that has intrinsic three-dimensional dynamics and use con-
trol signals to move the system between a fixed point and
a strange attractor in the system. Figure 13(a) shows the
SINDy model approximation of the system which captures
the general location and stability of the strange attractor and
two stable fixed points. While the location of the fixed point
and attractor appear to be adequately captured by the SINDy
model, Fig. 13(b), the model predicts an oscillation frequency
for the strange attractor that is much slower than that observed
in the original system, Fig. 13(c-d), meaning that while the
Fig. 11. Control example for the hopfield system in Figure 9. (a) Objective
path for the system. (b) Control signals selected using the systems’s stability
region maps to move the system between fixed points. (c) Objective path
in PCA space. (d) Predicted and actualized system paths in PCA space. (e-
f) Predicted and actualized system activity in the original high-dimensional
space.
model may be able to predict whether the system’s state is
on or off the strange attractor it cannot predict its location
along the attractor. Stability regions for the fixed points can
be analytically computed; however, the stability region for the
strange attractor cannot be analytically computed and therefore
must be experimentally determined by measuring the effects
of control perturbations to the SINDy model.
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Fig. 12. Smooth Hopfield network size n = 400 with intrinsic 3-dimensional
structure. (a) Hopfield data in PCA space. The network converges to one of
6 ”memories”. (b) The first 3 modes capture the majority of the variance
in the system. (c) SINDy is able to capture a low-dimensional model with
similar dynamics that we can use to construct a control regime. (d) Predicted
and actualized network activity in PCA space. (e) There are now 3 control
signals in the control regime as we are using a 3-dimensional system. (f-
g) Predicted and actualized network activity in the original space under the
specified control regime.
VII. DISCUSSION
Our control procedure shifts nonlinear network dynamical
systems between attractors using feed-forward control signals
derived from the system equations. This procedure works
for high-dimensional systems that exhibit low dimensional
dynamics by developing a control procedure for the system
in a reduced space and then projecting the derived control
signals back to the original space.
Our framework builds off of previous work in which we
used a feed-forward control model to demonstrate how the
nematode C. elegans may switch between short-term behav-
ioral states using externally generated control signals [32]. We
observed that the modulation of internal system parameters
was another form of control that the nematode could use to
implement long-term behavior changes.
Fig. 13. Randomly generated high-dimension system n = 20 with a strange
attractor. (a) SINDy model with 3 variables captures the stable fixed points and
strange attractor in the system. (b) Predicted and actualized network activity in
PCA space under control. (c) Predicted and actualized network activity in the
high-dimensional space. Notice that although the SINDy model captured the
location of the strange attractor, it does not adequately capture its frequency as
the model predicts a much slower oscillation that the original system actually
produces.
While many traditional control strategies used in a wide
range of fields can be equivalently viewed as actuating forces
applied to complex systems, some control strategies involve
modifying internal system parameters or using system feed-
back, meaning that our control framework does not account
for all ways control can be achieved in a network.
In pharmacology [67], certain agonists can be modeled as
feed-forward control signals applied to dynamics on a bio-
chemical network while antagonists may be better represented
as shifting network parameters. In clinical neuroscience, deep
brain stimulation is used as a form of external control to
correct motor output in patients with Parkinson’s disease and
essential tremor as well as to reduce pain in patients with
chronic pain [68], [69], [70]. In an alternative setting, deep
brain stimulation is used to alter brain structure in patients
with treatment-resistant depression and traumatic brain injury
[71], [72]. This same medical intervention has the ability to
both act as a transient feed-forward control signal to the neural
system as well as alter internal structures highlighting how
a single control signal applied to a system can have diverse
effects.
Network control is also widely implemented in the political
and social sciences. Governments desire to optimize economic
performance through monetary and fiscal policy [73], [74],
[75]. The central bank aims to achieve economic goals by
adjusting interest rates, which modify internal economic pa-
rameters. Meanwhile, the federal government pursues these
same goals through taxation and government spending which
are more easily viewed as feed-forward control strategies.
States often provide external support to insurgent movements
in order to further their own interests [76]; these sponsorships
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can have a variety of effects on the political network including
increasing the power of particular groups or modifying the
way groups interact. During an epidemic, public health experts
have various ways of suppressing the spread of an infectious
disease. They can achieve public health goals by modifying
people’s social interactions, which changes interaction param-
eters in infectious disease models, or by introducing external
forces such as vaccinating susceptible individuals or quaran-
tining infected ones [12], [13]. Given the limited avenues of
control and leverage available to health care professionals,
policy makers, and organization leaders, all possible forms of
control are often implemented concurrently. While this has the
potential to maximize influence on the system in question, it
also makes identifying the effects of multiple control strategies
difficult to differentiate.
Sometimes the systemic changes necessary to bring about
a desired outcome are either unknown or not possible to
implement in a given network while the use of external control
presents a clear path to success. We present a feed-forward
control strategy as an alternative form of control for nonlinear
network systems that are unamenable to feedback control or
alterations to system parameters.
One limitation of this control strategy is that the locations
and stabilities of limit cycles and strange attractors in the
system cannot be analytically determined, particularly for
systems with more than two dimensions. This limits our ability
to assert control guarantees and means that the stability regions
of some attractors must be determined experimentally as they
cannot be determined analytically. We aim to extend this work
by defining the locations and stabilities of limit cycles and
attractors under the influence of feed-forward control by using
data-driven discovery methods on Poincare maps as presented
in [37].
Another limitation of this method is that it can only be
applied to high-dimensional systems that can be linearly
dimension reduced. Many high-dimensional systems exhibit
low-dimensional activity but must be reduced using a nonlin-
ear dimension reduction method. We propose extending feed-
forward control to such systems by using autoencoders to
perform the nonlinear dimensionality reduction [24] and then
transforming the low-dimensional control signals using the
autoencoder. Feed-forward control of nonlinear systems lends
itself to many developments including optimization, extensions
to higher dimensions, and hybridization with feedback control
methods.
VIII. CONCLUSION
Nonlinear network dynamical systems in the physical, en-
gineering, biological and social sciences are typically difficult
to characterize and control. We develop a feed-forward control
procedure for low-dimensional nonlinear systems by deriving
control signals as a function of local bifurcations in the
system. We extend this method to high-dimensional systems
with unknown dynamics by using dimensionality reduction in
conjunction with the model-discovery SINDy algorithm. Our
technique is demonstrated on canonical and random network
dynamical systems of different dimensions with known and
unknown dynamics. We propose this method of control as
an alternative to feedback control and as a framework for
understanding how actuating forces can be used in nonlinear
systems to shift systems between stable states.
To our knowledge, our method provides a principled math-
ematical architecture that integrates dimensionality reduction,
bifurcation theory, and data-driven discovery of dynamics to
construct a feed-forward control model for nonlinear, net-
worked dynamical systems. Our feed-forward control tech-
niques can be interpreted and used to regulate the dynamics
of networked dynamical systems by exploiting the dominant,
low-dimensional subspaces on which the dynamics evolves.
Our mathematical architecture generates a set of actuation
signals that, when applied, are able to control the original
high-dimensional system. Using bifurcation theory, we find
collections of feed-forward control signals that will force
convergence to desired objective states, allowing us to move
the system from one fixed point of the system to another in a
principled manner. Specifially, we can destabilize a given fixed
point by making it undergo a saddle node or Hopf bifurcation,
while simultaneously making the target fixed point an attractor.
This creates a pathway with the feed-forward signals from one
fixed point to another.
The potential applications of this control framework are
numerous. From neuroscience to powergrids, networked dy-
namical systems appear in almost every branch of quantitative
study. Many modern systems of study are high-dimensional
and characterized by nonlinear dynamics, thus they require
new mathematical methods to characterize their behavior and
exploit their intrinsic dynamics. The methods developed here
rely on the simple observation that most high-dimensional
dynamical systems manifest low-dimensional dynamics. Thus
the low-dimensional subspaces on which the system evolves
can be exploited for control, as is done in this manuscript.
The number of application areas for which this is true is quite
diverse and extensive, including neuroscience [8], [4], [6], [1],
[2], [9], [7], powergrids [15], disease modeling [12], [13] and
social networks [14].
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