In this paper the geometric theory of separation of variables for time-independent Hamilton-Jacobi equation is extended to include the case of complex eigenvalues of a Killing tensor on pseudo-Riemannian manifolds. This task is performed without to complexify the manifold but just considering complex-valued functions on it. The simple formalism introduced allows to extend in a very natural way the classical results on separation of variables (including Levi-Civita criterion and Stäckel-Eisenhart theory) to the complex case. Orthogonal variables only are considered.
Introduction
The geometric theory of separation of variables for Hamilton-Jacobi equation on (pseudo)-Riemannian manifolds relates orthogonal separable coordinates with eigenvalues and eigenvectors of suitable Killing tensors.
If Q is a real n-dimensional (pseudo)-Riemannian manifold with metric tensor g and real coordinates (q µ ), then any symmetric contravariant two-tensor T defines on the cotangent bundle T * Q the function T = 1 2 T µν p µ p ν where p µ is the momentum conjugate to the coordinate q µ . Two tensors T 1 and T 2 are said to be in involution or to commute in Schouten sense if the corresponding functions are in involution with respect to the standard Poisson bracket on T * Q. A tensor K in involution with the metric is called a Killing tensor. Killing n-tensors play a crucial role in Riemmanian geometry because they encode the symmetries of the metric, they can equivalently be defined by the equation ∇ (σ K µ,··· ,ν) = 0.
In the study of separation theory, it is usual to consider a single Killing two-tensor with pointwise distinct real eigenvalues and normal independent eigenvectors (called a characteristic Killing tensor ) or a family of n independent Killing tensors (including the metric) that commute algebraically and in Schouten sense (called a Killing-Stäckel algebra). The main theorem [7, 8, 9, 1] The two approaches, based respectively on characteristic Killing tensors or on Killing-Säckel algebras, are interchangeable, and we will use one or the other according to which is more suitable to the situation.
In pseudo-Riemannian manifolds (as the Minkowski space) real Killing tensors can have complex eigenvalues and eigenvectors. In previous papers the points of the manifold where this happens were considered as singular points, where no real separation coordinates were definable [1] . Separable complex coordinates were introduced in [8, 9] and subsequent papers on a complex Riemannian manifold. In this paper we introduce complex variables in a different way, avoiding the complexification of the original pseudo-Riemannian manifold. The complete integrals of the Hamilton-Jacobi equation found in this way turn out to be real-valued even if the variables used to determine them are complex-valued. This allow us to extend the definition of characteristic Killing tensor to pseudo-Riemannian manifolds without asking the eigenvalues to be real and do not require extension on complex manifold of the Hamilton-Jacobi theory.
Complex variables from a Killing tensor
Let K be a Killing tensor on the real n-dimensional pseudo-Riemannian manifold Q (with real coordinates (q µ ) and metric tensor g), such that n pointwise distinct functions λ µ and n functionally independent functions z µ are defined in a open subset of Q and satisfy (with no summation over µ) the equations:
In other terms, K admits n independent exact eigenforms dz µ , corresponding to the n pointwise distinct eigenvalues λ µ . We call this kind of Killing tensor a characteristic Killing tensor, dropping the request that the functions λ µ (and as a consequence the functions z µ ) are real. Indeed, being the metric g not positively defined, the functions λ µ and z µ can assume complex values. Because K and g are both symmetric with real coefficients, if z µ satisfies the relation (1) also its complex conjugatez µ satisfies the same relation. Hence, the functions z µ with a non-vanishing imaginary part are organized in pairs and the n complex-valued functions z µ define, through their real and imaginary parts, n real-valued coordinates.
It is important to observe that also when K has complex eigenvalues it is not necessary to complexify the manifold Q: the functions z µ are defined by using the real coordinates (q µ ), even if they have complex values. In this paper all the functions z µ are sometimes treated as independent, without taking in account the conjugation relation and using distinct indices for the function z µ and the functionz µ , also indicate by zμ.
This point of view is preferable to the use of the real and imaginary part of the functions z µ for at least two reason: because the simpler notation allow to handle the complex case in a way analogous to the ordinary real case and, more substantially, because the pairs of conjugate variables can change from a point on Q to another. On a three dimensional manifold, for example, in each point at least one of the three function z µ is real-valued but any of them can assume complex values in some subset of Q. The use of different indices for a function and its complex conjugate allows to not specify which variables are real and which belong to a conjugate pair. In any case, in a neighborhood of any point of Q it is possible to split the functions z µ in a subset of real functions and in a subset of conjugate pairs. The real ones will be denoted by latin indices: z a , while the conjugate pairs will be denoted by greek ones: z α and zᾱ =z α .
When the functions z µ assume complex values the definition of the derivation ∂ ∂z µ is no more obvious and some extra care is needed to use the z µ as a system of variables on the real manifold Q. Anyway, because of the conjugation relation, one must be careful to consider the z µ as coordinates. We will see that this abuse of terminology can lead to some incongruence, hence, we will call the functions z µ simply "variables".
Considering the Jacobian matrix ∂z µ ∂q ν and its inverse J one can define the, eventually complex-valued, vector fields
Lemma 3 If z α = x α (q µ ) + iy α (q µ ) then the real-valued vector fields
can be defined and they satisfies the relations
Proof. Being z α = zᾱ the two vector fields Z α and Zᾱ are different, thus both the vector fields 
It is obvious that W = W 1 (z µ ) + W 2 (z ν ) is separately olomorphic, but if z ν =z µ then does not follows that W is olomorphic. The efficiency of the introduced formalism becomes particularly evident in the definition of the momenta P µ conjugate to the variables z µ through the formulas
formally analogous to the canonical transformation associated to a change of coordinates in the manifold Q. If z µ is a complex variable also P µ is complex. Thanks to Lemma 2 one can define the conjugate momentum P ν as:
The canonical Poisson bracket on T * Q can be extended, by bilinearity, to complex-valued functions and the transformation (5) turns out to be canonical and to behave well under complex conjugation.
The variables (P µ , z µ ) are widely used in the literature on Hamiltonian systems (e.g. see [12] ). The main properties of these variables are recalled for sake of clearness.
Lemma 5 The relations
Proof. The relations involving just the functions z µ are obvious, because they depends only on the (q µ ). The other two relations are proved considering that the elements of the matrix ∂q ν ∂z µ depend only on the (q µ ) and using the standard argument:
Proof. This property is immediately deduced taking the complex conjugate of the formula (6) and recalling that ∂q ν ∂z µ = ∂q ν ∂z µ and that the p µ are real-valued functions.
The real and imaginary parts x α and y α of z α can be used to define the correspondent real-valued conjugate momenta.
Lemma 7
If z α = x α + iy α has a non-vanishing imaginary part then, set z α = z, P α = P z , x α = x and y α = y, the complex momentum P z can be written as a function of the real momenta P x and P y , conjugate to the coordinates x and y, through the formula
Proof. If all the variables z µ with µ different from α andᾱ are left unchanged, the transformation
is canonical and defines the real conjugate momenta P x and P y . The formula (7) can be obtained, by solving the previous equations with respect to P z .
In order to write in the variables (z µ , P µ ) the Poisson bracket and the Hamilton equations, the vector fields
have to be introduced. As a consequence
If z α has non-vanishing imaginary part then by setting z α = z = x + iy and being P α = P z = 1 2 (P x − iP y ) its conjugate momentum one can write
The following properties hold:
Proof. The first relation follows because ∂z µ ∂q ν does not depend on p σ , while the third is a consequence of Lemma 2. The second property is obtained by differentiating the identity
with respect to q σ and observing that
Hence the thesis follows from ∂ ∂z µ ,
Proposition 9
The Poisson bracket of two, possibly complex-valued, functions f (z µ , P µ ) and g(z µ , P µ ) is given by The next Proposition is fundamental for separation of variables theory in complex variables:
Hence, the Hamilton equations for an Hamiltonian
H(z σ , P σ ) are       ż µ = ∂H ∂P μ P µ = − ∂H ∂z µ Proof. {f, g} = ∂f ∂p σ ∂g ∂q σ − ∂f ∂q σ ∂g ∂p σ = ∂q σ ∂z µ ∂f ∂P µ ∂z ν ∂q σ ∂g ∂z ν − ∂z ν ∂q σ ∂f ∂z ν ∂q σ ∂z µ ∂g ∂P µ = ∂f ∂P µ ∂g ∂z µ − ∂f
Proposition 11
The metric g and the characteristic Killing tensor K are simultaneously diagonalized in the variables (z µ , P µ ). In other words, the two associated quadratic functions
assumes the forms
Proof. By the transformation formula (5) in the new variables one has
The thesis is obtained by setting, for the non-vanishing coefficients,
Redundancy manifest itself here by the straightforward relations g σ = gσ andK σ = Kσ.
Remark 12 Given a characteristic Killing tensor K µν , or the associated Killing-Stäckel algebra, the functions z µ are given by integrating either the eigenforms or the eigenvectors of K µν or (as we will see) by the eigenvalues of a basis of the associated Killing-Stäckel algebra through the fundamental functions f bc a given in [5] , generalized to the complex case.
The Hamilton-Jacobi equation and its solutions
The Hamilton-Jacobi equation for Hamiltonian H, written in complex variables, is obtained by setting
in the expression of H. In this way a PDE with complex coefficients for a function W is found and in general its solutions will be complexvalued. The consistence of the substitution (8) implies that Pμ = P µ if zμ =z µ . This fact is achieved only by using a real-valued solution of the Hamilton-Jacobi equation. The relation between the Hamilton-Jacobi equation with complex variables and the ordinary one can be clarified by using (when z α = z = x + iy has a non-vanishing imaginary part) the non orthogonal coordinates given by their real and imaginary parts. Being
by using the formula (7) one obtain the substitution employed in the ordinary Hamilton-Jacobi equation:
Definition 14 A complete integral of the equation (9) is a solution W (z µ , c ν ) of (9), where c ν are n real-valued parameters, satisfying
The definition (2) of
then, because J is invertible, when W is real the definition of complete integral in the complex case is equivalent to the usual one. It is important to notice that by rewriting the function W in the coordinates (q µ ) one obtains different results if the variables (z µ ) are complex or real. The introduction of the complex variables allows to find a complete real integral of the Hamilton-Jacobi equation and then to apply the classical Jacobi method even where the eigenvalues of K are not real.
Separation of variables for HamiltonJacobi equation
The Levi-Civita criterion for the complete additive separation of a Hamilton-Jacobi equation can be rewritten in our complex variables. Following Levi-Civita [11] , the Hamiltonians considered will be always non-degenerated, that is satisfying ∂H ∂P µ = 0 for all the indices, but not necessarily natural. Moreover, it is also possible to consider a complex valued Hamiltonian. 
where µ = ν, no summation over the repeated indices is understood and
Proof. The proof is adapted from the Levi-Civita's one [11] . The Hamilton-Jacobi equation for the Hamiltonian H(P µ , z µ ) is H(w µ , z µ ) = h where P µ = ∂W ∂z µ = w µ (z ν ). By differentiating this equation with respect to z ν one obtains
The additive separation of variables is obtained if and only if w µ depends only from z µ . If ∂H ∂Pµ = 0 the complete separability is equivalent to the existence of a solution for each of the n PDE system
Each PDE system (11) can be seen as a system for a function depending on n independent complex variables, but the variables z µ obtained from (1) are not independent due to complex conjugation relations. Let us split the functions z µ in real ones and conjugate pairs: (z µ ) = (z a , z α , zᾱ). The system (11) can be rewritten using the Wirtinger formal derivatives (3) and, depending on the value of µ, one of the following systems is obtained
These systems admit a solution if and only if the following integrability conditions (with β different from α andᾱ) respectively hold:
Due to the linearity of the total derivative with respect to z µ , the necessary and sufficient conditions for the existence of a solution of systems (11) become:
where no summation over the repeated indices is understood. Substituting the expression of R µ from (11) the Levi-Civita condition is obtained.
Proposition 16 If the Hamiltonian H is real and satisfies the LeviCivita equations then the complete integral can be chosen to be real.
Proof. The definition (11) of R µ proves that if H is real then R a are real and R α = Rᾱ. Hence, the first of the systems (12) implies that w a can always be chosen real. The case of w α , instead, is more subtle: first one must observe that in the separated integral W the function W α always appears added to the function Wᾱ, then one must consider the function w α − wᾱ that has the same imaginary part of w α + wᾱ. The last two of the systems (12) imply that
Hence the imaginary part of w α +wᾱ = W ′ α +W ′ α is a constant that can be chosen to be zero and this means that also the imaginary part of W α + Wᾱ is a constant and it can be chosen to be zero. It follows that always exist a real complete integral of the Hamilton-Jacobi equation.
Remark 17 The previous theorem holds for any system of canonical variables (z µ , P µ ) independently from their association with eigenforms of a Killing tensor and from the signature of the metric g, provided the non real variables are pairwise conjugate.

Theorem 18 The functions
K (σ) = 1 2 µ λ µ (σ) g µ P µ 2 e H = 1 2 ν g ν P ν 2
are in involution if and only if the Eisenhart conditions hold:
Proof. Using the Poisson bracket properties one obtains
and the thesis follows from the identity of polynomials.
The existence of a KS-algebra implies the equations (13-15). The converse rises some monodromy problem in the definition of the functions λ ν (σ) that will not be examined here. In the following, the existence of a KS-algebra or of a characteristic Killing tensor will be understood, together with the associated complex variables.
By writing the Hamilton-Jacobi equations for all the Hamiltonians K (1) = H, . . . , K (n) associated to a KS-algebra the following system of PDEs is obtained
Denoting by S the inverse of the matrix in the left side of the equation, one has
Theorem 19 The Eisenhart equations (15) hold if and only if the entries of the invertible matrix S satisfy
The differentiation of the two equations (17) gives, respectively
The second expression can be written as
and subtracting the first expression (multiplied by λ µ (σ) ) one has, with
Therefore, if ∂ µ S τ ν = 0 for µ = ν the second summation vanishes and the invertibility of S imply the Eisenhart equations.
On the converse, taking the Eisenhart conditions as hypotheses for any fixed value of µ and τ one has the system of n − 1 equations
The determinant of the matrix The matrix S, where the µ-th row depends only from z µ , is the complex generalization of the classical Stäckel matrix. Taking the inverse of (16) the separated ODE's
are found. Because the function W is real it is possible to apply the classical Jacobi method to the function W (z µ (q σ ), c ν ) and solve the Hamilton equations. The complex variables are introduced only in order to find a separated complete integral of the Hamilton-Jacobi equation. Since this integral is found, being it a real function, everything can be done in real coordinates and a complex version of the Jacobi theorem is not needed.
Examples
Two-dimensional case
Because complex variables with non-vanishing imaginary part always appear as conjugate pairs, the two dimensional case is particularly relevant and is a model for each pair of truly complex variables.
Let us consider the particularly simple case of a two-dimensional manifold Q on which the function z 1 = z has everywhere non-vanishing imaginary part. Then the relation z 2 =z necessarily holds and the coordinates (x, y) are defined by
The matrix J, in this case is The link between old and new momenta is given by
The Poisson bracket of P with z andz can be calculated directly from the formula (18) and the definition of J:
as expected for a canonical transformation.
Finally the Hamiltonians H and K associated to the metric and the Killing tensor are, in the x, y coordinates: 
Hence, the coordinates x and y (differently from the variables z and z) do not diagonalize neither the metric nor the Killing tensor.
A complete separated integral of the Hamilton-Jacobi equation associated to H is a function W (z,z; h, k) such that, if c 1 = h and c 2 = k,
The fact that K is a Killing tensor for the metric g is equivalent to the involutivity between the functions H and K, hence the equivalent Eisenhart conditions take the form
where no summation over repeated indices is assumed. The equations (19) correspond to the two (complex conjugate) systems
or, equivalently, to the two systems
The two Hamilton-Jacobi equations for the two Hamiltonians H and K, in the variables z andz, give the PDE system
that is by solving with respect to the derivatives
The systems (20) imply that the first row of the matrix depends only from z, while the second one only fromz, hence if W 1 (z) and W 2 (z) satisfies
is a real solution of the HamiltonJacobi equation for both the Hamiltonians H and K.
It is important to observe that, being
∂z the complex conjugate of
∂z and being h and k real-valued, the functionW 2 satisfies the same equation of W 1 (z) and so the solution of the Hamilton-Jacobi equation is found integrating just one equation. Again appears the phenomenon of redundancy.
Moreover, if λ is not constant from (20) follows that λ is a function ofz only. By taking λ =z it is possible to determinate a standard form for g:
A(z) z −z where A is an arbitrary function of z and, consequently, olomorphic.
First example: everywhere complex variables
Let consider, in the Minkowski plane with coordinates q 1 = x and q 2 = t, the metric and the Killing tensor
The corresponding Hamiltonian functions are
The equation K dz µ = λ µ g dz µ relates to the eigenvalues ±i the functions z 1 = z = x + it and z 2 =z = x − it. The eigenvectors of K have non-vanishing imaginary part everywhere the change of variables is invertible, thus no real separable coordinates can be found. The Jacobian matrix and its inverse J are
then, the momenta p x and p t are given by
In the new variables the Hamiltonians become
The two Hamilton-Jacobi equations are
and looking for a separated solution W = W 1 (z) + W 2 (z) one has that W 1 and W 2 (taking h and k real) both satisfy the equation
Set ζ = h + ik (not belonging to the negative real semi-axis, to ensure the monodromy of the square root) the solution of the previous equation is
To find the conjugate momenta for h and k one can apply the Jacobi theorem, being W , h and k real:
where θ k is constant while θ h = τ − τ 0 . By solving with respect to x and t one has
and the integral curves are (as expected) straight lines.
Second example: parabolic coordinates
Let us consider, in the Minkowski plane with coordinates q 1 = x and q 2 = t, the metric and the Killing tensor
The functions z 1 , z 2 are found by solving the equation K dz µ = λ µ g dz µ , that relates to the eigenvalues λ µ = t − x − (−1) µ 1 + 2(x + t) the functions z µ = x − t − (−1) µ 1 + 2(x + t). It is worth to observe that λ 1 depends only from z 2 e vice versa. Moreover the two eigenvectors are real and distinct or complex conjugate depending on the sign of 2(x + t) + 1; the line x + t = − 1 2 consists of singular points where the eigenvectors coincide. Then, when λ µ are real, real separable coordinates are well-defined, the proposed approach allows to use the same notation also when the variables are complex conjugate.
The Jacobian matrix and its inverse J are
hence, the momenta p x and p t are given by
and the Hamiltonians by
The two Hamilton-Jacobi equations become However, it is not strictly necessary to solve the differential equation in order to apply the Jacobi method:
where θ k is constant while θ h = τ − τ 0 . After substituting the values of ζ µ as functions of x and t and solving with respect to these two variables one obtains the straight lines
Finally, with the choice h = −k = 1 2θ k 2 one obtains the solution
that is a geodesic defined both in the region where z µ are complexvalued and in the region where they are real-valued.
Web associated to complex variables
In this section the level curve of real and imaginary part of complex variables associated to Killing tensor in the Minkowski plane are plotted and compared with the webs corresponding to real eigenvalues. The names of coordinate systems are taken from [4] . 
Final remarks
In this paper a method is presented to obtain, using a set of complex variables, a complete solution of the Hamilton-Jacobi equation on a pseudo-Riemannian manifold. The complex variables arise from Killing tensors with pointwise distinct eigenvalues and normal eigen- vectors, giving a more general definition of characteristic Killing tensor, starting with a real Hamiltonan is always possible to obtain a real complete integral, separated in the complex variables but not in their real and imaginary parts. The method can be extended to Hamiltonians with scalar and vector potentials and to the study of Schrödinger equation through the techniques of [2] and [3] .
