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Abstract 
Suppose that n i> 2t + 2 (t/> 17). Let G be a graph with n vertices uch that its complement is 
connected and, for all distinct non-adjacent vertices u and v, there are at least t common 
neighbours. Then we prove that 
and 
IE(G)i/>F(2t+ 1)n--2t 2-3) /2 7 (n~<3t-  1) 
[E (G) l~>(t+l )n - t  2 - t -3  (n>/3t). 
Furthermore, the results are sharp. 
1. Introduction 
All graphs are both finite and simple. Let G be a graph with vertex set V(G) and 
edge set E(G). Set q(G) = IE(G) I. Let v ~ V(G). Then degG(v) denotes the degree of v in 
G (as usual the suffix is used throughout only if there is a danger of ambiguity) and 
N(v) denotes the set of neighbours of v in G. Let 6 (G) denote the minimum degree of G. 
The complement of G is denoted by G. When X ~_ V(G), (X )  denotes the subgraph of 
G induced by X. 
Let x be a real number. Then ~-x~ and Lx_] denote, respectively, the upper and 
lower integer part of x. All this notation is fairly standard. The main definitions (and 
notation) particular to this paper now follow. Set 
pos<x) = max{O, x}. 
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Suppose that u, v ~ V(G) (u ~ v). Set 
d(uv) = [N(u)c~N(v)[ if urgE(d), 
d*(uv) = [N(u)wN(v)[ if uv~E(G). 
A graph G is said to have the k-degree property if G is connected and 
d*(uv) <<. k (VuveE(G)). 
A graph G is said to have the k-parent property if G is connected and 
d(uv) >>. k (VuveE(G)). 
Let ~(k) and ~(k) be, respectively, the sets of graphs with the k-degree and k-parent 
property. Clearly, if G has n vertices then 
G~(k)  if and only if d~(n  - k). (1) 
Set 
~(n, k) = {Ge~(k): lv(a)l = n} 
(then N(n, k) has the obvious meaning). 
The k-degree property arose naturally when one of the authors was considering 
extremal problems involving weakly k-linked graphs (see, for example, [3]). It is also 
a property which arises in, for example, [1; 2, p. 16, Theorem 2.3.2]. 
Sometimes, for example, for small fixed values of k, it is easier to work with N(k), 
rather than ~(k) and vice versa. 
Set 
f(n, k) = min  {q(G): G e ~(n, k)} 
and 
g(n, k) = max{q(G): Ge~(n, k)} 
Then, from (1) 
f (n ,k )=(~) -g (n ,n -k ) .  
(n/> k + 4) 
(k I> 4). 
(2) 
2. Examples 
(i) It is easy to show that g(n, 4) = n and the unique extremal graph is Cn(n ~ 4). 
(ii) An induction argument shows that g(5k, 5) = 7k and the unique extremal graph 
G(k) (k >~ 2) is shown in Fig. 1. 
Let n, k (/> 4) be integers with 2n >~ 2k ~> n + 2. Let H1 = H~(n, k) be the graph 
described as follows. 
Write 0 = [-(2k - n - 1)/2 7 and set 
K*(k - 1) = K(k -- 1) -- 0K(2), 
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i.e. K*(k  - 1) is the complete graph K(k  - 1) with a matching of size 0 deleted. Then 
H1 (see Fig. 2) consists of the disjoint union K*(k -  1)wK(n-  k) together with 
a vertex v of degree 2k - n; v is adjacent to exactly one vertex of K(n  - k) and to 
2k - n - 1 of the vertices of K*(k  - 1) which have degree k - 3 in K*(k  - 1). 
Write t = n - k. Then set G~(n, t) = H1 (n >~ 2t + 2, t >~ 2). 
Let n, k be integers with 3k/> 2n/> 2k + 4. Let H2 = H2(n, k) be the graph de- 
scribed as follows. 
The graph H 2 (see Fig. 3) consists of the disjoint union K(k  - 2)uK(n - k) together 
with two distinct vertices vl and v2 whose adjacencies we now describe. Let 
V(K(k  - 2)) = Vlk..)V 2 where IV1 [ = [_(k - 2)/2J and I Vz [ = F(k - 2)/2]. Then vi is 
adjacent o the vertices of Vi and to one vertex u~ of K , -k  (i = 1, 2; ul ~ u2). 
Write t = n - k and set G2(n, t) = ~q2 (n >~ 3t, t >~ 2). 
Write 
f , (n , t )  = S F((2t + l )n -  2t 2 -3 ) /2 ]  (2t + 2 <<. n <~ 3t -1 ,  t>~2), 
l (t + 1)n - t 2 - -  t - -  3 (n ~> 3t, t ~> 2). 
G(2) G(3) G(4) 
Fig. 1. 
Hl(n,k) 
Fig. 2. 
84 R.Z Faudree, J. Sheehan /Discrete Mathematics 183 (1998) 81 101 
k C -2) 
I 
t 
t 
v, 
V~ 
n2(n,k) 
Fig. 3. 
Remark. Notice that for n/> 2t + 3 
F((2t + 1)n -  2t 2 - 3)/2] ~< (t + 1)n -  t 2 - t -  3. 
When n = 2t + 2 the inequality is reversed with the two sides differing by one. 
Lemma 1. Suppose that n >>. 2t + 2 (t >>. 2). 
Then f (n, t) <. f*(n,  t). 
Proof. It is easy to check that Gi(n, t ) s~(n ,  t) (i = 1, 2), that q(Gl(n, t ) )=f*(n ,  t) 
(2t + 2 ~< n ~< 3t -  1) and q(Gz(n, t)) =f* (n ,  t) (n >1 3t). []  
The rest of this paper consists of a proof  that equality holds in Lemma 1 (t ~> 17). 
We proceed by contradiction. 
Thus assume that G~(n,  t) (n >~ 2t + 2, t ~ 1) and q(G) <f*(n ,  t). Then the 
crucial notation is as follows. 
3. Notation 
Set 6(G) = t + s (s >~ 1) where 6(G) is the minimum degree of G. Notice that since 
G is connected s is at least 1. Choose v ~ V(G) so that deg(v) = t + s. Set X = N(v) and 
Y = V(G)\(Xw{v}).  Set m = [YI = n - s - t - 1 (see Fig. 4). 
Lemma 2. (i) (t + s)n <~ 2(f*(n,  t) - 1). 
(ii) t~>3s-2(2t+2~<n~<3t -s+ 1). 
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Proof. (i) By definition 
(t + s)n <~ 2q(G) ~< 2(f*(n,  0 - 1). 
(ii) From (3) and the definition of f *(n, t), 
s ~< (t + 1) - (2t z + 4)/n. 
Write t = ~n. Then since n ~< 3t, e ~> ½ and from (4) 
s % t/3 + (1 - 4/n) 
and 
t >~ 3s -  2. [] 
(3) 
(4) 
4. Notation 
Let X, Y ~ V(G). Write 
q(X, Y)= l{xyeE(G): xeX,  ye Y}l. 
For  brevity set q(X)= q(X,X) and q(G)= q(V(G))= IE(G)I. Using licence with 
parentheses, q(x,y)= 0 or 1 according as x is or is not adjacent to y. Again 
q(x, r(a)) = Ig(x)  l : deg(x). 
5. Assumptions for Lemma 3 below 
Assume that ~ ( >~ O) and fl are integers uch that c~ + fl >~ s ~> 1 and t >~ s ~> fi > O. 
Let m* E {m, m - 1 }. Let 
2(m*,~,[3)=~ +23 +pos(  2 (s -  [3)(t-cO) 
m* 
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Finally, suppose that/3o ( ~< s - 1) is a positive integer such that/3/>/30. Subject to 
these constraints let 2*(m*,/30) be the smallest value of 2(m*, ~,/3). 
Lemma 3. (i) 2*(m*,/3o)~ {2(m*, 0, s), 2(m*, s -/30,/3o)} (n/> 2t + 2, t ~> 4). 
(ii) 2*(m, 0) = 2(m, s, 0) (n/> 3t - s + 1, n I> 2t + 2, t >/4). 
Proof. We wish to minimize 2(m*, ~,/3) in the region (shaded) of Fig. 5. 
We first show that 2 is monotone increasing for fixed ~. This is trivially true if either 
>1 t or if c~ -- 0 (in which case/3 = s). So suppose that ~ is fixed and 0 < ~ < t. Then 
2(m*, ~,/3 + 1) - 2(m*, ~,/3) = 2 (m* - t + c 0 ~ 0 (5) 
if n >~ 2t + s + 6(m*) where 6(m*) = 1 if m* = m - 1 and 6(m*) = 0 if m* = m. 
So assume that 
n <. 2t + s + 6(m*) -  1. (6) 
Then, from Lemma 2(i) and (6), 
(n -  t)n <<. 2((t + 1)n -  t 2 - t -  3), 
that is, 
n z - 3tn + 2t z + 2t + 6 <~ 0 
which, since n ~> 2(t + 1), is false. So n >~ 2t + s + 6(m*) and hence 
2(m*, ~,/3 + 1) ~> 2(m*, ~,/3) (7) 
in all cases. 
Now assume that /3 =/3o. Trivially, if ~ ~> t then 2 is monotone increasing. So 
suppose that s - /3o  ~< ~ < t. We have 
2(m*, 0~ + 1,/30) -- 2(m*, 0~,/30) = 1 - 
2(s -/30) 
m* 
- -  I> 0 (s )  
Fig. 5. 
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if and only if n >~ 3s + t + 1 - 2/30 + 6(m*). Now assume that 
n ~< 3s + t + 6(m*). 
Then, from Lemma 2(i) and (9) 
(n + 2t -  1)n ~< 6((t + 1)n -  t 2 - t -  3), 
that is, 
n 2 - (4t + 7)n + 6(t 2 + t + 3) ~< 0 
which, since n~>2(t+ 1), is false. Hence, 
1 - 2/30 + 6(m*) and in all cases 
2(m*, ~ + 1,/30)/> 2(m*, ~,/3o). 
87 
(9) 
n >~ 3s + t + l + 6(m*) >>, 3s + t + 
(10) 
From (7) and (10), 2*(m*,/30) = 2(m*, s -/3,/3) for some/3(s/>/3/>/30, s - 1 ~>/30). 
But 2(m*, s - /3,/3) is a quadratic in/3 and has its min imum value at either/3 =/30 or 
/3=S. 
Finally, 2(m, 0, s) ~> 2(m, s, 0) if and only if n >~ 3t - s + 1. [] 
The relevance of Lemma 3 becomes clearer with the introduction of yet more 
notation. Suppose that y~ Y. Set ~(y) = q(y, Y) and/3(y) = q(y, X) - t (see Fig. 6). 
Since d(vy) >~ t,/3(y) >f 0 and since ~(G) = t + s, ~(y) +/3(y) ~> s,/3(y) ~< s. Finally, set 
/30 = min{/3(y): ye  Y}. 
Since G is connected,/30 ~< s - 1. 
. . . . . . .  d . . . .  
T 
Fig. 6. 
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6. Comment 
Recall that if y E Y then 
2(m*, ~(y), fl(y))= c~(y)+ 2fl(y)+ pos (2((s - fl(y))(tm. -e (Y ) ) ) '  (11) 
where m* e {m, m - 1}. 
We interpret 2 as follows. Suppose that m* = m. There exist s - fl(y) vertices x in 
X not adjacent to y; since d(xy) >>. t for each such x, q(x, X)  >1 t - ~(y) (see Fig. 6). 
Now each y e Y is possibly non-adjacent to the same vertices of X. With the 
weighting given in (11), 2(m*, ct(y) , f l (y) )+ 2t may be interpreted as the minimum 
contribution of y towards the double edge count 2q(G) (recall that q(y, X )  = t + fl(y), 
which explains the additional 2t). 
Finally write 2(Y) for the totality of the contributions of the m elements of 
Y towards the double edge-count 2q(G). 
If y ' c  y and ]Y'] =m-1  then 2(Y') has the analogous meaning with 
m*=m-1.  
Lemma 4. 
(i) 2q(G)~>2( t+s)+m(2t+s)+2s( t - - s ) (n>/3t -s+ 1, n >>. 2t + 2, s >12). 
(ii) Wri te  n = 3t - s - O (t - s - 2 >~ O >>. -1 ,  s >~ 2). Then 
2q(G) >~ m(2s - t + 2t) + 5t + 2s - 4 - pos(4s - 2 - (0 + 1)(s - 1)). 
Proof. (i) By Lemma 3(ii) and the definition of 2(Y) 
2(Y) >/2mr + m2(m, s, 0). (12) 
Hence, 
2q(G) ~> 2q(v, X )  + 2(Y) 
>/2(t + s) + m(2t + s) + 2s ( t -  s). 
(ii) The proof of Lemma 4(ii) is given in the appendix. [] 
Lemma 5. Suppose that Gee(n ,  t) (n >1 2t + 2, t >t 17). Then q(G) >~ f* (n ,  t) i f  
(i) n>~3t -s+l ,  s>~3 
or" 
(ii) n <~ 3t - s + l, s >~ 2. 
Proof. Assume that 
q(G) ~ f * (n ,  t) - 1. (13) 
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The edges of G are counted in (14) and (15) in two different ways. Using (13) and 
recalling that 6(G) = t + s, 
(t + s) 2 - q(X) <. q(G) <~f*(n, t) - 1 (14) 
(') m t + 5 + (t + s) + q(X) <~ q(G) <~f*(n, t) - 1. (15) 
From (14) and (15) 
4f*(n, t) ~> (s + 20n + s 2 + (t + 1)s + 4. (16) 
Case (i): Suppose n >~ 3t - s + 1, where s/> 3. From Lemma (4)(i), (13) and the 
definition of f *(n, t) (and specifically the remark following the definition) 
( s -  2)n ~< (s -  2)t + 3s 2 - s -  8 (17) 
for n ~> 2t + 3; if n = 2t + 2 then s = t - 1 which from Lemma 2(ii) is impossible. 
From (17) 
n <~ t + 3s + 5 + . (18) 
From (16) and the definition of f *(n, t), 
(2 t - s+4)n~>4t  2+s  2+st+4t+s+16.  (19) 
Hence, from (18), (19) and since s >~ 3, 
2s 2 - 2(t + 1)s + t 2 - 7 t -  6 ~< 0 
which is impossible since t >/17. 
Case (ii): Suppose n <~ 3t - s + 1, where s ~> 2. From Lemma 4(ii), (13) and the 
definition of f *(n, t) 
2 (s -  1)n ~< 4(s -  1)t + 2s 2 - s -  1 + pos(4s -  2 -  (0 + 1) (s -  1)) (20) 
wheren=3t -s -0 ( t - s -2~>0t> - 1). 
Assume that either 3 >/0 >t 0 or 0 = 4 and s = 2. Then, from (20), 
2 (s -  1 ) (3 t -s -0 )~<4(s -1) t+(s -1 ) (2s+5) - (0+ 1) (s -  1 )+2 
i.e. 
2 
2t ~< 4s + 4 + 0 + - -  (21) 
( s -  1) 
From Lemma 2(ii) and (21) 
6s-4<~4s+4+O+--  
2 
s -  1" (22) 
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Since t/> 17, (21) and (22) yield a contradiction. So we may now suppose that 0 i> 4 
and if 0 = 4 then s ~> 3. From (20), 
2(s - 1)n ~< 4(s - 1)t + (s - 1)(2s + 1). (23) 
Hence, 
n ~< 2t + s. (24) 
From (16) and the definition of f *(n, t) 
(2 t -  s + 2)n ~> 4t 2 + s z + st + s + 8. (25) 
From (24) and (25) 
0/> 2s 2 + ( t -  1 )s -  4t + 8. (26) 
Hence from (26), 2 ~< s ~< 3. From (24) when s = 2, n = 2t + 2 and when s = 3, 
n ~< 2t + 3. Now Lemma 2(i) yields a contradiction in each case. []  
Lemma 6. Suppose that G~(n , t )  where n~>2t+2 (t~> 17) and s= 1, then 
q(G) >~ f*(n, t). 
Proof. Since s = 1 (see Fig. 4), iX[ = t + 1, m = [YJ = n -  t -  2. Let y~ Y. Then, 
since d(vy) >>. t, q(y, X )e{t ,  t + 1}. Set 
Yo = {Ye Y: q(y ,X)  = t + 1}. 
Since G is connected Yo # Y. Set 
X* = {xeX:  q(x, Y) < m}. 
Since Yo # Y, X* #0.  Suppose that X* = {xi: i = 1,2, ... ,r} (r/> 1). Set 
Y i={YeY:q(x i ,  y )=O} ( i= l ,2 , . . . , r ) .  
Then (see Fig. 7), (Yo, Y1, . . . ,  Y,) is a partition of Y. Write 
Y*= 0 Yi. 
i=1 
We begin by proving two claims. 
Claim 1. Let yi~ Yi, Yje Y j(i > j > O) and suppose that q(Yi, Yj) = O. Then there exists 
ye  Y with q(y, Yi) = q(Y, Yj) = 1. 
Proof  (Claim 1). This follows since IN(yi)c~N(yj)c~Sl = t - 1 and d(yiyj) >>- t. [] 
Claim 2. Suppose that r >>. 2. Then 
(i) /f (Y*> is disconnected, q(Y) ~> IY*I, 
(ii) /f <Y*> is connected, q(Y) >>. I Y* I - 1. 
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Fig. 7. See proof  of  Lemma 6. 
Proof (Claim 2). Let K1, K2 . . . . .  K, (a/> 1) be the components ( ee Fig. 7) o f (Y* ) .  
Firstly, suppose that a/> 2. Suppose that for some i (1 ~ i <~ a), q(Ki, Y0) = 0. Set 
K = Ki. Choose any y e V(K). Then, using Claim 1, for all y* ~ Y* \  V(K), { y*, y} c_ yj  
for some fixed j(1 ~ j  ~< r). Remembering that y is an arbitrary element of V(K) 
this implies that Y* __c_ Yj. Hence r = 1 which is not so. Therefore, q(Ki, Yo) >~ 1 
(1 ~< i ~ a). Hence, q(Y) >I (I Y*I - a) + a = I Y*I. Finally, if a = 1 then (Y*)  is 
connected and q(Y)/> q(Y*) t> I Y*I - 1. [] 
Proof of Lemma 6 (continued). Set 
--- min{q(y, Y): ye  Y*}. (27) 
Since 6(G) = t + 1 and Y* 40 ,  ~/> 1. 
Case (i): Suppose r ~> 2. From Claim 2 and (27) 
q(Y)>.max{( l -1 ) ,  (I~)/2, I~ - (12)}' (28) 
where l - - IY* I .  
Choose Yl s Y* with q(Yl, Y) = c~. Without loss of generality suppose that Yl e Y1. 
Then, since d(XlyO >-- t, 
q(xl, X) >>. t - ~. (29) 
Always 
q(G) = q(v, X) + q(X, Y) + q(X) + q(Y) (30) 
t> (t + 1) + ( (n -  t -  2)t + [Yo]) + ( t -  ~) + q(Y). (31) 
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First suppose that n 1> 2t + 3. Then, from (28), (31) and the definition of f *(n, t) 
(specifically the remark following the definition) 
q(G) >>. (t + 1) + ((n - t - 2)t + I Yo l) + (t - ~) + (/~)/2 (32) 
>~ f*(n, t) + ((1 - 2)(~ - 2))/2. (33) 
Since r ~> 2, I ~> 2. Hence if e >~ 2, q(G) ~>f*(n, t). 
On the other hand, if e = 1 from (28) (using l - 1 as the maximum) and (31) 
q(G)~(n- t -  1) ( t+ l ) - l+( t -1 )+ l -  1 
>~f*(n, t). (34) 
Now, suppose throughout he remainder of the proof that n = 2t + 2. Suppose 
~> 3. Then l -- 2 otherwise using (32) we are done. So from (28) (using I c t -  (z2) as the 
maximum) and (31) 
q(G)>~(t+l )2 -1+( t -c t )+ l~- (~)  
/> t 2 + 3t =f* (2 ( t  + 1), t). 
Suppose that cc = 2 and q(G) ~< t2 d- 3t - 1. Then (32) becomes an equality, i.e. for 
each ye Y, q(y, Y) = 2 and from (29), q(X) = t - 2. Since r/> 2, we may assume 
Y2¢~b. Choose yEEY2 then q(Y2, Y)=2 and hence since q(xz, yz )=O and 
d(xzy2) ~ t, q(x2, X) /> t - -  2. Hence q(X) >1 2(t - 2) - 1 > t - 2 (since t > 3) which 
is a contradiction. So again q(G) ~>f*(2(t + 1), t). 
Now suppose that e = 1 and q(G) ~< t2 + 3t - 1. Then (34) becomes an equality, i.e. 
from (29), q(x l ,X)  = q(X) = t - 1, q(Y) = l - 1 and hence from Claim 2, (Y* )  is 
a tree with q(Y)= q(Y*). Since r ~> 2, we may assume that Y*\Y1 ¢ O. Choose 
Ye Y*\Y1 and set q(y, Y) = t - k (since I Y[ = t, k/> 1). Without loss of generality 
assume that y~ Y2. Then since q(x2, y) = O, d(x2y) >>- t and q(x2, X) >~ k. It follows 
that since q(xl, X) = q(X) = t - 1, q(xl, x2) = 1, k = 1 and q(y, Y) = t - 1. Since 
(Y* )  is a tree this implies that [Y* \Y I I  = 1 and indeed since q(Y)=q(Y* ) ,  
I Y \Y I [  = 1. Without loss of generality, let YE = {Y2} where q(Y2, Y) = t - 1. Since 
(Y* )  is a tree, q(y ,Y )= l  for all y~Y(y=Ay2) (i.e. (Y )~-K I , t -1 ) .  Since 
q(X l ,X ) - - t -  1 there exists xEX,  (x ~ x2), q(x, x l ) - -0 .  But since q(X)= t -  1, 
q (x ,X)=O.  Hence, since d(xxl)>lt,  q(xl, Y )=t -1 .  Hence [Y I I= I  and so 
I Yll = ]Y2[  = 1 and I YI = 2 which is impossible since I Y[ = t > 2. 
Case (ii): Suppose r = 1. Set q(xx, X) = t - k (0 ~< k ~< t). Notice that since r = l, 
k >/1 otherwise G is disconnected. For each ye  Y~, since d(yxa) >~ t, q(y, Yo) >1 k. 
Therefore, from (30), 
q(G) >~ (t + l) + (n - t - 2)(t + l) - l + (t - k) + lk. (35) 
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Hence if n/> 2t + 3, from (35), 
q(G) >~ f*(n, t) + (l(k - l) - (k - 2)) 
>~f*(n, t). 
Finally, when n = 2t + 2, since 1/> 1, 
q(G) ~>f*(2(t + 1), t) + l(k - 1) - (k - 1) 
~>f*(2(t + 1), t). [ ]  
Lemma 7. Suppose 
q(G) >~ f*(n, t). 
that Gs~(n , t )  where n>~3t(t>~17) and s=2,  then 
Proof. Recall that for n ~> 3t and s = 2, 
f* (n, t )  = (t + 1)n -  t a - t -  3 
IXl = t + 2, m = IYI = n - t - 3. For yEY ,  
~(y) + fl(y) >~ 2, fl(y) <. 2. 
Also, by definition 
q(X, Y) = (n - t - 3)t + ~ fl(y) 
y~Y 
and 
(36) 
Set 
(37) 
(38) 
(41) 
bi = I~il (i = 0, 1, 2). 
Since G is connected 
b2 <~m-  l =n- t -4 .  
and 
w(y) = ½ c~(y) + B(y); w(Y) = Z w(y). 
yeY 
Then, from (38) and (39), 
q(G) = q(v, X)  + q(X, Y) + q(Y) + q(X) 
= (t + 2) + (n -  t -  3)t + w(Y) + q(X). (40) 
Vertex y~ Y is said to be an (/> ~, 7> fl)-vertex if c~(y) >~ a, fl(y) >>. fl (variations on this 
notation will have their obvious meanings). Set 
~i = {Y~ Y: fl(Y) = i} 
1 
q(Y) =~ ~ c~(y). (39) 
y~Y 
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From (36) and (40), q(G) >.f*(n, t) if and only if 
w(Y) + q(X)/> n + t - 5. (42) 
Since, from (37) w(Y) ~> n - t - 3 the "edge deficit" is 2t - 2. 
Choose Yoe Y so that fl(Yo) ~< 1 (from (41) such a y exists) and choose xsX with 
q(x, Yo) = 0. Since d(xyo) >1 t 
q(X) >>. q(x, X) ~ t -- ~(Yo). (43) 
We begin by proving three claims. 
Claim 1. Suppose that, for all Y~ i ,  a(Y)/> 2(2 - i) (i = 0, i). Then q(G) >>.f*(n, t). 
Proof  (Claim 1). Refine the choice of Yo e~oU)~x so that a(Yo) attains the 
min{~(y) - 2(2 - i): ye~, ,  i = 0, 1}. 
Then, since for all yE~,  ~(y) >i 2(2 - i), from (37), w(y) ~> 2 for all ye  Y and 
w(Y) >>. 2(n - t - 3) + ½(bl + b2)(a(yo) - 2(2 - i)), 
where Yo ~ ~, ,  i = 0, 1. If bx + b2 = 1 then 
w(Y) >>. 2(n - t - 3) + (~(Yo) - 2(2 - i)). 
So in all cases 
w(Y) >>. 2(n - t - 3) + ~(Yo) - 2(2 - i). (44) 
Therefore from (42)-(44) q(G) >.f*(n, t) (recall here and below that by assumption 
n >~ 3t, t >>.17). [] 
Claim 2. Suppose that for all Y6~i ,  ~(Y) i> 3 - i (i = 0, 1) and ~(y*) = 3 for some 
y*e~o.  Then q(G) >.f*(n, t). 
Proof (Claim 2). Since Y* e:~o there exist x~, xzsX  (x~ 4= Xz) such that q(y*,xO = 0 
(i = 1, 2). Hence, since d(xiy*) >1 t, 
q(X) >>. q(xl, X) + q(x2, X) >>. 2(t - 3). (45) 
Since ~(y) >>. 3 - i, w(y) >>. 3/2 for all ye  Y. Hence, 
w(Y) >>. 3(n - t - 3)/2. (46) 
From (42), (45), (46), q(G) ~>f*(n, t). []  
Claim 3. Suppose that ~(y)~>3 for all Y~o(~o is possibly empty). Then 
q(G) ~>f*(n, t). 
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Proof (Claim 3). F rom Claims 1 and 2 we may assume that there exists Ye~l  with 
~(y) = 1 (recall, using (37), that ~(y) ~> 1 for y~l ) ,  i.e. y is an ( = 1, = 1)-vertex. 
Suppose that yl ,  y2 s Y (yl # Y2) are ( = 1, = 1)-vertices. Then y~ and y2 have the 
same neighbourhoods in X. Suppose otherwise. Then there exist x~, x2 s X (xl ~ x2) 
such that q(xi, Yl) -= 0 (i = 1, 2). Then since d(xiyl) >/t 
q(X) >~ q(xl, X)  -t- q(x2, X)  - 1 
>/2(t - 1) - 1. (47) 
Again since w(y) >>- ~ for all y E Y, 
w(Y) >>. 3(n - t - 3)/2. (48) 
F rom (42), (47) and (48), q(G) >>.f*(n, t). 
So we may now assume that all ( = 1, = 1)-vertices have the same neighborhood 
in X. Let xeX be the vertex which is adjacent o no (1, 1)-vertex. 
Assume that ~o ¢ 0. Choose y* ~o and x* eX  such that x* # x and q(x*, y*) = 0 
(see Fig. 8). 
Furthermore,  choose y* so that 
~(y*) = min {~(y)i y e ~o}. 
Since d(x*y*) >>. t and if e(y*) ~< t - 1, 
q(S) >1 q(x, X) + q(x*, X) - 1 
~> (t - 1) + (t - ct(y*)) - 1. (49) 
If ct(y*) >/t  then 
q(X) >/t - 1. (50) 
Since ~(y) >/3 for all y in ~o,  
w(Y) >~ 3(n -- t - 3)/2 + bo(~(y*) - 3)/2. (51) 
Hence, from (42), (49)-(51), q(G) >~f*(n, t). 
"q't:7... ° ° . . . . . . .  
, )  ~ . . . .  °° % 
Fig. 8. 
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So we may now suppoe that ~o  = 0. Set 
a=[{y~Y:~(y)=f l (y )= l} l  (a~>l) 
b = [{y~ Y: ~(y) ~> 2, fl(y) = 1}l 
c = [{yE Y: fl(y) = 2}]. 
Then a+b+c=m=n-t -3  (in the earlier notation a+b=bx and C=bE). 
Choose any (1, 1)-vertex Yl. Then, since d(xyl) >t t, 
q(X) >1 q(x, X) /> t - 1. (52) 
From the definition of a, b and c, 
w(Y) >t (3a)/2 + 2(b + c) 
= 2(n - t - 3) - a/2. (53) 
Suppose that a ~< n-  t -  4. Then, from (42), (52) and (53), q(G)>~f*(n,t). If 
a = n - t - 3 then q(x, Y) = 0 and, since 6(G) = t + 2, q(x, X) t> t + 1. Again using 
this inequality, (42) and (53), we have q(G) >~f*(n, t). Hence if a(y) ~> 3 for all Ye~¢o 
we are done. [] 
So, finally, from Claim 3 we may suppose there exists a ( = 2, = 0)-vertex y e Y. 
Firstly, we show that all ( = 2, = 0)-vertices have the same neighbours in X. Suppose 
that Yl, Y2 are ( = 2, = 0)-vertices (YI # Y2). Assume that Yl and Yz do not have the 
same neighbours in X. Then there exist distinct elements x~, x2, x3 of X such that 
q(xl, Yl) = q(x2, Yl) = q(x3, Y2) = 0. Hence, 
q(X) >~ q(xl, X) + q(x2, X) + q(x3, X )  -- 3 
/> 3(t - 2) -- 3. (54) 
Always 
w(Y) t> n - t - 3. (55) 
So from (42), (54) and (55), q(G) >>.f*(n, t). We conclude that all ( = 2, 0)-vertices have 
the same neighbours in X. Set 
A={yeY:~(y)=2,  fl(y)=O}, IZl =ax  (a~ t> 1). 
Suppose that x and x* are the distinct vertices of X such q({x, x*}, A) = 0. Set 
a2 = I{ye Y: (e(y) >/3, fl(y) = 0) or (e(y) = 1, fl(y) = 1)}l 
a3 = I{ye Y: fl(y) = 2 or (fl(y) = 1 and c~(y) t> 2)}]. 
Now,  
q(X) >1 q(x, X) + q(x*, X) 
>~ 2(t -- 2) (56) 
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and 
w(Y) >~ al + 3a2 -t- 2a3 
= (n -- t -- 3) + ½a2 d- a a. (57) 
Then, from (42), (56) and (57), q(G) >~f*(n, t) provided Fa2/2q + a3/> 2. So now 
assume that 
½a2 + a3 ~< 1. (58) 
Suppose that a3 = 1. Then, from (58), a2 = 0. So if yeA, q(y, Y\A) ~< 1. Hence, 
q(X) >1 q(x, X) + q(x*, X) 
/> 2(t - 1) (59) 
and from (42), (57) and (59) we are done. 
Finally, we may assume that a3 = 0 and so, from (58), a2 ~< 2, i.e. [ Y\AI ~ 2. 
Furthermore,  if y e A and q(y, Y \A) ~< 1 then again q(X) >~ 2(t - 1) and from (42) and 
(57) we again deduce that q(G) >~f*(n, t). Hence I YkAI = 2 and q(A, Y\A) = 2al. 
Furthermore, a2 = I Y\AI = 2. Hence, from (58), equality holds in (57) or we are done. 
Therefore, ~(y) ~< 3 for all y in YkA. Hence, q(A, Y\A) ~< 6. Hence, al ~< 3 and 
m=n- t -3~<5which isnot thecase .  []  
Theorem. Suppose that n >~ 2t + 2 (t >>- 17), then f(n, t) =f*(n ,  t). 
Proof. This follows from Lemmas 1, 5-7. [] 
Appendix 
Proof of Lemma 4(ii). Recall that since G is connected flo ~< s - 1; this accounts for 
the increased complexity of the proof. 
Throughout  he proof  we suppose that Yo e Y and fl(Yo) = flo. Set X1 = N(yo)nX 
and Xo = X\X I .  Notice that [XoD = s -  flo. The proof is established by proving 
three claims. In Claims 1 and 2 we will assume (see Fig. 9) that there exists 
y leY ,  xlEX~ withq(xx ,y l ) - -0 .  (A.1) 
Set Y ' - -Y \{Y l} .  Then [Y ' l=m- l (m*=m-1)  and by Lemma 3(i) (using 
flo ~< s - 1) 
2(Y') >~ 2(m - 1)t + (m - 1)2(m - 1, s - flo, flo). (A.2) 
The vertex y~ contributes an additional (not counted by 2(Y')) number  of edges 
towards the double-edge count 2q(G). Let w(yl) denote this additional contribution. 
Claim A.1. w(ya) >~ 3t - s + 3flo. 
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Fig. 9. Proof of Lemma 4(ii). 
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Proof  (Claim A.1). Recall that by definition 
q(yj,  X )  = 2t + fl(Yl). (A.3) 
Set ~(Yl) = t - w (t ~> w ~> 0), k = q(Yl, Xo) and l = I{xeX l :  q(x, Yl) = 0} I. Then, 
by definition, 
k ~ s - flo, (A.4) 
flo <~ fl(Yl), (A.5) 
and the choice of xl ,  
l = k - (fl(Yl) - flo) >~ 1. (A.6) 
If w ~< k - 1 then using (A.3)-(A.5), 
w(yl) >>- 2t + (t - w) + 2flo 
1> 3t -  k + 1 + 2flo 
1> 3t - s + 3flo + 1. (A.7) 
Now suppose that w/> k. Then for each of the I elements of X1 such that q(x, yl) = 0, 
q(x, X)  >>. w (since d(xyO >>. t). Hence from (A.3)-(A.6) 
w(yl) >>- 2t + (t - w) + 2flo + 21(w - k) (A.8) 
>t 3t - k + 2flo 
t> 3t - s + 3flo. (A.9) 
(Notice that in (A.8), since w(y~) is the additional contribution, we must deduct he 21k 
edges already counted by 2(Y')). []  
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Claim A.2. Lemma 3 is true subject to the conditions of Claim A.1. 
Proof  (Claim A.2). F rom (A.2) and Claim A.1, 
2q(G) ~> 2q(v, X )  + 2(Y') + w(yl)  
/> 2(t + s) + 2(m-  1)t + (m-  1)(s + 30) 
+ 2(s - /~o)(t  - s + ~o) + (3t - s + 3~o) 
= G(/~o) (say) (s - 1 ~>/~o >~ 0). (A.10) 
G(/?o) is minimized at one of its end-points/3o --- 0 or/?o = s - 1: 
G(0) = 5t + s + (m-  1)(2t + s) + 2s(t - s) 
>~ 5t + 2s -  4 + m(2s -  1 + 2t ) -  pos (4s -  2 -  (0 + 1) (s -  1)) (A.13) 
if and only if 
0 >I m(s -  1) -  2s( t -  s) + 2(t + s -  2 ) -  pos (4s -  2 -  (0 + 1) (s -  1)), 
i.e. 
0 ~> (2( t -  s ) -  (0 + 1) ) (s -  1 ) -  2s(t - s) + 2(t + s - 2) 
- pos(4s  - 2 - (0 + 1)(s - 1)) (A.14) 
which is true. Furthermore, 
G(s - 1) = m(2s - 1 + 20 + 5t + 2s - 4. (A.15) 
The claim is now a consequence of (A.10), (A.13) and (A.15). []  
Because of Claim A.2 we may now assume that (A.1) does not hold, i.e. 
if ye  Y then q(y, X1) = I Xxl (A.16) 
(see Fig. 10). 
Set 
F(~o) = m(2t + s +/?o) + 2(t - s + ~o)(S - /~o) + 3t + 2s. 
Claim A.3. 2q(G) ~> F(flo). 
Proof  (Claim A.3). Choose w(/> 0) so that 
2q(G) = 2q(v, X)  + 2(Y) + w. (A.17) 
We show that w/> t as follows. 
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Fig. 10. Proof of Claim 2. 
Us ing  (A.16), since G is connected there exist xoeXo,  x l  eX1  with q(xo, x l )  = 0. 
Suppose  that  q(xo, Y) ~< t - 2. Then  since d(xox~) ~ t 
w >~ 2q(X l ,X )  + q(xo, Y) 
~> 2(t -- 1 -- q(xo, Y)) + q(xo, Y). 
On the other  hand,  if q(xo, Y) >/ t  then 
w ~> q(xo, Y) >~ t. 
So, we may assume that  q(xo, Y) = t - 1 and hence that  w = t - 1 or  we are done. 
F irst ly,  suppose  now that  [Xo] />2,  i.e. s>~flo +2.  Take  any x~Xo(x  #Xo). 
Then since w = q(xo, Y )= t -  1, q(x, Y)= 0. Since 6(G)= t + s, it fol lows that  
q(x, X)  >1 t + s - 1. But  since w = t - 1, using (A.17), q(x, X)  = t - s + flo which is 
impossib le.  Hence ]Xol = 1, i.e. flo = s -  1. Aga in  since w = t -  1, f rom (A.17), 
q(xo, X)  = t - 1 and q(xo, Y) = 0. But  d(xoYo) >>- t and hence, since q(xo, X )  = t - 1, 
q(xo, y) = 1 for some y in Y. This cont rad ic t ion  proves that  w ~> t. 
F rom (A.17) and Lemma 3(i) 
2q(G) ~> 2(t + s) + 2mt + m2(m, s - flo, flo) + t 
= F(flo). [] (A.18) 
Proof (Lemma 4(ii)). F(flo) has its min imum at its end-points ,  i.e. when flo = 0 or 
flo = s -  1. We have 
F(O) = m(2t + s) + 2s(t - 2) + 3t + 2s ~> G(0) (A.19) 
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which, from (A.13), gives the required inequality; furthermore, 
F(s  -1 )  = m(2s  - l + 2t) + 5t + 2s - 2. 
So from (A.19), (A.20) and Claim A.3 the proof is complete. [] 
(A.20) 
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