This paper proposes a new non-parametric method of constructing joint confidence bands for impulse response functions of vector autoregressive models. The estimation uncertainty is captured by means of bootstrapping and the highest density region (HDR) approach is used to construct the bands. A Monte Carlo comparison of the HDR bands with existing alternatives shows that the former are competitive with the bootstrap-based Bonferroni and Wald confidence regions. The relative tightness of the HDR bands matched with their good coverage properties makes them attractive for applications. An application to corporate bond spreads for Germany highlights the potential for empirical work.
Introduction
During the last few years, a substantial number of methods for constructing joint confidence bands for impulse response functions (IRFs) of vector autoregressive (VAR) models has been proposed. Adding to previous approaches based on asymptotic considerations, the more recent proposals are based on bootstrap methods to obtain a better approximation for the sample sizes typically considered in applied macroeconomic studies. For an overview and comparison of these methods see Lütkepohl et al. (2015a Lütkepohl et al. ( , 2015b and the papers cited therein.
Several of the bootstrap based methods have been shown in Monte Carlo studies to outperform asymptotic methods and the simplified approach of constructing the bands pointwise. The actual coverage of the bands is found to be closer to the nominal level for these methods. In particular, Lütkepohl et al. (2015b) found that Bonferroni based methods are competitive with other more refined methods, although -as expected -they provide excessively conservative bands. Taking into account the dependency over the horizon of impulse response functions relying on a Wald type approach did not improve the properties of the regions. One of the reasons for this a priori unexpected result is seen in the given geometric form of the Wald ellipse in the parameter space, which has to be mapped to a multidimensional box in the space of the IRFs corresponding to the bands.
As an alternative to the parametric Wald approach, the construction of a set of IRFs might be tackled directly in a non-parametric way. In this paper, we use the highest density region (HDR) approach proposed by Hyndman (1995 Hyndman ( , 1996 and also discussed in the context of VAR analysis in Fresoli et al. (2015) . In contrast to the Wald approach, for this non-parametric method, the scaling of the variables or error terms, respectively, might influence the outcome. Consequently, for our analysis we consider both a straightforward implementation of the HDR method and two versions including different versions of a scaling step.
The paper is structured as follows. Section 2 presents the model and selected existing methods of constructing confidence bands for impulse responses. In Section 3, we describe the proposed non-parametric method and how it relates to the benchmark approaches. The relative performance of the method is analyzed by means of a Monte Carlo study. Section 4 provides the setup and results of this analysis. An application to the modeling of corporate bond spreads highlights that the choice of an appropriate method might also affect qualitative conclusions. The application and estimation results are presented in Section 5. Finally, Section 6 provides a summary of the main findings and an outlook to future research.
Inferences about Impulse Response Functions
The methods proposed in the literature for constructing joint bands for IRFs might be classified into three groups. First, there are methods relying on asymptotic considerations (e.g., Jordà (2009) and Staszewska-Bystrova (2013) ). These methods have been shown to exhibit an unsatisfactory performance for typical sample sizes. 1 A second group of methods relies on the bootstrap to approximate the distribution of the estimators. Then, classical methods for joint inference are used to construct the bands (see Lütkepohl et al. (2015b) and Inoue and Kilian (2016) ). Lütkepohl et al. (2015a) present simulation evidence on these two approaches. Given that traditional methods, e.g., based on Bonferroni's inequality might result in too conservative, i.e., excessively wide bands, in a third class of methods, the focus of the construction procedures is on the width of the bands. However, explicit optimization methods as the ones presented in Staszewska-Bystrova and Winker (2013) for the case of the related problem of constructing prediction bands come at substantial computational cost and tend to be too aggressive, i.e., tend to produce bands with an actual coverage below the nominal level. While further research is required to better understand the reasons for the shortcomings of the existing methods, which might help to adjust them in an appropriate way, a distinct approach of constructing highest density bands is followed in this paper. Before presenting the method in Section 3 below, we first describe the impulse responses of structural VARs and two approaches to constructing confidence bands used as benchmarks in the Monte Carlo study.
Impulse Response Analysis
In the following we consider a K-dimensional reduced form VAR(p) process: y t = ν + A 1 y t−1 + · · · + A p y t−p + u t , u t ∼ (0, Σ u ) ,
(2.1)
where A i for i = 1, . . . , p, are square parameter matrices of order K, ν represents a vector of intercepts and the reduced form errors, u t , are an independent white noise process. Possible other deterministic terms, like a trend or appropriate dummy variables are neglected as they are not relevant for the methods discussed below. If the stability condition, i.e., det A(z) = det(I K − A 1 z − · · · − A p z p ) = 0 for z ∈ C, |z| ≤ 1 , (2.2)
is met, the process can be represented as a moving average:
where µ = (I K − A 1 − . . . − A p ) −1 ν, Φ 0 = I K and Φ i = i j=1 Φ i−j A j for i = 1, 2, . . . (Lütkepohl 2005, p. 23) .
Uncorrelated structural innovations with zero means and unit variances are often obtained from the reduced form errors as ε t =B −1 u t , where B is the matrix of impact effects. In order to identify B, at least K(K − 1)/2 restrictions have to be imposed. If justified, this can be achieved, e.g. by assuming a recursive structure of the variables, that is by obtaining a lower triangular matrix B from a Cholesky decomposition of Σ u . In the paper we focus on this identification scheme, however all the methods are applicable also for other sets or types of identifying restrictions. Responses to structural shocks can be found from (2.3) by replacing u t with Bε t ,
(2.4)
Our interest is in the impulse responses Θ i = Φ i B, i = 0, 1, . . .. Inferences on the structural impulse responses are performed as follows. Estimation of ν, A 1 , . . . , A p is done using multivariate ordinary least squares with the bias-correction based on a closed form bias formula presented by Nicholls and Pope (1988) . If the bias-correction causes nonstationarity (as compared to the system estimated by OLS), the stationarity correction described by Kilian (1998) and consisting in reducing the value of bias estimates, is applied. The residuals are used to compute an estimate of Σ u . These estimators are denoted by ν, A 1 , . . . , A p and Σ u . If a model selection step is performed, the lag length p is chosen on the basis of the Akaike information criterion (AIC). The estimates for the impulse responses for an assumed propagation horizon H are computed as functions of A 1 , . . . , A p and Σ u and denoted by Θ 0 , Θ 1 , . . . , Θ H .
The methods for constructing confidence bands are based on standard residual-based bootstraps (for details see, e.g., Lütkepohl et al. (2015a) ). Application of the bootstrap method results in N replicates of A 1 , . . . , A p and Σ u , denoted by A n 1 , . . . , A n p , Σ n u and the same number of replicates of Θ 0 , Θ 1 , . . . , Θ H , denoted by Θ n 0 , Θ n 1 , . . . , Θ n H for n = 1, . . . , N .
Benchmark Methods for Constructing Joint Confidence Bands
In the Monte Carlo simulations, we compare the HDR bands with two benchmarks. The alternatives are: the bootstrap-based Bonferroni band and the Wald band considered, e.g., by Lütkepohl et al. (2015b) . These methods have been shown to have coverage levels for impulse responses that usually exceed the nominal level, but are often quite close to it. The drawback of the bands is their large width, which is especially true for the Wald band. Excessive width is a problem, as it implies that the band becomes less informative about the true shape of the response function. The Bonferroni band, denoted by B, computed for the nominal confidence level of 1 − γ is obtained by forming intervals with appropriately adjusted coverage rates for individual values of the response function of interest. For the response of the j-th variable to the k-th shock, the band is calculated as:
where B l jk,h and B u jk,h for h = 0, . . . , H are the γ/2(H + 1) and 1 − γ/2(H + 1) quantiles of the bootstrap distribution of θ jk,h , where θ jk,h is the jk-th element of Θ h . If the effect on impact is zero (by assumption), the interval [B l jk,0 , B u jk,0 ] is not formed and the remaining intervals for h = 1, . . . , H have nominal coverage rates of 1 − γ/H.
The Wald band is based on the bootstrapped Wald statistic formulated with respect to the VAR parameters. For δ denoting the vector of VAR coefficients A 1 , . . . , A p and the appropriate parameters from the matrix B, the method relies on the following asymptotic result:
where T is the sample size. Computation of the Wald band (W) for the response of variable j to shock k and confidence level of 1 − γ, involves the following steps:
1. For the bootstrap replication n = 1, . . . , N , obtain
and Θ n 0 , Θ n 1 , . . . , Θ n H .
2. Find w n 1−γ , denoting the (1 − γ) quantile of the bootstrapped values w n and select θ n jk,0 , . . . , θ n jk,H obtained in bootstrap replications with w n < w n 1−γ .
Form the band
by finding the smallest and the largest values from the selected θ n jk,h for each h = 0, . . . , H.
Using Highest Density Regions
The proposed method exploits ideas from non-parametric modeling of multivariate distributions. The starting point is a set of IRFs obtained from N bootstrap replications for horizon H. The aim is to find a hyperrectangle in the (H + 1)-dimensional space which is not excessively large and comprising at least (1−γ)N elements, where 1−γ is the nominal coverage level. 2 In order to reach this goal, it appears natural to focus on those areas, where a high concentration of the generated points can be found, and to neglect points which are rather far off. Obviously, an operationalization of this concept is not straightforward in higher dimensions. In Fresoli et al. (2015) , the authors use highest density regions to illustrate the joint predictive distribution for two variables. The method has been proposed by Hyndman (1996) . Fresoli et al. conclude that this method is infeasible in higher dimensions. In fact, the actual estimation of the multivariate density function and the derived highest density region would require a huge number of points when the dimensions grow beyond three or four. In the application to IRFs, the dimension is given by the horizon considered for a single IRF, and by a multiple of this horizon if several IRFs are considered jointly. Thus, the actual dimension might be rather large. In principle, given that the number of bootstrap replications N can go to infinity even for a small data set, this constraint might not be considered as binding. However, in order to estimate precisely a multivariate density, e.g., in dimension 10 or 20, the number of replications required becomes too large given available computational resources.
Nevertheless, a non-parametric estimate of the density for each of the generated bootstrap vectors (IRFs) can be calculated at rather low computational cost. Furthermore, for the construction of bands, it is not required to identify the highest density region as a whole, but to find a hyperrectangle covering a share of (1 − γ) of the density. Instead of constructing this hyperrectangle from the approximated density function, it will be obtained directly from the bootstrap replications by selecting the (1 − γ)N generated points with highest density and the construction of the smallest rectangular box including all these points. This box corresponds to a band in the time dimension, which is labeled HDR-band in the following.
The construction of HDR-bands consists of the following steps:
1. Given a matrix D of dimensions N × (H + 1) corresponding to N bootstrap replicates of a (H + 1)-dimensional vector (each corresponding to an IRF), calculate the N × N matrix E of pairwise squared Euclidean distances.
Letŝ =
1 H+1 H+1 i=1 var(D .,i ) be the square root of the mean of the variances across dimensions; it is considered as a proxy of the variation in each dimension used to obtain a bandwidth estimator for the kernel density estimates.
3. The bandwidth h S according to Scott's rule for a multivariate normal distribution (Scott 1992, p. 152 ) is given by
For alternative distributional assumptions, different bandwidths might be selected. However, preliminary experiments show that the effect on the HDR-band are rather negligible unless the bandwidth is changed by an order of magnitude.
4. The density estimate for each single bootstrap replication i (row of matrix D) is obtained by
5. For a given confidence level 1 − γ, the points with highest density are obtained by excluding the γN points with the lowest density values. 3 6. The hyperrectangle corresponding to the HDR-band is obtained by using the minimum and maximum of the included highest density points in each dimension. Obviously, if all these points are included in the box, their convex hull is also included.
For illustrating the method, we start with a simplified setting, where the known distribution is given by a two-dimensional standard normal distribution with (auto)correlation of ρ = 0.8. Figure 1 shows the outcome of a Monte Carlo simulation, drawing N = 2 000 realizations from the given distribution. As nominal coverage level, we set (1 − γ) = 0.95.
The figure shows the simulated data points (which would correspond to one IRF over two periods each for the application in the VAR setting). The grey shaded points are those with the highest non-parametric density estimates (their number is given by 1900 = (1 − γ)N ), while the black points are the excluded points with low density. The black dot-dashed line shows the smallest rectangular box containing all the highest density points, i.e., it corresponds to the HDR-band. For comparison purposes, we also show the boxes constructed following alternative methods. First, the box labeled as "naïve" (dotted lines) is given by a centered 1 − γ interval for each dimension separately. It becomes obvious by visual inspection that its actual coverage might be too low. The Bonferroni band (solid black lines) is obtained by using centered 1 − γ/2 intervals for each dimension separately in order to guarantee a coverage of at least 1 − γ, while the Wald band (grey dashed lines) results from determining the smallest hyperrectangle comprising the 1 − γ central confidence ellipse (grey) based on the Wald statistic. 4 The straightforward implementation of the method as described above seems to give sensible results for the simplified situation of a multivariate normal distribution with equal variances across dimensions. If those variances differ substantially as is typically the case for IRFs, the quality of the approximation might deteriorate as indicated by the example shown in the left panel of Figure 2 . The data points in this figure correspond to bootstrapped IRFs of length 11 (horizon 10 plus initial response) of the first variable to the first shock generated from a two dimensional VAR introduced in Section 4 with ϕ = 0.9. The projection is done for horizons h = 0 and h = 6 and the confidence level is set to 0.9. In order to avoid a bias stemming from differences in variances or specific covariance structures, either the non-parametric estimator might be adjusted, e.g., by using the actual standard deviation per dimension instead of identical values for all dimensions, or the data have to be standardized prior to the application of the HDR method. The latter is the approach followed here making use of two different strategies.
The first strategy focuses only on the standard deviations. Consequently, prior to the application of the algorithm for the construction of HDR bands, the bootstrapped values are standardized by the bootstrap standard deviation for each horizon. After the calculation of the HDR band, the resulting values are multiplied with the same standard deviation mapping the band back to the original space. This improved HDR band, which might be more appropriate in situations with substantially differing standard deviations of IRFs across horizons, is labeled HDR s in the following. The middle panel in Figure 2 shows the impact on the form of the band taking into account the higher variance for the second horizon and thereby achieving a more even A second strategy takes into account the full variance-covariance matrix of the bootstrapped values. In the first step, the bootstrapped IRFs are whitened and then used in the search of the highest density region. After rejecting the required number of bootstrap vectors, the reverse transformation is applied with respect to the retained vectors to restore their original values. The band obtained using the bootstrap IRFs selected in this way is denoted by HDR w and illustrated, for the example considered in Figure 2 , in the right hand panel. It can be seen that the HDR w band is similar to the HDR s region in rejecting data points for both horizons, but is larger than the latter region.
The detailed steps used in the computation of HDR s and HDR w bands are as follows.
1. Compute a bootstrap estimate of the variance matrix of impulse responses, Ω, using the shrinkage estimator (Ledoit and Wolf 2003) :
where Ω is an unbiased bootstrap estimator of the covariance matrix with element ij computed as:
and d ni is the ni-th element of matrix D. diag( ω 11 , . . . , ω H+1,H+1 ) denotes a diagonal matrix whose main diagonal is the same as in Ω. 8 2. For the HDR s method set λ = 1.
3. For the HDR w method estimate λ as proposed by Schäfer and Strimmer (2005) for the case of a diagonal target matrix with unequal variances:
where var( ω ij ) stands for the unbiased variance estimator of the individual element of Ω calculated as:
4. Perform the Cholesky decomposition: Ω = LL and transform the bootstrap paths: D(L ) −1 .
5. Apply the algorithm for constructing the HDR bands to the transformed paths to reject γN paths.
6. Denote the matrix containing the remaining paths as D HDR , compute D HDR L and construct the band by finding the smallest and largest values for each horizon.
Obviously, the proposed HDR approaches allow for further modifications. In particular, a more refined analysis of the impact of the choice of kernel functions and bandwidth selection could be of interest. Furthermore, similar adjustments as for the variances by HDR s and the variance-covariance by HDR w could also be considered with regard to higher moments, e.g., if the distribution of the IRFs turns out to be more heavily skewed at some horizons. Such extensions of the analysis are left for future research.
Monte Carlo Analysis

Monte Carlo Design
For the Monte Carlo analysis, we use the same setting as in Lütkepohl et al. (2015a Lütkepohl et al. ( , 2015b and complement it by a substantially larger VAR (both in terms of dimension and lag length) inspired by a real application (Staszewska-Bystrova and Winker 2014).
The first setting (labeled DGP1) consists in a bivariate DGP with one lag taken originally from Kilian (1998) . It is given by:
where the parameter ϕ takes on values in {−0.95, −0.9, −0.5, 0, 0.5, 0.9, 0.95, 1}. It determins the persistence of the process. For ϕ = 1, the process is nonstationary, but cointegrated. For a discussion of this special case and the singularity for ϕ = 0 see Lütkepohl et al. (2015b) . As in previous research, sample sizes used are T = 50, 100 and 200. The orthogonal IRFs with horizons H = 10 and H = 20, respectively, are obtained by applying the Cholesky decomposition of the estimated residual covariance matrix imposing a zero constraint on the reaction of the first variable on impact of the second shock. The second DGP (DGP2) provides some insights on the relative performance of methods for a substantially more complex VAR model which might be relevant for empirical applications. It is based on the example described in Section 5. The model for German corporate bond spreads includes six variables. Model selection criteria suggest a lag order of four. The rounded estimates of the corresponding 144 parameters describing the dynamics of the DGP, the six constants and the 6 × 6 variance-covariance matrix are provided in Appendix A. Given the complexity of the model, we consider sample sizes of T = 200 and 400 for horizons H = 12 and H = 24 corresponding to one and two years, respectively. Again, orthogonal impulse responses are calculated (for details see Section 5).
All simulations for both DGPs were done twice: first under the assumption that the true lag order is known and used, and second, by selecting the lag order based on Akaike's information criterion. For the latter approach, the maximum lag length was set as a function of the sample size and the VAR dimension. It is given by 10, 12, and 14 for samples of 50, 100, and 200 observations for DGP1 and by 8 and 10 for sample sizes of 200 and 400 for DGP2. Furthermore, the number of bootstrap replications is N = 2 000, and γ is set to 0.1 corresponding to 90% confidence bands. Finally, for each setting, 2 000 Monte Carlo replications are generated and used for the analysis.
Two features of the confidence bands are evaluated, namely their actual coverage rates with respect to true response functions and their mean widths. The width is computed by adding the lengths of the intervals around individual impulse response parameters over the periods from 0 to H. Table 1 summarizes the results for DGP1 with T = 50 observations, a horizon for the IRFs of H = 10 and the lag order estimated by Akaike's information criterion. The results for larger sample sizes and the longer horizon H = 20 are given in Appendix B, while all results for DGP1 and the case of known lag order are provided in Appendix C.
Simulation Results
Results from Table 1 indicate that for a small sample size of 50 observations no method is able to deliver bands with the expected actual coverage for all the cases. Out of the three HDR methods, the best results in terms of estimated coverage probabilities are obtained for HDR w , while the HDR and HDR s bands perform worse and rather similarly. As can be expected, the better coverage properties of HDR w come at the cost of a larger band width as compared to HDR and HDR s . HDR w is also uniformly superior to the traditional Bonferroni method. The HDR w bands have more precise coverage rates accompanied by similar and sometimes even smaller width than the Bonferroni regions. Overall, the best coverage results are obtained by the Wald band which is also the widest of all. This inflation of width seems to be justified for the smallest samples analyzed in Table 1 . Tables 4-8 in Appendix B show how the conclusions change if larger  samples and longer propagation horizons are investigated. First, for larger sample sizes (T = 100 and T = 200) all the coverage probability estimates go up. In effect, the Wald method is no longer best, as both the HDR w and B bands have more precise coverage rates and are at the same time narrower than the Wald bands. This indicates, that for more realistic sample sizes, the Wald bands are excessively large which is not attractive for empirical applications. Second, for T = 100, 200 and H = 10 the dominance of the HDR w method over the Bonferroni method is less clear than for T = 50, as the coverage probabilities of the two types of bands become more similar. The HDR w regions may be still found superior as in many cases they have coverage exceeding 90% and smaller widths. Third, the HDR w bands gain advantage over the Bonferroni bands as H increases. A longer propagation horizon brings the nominal coverage levels of the intervals making up the Bonferroni band closer to 1, which may result in large width of the B bands. This can be seen in Tables 7 and 8 , where the HDR w bands are more precise both in terms of coverage and width than the Bonferroni bands. Fourth, the HDR and HDR s regions perform better for larger T and continue to be the narrowest. However, especially for more persistent processes, their coverage rates may still fall below the nominal level.
The findings are qualitatively almost the same if the true lag order of 1 is used in the simulations (Tables 9-14 in Appendix C). As theoretically justified, given more information on the model, the coverage probabilities increase and the mean width estimates decrease. In effect, the Wald bands become too wide and cease to be competitive even for T = 50.
As a robustness check, we repeated all the simulations for DGP1 without the assumption regarding the normal distribution of the error terms. Allowing for skewness, fat tails or bimodality in the distribution of the innovations did not affect the relative performance of the methods.
The results for DGP2 with estimated lag order, T = 200 and H = 12 are shown in Table 2 , while Appendix D provides additional results on DGP2 for T = 200 and T = 400, horizons H = 12 and H = 24 and both assuming the true lag order and using the estimated lag order. All results for DGP2 refer only to the responses of the corporate bond spreads aaa and bbb, which are in the focus of the empirical application.
Results from Table 2 show that capturing uncertainty associated with response parameter estimates is more difficult in a larger and very persistent system. For T = 200 and H = 12 all the methods fail to achieve the target of 90% coverage for all the cases. The undercoverage is a function of the width of the bands and so, the largest deviations from the nominal level are observed for the narrowest bands (HDR and HDR s ) and the smallest deviations correspond to the widest Wald band. The HDR w is larger in these settings than the Bonferroni region which allows to bring up the coverage rates of this band in the most problematic cases. Conclusions from further results obtained for DGP2 and the case of unknown lag length (Tables 15-17 in Appendix D) are as follows: doubling the sample size, makes it possible to increase all the coverage rates above 80%. Using the HDR, HDR s and even B methods is still, however, associated with a risk of giving a false impression about the estimation precision. Another consequence of increasing the sample size is that the Wald bands become too wide as compared to the HDR w bands. Increasing the horizon H to 24, works in favor of the Bonferroni band which can be considered competitive with the HDR w band in this case.
There are no big changes in results under the more idealized condition of knowing the true order of the VAR (Tables 18-21 in the Appendix). Thus, the same conclusions as formulated for the lag length p estimated using AIC hold.
Application to Corporate Bond Spreads
The empirical example, which also served as blueprint for the more complex DGP2 in the Monte Carlo analysis, is based on a model proposed by Bundesbank (2005) and studied with regard to its forecasting performance by Staszewska-Bystrova and Winker (2014) . In the context of analyzing the stability of the financial system, the model focused on determinants of corporate bond spreads, i.e., the gap between the returns on bonds considered as "safe" (German government bonds) and on more risky corporate bonds.
The model builds on a theoretical base discussed in detail in Bundesbank (2005, pp. 141ff ). However, the reduced form VAR used for the empirical analysis includes also some additional variables, which are considered as potentially relevant. In particular, based on arguments from option price theory and macroeconomic portfolio theory, the model comprises a short-term money market rate as a monetary policy indicator and two corporate bond spreads corresponding to different levels of perceived risk. The growth rate of a stock market index reflects expectations concerning the business cycle and prices of assets as alternative to corporate bond spreads. Stock market volatility is used as proxy for uncertainty, which through its effect on firms' value, i.e., distance-to-default, will affect corporate bond spreads. Finally, the interest rate curve is represented by the spread between 2-and 10-year government bonds.
The VAR model discussed in Bundesbank (2005, pp. 141ff) includes two additional endogenous variables, which are not considered in the present application due to problems with data availability and in order to limit the model dimension. The first variable is a measure of gross emissions of corporate bond spreads, which can be seen as a proxy for market liquidity, and the second variable relates outstanding loans to corporate profits.
Apart from the omission of the two variables, our implementation follows the original VAR model as closely as possible, given available data. For the option adjusted spreads for Euro area corporate bonds with AAA and BBB rating, we choose a time to maturity of 5 to 7 years, instead of the 7 to 10 years in the original paper. This change is a consequence of limited availability of corporate bonds with time to maturity above 7 years after the financial market crisis which precludes the calculation of an index. Data are obtained from the Bank of America/Merrill Lynch global index system 5 and denoted by aaa and bbb, respectively. Data for all other variables included in the VAR model are obtained from Datastream. The 3-month Euribor is chosen as short-term interest rate, which reflects both monetary policy and conditions on the interbank market. It is denoted as r3m. The monthly growth rate of the Dow Jones Stoxx 50, denoted as d dj50 is used as a stock market indicator. For stock market volatility representing a proxy for uncertainty, we use the logarithm of the implied volatility of the Dow Jones Stoxx 50, which is denoted by lvola. Finally, slope stands for the interest rate spread between 2-and 10-year government bonds. We decided to use the spread on German government bonds rather than the spread on all Euro denoted government bonds in order to exclude the effects of the sovereign debt crisis. Table 3 summarizes the data used for the VAR model.
The model includes six variables in the order r3m, d dj50, lvola, slope, aaa, and bbb. This ordering corresponds to the one suggested in Bundesbank (2005, pp. 141ff ). The model is estimated with monthly data for the sample starting with the introduction of the Euro in January 1999 and ending in June 2015. The sample size is T = 197, i.e., it is similar to the smaller sample size considered in the Monte Carlo simulations. Model selection based on the AIC with a maximum lag length of 8 months suggests a lag order of four. The estimation results for the 144 parameters describing the dynamics, the six constants and the 6 × 6 variance covariance matrix (rounded to four As for the Monte Carlo simulation, we consider impulse responses for horizons H = 12 and H = 24 corresponding to one and two years, respectively. Orthogonal impulse responses are calculated assuming the ordering of the variables mentioned earlier: r3m, d dj50, lvola, slope, aaa, and bbb. This ordering ensures that change in the monetary policy instrument r3m can have a contemporaneous effect on all other variables in the system.
The impulse responses and corresponding joint confidence bands constructed making use of the different methods presented in this study are shown in Figure 3 for H = 12 and in Figure 4 for H = 24, respectively. We also include the naïve bands in the figures which are constructed by connecting pointwise 90% confidence intervals for each individual impulse response coefficient. It becomes apparent that while the overall shape of the confidence bands is similar for all methods considered, the widths of the bands differ substantially. The naïve bands are the smallest but, as argued earlier, are likely to have a much smaller coverage probability than the desired 90%. As might have been expected based on the simulation results presented in Table 2 in the previous section, the bands based on the Wald and on the HDR w methods are the widest. Given that the smaller bands have a tendency for coverage rates below the desired nominal rate in the simulations, in particular with regard to the responses of aaa, considering Wald or HDR w bands may be an appropriate choice. While none of the bands includes the zero line for all propagation horizons, significantly positive values are much more common for the narrower bands. The differences between the methods become even more pronounced, when the upper limit of the confidence bands is considered. In particular, the HDR w band is smaller than the Wald band while maintaining an adequate coverage according to the simulation results. Hence, it seems to be the best choice for the responses of aaa, assuming that the results from the simulation setting hold for the empirical model. The qualitative findings concerning responses of bbb, differ even more markedly given that both the Wald and the HDR w bands include zero for all periods up to H = 12 or H = 24, respectively. In these cases, one may conclude that there is no effect of the monetary policy shock on the corporate bond spread, while the narrower bands exclude zero for at least some of the propagation horizons. Given that all methods included in the Monte Carlo study are conservative for this IRF, one might consider resorting to the HDR or HDR s bands in this case. However, for applied econometric work, the selection of different methods for constructing bands for a single model may not be convincing.
To sum up, for a specific empirical application based on a six-dimensional VAR model, joint confidence bands constructed with different approaches differ not only quantitatively, but also with regard to the qualitative conclusions they imply. Based on the Monte Carlo simulation results, the HDR w method appears to be a sensible choice when strong emphasis is placed on coverage properties of the bands. Substantially narrower HDR s bands might carry the risk of underreporting the actual uncertainty.
Conclusion
In this study we have proposed and investigated the properties of nonparametric methods for constructing confidence bands for impulse responses based on the bootstrap and the highest density region approach. The density estimation was applied to either unscaled bootstrapped response functions, responses scaled period-wise with the estimated standard deviations or whitened bootstrap replicates of the impulse responses.
The results of an extensive Monte Carlo study indicate that the HDR method is a promising tool for computing error bands for structural vector autoregressive analysis. In particular the method taking into account the correlation structure between the response parameter estimators (HDR w ) is superior to other methods in several dimensions. This method carries the smallest risk of underachieving the nominal coverage rate and is competitive with existing benchmarks, i.e. the Bonferroni and Wald approaches.
The advantages over the rather conservative Wald band can be seen for sample sizes exceeding very small ones and consist in reduced width and more precise coverage rates. As a result, the HDR w bands are more informative than the Wald bands and hence are attractive for empirical applications. The dominance over the Bonferroni band is less pronounced, as the two types of bands are often quite similar. Nevertheless, the HDR w method may have advantages, e.g., if the propagation horizon used in the analysis becomes large. This directly influences the width of the Bonferroni band which may easily become wider than the HDR w band.
An empirical application using a six-dimensional VAR model shows that qualitative findings from impulse response analysis might change depending on the method used for constructing joint bands. Although no general conclusions can be drawn from this example, the outcomes are in line with the results from the Monte Carlo simulations.
Further research will address the robustness of the method under departures from the underlying assumptions. Another extension is to investigate possible gains from increasing the number of bootstrap replications. This may improve the non-parametric point-wise approximation of a high dimensional distribution used in the HDR method.
Appendix A DGP2 based on Corporate Bond Spreads
For the VAR model of corporate bond spreads discussed in Section 5, the variables are ordered as y = [r3m d dj50 lvola slope aaa bbb] both in the model and for the calculation of orthogonal impulse response functions. From the estimation of a VAR(4) model (with intercepts) for the available data, the following (rounded) OLS parameter estimates result, which are used for the data based DGP used in Section 4. The modulus of the largest root of this DGP's companion matrix is equal to 0.9846. 
