In this paper, we propose a distributed online HW/SWpartitioning strategy for increasing fault tolerance in HW/SW-reconfigurable networked systems.
Introduction
Distributed and adaptive embedded hardware platforms are becoming more and more important for applications in the area of automotive, body area networks, ambient intelligence, etc. In order to be able to cope with different timevariant application demands or node defects, these systems must be adaptive and be able to react to unforeseen changing requirements. Due to the possibilities provided by the currently available technology, functionality implemented in hardware (HW) or software (SW) can be dynamically assigned to resources in the network.
We therefore propose a distributed two-step strategy for online HW/SW-partitioning, that consists of a HW/SW bipartitioning heuristic and a dynamic load balancing algorithm. All related work discusses either offline HW/SW partitioning algorithms [5] or load balancing approaches only but do not consider the online HW/SW partitioning problem. One publication [4] in this field describes load balancing on a platform consisting of a microprocessor and reconfigurable HW, but without an extension for networked systems.
Problem Definition
There are two possible scenarios where a (re)partitioning of processes in a reconfigurable network becomes important or even necessary: The first is the possible failure of a computational node at a certain time. The second is for optimality reasons in case of changes of the computational demands of the running application due to either finishing tasks or yet unknown arriving tasks.
The HW/SW partitioning problem is defined as an assignment of each task to a resource as well as an indication whether the task is implemented in HW or SW. Here, we propose a distributed algorithm which solves this problem at runtime, leading to an online HW/SW partitioning problem. In the following, we will call the set of active resources at time t the allocation α(t) and the assignment of tasks to resources the binding β(t). Our approach to online HW/SW partitioning tries to find a * Supported in part by the German Science Foundation (DFG) under contract TE 163/10-1, SPP 1148 (Rekonfigurierbare Rechensysteme) binding that optimizes the current binding β(t) with respect to the following objectives:
1. load balance in the network: With this objective to be minimized, the load in the network is balanced between the nodes, whereas HW-and SW-tasks are treated separately: 2. hardware/software load balance: The load between the HW-and SW-resources has to be balanced, i.e., we minimize
minimization of total load:
To avoid unnecessary high computational load in the network, we minimize
With these objectives, our online HW/SW-partitioning algorithm will then create most likely task assignments that enable a good load reserve on each active node which is important for achieving fast repair times in case of unknown future node failures. In this paper, we assume constant workload demands on each node, i.e., w S (p) = w S i (p)∀i = 1..|N | for a given process p. The SW workload w S i (p) on node n i of process p is the fraction of execution time to its period and the HW workload w H i (p) is defined as the fraction of required area and maximal available area, resp. configurable logic elements in case of FPGA implementations.
Online Hardware/Software Partitioning
In figure 1 we present our methodology for handling unexpected events. The goal of the fast repair phase is to reestablish the functionality of the network. This part is not covered in this paper. The second phase, the online HW/SW partitioning tries to find an optimal binding of processes to nodes so to optimize the above three objectives. This is achieved by an online HW/SW partitioning strategy consisting of a load balancing and a bi-partitioning phase. While the load balancing step tries to find good solutions with respect to the first objective, the local bi-partitioning tries to optimize the second and third objective. Note that this partitioning will run in a distributed and decentralized manner in the network for reasons of fault tolerance.
Load Balancing
For the load balancing, we apply a diffusion based algorithm which moves load entities along the links in the network to other nodes. Characteristic to a diffusion-based algorithm, introduced first by Cybenko [3] , is that iteratively, each node is allowed to move any size of load to each of its neighbors. Communication is only allowed along edges in the network. Although diffusion algorithms have received a considerable amount of attention throughout the last couple of years, see, e.g., [1] , they have two negative characteristica: They work with real-valued portions of load and they have alternating behaviour. Therefore, we proposed a diffusion scheme that migrates only full tasks between nodes. For this discrete diffusion algorithm we have proven that it does not exceed optimality constraints concerning the amount of migrated tasks in the continuous case and we are able to show theoretically maximal deviations with respect to the quality of the load balance, cf. [2] .
Local Bi-Partitioning
The bi-partitioning algorithm first determines the load ratio between a HW and a SW implementation for each process: w H (p i )/w S (p i ). According to this ratio, the algorithm selects one task and implements it either in HW or SW. Due to such a local strategy, we can guarantee that the total load will be minimized, but to reach an optimal HW/SW balance, we calculate the total SW load and the total HW load on each node. If the total HW load is less than the total SW load, the algorithm selects a task which will be implemented in HW, and the other way round. Due to these competing objectives, tasks with a ratio larger than one can be assigned to hardware and tasks with a ratio less than one are assigned to software. In order to undo this suboptimal task assignment, we migrate these tasks at first in the diffusion step. The run time complexity of this algorithm is O(|P j |log 2 (|P i | + |P j |)), where |P i | is the number of processes bound onto node n i and |P j | is the number of new processes on the same node.
Experimental Evaluation
In the following evaluation, we are comparing the results obtained with our distributed approach with the results of a methodology which is based on an Evolutionary Algorithm In the first experiment, we are starting from a network which is in an optimal state, such that all tasks are implemented optimally according to all objectives. Now, we assume that new SW-tasks arrive on one node. Starting from this state, Figure 2a) shows how the algorithm performs for different load values. In the second experiment, the initial binding of tasks and load sizes were determined randomly. For this case, which is comparable to an initialization phase of a network, we generated process sets with 10 to 1000 processes, see Figure 2b ). In this figure, we can clearly see that the algorithm improves the distribution of tasks already with the first iteration leading to the best improvement. Note that Figure 2 presents the distance after each bi-partition and diffusion step. We can see in Figure 2 that the failure of one node causes a high normalized error. Interestingly, the algorithm finds global optima but due to local information our online algorithm cannot decide when it finds a global optimum.
