Grid cells in rat medial entorhinal cortex are widely thought to play a major role in spatial behavior. However, the exact computational role of the population of grid cells is not known. Here we provide a descriptive model, which nonetheless considers biologically feasible mechanisms, 
| INTRODUCTION
Response characteristics of grid cells in medial entorhinal cortex (MEC) with respect to spatial cognition, and their relationship to hippocampal place cells, have been extensively studied. However, the computational role of grid cells individually and as a population is still under debate.
Here we consider how the population of grid cells might be viewed as a set of Fourier basis functions. The idea is compelling because our understanding of the computational roles of grid cells could then benefit from the powerful mathematical properties of the Fourier transform (FT), but as we elaborate, the analogy to Fourier Transform needs some modification. The idea has been proposed in various forms, that grid cells may function as Fourier components (periodic functions) and whose output at different spatial scales is combined, via synaptic inputs to the place cells, in weighted sums (linear combinations), producing place fields (Orchard, Yang, & Ji, 2013; Ormond & McNaughton, 2015; Solstad, Moser, & Einevoll, 2006) . Blair, Welday, and Zhang (2007) hypothesized that MEC grid cells in the dorsal area are Moiré grids formed by the interference of much smaller grids. Oscillatory interference models produce a positional firing rate code based on a phase code at different angles like the 2D model extension for grid cells proposed by Burgess, Barry, and O'Keefe (2007) and Burgess (2008) . Blair, Gupta, and Zhang (2008) suggested a three-stage oscillatory interference model to convert phasecoded position signals into grid and place cell responses, as rate-coded position signals. Solstad et al. (2006) showed that grid-cell activity can be modeled in the spatial domain as a sum-of-three cosine functions. Later, Orchard et al. (2013) extended this to the frequency domain in polar coordinates, were each cosine function can be viewed as a wave front formed from two-dimensional Fourier basis functions, similarly to each traveling wave at a particular heading angle described by Hasselmo and Brandon (2012) and Hasselmo and Shay (2014) . Orchard et al. (2013) further proposed that the connection strengths that project to an individual grid cell constitute individual Fourier coefficients, which are then mapped to the spatial domain by that grid cell by computing an inverse FT. Since grid cells show a variety of scales and orientations, in accordance with this view (Orchard et al., 2013) , it follows that grid cells as a population may comprise a discrete basis set of Fourier functions-which in two dimensions means that such functions, when linearly combined, can reconstruct any two-dimensional discrete function, that is, spatial pattern. However, some properties of grid cells, such as non-linear sampling of frequencies and a limited number of observed orientations (Stensola et al., 2012) impose constraints on the available set of these Fourier basis functions.
Following Orchard et al. (2013) , we present a descriptive model of how the population of grid cells might represent an inverse FT of a discretely sampled signal. Departing from Orchard et al.'s formulation in polar coordinates, our model differs in that it is grounded in Fourier theory on hexagonal coordinates. Hexagonal coordinates fit more naturally with the periodic hexagonal place-invariant nature of grid cells observed experimentally (Hafting, Fyhn, Molden, Moser, & Moser, 2005) , and naturally incorporate hexagonal sampling, which we explain might be a key property for using fewer grid cells to represent a given signal. We impose known properties of the grid-cell population into the parameters and we consider biophysically plausible mechanisms, approximating a mechanistic account of the model. In particular, we consider how grid cells may deal with complex arithmetic computations in a simple way, based on phase shifts. We show how variations in the model parameter values can result in a variety of phenomena such as grid-field scaling and less regular non-isotropic grid fields, and explain how some redundancy in the Fourier basis functions that compose a grid cell is likely the case. We provide a mathematical proof that an isotropic grid field generated in our hexagonal Fourier model is equivalent to the sum-of-three cosine model of Solstad et al. (2006) ; thus, our model can be seen as a generalization of that model. Finally, we present model-experiments that suggest the grid-cell system might compute lossy compression of two-dimensional signals with naturalistic stimulus properties.
| METHODS
Here we describe the inverse Hexagonal Discrete Fourier Transform (HDFT; Mersereau, 1979) , then present in detail our proposal of how grid cells could implement such transform. For the grid cell model, we first explain its parameters and what constitutes the grid cell input, and then explain how they relate to known properties of grid cells and the MEC. We then explain how variations in these parameters can give rise to experimentally observed phenomena. A simple mechanism by which grid cells might support complex computations, inherent in a Fourier Transform, is presented next. Finally, in this section we present an interpretation of the computational role of the grid-cell system, namely lossy compression of signals with naturalistic-like properties, in the view of our model.
| Inverse hexagonal discrete Fourier transform
The Fourier transform is a mapping from the spatial domain to the frequency domain. Here we deal with 2D signals in both their spatial (x) and frequency (X) domain, where we denote variables in the spatial domain with lowercase and in the frequency domain with uppercase letters, and vectors in boldface. Mersereau's HDFT operates over a periodic hexagonal region of support ( Figure 1a) , with length R from the origin of the hexagon to any of its vertices. R can be seen as the radius of the circle that encloses this region. We denote the horizontal axis of this region at 0 as h 1 and the "vertical" axis at 120 as h 2 . The hexagonal region has periodic boundary conditions, just as in the standard rectangular 2D Fourier Transform. The region of support ( Figure 1a ) is effectively the area outlined by the blue perimeter. We focus on the inverse HDFT, the mapping from the frequency domain FIGURE 1 Illustration of the hexagonal coordinate system (a) and six frequency domain points corresponding to a single grid cell (b). h 1 is the horizontal hexagonal axis and h 2 is the "vertical" hexagonal axis. Each indicated coordinate is at the center of its hexagonal segment and there is R distance from (0, 0) to (−3, 0) in this example. A specific non-white color for more than one hexagonal element on the boundary denotes the same element, expressing the periodic hexagonal boundary conditions. Hence, only the elements delimited by the blue perimeter are needed.
(b) Six frequency points whose coordinates correspond to the coordinates of the points k
(set of Equations 9) plotted in hexagonal coordinates. ω indicates the frequency [Color figure can be viewed at wileyonlinelibrary.com] to the spatial domain, since (e.g., Orchard et al., 2013) this is the operation that grid cells seem to compute. The inverse HDFT, x r1,r2 , at the two-dimensional spatial point (r 1 , r 2 ) of X, is (Mersereau, 1979 ):
over the hexagonal region of support in the frequency domain, Ω f , where Ω s denotes the spatial domain, and
The u and v terms differ from the standard DFT due to the hexagonal coordinates. It can be appreciated in the u term that the hexagonal coordinates are linearly dependent. This makes the design of fast algorithms more complicated, but Mersereau (1979) provided an algorithm we used for our simulations (code publicly available at https:// github.com/ulisesrdom/GRIDCELL).
Slightly departing from Mersereau (1979) , we shift the origin to the center of the hexagonal region of support, defining the spatial domain, Ω s = {(r 1 , r 2 )| 0 ≤ r 1 < 2R and − R ≤ r 2 < R and − R ≤ r 1 − r 2 < R}. The frequency domain, Ω f , is defined similarly, that is, switching r 1 and r 2 with k 1 and k 2 , respectively, in the definition of Ω s .
Each point in hexagonal coordinates corresponds to exactly one point in rectangular coordinates. To map from rectangular to hexagonal coordinates, similarly to Snyder, Qi, and Sander (1999) , but changing the contribution of n 2 onto r 1 from negative to positive due to the orientation of the hexagonal axes we use:
where, n 1 and n 2 correspond to the horizontal and vertical rectangular coordinates, respectively. Since n 1 and n 2 span the real plane R 2 and each pair (n 1 , n 2 ) has a unique correspondence with a pair (r 1 , r 2 ), then r 1 and r 2 also span R 2 ; for a proof, see (Snyder et al., 1999) , but changing the sign from negative to positive in the contribution of n 2 onto r 1 . This implies that points in the hexagonal frequency domain can be used similarly to points in the rectangular frequency domain to build any two-dimensional function in the discrete spatial domain by using an inverse HDFT. Each point in the hexagonal frequency domain can be seen as a Kronecker delta function-a function with value equal to one at that particular frequency point and zero everywhere else-with some scale value (amplitude) that indicates the amount that such particular frequency is present in the two-dimensional spatial signal. The entirety of these scaled Kronecker delta functions in the frequency domain form a complete Fourier basis set to build any two-dimensional discrete function.
| Grid cell model
We do not, here, consider the temporal dynamics of grid cells, but rather model the average firing rate of each grid cell as an inverse hexagonal Fourier transform of six frequency components. However, in the future, our model could be extended to simulate temporal dynamics, for which at least oscillatory frequency or firing rate due to running speed as found by Jeewajee, Barry, O'Keefe, and Burgess (2008);
Hinman, Brandon, Climer, Chapman, and Hasselmo (2016) would likely play a role in the model parameters. The average firing rate of each grid cell at point (r 1 , r 2 ) 2 Ω s is:
where
and
The parameters for Equations 4-6 are as follow: 
where, k
in vector notation and Qhex θ is a rotation matrix in hexagonal coordinates at (counterclockwise) angle θ, defined:
A k1, k2 : The amplitude A k1,k2 , an input to the grid cell, represents how much of the 2D spatial frequency at point (k 1 , k 2 ) is present in the signal or combination of signals being transmitted to the MEC, coding a frequency-domain representation. We hypothesize that grid cells have at least six such amplitude inputs at selected points (described later). If A k1,k2 is the highest amplitude of the frequencies of the grid cell, it also represents the maximum firing rate (no units) a grid cell may have at a particular context in an environment, that is, the highest responses out of the peaks of a grid field. Pérez-Escobar, Kornienko, Latuske, Kohler, and Allen (2016) showed that the firing rates of 50% of the neurons they recorded in the MEC discriminate different nonmetric visual landmarks in an otherwise unchanged environment, providing evidence that our hypothesized frequency amplitude inputs are affected by visual stimuli. We suggest that the firing rate of each grid cell does not represent this directly, but a sum of these frequency amplitude inputs, weighted by complex exponentials-an inverse FT.
R:
The region of support coded by the grid cell in a given environment has a size R, which must be estimated. We suggest R depends on hypothesized cells that signal a distance measure to a prominent visual landmark in the environment, and that border cells may help in estimating this distance measure. The context may change for the rat even within the same environment by moving to a different sub-area with distinct prominent landmarks.
(α, β): The 2D phase parameter (α, β) sets the location of each peak in a grid field, relative to a reference location. The phase (α, β) of neighboring grid cells differs (Hafting et al., 2005) , even within grid modules (Stensola et al., 2012) , so this is the parameter that varies the most across grid cells. In addition, the statistics captured by phase information contain the majority of the information used to discriminate natural scenes (McCotter, Gosselin, Sowden, & Schyns, 2005) .
Hence it is feasible for a great variety of features from natural scenes in the environment to be represented in the MEC.
We suggest that environmental features perceived by the rat are represented in a distributed way through the frequency domain amplitudes A k1,k2 , each multiplied by a certain phase shift (see Equation 6 ).
A phase shift is just a multiplication by a cosine on the real part of the signal, and multiplication by that same cosine shifted by π/2 radians on the imaginary part. Hence, this input might already be represented in the frequency domain once in MEC (Kato & Caplan, 2017, and see Caplan, 2011) .
: These frequency coordinate points set the scale for each peak in a grid field in the spatial domain. The frequency (inverse of scale) progression between grid modules in MEC was found to be approximately ffiffiffi 2 p as modules go from ventral to dorsal MEC (Stensola et al., 2012 hence we consider six instead of three frequency points. Figure 3 illustrates how six, instead of three, frequency inputs resembles more real grid fields when the input is noisy.
The following is an example of such frequency coordinate points at 0 , with exactly 60 separation between them and isotropic frequency ω:
| Complex computations
If we focus on only one of the six terms in the summation on the right-hand side of Equation 4, fixing j, by applying Equation 6 and further assuming that θ is fixed, and using sin(x) = cos(x − π/2), we arrive at the following equation (more detail in Supporting Information Materials): 
In Equation 10 we can see the hypothesized inputs for each term in a grid cell computation. The cosines that take the argument u + v serve as basis functions to represent the frequency domain signal in the spatial domain. The cosines that take the argument q, together with the amplitude value A k1, k2 , carry the phase and amplitude information, respectively, of the signal being represented in MEC. Grid × head direction cells may be good candidates for the cosine basis functions (the ones that take the argument u + v), since they also unfold over 2D space but form 1D periodic patterns. On the other hand, phase and frequency information may be carried by hypothesized cells whose firing strength depends on both A k1, k2 and a corresponding phase shift, naturally included in the stimuli or combination of stimuli being coded in MEC. Because the spatial-domain signal was presumably real-valued, the imaginary part in the right-hand side of Equation 10 is zero (Brigham, 1988) or approximately zero due to the presence of noise. For the remaining real part, the input consists of two frequency cells coding a real and an imaginary value, each corresponding to a cosine taking the argument q times A k1,k2 in Equation 10, and another two basis cosine cells coding a real and an imaginary value (grid × head direction cells), each corresponding to a cosine taking the argument u + v. The only difference between each realimaginary pair of frequency cells is that they have a phase difference of π/2, and this is also the case between the real-imaginary pair of basis cosine cells. Further, only excitatory connections are needed to output the real part. Thus, we suggest that complex-valued computations can be carried out in the MEC with such simple mechanisms.
| Lossy compression
In signal processing, lossy compression refers to a compression algorithm that loses information from the original signal in the process, with the advantage that it yields a much higher compression ratio than that of lossless compression (Li & Drew, 2004 To quantify similarity, the mean correlation was computed between the original hexagonally sampled images and the filtered images. The same approach was taken with the LS filter, sampling frequency linearly.
3 | RESULTS 3.1.2 | Lossy compression and exponential frequency sampling of stimuli Figure 4 shows an example image treated as the visual contextual input, and the result of compression, that is, a kind of down-sampling, by applying two filters: ES and LS. For all of the cases tested (for each base), filtering with exponential frequency sampling yields higher similarity (mean correlation) with the original natural image (Figure 5a ).
| Grid cell model
This occurs due to less distortion of the filtered image with respect to the original image. In particular, when the base of the ES filter is ffiffiffi 2 p , the obtained mean correlation is the highest among the bases we considered. In Figure 4 , hexagonal artifacts can also be seen more when using the LS than when using the ES filter.
Since the power spectrum of natural images is autocorrelated (Field, 1987) , also called colored noise, where power drops with increasing frequency, we repeated the filtering simulations with 10 uniform white noise (equal power at all frequencies) images in grayscale for the same variety of exponential bases and bandwidths. Unlike with natural images, Figure 5b shows that the filters all perform similarly. Similarity is lower in all cases compared with natural images (Figure 5a ). This suggests the grid-cell system, and in particular, exponential frequency-sampling, may be optimized for the statistical properties of naturalistic stimuli.
| Comparison with the Solstad et al. (2006) model
A popular approach to modeling grid fields is with the sum-of-three cosine waves, 60 apart, introduced by Solstad et al. (2006) . In the Supporting
Information Material, we show that this model is a special case within the hexagonal Fourier model. We present a proof that Equation 4 is functionally the same as the sum-of-three two-dimensional cosine functions proposed by Solstad et al. (2006) in the case of an isotropic grid field.
| DISCUSSION
We proposed a descriptive model for the activity of the grid cell population, grounded on Fourier theory adapted to hexagonal coordinates.
We explicitly related our model parameters to either known properties experimentally found in the MEC or with biologically feasible mechanisms and inputs, bringing the model close to a mechanistic account, although we stopped short of explicitly considering simulation of neuronal mechanisms for the generation of grid cell activity.
Grid cells compute an inverse Fourier transform of environmental features, taking as input a frequency-domain representation in the MEC of the current context where a rat is located.
An advantage of hexagonal coordinates is that they naturally fit with hexagonal sampling, which is known to require 13.4% fewer samples than rectangular sampling for signals band-limited over a circular region of the frequency plane (Mersereau, 1979) and is, in this way, optimal. They also resemble the periodic hexagonal nature of grid fields. Hexagonal sampling suggests the grid cell system may be optimized to sample the explored space efficiently while minimizing the number of cells required.
For a single grid cell, our model has the parameters of orientation, amplitude, size of the region of support, phase and frequency coordinates, which can all be manipulated directly in the frequency domain and compared with the results in the spatial domain (Figures 2-4 ). This comparison between grid cell's input in the frequency domain and their output in the spatial domain is also useful for understanding place field remapping, as we exemplified in the Supporting Information Materials.
We argued that orientation might be incorporated through grid × (2015), while still using a Fourier mechanism to account for these distortions, in contrast to Stachenfeld, Botvinick, and Gershman (2017) .
Only three fundamental frequency coordinates are needed to generate perfectly hexagonal isotropic grid fields. However, redundancy in those fundamental frequency coordinates is likely the case within a grid cell for more robustness to noise or errors in the input signals. With the minimum amount of redundancy for each fundamental frequency coordinate, six such coordinates, better resembled experimentally observed grid fields in the presence of noise (Figure 3 ). We showed that using only three frequency coordinates separated by 60 is a particular case within our model and actually corresponds to the popular sum-of-three cosine model (Solstad et al., 2006) . To the best of our knowledge, this is the first proof of this equivalence. Moreover, this shows that our model sing. This is supported by recent evidence that non-spatial contextual stimuli also modify grid-cell activity (Marozzi, Ginzberg, Alenda, & Jeffery, 2015; Pérez-Escobar et al., 2016) . As suggested by Pérez-Escobar et al. (2016) and Marozzi et al. (2015) , input to grid cells is not only spatial, since visual stimuli affect the phases, but also to some degree the firing rate, of grid cells, and olfactory stimuli affect the phases. We hypothesize that more general non-spatial contextual information may also serve as input to the grid cells, possibly as a step in episodic memory formation (Caplan, 2011) . 
