Studies of memory T cell differentiation are hampered by a lack of quantitative models to test hypotheses in silico before in vivo experimentation. We created a stochastic computer model of CD4 ؉ memory T cell generation that can simulate and track 10 1 -10 8 individual lymphocytes over time. Parameters for the model were derived from experimental data using naive human CD4 ؉ T cells stimulated in vitro. Using discrete event computer simulation, we identified two key variables that heavily influence effector burst size and the persistent memory pool size: the cell cycle dependent probability of apoptosis, and the postactivation mitosis at which memory T cells emerge. Multiple simulations were performed and varying critical parameters permitted estimates of how sensitive the model was to changes in all of the model parameters. We then compared two hypotheses of CD4 ؉ memory T cell generation: maturation from activated naive to effector to memory cells (model I) vs direct progression from activated naive to memory cells (model II). We find that direct progression of naive to memory T cells does not explain published measurements of the memory cell mass unless postactivation expansion of the memory cell cohort occurs. We conclude that current models suggesting direct progression of activated naive cells to the persistent memory phenotype (model II) do not account for the experimentally measured size of the postactivation CD4 ؉ , Ag-specific, memory T cell cohort.
individual lymphocytes over time. Parameters for the model were derived from experimental data using naive human CD4
؉ T cells stimulated in vitro. Using discrete event computer simulation, we identified two key variables that heavily influence effector burst size and the persistent memory pool size: the cell cycle dependent probability of apoptosis, and the postactivation mitosis at which memory T cells emerge. Multiple simulations were performed and varying critical parameters permitted estimates of how sensitive the model was to changes in all of the model parameters. We then compared two hypotheses of CD4 ؉ memory T cell generation: maturation from activated naive to effector to memory cells (model I) vs direct progression from activated naive to memory cells (model II). We find that direct progression of naive to memory T cells does not explain published measurements of the memory cell mass unless postactivation expansion of the memory cell cohort occurs. We conclude that current models suggesting direct progression of activated naive cells to the persistent memory phenotype (model II Q uantitative models of cellular immune responses have permitted investigators to create experimentally testable hypotheses, which have often been counterintuitive, concerning fundamental lymphocyte processes (1) . Such models have been used to predict B cell and TCR gene rearrangements (2) , T cell population kinetics (3) (4) (5) , the kinetics of HIV infection in CD4 ϩ T cell populations (6) , and to compare hypotheses regarding B cell Ag receptor complex allelic exclusion (7) . A significant drawback to many mathematical models of the immune system is that they do not treat individual cells as the fundamental unit of decision making (8) , but rather rely on equations that reflect population behavior. Such approaches do not provide information about the behavior or possible molecular mechanisms behind the actions of individual lymphocytes.
To explore the kinetics of CD4 ϩ memory T cell emergence, we created a discrete event, stochastic computer model of immune activation. One advantage of discrete event modeling (DEM) 3 is that it may be used to track the properties of each individual "virtual lymphocyte" over time, a technique that is closer to the actual biology of memory T cell generation and can provide data similar to that derived from in vivo and in vitro experiments (9) . This type of model uses random variation of key variables within predefined ranges and statistical distributions to explore the behavior of complex systems that are not easily studied using strict mathematical models (9) .
Using DEM, we were able to simulate and track 10 1 -10 8 individual CD4 ϩ lymphocytes from activation to memory cell emergence. T cell activation sets into motion two processes: the rapid expansion and subsequent contraction of a responder pool and the generation of a persistent memory cell pool. What is striking about this phenomenon is that the absolute number of T cells remains invariant, despite transient bursts of responder cell proliferation (10) . Indeed, large fluctuations indicate serious defects in proliferation, apoptosis, or other regulatory pathways (11) . How does such tight regulation of the overall T cell mass occur? One possibility is that the immune system can sense the total T cell mass, and adjust proliferation and mitotic rates accordingly. Although such centralized planning may occur in the general sense, as in homeostatic proliferation (12) , limiting the naive T cell mass (13, 14) , and maintenance of CD8 ϩ memory cells (15) , it is improbable that individual CD4
ϩ Ag-specific responses are controlled this way (16) . The generation of persistent and specific T cell memory does not appear to be limited by global regulatory factors, but rather by decisions made by individual activated T cells and the escape of individual memory cells from apoptosis (17, 18) .
Currently there are two major models for emergence of memory T cells, as elegantly explicated by Farber (19) , with experimental data to support either model. Model I proposes that T cells progress from a naive state, become activated, and although most subsequently apoptose, a subset survive to become memory cells (20) . In contrast, model II proposes that memory T cells are generated directly from the naive state, without traversing the effector state (17, 21, 22) . In this report, we use discrete event simulation to compare these two hypotheses and their implications.
Materials and Methods

Computer modeling and statistical analysis
Computer modeling was performed using Extend (Version 5.04; Imagine That, San Jose, CA) Simulation Suite run on a Dell Optiplex GX400 computer (1.3 MHz, 386 MB RAM) under a Windows 2000 (Microsoft, Redmond WA) operating system. The simulation algorithm for this model is an iterative, branched and looped Markov chain implemented in a discrete event, time-based simulation environment. Extend uses a message-based architecture with an array data structure to track the 10 2 -10 8 simulation items (lymphocytes) traveling through the model. Each virtual lymphocyte traverses a "flow chart" that is programmed via a graphical interface. At each stage the lymphocytes may have an action occur (divide, rest, change
Isolation of human lymphocytes
Human lymphocytes were isolated by Ficoll density gradient centrifugation from the peripheral blood of healthy volunteers. CD4
ϩ and CD8 ϩ responder cells were purified by negative selection using Ab-coupled (antihuman CD8, CD11b, CD16, CD19, CD36, and CD56) magnetic bead selection (Miltenyi Biotec, Auburn, CA). Isolated T cell subsets were verified to be 99% pure by flow cytometric analysis, and unactivated (data not shown). Cells were cultured at a density of 10 5 cells per 200-l well in 96-well plates with DMEM supplemented with 10% heat-inactivated human AB serum, and 100 U/ml penicillin/streptomycin at 37°C in 100% humidity and 5% CO 2 .
Cell cycle analysis
Cell cycle analysis was performed by CDFSE staining. Aliquots of 10 7
CD4
ϩ lymphocytes were incubated with 10 m CDFSE (Molecular Probes) at room temperature for 8 min, followed by quenching with type Ab Rh Ϫ human serum. Cells were washed and then cultured with 20 U/ml recombinant human IL-2 in wells that had been precoated for 1 h at room temperature with anti-CD3 (10 g/ml) and anti-CD28 (10 g/ml). At predetermined time points, viable cells were distinguished by exclusion of the fluorescent dye TOPRO-3 (Molecular Probes). Staining was analyzed by flow cytometry on a FACSCaliber dual laser cytometer (BD Biosciences, San Jose, CA) using CellQuest (BD Biosciences), WinMidi (Scripps, LaHoya, CA), and Cytomation software (Summit).
Results
The model
Each stochastic, discrete event simulation of CD4 ϩ memory T cell generation begins with an initial number of "virtual" naive CD4 ϩ lymphocytes subject to an activation stimulus (Fig. 1) . The events that follow are simulated for up to 400 h. 4 Each cell undergoes mitosis or apoptosis and has phenotypic markers that reflect its internal state (naive, activated, memory, anergic, or apoptotic).
The discrete event simulation is composed of several modules that correspond to the state transitions that a virtual lymphocyte undergoes: activation, commitment, mitosis, apoptosis, and persistent memory cells (Fig. 1) . For all simulations, cells continue dividing until apoptosis or the transition to the persistent memory cell state occurs. For naive (Fig. 2a) and memory cells (Fig. 2b) , the probability of apoptosis (P adeath ) increases with the number of prior mitoses the cell has undergone, as specified by an experimentally derived stochastic curve. For model I, maturation into a persistent memory cell occurs after a threshold of five prior mitoses (Fig. 2c) . The time to complete cycling from G 0 through M is assigned to each cell before each mitotic event using an experimentally derived Gaussian distribution (Fig. 3, d-f) . To compare sequential (model I) and direct (model II) memory cell progression, an alternative pathway was added to the model in which activated cells differentiate directly into memory cells and enter a persistent state (Fig. 1) . In the following sections, we briefly review the derivation of critical data and assumptions used in the simulations, which are summarized in Table I .
T cell activation and commitment
We used data from several investigators indicating that 80 -95% of murine CD4
ϩ lymphocytes activated with anti-CD3 in the presence of CD28 ligation, will up-regulate the IL-2R ␣-chain (activated dividing and activated quiescent subsets in the simulation), but only 60 -80% undergo mitosis (5, 25, 26) . We confirmed these data in human lymphocytes by activating naive CD4 ϩ T cells with solid phase anti-CD3, anti-CD28, and soluble IL-2 (20 U/ml), finding that 94 Ϯ 4.2% of cells up-regulated CD25
ϩ at 25 h postactivation, but only 61 Ϯ 7.1% subsequently entered into mitosis (data not shown). Thus, virtual lymphocytes in our simulation had a 95% chance of activation, and of those activated, 60% proliferated (activated-proliferating) and 40% did not (activated-anergic). We recognize that other variables, such as TCR signal strength (27) , costimulation (5, 28), IL-2R signal strength (5), and preassembly of the CD3-TCR complex (29) affect activation frequencies, but chose this simplification as a starting point for simulations.
Activation delay period
We defined the activation delay as the lag time between TCR ligation with costimulation and completion of mitosis (Fig. 4a) . Once TCR ligation occurs in the presence of the appropriate costimulatory signals, there is a delay of 48 -72 h until the first mitosis occurs (25, 26, 30) . Elegant studies by Iezzi et al. (31) have shown that for strong antigenic stimulation naive T cells require at least 14 h of Ag exposure for commitment to a robust proliferative response. Experiments with CDFSE-labeled murine T cells exposed to Ag indicate that the total delay (activation through completion of mitosis) is ϳ45-52 h under conditions of maximum costimulation with IL-2 supplementation (5, 32, 33). Progression from G 0 to S likely occurs 10 -15 h before this time (34) .
Several factors are known to modulate the activation delay. Different CD4
ϩ clonotypes exhibit heterogeneity with respect to triggering thresholds, largely as a function of TCR Ag affinity, Ag dose, and the presence of costimulatory signals (28) . IL-2 increases the proportion of activated T cells progressing from G 0 to S phase, as does CD28 ligation (32) (33) (34) . Although these factors are important for determining the magnitude of the responding CD4 ϩ T cell mass, our model has simplified this event to a single activation probability distribution reflecting this heterogeneity.
We measured the activation delay at maximal TCR stimulation and costimulation for naive human CD4 ϩ T cells activated with anti-CD3, anti-CD28, and IL-2 using two different methods: 1) breakpoint regression analysis of the mitotic index, and 2) Gaussian curve fitting as described by Gett and Hodgekin (5).
For breakpoint regression analysis, cells were stained with CDFSE and a mitotic index calculated (Fig. 3a) . The mitotic index was defined as: We also measured the activation delay by the method of Gett and Hodgekin (see Fig. 3 
, d-f) (5). CDFSE-labeled CD4
ϩ T cells were sampled at various times after activation with anti-CD3 and anti-CD28 (Fig. 3d) , yielding an activation delay time of 43.9 Ϯ 15.4 h. These data are similar to those obtained by Gett and Hodgekin (5) using anti-CD3-activated CDFSE-labeled naive CD4
ϩ murine lymphocytes and a Gaussian curve fitting regression analysis. We used these values for our simulation.
Time for completion of mitosis
The time for T cells to complete a cycle of mitosis has been estimated by various investigators from ϳ6 h using linear regression (36) and modeling with delay differential equations (37, 38) , to up to 15.1 h using Gaussian fitting algorithm for CDFSE data and regression analysis (5). We measured mitosis time in naive human CD4 ϩ T cells activated with anti-CD3 and anti-CD28, in the presence of IL-2 by the method of Gett and Hodgekin (5) (Fig. 3e) . The mean time to complete a cell division in this system was 12.4 Ϯ 0.97 h, and could be modeled by either a Gaussian or log-normal curve.
Postactivation apoptosis
The magnitude of a T cell response to Ag is a balance between activation induced proliferation and apoptosis. After activation, CD4 T cells are protected at varying levels from Fas/APO1 or IL-2 withdrawal-mediated apoptosis for 6 -12 division cycles (34) , with memory cells having a stronger inhibition (39, 40) . We derived the probability of undergoing mitosis vs apoptosis at each mitotic level. CD4 ϩ T cells were labeled with CDFSE and activated with plate-bound anti-CD3 (10 g/ml) and anti-CD28 (10 g/ml) in the presence of 2.5 U/ml recombinant human IL-2 (26) . Cells were labeled with TOPRO-3 at various time points and analyzed by T cell undergoing an activation stimulus, and stochastically responding as an unactivated, activated nondividing (anergic), or activated dividing (effector) cell. In model I, indirect progression to the memory phenotype, memory cells arise only after progressing through several mitoses in the effector state. In model II, direct progression to memory cell status, persistent memory CD4 ϩ T cells arise directly after activation, without undergoing mitosis.
FIGURE 2. Stochastic probability distributions for apoptosis and memory cell transitions. The probability of apoptosis was specified for each postapoptotic mitotic cycle for naive CD4 ϩ T cells (a), persistent memory cells (b), and the transition from naive to memory cell (c). Each plot shows the probability of apoptosis at the specified mitotic level () and the cumulative probability of apoptosis for a cell progressing through successive mitoses (Ⅺ).
FACS. At 96 h, seven to nine mitotic peaks were present in most samples.
We then derived a formula to calculate the probability of a cell undergoing apoptosis after undergoing x rounds of mitosis from FACS measurements. Assume that a set of lymphocytes is labeled with CDFSE, allowed to divide, stained with TOPRO-3 to identify dead cells, and then analyzed by FACS (Fig. 3a) . The number of cells having undergone i successive divisions can be enumerated by the CDFSE gating, such that for mitotic level i selected by gating, ␣ i ϭ the number of TOPRO-3 negative (live) cells and ␦ i ϭ the number of TOPRO-3-positive (dead) cells. A simple calculation of the percentage of dead cells at mitosis x is:
However, this first approximation neglects cells that were alive at mitosis x and have gone on to further divisions to be either alive (␣ Ͼx ) or dead (␦ Ͼx ). The precursors of these cells need to be counted in the denominator. The number of precursors giving rise to cells after mitosis x is calculated by:
in which m is the maximum number of mitoses that can be observed in the FACS data. Factoring these precursors into Equation 1 gives:
Equation 3 was used to calculate the individual probabilities for cell death at each mitotic level from three independent experiments. Probabilities for mitoses 10 -15 were extrapolated by fitting the curve to a sigmoid distribution. The combined measured and ϩ T cells was determined by CDFSE and TOPRO-3 staining based on gating shown in a by the formula as found in Results, in which m is the maximum number of mitoses that can be discerned in the CDFSE profile. The complete derivation of this formula is given in Results. The solid line shows the sigmoid curve fitted to the data (r ϭ 0.6713). Data points are for three independent experiments and error bars are mean Ϯ SD. e, The time to complete a mitosis and the time to the first G 0 -S transition were measured by the method of Gett and Hodgekin (5). At various time points (52, 70, 72, 80, 92 , 100, and 112 h) after activation, CDFSE curves were fitted to log-normal Gaussian curves (gray histogram) to determine the proportion of cells in each division, which were then divided by 2 i (where i is the mitosis number) and normalized to give a total of 100%. f, Values for one or more divisions were fitted to a Gaussian curve to give the mean () and SD (). g, The mean mitosis () was plotted vs time after activation. Least-squares linear regression was used to derive the slope of the line, the inverse of which gave the mean time for cell division (t div ) of 12.4 Ϯ 0.97 h. The mean activation delay time was calculated as the x-intercept (mitosis ϭ 0; 56.3 h) minus the mean cell division time, yielding 43.9 h (SD of t div ϭ 15.4 h) which was comparable to that found with breakpoint analysis in b.
extrapolated values were used in the model for the probability of death vs mitosis for activated cells (Fig. 3d) .
Commitment to persistent memory cell status
Emergence of the effector/memory phenotype begins with the first mitotic division after activation, when surface expression of CD44 and L-selectin are up-regulated, with CD45RB and CD69 being down-regulated (36) . By the 7th mitotic event, the majority of activated CD4 ϩ lymphocytes express the memory/effector phenotype (36) . Effector T cells develop the same surface phenotype as Ag-experienced memory lymphocytes, making it difficult to distinguish them by surface markers (21, 41) . Studies of TCR diversity suggest that the V␤ diversity of memory cells is equivalent to that seen in the starting pool of naive cells (42) , suggesting that persistent memory cells are stochastically selected from a naive precursor population (42, 43) . For our initial simulations, we assumed a threshold of five prior mitoses before a transition to memory/effector phenotype could occur (Fig. 2c) . The probability remained constant above the threshold, so that activated and dividing cells that survived nine mitotic cycles and apoptotic selections had an almost 100% chance of becoming persistent memory cells. Multiple simulations, described below, were then run varying the memory cell transition point to test how sensitive the simulation results were to this parameter.
Simulation results
Using the above parameters, we investigated the sensitivity of maximum memory/effector cell burst size to changes in the activation delay, division time, apoptosis vs mitosis probabilities, memory cell transition point, and the fraction of cells becoming memory cells. Fig. 4a shows a basic simulation. Scalability and stochastic behavior. One of the important properties of the model is that it is scalable in that the maximum memory cell burst size was 1.5 log units greater than the starting cell number over a 6 log range of starting cells. Fig. 4b demonstrates a series of simulations starting with 10 1 -10 7 initial lymphocytes plotting the number of activated and apoptotic cell numbers over time. The maximum memory cell burst size was 1.5 Ϯ 0.12 log units higher than the starting clone size, which is in agreement with reported data (44) . This scalability of the model results from the condition that state transitions are specified by probabilities and do not depend on the absolute numbers of cells present. For convenience, we performed simulations with 10 2 or 10 3 initial cells. To confirm the stochastic nature of the simulations, we "labeled" each starting cell in the simulation and then tracked all daughter cells and analyzed the fate maps of the starting precursor cells. These fate maps varied widely between simulations, as shown by three fate maps for cell number 1 from different simulation runs with identical starting conditions (Fig. 4c ) Sensitivity of memory cell burst size. One of the most useful aspects of this model is the ability to determine how sensitive memory/effector cell burst size is to alterations in fundamental parameters. We performed such a sensitivity analysis for each critical parameter by running triplicate simulations while changing a single parameter from the base model over the range of interest.
We first performed simulations to determine the sensitivity of the memory/effector cell burst size to changes in the time to complete a mitotic cycle, assuming that the cycle time did not vary with the number of mitoses that a cell had undergone (Fig. 5) . The maximum effector (Fig. 5a) and memory (Fig. 5b ) cell burst sizes, as well as the total T cell number (Fig. 5c) , did not change significantly with variations in cell division time. Similar results were obtained when the activation delay time was altered (data not shown). Alterations in mitosis and activation delay timing simply shifted the timing of maximum memory and effector cell burst sizes, but did not affect their magnitude. In contrast, shifting the apoptosis vs survival curve had a large effect on both memory/ effector cell burst size, as well as the total number of apoptotic cells for any simulation (Fig. 6, a and d) . Increasing the probability of apoptosis in early mitotic periods markedly reduced the maximum burst size and the total number of cells in the simulation. Surprisingly, although changing the mitotic level at which cells could transition to the persistent memory type (Fig. 6, b and e) or the percentage of cells that would undergo that transition (Fig. 6 , c and f) had only modest effects on memory cell burst size, these changes significantly altered the number of apoptotic cells. Shifting the mitosis number at which cells might transition to the memory phenotype to a later cycle markedly increased the percentage of cells undergoing apoptosis (Fig. 6e) . This was a direct consequence of fewer cells being removed from the actively proliferating pool at earlier mitoses. Similarly, increasing the percentage of cells eligible to become memory cells to 50% at mitosis 5 increased the persistent memory cohort (Fig. 6, c and f) . Beyond 50%, however, there was no effect.
Comparison of direct vs indirect memory cell generation
We next compared two competing hypotheses (Fig. 7) regarding the generation of persistent CD4 ϩ memory T cells: indirect emergence after progressing through an activated/effector state (model I) vs direct memory cell generation at the time of activation (model II). In model I, CD4
ϩ cells must participate in the effector burst for several mitotic cycles before they are selected to become persistent memory cells. This model is most consistent with experiments showing emergence of the memory/effector T cell phenotype after four to six mitoses (21, 36, 43, 45) . In contrast, model II postulates that activated T cells are selected to become persistent memory cells immediately after activation, and do not divide or participate in the effector burst (17, 46) . This model is supported by experiments showing that a subpopulation of activated T cells acquire the memory T cell phenotype without undergoing mitosis, and that virtually all cells undergo apoptosis after 6 -7 postactivation mitoses (17) . A The maximum number of apoptotic cells was extremely sensitive to changes in all three parameters, whereas the memory cell burst size was only sensitive to changes in the death curve. All simulations were performed with 10 3 initial naive virtual lymphocytes and mean time for mitosis stochastically determined by the distribution in Fig. 3b . SD was Ͻ5% for all simulations. key feature of both models is the extremely low mitotic rate of persistent memory cells, dividing every 7-21 days (13, 47) .
For simulations of both models, we assumed that the frequency of memory T cell mitoses was low, 40% of memory cells undergoing mitosis every ϳ60 h as specified by a log-normal distribution. We used the maximum memory cell burst size as an outcome measure (Fig. 2a) . For model I simulations (Fig. 7a) , transition to memory phenotype was stochastically determined only after cells had progressed through at least five postactivation mitoses (threshold level). For model II simulations (Fig. 7b) , the memory cell transition could occur before the first activation induced mitosis, and continue for a variable number of cycles.
In model I, sensitivity analysis revealed that changes in the mitotic cycle at which memory cell transition began had up to a 10-fold effect on memory cell burst size (Fig. 6, b and e) . Memory cell burst size increased with the transition rate from activated to memory cell phenotype (p m ), but increasing p m above 0.4 had no further effect (Fig. 6f) . In contrast, model II led to early sequestration of activated cells away from the rapidly dividing effector pool into the slowly dividing memory cell pool, and markedly decreased the memory cell burst size (Fig. 7b) . Indeed, maximum memory cell pool sizes were one to two orders of magnitude less than those seen with model II. If the memory cell decision was made during the period before the first mitosis and continuing up through the third round of mitoses, the resulting persistent memory cohort was still smaller than the starting pool of naive cells (Fig.  7b) . The only way to increase persistent memory cells in model II was to either increase the number of mitotic levels at which cells could still transition to the persistent memory phenotype, or to allow proliferation at the rate of effector cells for one to two mitotic cycles the memory transition had occurred.
Discussion
Using discrete event computer simulation, we have identified several key variables that heavily influence effector burst size and the persistent memory pool size. These simulations closely mimic the biology of lymphocyte activation and expansion, in which mitosis vs apoptosis decisions and division times are stochastically determined by individual cells. Using discrete-event stimulation, we are able to simulate 10 2 -10 8 individual lymphocytes with the underlying premise that no single simulated lymphocyte "knows" the status of any other lymphocyte in the simulation. The simulations results do not depend on global parameters, such as the total number of T cells present at any time. It is, therefore, entirely possible to simulate the kinetics of CD4 ϩ memory cell generation without invoking a global cytokine or other humoral factor that regulates the Ag-specific responder and memory T cell mass.
One might argue that our simulations were deterministic, as burst size outcomes showed small variability when the same initial conditions were used. This argument mistakes population outcomes for determinism. It is important to recognize that aggregate properties of complex systems may appear "determined" even if the behavior of all system elements is stochastic. One example of this is the relationship between Brownian motion of individual atoms and the aggregate outcome of temperature or pressure. Application of energy to a collection of molecules gives rise to predictable changes in the aggregate measures of temperature or pressure, although the spatial path of any individual atom is neither predictable nor reproducible. In our simulations, aggregate burst size was consistent between simulations but the fate any individual lymphocyte and its daughter cells was stochastic. ϩ T cells. The memory cell burst size and maximum number of apoptotic cells were measured for model I (a) and model II (b) of memory cell maturation. Arrows below the x-axes depict the range of mitotic levels at which activated dividing cells could begin the stochastic state change to persistent memory cells. Model I simulations had memory burst sizes that were 0.5-2.5 log greater than those in model II simulations at all levels. Simulations were performed in triplicate with 10 2 initial naive virtual lymphocytes and mean time for mitosis stochastically determined by the distribution in Fig. 3b . SD was Ͻ5% for all data points.
We found that two variables are of primary import in determining the CD4 ϩ T cell burst size: 1) the probability curve of postactivation apoptosis at each mitotic level, and 2) the mitotic level at which activated cells start and stop transitioning to the persistent memory cell pool. Other factors, such as the activation delay time and percentage of cells making the memory transition, appear to have less effect on burst size over a wide range of values. A shorter activation delay time is, however, likely to play a role in determining the rapidity of recall responses by memory cells. Several groups have reported that the time delay between activation and the first mitotic event is shorter for memory than naive T cells (32, 48, 49) . Indeed, memory T cells require 10-fold shorter exposure to Ag (1 h vs 10 -20 h for naive T cells) for commitment to maximal proliferation (31) , likely due to preassembly of the CD3 ϩ TCR complex in memory cells (29) . Future discrete event simulations may shed light on the kinetics of memory recall responses compared with that of naive CD4 ϩ cells. Our results suggest that direct memory cell emergence (model II) results in a substantially reduced memory cell pool and effector burst size, as compared with proliferation dependent memory cell emergence (model II). This finding poses some difficulties for hypotheses of direct memory cell generation (model II), as experimental results indicate the memory cell burst size is 1.5 log units greater than the initial number of naive cells, and that this number declines to 0.5-0.75 log units at 20 -60 days postactivation (44) . This observation is consistent with studies of telomere length indicating that, in adults, most persistent memory T cells have undergone 20 -40 mitoses (50) . Considered together, these data suggest that CD4 ϩ memory T cells may undergo several mitoses before entering a refractory period, or arise from both activatednaive and dividing effector cells. Clarification of this issue will require further in vivo or in vitro experiments.
One advantage of discrete event simulations is that we are able to estimate the absolute number of apoptotic cells arising from the CD4 ϩ T cell response. We found this to be informative, as in several circumstances the number of postactivation apoptotic cells varied tremendously despite minimal changes in the T cell burst size. Both in vivo and in vitro experiments are limited in their ability to measure apoptotic cell numbers over even modest periods of time. DEM techniques could be used in future experiments to estimate the post activation apoptotic cell mass for in vivo experimentation as in, for example, whole mouse CD4 ϩ cell tracking experiments (44) .
To yield useful results, computer simulations of biological processes require good estimates of input parameters, and sensitivity analysis to determine how parameter variations affect the simulation results. Critical parameters in our model included the mean, SD, and statistical distributions of the activation delay time, the time for lymphocyte division, and the death vs apoptosis curves. As others have noted, these parameters are difficult to estimate using current experimental methods (5) . In our model, we used TOPRO-3 labeling to estimate the proportion of cells dying at any mitotic level. This method may underestimate cell death after 72 h as dead cells in culture breakdown and may be excluded as subcellular debris by even liberal cytometry gating strategies. Further investigations should focus on more accurate methods of estimating these parameters.
Perhaps the most important aspect of this work is the use of sensitivity analysis to assess the relative importance of each parameter to the model outcomes measures. Such understanding may be more important than absolute values of results, identifying those parameters that require precise experimental data for the model to be valid, or are useful targets for altering outcomes. Although other authors have used computer based simulation to model immune events (3-5, 51, 52) , sensitivity analysis has not been a feature these studies.
Finally, our current simulation does not model in detail many key features of the immune response, including homeostatic proliferation, lymphocyte trafficking, the effects of recurrent Ag stimulation, the strength of TCR and IL-2R signaling, and the effects of regulatory T cells on responders. These models are, however, easily modified to incorporate detailed mechanisms on the individual cell level, and to add further levels of complexity. In the future, simulations modeling the specific molecular and global regulatory mechanisms that guide the behavior of individual lymphocytes may prove useful in testing quantitative hypotheses of lymphocyte responses. We hope that this type of simulation can be used as a heuristic for formulating hypotheses regarding complex interactions between multiple elements of the immune system in silico before in vivo experimentation.
