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OPTIMAL TRANSPORT WITH DISCRETE LONG RANGE MEAN
FIELD INTERACTIONS
JIAKUN LIU AND GRE´GOIRE LOEPER
Abstract. We study an optimal transport problem where, at some intermediate time,
the mass is accelerated by either an external force field, or self-interacting. We obtain
regularity of the velocity potential, intermediate density, and optimal transport map, under
conditions on the interaction potential that are related to the so-called Ma-Trudinger-Wang
condition from optimal transport [19].
1. Introduction
1.1. Motivations. The optimal transport problem goes back to a cost-minimisation prob-
lem in civil engineering proposed by Monge [21], later generalised to a class of optimisation
problems by Kantorovich [12, 13], with an elegant economic interpretation. Later, through
the contribution of Brenier [5], Benamou and Brenier [3], Frisch and co-authors [6, 10, 20],
the second author [17], and Lee and McCann [15], the connection between optimal transport
and classical mechanics has also appeared very naturally. Indeed, a natural approach in
Hamiltonian mechanics is to look for critical points of the action of a Lagrangian in order
to find the evolution equation of the system. In some cases where the Lagrangian has some
form of coercivity (as in the natural action
∫
[0,T ]×Rd ρ(t, x)|v|
2(t, x)dtdx, cf. [3]), critical
points of the action can be obtained by minimisation, which is a natural formulation as an
optimal transport problem. The continuous time formulation of the problem in terms of
curves on a space of probability measures is extensively addressed in the book by Ambrosio,
Gigli and Savare´ [2], and also in the books by Villani [26, 27].
One of the main differences between the economic point of view and the mechanical point
of view, is the addition of the time variable. The original transport problem starts with
a cost function c(x, y) that depends only on the starting and arrival points. The action
minimising problem looks for curves or vector fields (depending on whether one uses the
Lagrangian or Eulerian point of view). We shall speak either of the point to point or time
continuous problem to distinguish between the two situations.
Although in both cases the existence of optimisers rests now on a well established theory,
the question of their regularity is relatively well understood for the point to point problems,
while it is still largely unexplored in the time continuous case (see references below). In the
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point to point problem, by regularity we mean the smoothness of the optimal map sending
one distribution of mass to the other; in the time continuous case, such a map usually exists
too, but is more difficult to characterise. The main reason for that difference is that the
regularity of the point to point problem relies on the study of an associated Monge-Ampe`re
equation, which is not always accessible in the time continuous case.
1.2. An example: The reconstruction problem in cosmology. As an illustrative
example, we go back to a previous work by the second author [17], where he studies the
motion of self-gravitating matter, classically described by the Euler-Poisson system, for an
application in cosmology, known as the reconstruction problem, a problem that has received
a lot of attention in cosmology (see also [6, 10, 20] and the references therein). Let us recall
the model here: a continuous distribution of matter with density ρ, moves along a velocity
field v, and is accelerated by a gravitational field, itself given as the gradient of a potential
p, linked to ρ through the Poisson equation. The system is thus the following
(1.1)


∂tρ+∇ · (ρv) = 0,
∂t(ρv) +∇ · (ρv ⊗ v) = −ρ∇p,
∆p = ρ.
The first equation is the conservation of mass, the second equation states that the ac-
celeration field is given by −∇p, and the third equation is the Poisson coupling between
gravitation and matter.
The reconstruction problem is to find a solution to (1.1) satisfying
ρ|t=0 = ρ0, ρ|t=T = ρT ,
i.e. given initial and final densities, as opposed to the Cauchy (or initial value) problem,
where one is given initial density and velocity. In [17] (see also [5] for the case of the incom-
pressible Euler equations), the reconstruction problem was formulated into a minimisation
problem, minimising the action of the Lagrangian which is a convex functional of prop-
erly chosen variables. Through this variational formulation, the reconstruction problem
becomes very similar to the time continuous formulation of the optimal transport problem
of Benamou and Brenier [3]. Moreover, through the study of a dual problem, reminiscent of
Monge-Kantorovich duality, partial regularity results for the velocity and the density were
obtained.
The optimal transport problem of [17] was formulated as finding minimisers of the action
I(ρ, v, p) =
1
2
∫ T
0
∫
Td
ρ(t, x)|v(t, x)|2 + |∇p(t, x)|2 dxdt,(1.2)
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over all ρ, p, v satisfying
∂tρ+∇ · (ρv) = 0,
ρ(0) = ρ0, ρ(T ) = ρT ,
∆p = ρ− 1,
where Td denotes the d-dimensional torus, as the study in [17] was performed in the space-
periodic case.
1.3. Goal of the paper. In this paper we address the problem of finding minimisers for
the action
I(ρ, v, p) =
∫ T
0
(∫
Rd
1
2
ρ(t, x)|v(t, x)|2dx+ F(t, ρ(t))
)
dt,(1.3)
for more general F , and we will obtain some partial results in that direction.
Apart from the application in cosmology, several authors have looked at continuous opti-
mal transport with or without interaction, notably through their natural connections with
mean-field games. We refer the reader to the chapter [4] and the references therein, where
the connection is explored. Again, we also refer to the book [2] where the notion of gradient
flows on space of measures and its relation to optimal transport is addressed.
The present work is about the study of regularity of minimisers to (1.3). In [15], Lee and
McCann address the case where
F(t, ρ) =
∫
ρ(t, x)Q(t, x)dx,
which is obviously linear in ρ. This Lagrangian corresponds to the case of a continuum of
matter evolving in an external acceleration field given by ∇Q(t, x). We call this the non-
interacting case for obvious reasons. This can be recast as an optimal transport problem
where the cost function is given by
c(x, y) = inf
γ(0)=x,γ(T )=y
∫ T
0
1
2
|γ˙(t)|2 +Q(t, γ(t))dt,(1.4)
where γ is a smooth curve connecting x and y. By assuming that Q(t, x) = εV (x) for some
V satisfying the structure condition
−
∫ 1
0
∫ τ
0
〈u, (1 − t)∂2sHess Vx+t(v+sw)u〉
∣∣
s=0
dtdτ ≥ C
for a constant C > 0, for all (x, v) in the tangent bundle TTd and for all unit tangent vectors
u,w in the tangent space TxT
d that are orthogonal to each other, Lee and McCann obtain
that for a small enough ε > 0, the cost c satisfies the conditions found in [19] to ensure the
regularity of the optimal map. (Note that in order to be consistent with our notations, here
changed the sign of the potential actually considered in [15].)
4 J. LIU AND G. LOEPER
1.3.1. The non-interacting, discrete case, and the associated Monge-Ampe`re equation. In
the present paper we will restrict ourselves to the case where the force field only acts at a
single discrete time between 0 and T :
Q(t, x) = δt=T/2Q(x).
The minimisation problem therefore becomes
I(ρ, v, p) =
∫ T
0
∫
Rd
1
2
ρ(t, x)|v(t, x)|2dxdt+
∫
Rd
ρ(T/2, x)Q(x)dx,(1.5)
for some potential Q. This will allow to remove the smallness condition on Q.
1.3.2. The mean-field case. We will be able to extend our result to the non-linear situation
where the force field is given by
∇Q(x) =
∫
ρ(t, y)∇κ(x − y)dy,(1.6)
still acting at a single intermediate time. This corresponds to the case where a particle
located at y accelerates another particle located at x with an acceleration equal to∇κ(x−y).
In this case we will show that the action to minimise becomes
(1.7) I(ρ, v) =
1
2
∫ T
0
∫
Rd
ρ|v|2dxdt+
1
2
∫
Rd
∫
Rd
ρ(T/2, x)κ(x − y)ρ(T/2, y)dxdy.
Reasoning formally, one sees straight away that on [0, T/2] we are solving the usual
optimal transport problem in its “Benamou-Brenier” formulation [3], as well as on [T/2, T ],
and therefore particles will travel with constant velocity in those two intervals. At t = T/2,
the velocity v will be discontinuous. We will give a sufficient condition on κ to ensure
a smooth transport map and intermediate density. Unfortunately, the gravitational case,
which corresponds to the Coulomb kernel
(1.8) κ(x− y) =
cd
|x− y|d−2
does not satisfy our condition.
1.4. Statement of the problem. We start by giving a three formulations of the problem
that will turn out to be equivalent.
Problem 1We consider P2(R
d) (in short P2) the set of probability measures on R
d with
finite second moment, and a functional F : P2 → R∪+∞. For a given curve ρ(t) : [0, T ]→
P2 and a vector field v(t) ∈ L
2
(
[0, T ] × Rd, dt× dρ(t)
)
we consider the action
I(ρ, v) =
∫
[0,T ]×Rd
1
2
dρ(t, x)|v(t, x)|2dt+ F(ρ(T/2))(1.9)
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and the constraints
∂tρ+∇ · (ρv) = 0,(1.10)
ρ(0) = ρ0, ρ(T ) = ρT .(1.11)
The Problem 1 is to minimise I among all ρ, v satisfying (1.10)–(1.11).
Problem 2 Consider the space of continuously differentiable curves Γ = C1([0, T ];Rd).
To each x ∈ Rd ∪ support(ρ0) we associate γ(t, x) ∈ Γ such that γ(0, x) = x. We consider
J(γ) =
∫ T
0
1
2
|∂tγ(t, x)|
2dt dρ0(x) + F(ρ(T/2)),(1.12)
where1
ρ(T/2) = γ(T/2)#ρ0,(1.13)
and under the constraint
ρ(T ) = γ(T )#ρ0.(1.14)
The Problem 2 is to minimise J among all γ satisfying (1.13)–(1.14).
Problem 3 For µ, ν ∈ P2, letting Γµ,ν be the set of probability measures on R
d × Rd
with marginals µ and ν, we recall that the Wasserstein distance (of order 2) between µ and
ν is given by
W 22 (µ, ν) = inf
pi∈Γµ,ν
∫
Rd×Rd
1
2
|x− y|2dpi(x, y).(1.15)
We define
K(ρ) =
2
T
W 22 (ρ0, ρ) + F(ρ) +
2
T
W 22 (ρ, ρT ).(1.16)
The Problem 3 is to minimise K among all ρ ∈ P2. It co¨ıncides with the notion of Wasser-
stein Barycenters, see [1], [14], when
F(ρ) = CW 22 (ρI , ρ), C > 0
for some intermediate measure ρI ∈ P2.
From classical results of optimal transport (see [26, 27, 2]), in the case where F(ρ) is
convex and lower semi continuous (l.s.c.) in ρ there holds:
Proposition 1.1. Let ρ0, ρT ∈ P2 ∩ L
1(Rd). Assume that F(ρ) is convex and lower semi
continuous (l.s.c.) in ρ, and that Problem 1,2 or 3 has at least one admissible solution,
then Problems 1,2,3 are equivalent, and moreover there holds
v(0, x) = ∂tγ(0, x) =
2
T
(∇Φ∗(x)− x) =: ∇φ(x),(1.17)
1The subscript # classically means that γ(T/2) pushes forward ρ0 onto ρ(T/2).
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where v, γ are respectively from Problems 1,2 and Φ∗ is a convex potential such that ∇Φ∗#ρ0 =
ρ and ρ is the optimiser in Problem 3.
The second proposition gives the Euler-Lagrange equation characterising the optimiser.
It is based on the Riemannian metric induced on P2 by W2 (see again the above references
for a complete coverage).
Proposition 1.2. Let ρ be the optimiser in Problem 3. There exists a vector field w =
∇Ξ ∈ L2(dρ) and two convex potentials Φ,Ψ such that2
∇Φ#ρ = ρ0,(1.18)
∇Ψ#ρ = ρT ,(1.19)
∇Ψ+∇Φ = 2x+
T
2
∇Ξ,(1.20)
moreover ∇Ξ can be identified to the gradient of F with respect to the Wasserstein metric,
i.e. for all curve ρt ⊂ P2 ∪Dom(F) passing through ρ at t = 0, and such that
∂tρt +∇ · (ρtvt) = 0,
for some vt ∈ L
∞([0, T ];L2(dρt)) there holds
d
dt
F(ρt)
∣∣∣
t=0
=
∫
dρ∇Ξ · v0.
We will denote ∇Ξ = ∇WF
∣∣∣
ρ
.
We next characterise Ξ in the two cases of interest for the present paper:
Proposition 1.3. i) Assume that F(ρ) is as in (1.5). Then
Ξ =
Q
T
.
ii) If F(ρ) as in (1.7) then
Ξ =
1
T
∫
Rd
κ(· − y)dρ(y) =:
Qρ
T
.
We can also completely characterise the optimal velocity: with φ as in Proposition 1.1,
(i) when t ∈ [0, T2 ), v(t, x) = ∇φ(x0), where x = x0 + t∇φ(x0); ρ(t) = (x+ t∇φ)#ρ0.
(ii) when t ∈ (T2 , T ], v(t, x) = ∇φ(x0)+∇Q(z), where x = z+(t−
T
2 )(∇φ(x0)+∇Q(z))
and z = x0 +
T
2∇φ(x0); ρ(t) =
(
x+ (t− T/2)(∇φ +∇Q)
)
#
ρT/2.
Finally the optimal map: m(x) such that m(γ(0, x)) = γ(T, x) (for γ the optimiser in
Problem 2) will be given by
m(x) = x+ T∇φ+
T
2
∇Q
(
x+
T
2
∇φ
)
,(1.21)
2Note that Φ∗ above is the Legendre transform of Φ.
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and there also holds
m(x) = ∇Ψ(∇Φ∗).(1.22)
1.5. Assumptions. From the previous observations, and in order to motivate our assump-
tions, let us derive formally the equation giving the initial velocity potential φ. Let the
initial density ρ0 be supported on a bounded domain Ω0 ⊂ R
d, and the final density ρT be
supported on a bounded domain ΩT ⊂ R
d, satisfying the balance condition
(1.23) M :=
∫
Ω0
ρ0(x) dx =
∫
ΩT
ρT (y) dy.
Starting from the definition (1.21), we introduce the modified potential functions
(1.24) φ˜(x) :=
T
2
φ(x) +
1
2
|x|2, and Q˜(z) :=
T
2
Q(z) + |z|2.
By computing the determinant of the Jacobian Dm and noting that m#ρ0 = ρT , i.e. that
m pushes forward the measure ρ0 onto the measure ρT , one can derive the Monge-Ampe`re
type equation (see §3 for detailed computation)
(1.25) det
[
D2φ˜−
(
D2Q˜(∇φ˜)
)−1]
=
(
1
detD2Q˜(∇φ˜)
)
ρ0
ρT ◦m
,
with a natural boundary condition
(1.26) m(Ω0) = ΩT .
To ensure the regularity of the solution φ˜ (equivalently that of φ) to the boundary value
problem (1.25) and (1.26), it is necessary to impose certain conditions on the potential
function Q˜ (equivalently on Q) and the domains Ω0,ΩT . In this paper we assume Q˜ satisfies
the following conditions:
(H0) The potential function Q˜ belongs to C4(Rd).
(H1) The potential function Q˜ is uniformly strictly convex, namely D2Q˜ ≥ ε0I for some
ε0 > 0.
(H2) The potential function Q˜ satisfies for all ξ, η ∈ Rd with ξ⊥η,
(1.27)
∑
i,j,k,l,p,q,r,s
(
Q˜ijrs − 2Q˜
pqQ˜ijpQ˜qrs
)
Q˜rkQ˜slξkξlηiηj ≤ −δ0|ξ|
2|η|2,
where {Q˜ij} is the inverse of {Q˜ij}, and δ0 is a positive constant. When δ0 = 0, we
call it (H2w), a weak version of (H2).
Note that conditions (H0) and (H1) imply that the inverse matrix (D2Q˜)−1 exists, and
ensure that equation (1.25) is well defined. Condition (H2) is an analogue of the Ma-
Trudinger-Wang (MTW) condition in optimal transportation, which is necessary for regu-
larity results (note the factor 2 however). We shall give more detailed interpretations and
examples in §5.
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2. Results
Our first main result is the following
Theorem 2.1. Under assumptions (H0) and (H1) Problem 1,2,3 are equivalent to solving
an optimal transport problem with cost function c(x, y) = Q˜∗(x+y), where Q˜∗ is the Legendre
transform of Q˜ given in (1.24). There exists a potential φ˜ such that the optimal transport
map of ρ0 onto ρT with cost c will be given by T (x) = y such that DxQ
∗(x+ y) = Dxφ˜(x).
Then φ = 2T (φ˜− |x|
2/2) will be the initial velocity potential as in Proposition 1.1.
Our next result is a regularity result:
Theorem 2.2. Let φ be the initial velocity potential as above. Assume the potential function
Q˜ satisfies conditions (H0), (H1) and (H2), ΩT is q-convex with respect to Ω0 (defined in
§4). Assume that ρT ≥ c0 on ΩT for some positive constant c0, ρ0 ∈ L
p(Ω0) for some
p > d+12 , and the balance condition (1.23) is satisfied. Then, the velocity potential φ is
C1,α(Ω0) for some α ∈ (0, 1).
If furthermore, Ω0,ΩT are C
4 smooth and uniformly q-convex with respect to each other,
ρ0 ∈ C
2(Ω0), ρT ∈ C
2(ΩT ), then φ ∈ C
3(Ω0), and higher regularity follows from the theory
of linear elliptic equations. In particular, if Q˜,Ω0,ΩT , ρ0, ρT are C
∞, then the velocity
potential φ is in C∞(Ω0).
The proof of Theorem 2.2 follows from Theorem 2.1, and from the observation that
condition (H2) is equivalent to Q˜∗ satisfying the MTW condition. Under this formulation,
the regularity results then follow from the results in [17, 16, 19, 24]. See also [8, 9] for C1,α
regularity results under the condition (H2w) and some additional conditions on domains.
As a by-product of those two results we obtain the following:
Theorem 2.3. Consider the optimal transport problem with cost c(x, y) = R(x + y) for
some R : Rd → R convex. Then this problem is equivalent to the minimisation problem
(1.5) with potential Q(z) = 2T (R
∗(z)− |z|2), for R∗ the Legendre Fenchel transform of R.
For the mean-field case, we have the following existence and uniqueness result:
Theorem 2.4. Assume that κ ∈ C4(Rd;R+), is convex. There exists a unique minimiser
to problem (1.7). Moreover, once ρ(T/2) is known, letting ρ¯ = ρ(T/2), the minimiser will
be the same as the solution of non-interacting problem (1.5) where Q is given by
Q(x) =
∫
Rd
ρ¯(y)κ(x− y)dy.(2.1)
Under additional assumptions on the kernel κ and the domains, we have the following
regularity result:
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Theorem 2.5. Let ΩT/2 := ∇φ˜(Ω0) with φ˜ given in (1.24). Assume moreover that κ
satisfies
(H2c) for any ξ, η ∈ Rd, x, y ∈ ΩT/2,
∑
i,j,k,l,p,q,r,s
(
D4ijrsκ(x− y)
)
κ˜rkκ˜slξkξlηiηj ≤ 0,
where {κ˜ij} is the inverse of {κij +
2
T I}.
Assume that Ω0, ΩT are smooth convex domains. Let ϕ ∈ C
2(Ω0), ψ ∈ C
2(ΩT ) be convex
defining functions of Ω0, ΩT , respectively. Suppose that for any z, w ∈ ΩT/2,
(2.2)
[
ϕij(x) +
TM
8
κijk(z − w)ϕk(x)
]
≥ b0δij ∀x ∈ ∂Ω0,
and
(2.3)
[
ψij(y) +
TM
8
κijk(z − w)ψk(y)
]
≥ b1δij ∀y ∈ ∂ΩT ,
where b0, b1 are two constants, and M is the total mass in (1.23).
If b1 ≥ 0, ΩT is q-convex with respect to Ω0, where Q is given by (2.1), thus the first con-
clusion of Theorem 2.2 holds. If furthermore, b0, b1 > 0 are positive, Ω0,ΩT are uniformly
q-convex with respect to each other, and thus the second conclusion of Theorem 2.2 holds,
namely the initial velocity potential φ is smooth provided κ,Ω0,ΩT , ρ0, ρT are smooth, which
in turn implies that the intermediate density ρ(T/2) is smooth.
The proof of Theorem 2.5 relies on the observation that the q-convexity and the condition
(H2c) is preserved under convex combinations, and therefore by convolution with the density
ρ(T/2), and on some a priori C1 estimates on the potential.
The paper is organised as follows: In §3, we derive equation (1.25) formally by straightfor-
ward computations. In §4, we introduce the two-step optimal transport problem and prove
Theorem 2.1. By assuming conditions (H0)–(H1) we have the existence and uniqueness of
the velocity potential φ. Moreover, we provide an interpretation of the cost function from a
natural mechanical point of view. In §5, we introduce the condition (H2), which is crucial
in obtaining the regularity of φ. In §6, upon formulating our reconstruction problem into
an optimal transport problem, we have the regularity of φ and conclude Theorem 2.2. In
§7, we consider the mean-field case under the condition (H2c), which is preserved by convex
combinations, and then prove Theorem 2.4 and 2.5.
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3. Formal derivation of equation (1.25)
Throughout the following context, unless mentioned otherwise, the function φ always
denotes the initial velocity potential, namely at time t = 0, the velocity
(3.1) v(0, x) = ∇φ(x), for x ∈ Ω0.
In order to derive the equation for φ, let’s track a single point x ∈ Ω0.
Recalling that at t = T/2, the potential ∇Q affects the velocity v = ∇φ, the final point
y =m(x) is given by
(3.2) m(x) = x+ T∇φ+
T
2
∇Q
(
x+
T
2
∇φ
)
.
The Jacobian matrix of m is
Dm = I + TD2φ+
T
2
D2Q ·
[
I +
T
2
D2φ
]
=
[
I +
T
2
D2φ
]
·
[
I +
T
2
D2Q
]
+
T
2
D2φ,
where I is the d× d identity matrix, and the matrix (D2Q) is taken at (x+ T/2∇φ).
Define
A :=
[
I +
T
2
D2Q
]
,
and assume that the matrix (I +A) is invertible. Then
Dm =
[
I +
T
2
D2φ
]
· A+
T
2
D2φ
=
T
2
D2φ · [I +A] +A
=
T
2
D2φ · [I +A] + (I +A)− I
= [I +A]
[
T
2
D2φ+ I − (I +A)−1
]
.
(3.3)
Computing the determinant of Dm, we have
detDm = det [I +A] det
[
T
2
D2φ+ I − (I +A)−1
]
= det [I +A] det
[
T
2
D2φ+ I −
(
2I +
T
2
D2Q
(
x+
T
2
∇φ(x)
))−1]
.
Recall that the modified velocity potential φ˜ and potential function Q˜ are given by
φ˜(x) =
T
2
φ(x) +
1
2
|x|2 and Q˜(z) =
T
2
Q(z) + |z|2,
we have D2Q˜ = (I +A) and
detDm = detD2Q˜ det
[
D2φ˜−
(
D2Q˜(∇φ˜)
)−1]
.
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Therefore, we obtain the Monge-Ampe`re equation
det
[
D2φ˜−
(
D2Q˜(∇φ˜)
)−1]
=
detDm
detD2Q˜
.
Note that m#ρ0 = ρT (defined in (3.6)), thus |detDm(x)| = ρ0(x)/ρT (m(x)). Then we
obtain the equation (1.25),
(3.4) det
[
D2φ˜−
(
D2Q˜(∇φ˜)
)−1]
=
(
1
detD2Q˜
)
ρ0
ρT ◦m
,
with an associated natural boundary condition
(3.5) m(Ω0) = ΩT .
Remark 3.1. In the continuous case (1.1), the second author obtained in [17] partial
regularity for φ, that hold only in the interior (with respect to time) of the domain. In
particular, there was no result regarding the initial velocity. In this paper, we obtain the
regularity of φ over the whole domain in the discrete case by using the regularity in optimal
transportation.
We need to introduce a notion of weak solutions for equation (3.4).
Definition 3.1. A function φ˜ is said to be a weak Brenier solution to (3.4) whenever m
defined from φ˜ as in (3.2) is such that
(3.6) m#ρ0 = ρT ,
namely, for all B ⊂ Rd Borel, there holds ρ0(m
−1(B)) = ρT (B) (this is also called that m
pushes forward ρ0 onto ρT ).
Remark 3.2. It is known that, depending on the geometry of the support of ρT , the notion
of Brenier solution might be equivalent to the notion of Aleksandrov solution.
4. two-steps transport
Problem (1.5) falls into the class of optimal transport problems with a general cost
function
(4.1) cT (x, y) = inf
∫ T
0
L(γ(t), γ˙(t)) dt,
where the infimum is taken over all smooth curves γ(·) satisfying γ(0) = x and γ(T ) = y,
as considered in [15]. In our case the Lagrangian is defined by L(x, v) = 12 |v|
2+ δt=T/2Q(x).
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Moreover, we can compute explicitly the optimal path γ by dividing the transport map
m =m2 ◦m1 such that at t =
T
2 ,
z =m1(x)(4.2)
= x+
T
2
∇φ(x) = ∇φ˜(x),
and at t = T ,
y =m2(z)
= z +
T
2
∇Q(z) +
T
2
∇φ(x) = 2z +
T
2
∇Q(z)− x(4.3)
= ∇Q˜(z)− x.
Correspondingly,
cT (x, y) = inf
z
{
1
2
∣∣∣∣z − xT/2
∣∣∣∣
2
·
T
2
+
1
2
∣∣∣∣y − zT/2
∣∣∣∣
2
·
T
2
+Q(z)
}
= inf
z
{
1
T
(
|z − x|2 + |y − z|2
)
+Q(z)
}
.
(4.4)
Formally at the minimizer by taking 0 = ∂cT (x,y)∂z one can recover the equality (4.3), namely
y − z
T/2
=
z − x
T/2
+∇Q(z).
Furthermore, through a straightforward computation, one has
cT (x, y) = inf
z
{
2
T
|z|2 −
2
T
z · (x+ y) +Q(z)
}
+
1
T
(
|x|2 + |y|2
)
=
2
T
inf
z
{
|z|2 − z · (x+ y) +
T
2
Q(z)
}
+
1
T
(
|x|2 + |y|2
)
.
Now, let φ˜∗, Q˜∗ be Legendre transforms of convex functions φ˜, Q˜ respectively, that is{
(x,∇φ˜(x)) ∼ (∇φ˜∗(z), z),
(z,∇Q˜(z)) ∼ (∇Q˜∗(p), p),
where,
(4.5) p := ∇Q˜(z) = y + x.
Recall that Q˜(z) = T2Q(z) + |z|
2 defined in (1.24), one has
cT (x, y) =
2
T
inf
z
{
Q˜(z)− z · p
}
+
1
T
(
|x|2 + |y|2
)
= −
2
T
sup
z
{
z · p− Q˜(z)
}
+
1
T
(
|x|2 + |y|2
)
= −
2
T
Q˜∗(p) +
1
T
(
|x|2 + |y|2
)
,
where Q˜∗ is exactly the Legendre transform of Q˜ as defined above (4.5). Note that Q˜∗ is
well defined and C4 smooth under assumptions (H0) and (H1).
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Note that the terms involving only x or y do no effect the optimal transport map, there-
fore, we will look at an optimal transport problem with cost
(4.6) c(x, y) = Q˜∗(x+ y),
and seek to maximise the cost functional
C(s) =
∫
Ω0
ρ0(x)Q˜
∗(x+ s(x)) dx,
among all maps s : Ω0 → ΩT such that s#ρ0 = ρT . Note that here we consider the
maximisation instead of the minimisation problem as in [18, 19].
When the cost function c is strictly convex as is the case for Q˜∗ in (4.6) satisfying
(H0)–(H1), it was proved [7, 11] that a unique optimal mapping can be determined by the
potential functions, that leads to the Monge-Ampe`re equation
(4.7) det
[
D2φ˜(x)−D2Q˜∗(p)
]
=
(
detD2Q˜∗(p)
) ρ0(x)
ρT ◦m(x)
,
with the natural boundary condition (3.5), where p = x + y. Note that the matrix
(D2φ˜−D2Q˜∗) is nonnegative, and D2Q˜∗ is positive definite by condition (H1), which makes
equation (4.7) elliptic. Note also that in the absence of regularity, one has to understand
the solution to (4.7) in the weak “Brenier” sense in Definition 3.1 (see [18]).
In our case,
∇Q˜∗(x+ y) = ∇φ˜(x),(4.8)
and using the properties of the Legendre transform
y = ∇Q˜(∇φ˜(x)) − x
=
T
2
∇Q(∇φ˜(x)) + 2∇φ˜(x)− x.
From the above computations, the initial velocity is given by 2T (z−x) where z = ∇Q˜
∗(x+y),
hence following (4.8) we recover that
v(0, x) = ∇φ(x) =
2
T
(∇φ˜(x)− x),(4.9)
while ∇φ˜(x) = z, where z is the mid-point of the trajectory at t = T/2.
Lemma 4.1 (C1-bound). Let Ω0,ΩT be two bounded domains and φ˜ be a solution of (4.7)
and (3.5). Assume that the potential Q˜ satisfies (H0) and (H1). Then
(4.10) |∇φ˜(x)| ≤ C,
for all x ∈ Ω0, where the constant C depends on Ω0,ΩT and Q˜. Furthermore, at time
t = T/2, the intermediate domain ΩT/2 :=m1(Ω0) = ∇φ˜(Ω0) is bounded.
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Proof. From (4.8) and p = x+ y,
∇φ˜(x) = ∇Q˜∗(x+ y),
where Q˜∗ = Q˜∗(p) is the Legendre transform of Q˜ = Q˜(z), thus is smooth and strictly
convex. As x ∈ Ω0, y ∈ ΩT , x+y ∈ BR(0) for a bounded constant R. Hence |∇Q˜
∗(x+y)| ≤
C, and (4.10) is obtained.
Recall that (4.2), at time t = T2 , z =m1(x) = ∇φ˜(x). The inequality (4.10) implies that
the intermediate domain ΩT/2 =m1(Ω0) is bounded. 
We remark that from the uniqueness of v in [17], a solution of (4.7) is thus the velocity
potential φ˜. Therefore, we have
Proposition 4.1. The two-steps gravitational transport problem is an optimal transporta-
tion associated with the cost function (4.6). By assuming conditions (H0) and (H1), we
have the existence and uniqueness (up to a constant) of solution φ˜ to the boundary value
problem (4.7) and (3.5) in the weak “Brenier” sense.
And in turn by (1.24), we have the existence and uniqueness (up to a constant) of the
initial velocity potential φ.
Theorem 2.1 follows then directly from Proposition 4.1. Additionally, to prove Theorem
2.2 it is equivalent to obtain the regularity of solutions of (4.7) in optimal transportation,
that requires appropriate convexity conditions on domains Ω0,ΩT , and more importantly
some structure conditions on the potential function Q˜ to be described in the following
sections.
5. Conditions on the potential function
From Proposition 4.1, in order to obtain the regularity of the velocity potential φ˜, it
suffices to consider the optimal transportation with the cost function (4.6). From the
results of [18], it is now well understood that the so-called Ma-Trudinger-Wang (MTW)
condition (introduced in [19]) is necessary (at least in its weak form) for the regularity of
optimal mappings.
Firstly, let us recall the MTW condition in optimal transportation. For a general cost
function c(x, y) : Rd × Rd → R, use the notation
cij··· ,kl··· =
∂
∂xi
∂
∂xj
· · ·
∂
∂yk
∂
∂yl
· · · c,
and let [ci,j ] denote the inverse of [ci,j]. The MTW condition is that
(5.1) MTW := (cij,rs − c
p,qcij,pcq,rs) c
r,kcs,lξkξlηiηj ≥ c0|ξ|
2|η|2,
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for any ξ, η ∈ Rd and ξ⊥η, where c0 > 0 is a constant. When c0 = 0, it is called the weak
MTW condition.
In our case, the cost function is given by the potential function Q˜∗ in (4.6). To introduce
the analogous MTW condition, denote the matrix
(5.2) D2Q˜∗(p) =
(
D2Q˜(∇φ˜)
)−1
=: A(z),
where p = x+ y and z = ∇φ˜, as in (4.5) and (4.2), respectively. Since c(x, y) = Q˜∗(x+ y),
by differentiation we have
(5.3) MTW =
(
Q˜∗ijrs − Q˜
∗pqQ˜∗ijpQ˜
∗
qrs
)
Q˜∗rkQ˜∗slξkξlηiηj .
From the Legendre transform and (5.2), one has
z = ∇Q˜∗(p), and
∂zi
∂pj
= D2ijQ˜
∗(p) = Aij(z).
Hence, using Einstein summation one has
D3ijrQ˜
∗ =
dzk
dpr
DkAij = AkrDkAij,(5.4)
D4ijrsQ˜
∗ = DlAkr
(
dzl
dps
)
DkAij +AkrD
2
klAij
(
dzl
dps
)
= (DlAkr)Als(DkAij) +Akr(D
2
klAij)Als,
and thus
MTW = Ark
(
Akr(D
2
klAij)Als + (DlAkr)Als(DkAij)−A
pqAkp(DkAij)Als(DlAqr)
)
Asl
= D2klAij.
Therefore, the MTW condition in our case is that:
(5.5) D2zkzlAij(z)ξiξjηkηl ≥ c0|ξ|
2|η|2
for any ξ, η ∈ Rd with ξ⊥η, where c0 > 0 is a constant.
Next, we shall formulate the condition (5.5) in terms of the original potential function
Q˜. From (5.2), Aij = D2ijQ˜. By differentiating I = AA
−1, we have
DkAij = −Air
(
DkA
rs
)
Asj,(5.6)
D2klAij = −Air
(
D2klA
rs
)
Asj + 2Aim
(
DlA
mn
)
Anr
(
DkA
rs
)
Asj
= −Air
(
D2klA
rs
)
Asj + 2
(
DlAir
)
Ars
(
DkAsj
)
.
Hence, the left hand side of (5.5) is
D2ηηAξξ
=−
(
D2ηηQ˜ij
)
(Aξ)i(Aξ)j + 2(Aξ)i
(
DηQ˜ir
)
Q˜rs
(
DηQ˜sj
)
(Aξ)j.
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Letting ξ˜ := Aξ and recalling that Q˜ = Q˜(z) is a scalar function, one has
D2ηηAξξ = −D
2
ηηQ˜ξ˜ξ˜ + 2
(
DηQ˜ξ˜r
)
Q˜rs
(
DηQ˜sξ˜
)
= −D4
ξ˜ξ˜ηη
Q˜+ 2
〈
∇Q˜ξ˜η,∇Q˜ξ˜η
〉
A
,
(5.7)
where 〈ξ, ξ〉A := ξiξjQ˜
ij .
Combining (5.5) and (5.7), we obtain the following result.
Proposition 5.1. The MTW condition in our case can be expressed directly in the terms
of the potential function Q˜:
(H2) The potential function Q˜ satisfies that for all ξ, η ∈ Rd with ξ⊥η,
(5.8)
∑
i,j,k,l,p,q,r,s
(
Q˜ijrs − 2Q˜
pqQ˜ijpQ˜qrs
)
Q˜rkQ˜slξkξlηiηj ≤ −δ0|ξ|
2|η|2,
where {Q˜ij} is the inverse matrix of {Q˜ij}, and δ0 is a positive constant. When
δ0 = 0, we call it (H2w), a weak version of (H2).
Comparing with (5.3), one can see that (5.8) is in a similar form in spite of the factor 2.
6. Regularity of the potential
It is well known that in order to guarantee some regularity for equation (4.7), one needs
some notion of convexity of domains. In optimal transport, it has been proved that if
the target domain is not c-convex, there exist some smooth densities ρ0, ρT such that the
optimal mapping is not even continuous, see [19, §7.3]. For global regularity, one needs
both the initial and the target domains to be uniformly c-convex in [24].
In our case, the cost function is c(x, y) = Q˜∗(x + y). Similarly to the c-convexity in
optimal transportation, we introduce the following q-convexity for domains.
Definition 6.1 (q-exponential map). Assume the potential function Q˜ satisfies conditions
(H0) and (H1). For x ∈ Ω0 we define the q-exponential map at x, denoted by Ix : R
n → Rn,
such that
Ix(z) = ∇Q˜(z) − x.
Note that this is reminiscent of the mappingm2 in (4.3), namely for z ∈ ΩT/2 = ∇φ˜(Ω0),
Ix(z) = y ∈ ΩT . We rename it in order to follow the lines of optimal transportation.
Definition 6.2. The domain ΩT is q-convex with respect to Ω0 if the pre-image I
−1
x (ΩT )
is convex for all x ∈ Ω0, where Ix is the q-exponential map in Definition 6.1.
If the pre-image I−1x (ΩT ) is uniformly convex for all x ∈ Ω0, then we call ΩT is uniformly
q-convex with respect to Ω0.
OPTIMAL TRANSPORT WITH DISCRETE LONG RANGE MEAN FIELD INTERACTIONS 17
By duality we can also define the (uniform) q-convexity for Ω0 with respect to ΩT .
Remark 6.1. (i) Similarly to [25], in the smooth case we have an analytic formulation of
the q-convexity of Ω0 with respect to ΩT . Let ϕ ∈ C
2(Ω0) be a defining function of Ω0.
That is ϕ = 0, |∇ϕ| 6= 0 on ∂Ω0 and ϕ < 0 in Ω0. Ω0 is q-convex with respect to ΩT if
(6.1)
[
ϕij(x)− Q˜∗
kl
DkQ˜
∗
ij(x+ y)ϕl(x)
]
≥ 0 ∀x ∈ ∂Ω0, y ∈ ΩT .
If the matrix in (6.1) is uniformly positive, Ω0 is uniformly q-convex with respect to ΩT .
Note that this analytic formulation is independent of the choice of ϕ, and by exchanging x
and y, we also have the analytic formulation of the q-convexity of ΩT with respect to Ω0.
(ii) Even though Ω0 and ΩT are uniformly q-convex, the intermediate domain ΩT/2 =
∇φ˜(Ω0) may not be q-convex. See [23] for the counterexamples in the optimal transportation
case.
Upon formulating our reconstruction problem to optimal transportation in §4 and as-
suming appropriate conditions on the potential function Q˜ and the domains, the regularity
of the velocity potential φ˜ will follow from the established results in optimal transportation.
In particular, we have the following results that together compose the proof of Theorem
2.2.
Theorem 6.1 (from [16, 18]). Let φ be the velocity potential in the reconstruction problem
(1.5). Assume that the potential function Q˜ satisfies conditions (H0), (H1) and (H2), that
ΩT is q-convex with respect to Ω0. Assume that ρT ≥ c0 on ΩT for some positive constant
c0, ρ0 ∈ L
p(Ω0) for some p >
d+1
2 , and the balance condition (1.23) is satisfied. Then, we
have
‖φ‖C1,α(Ω0) ≤ C,
for some α ∈ (0, 1), where C is a positive constant. When p = d+12 , the velocity potential φ
belongs to C1(Ω0).
Theorem 6.2 (from [24]). If furthermore, Ω0,ΩT are C
4 smooth and uniformly q-convex
with respect to each other, ρ0 ∈ C
2(Ω0), ρT ∈ C
2(ΩT ), then φ ∈ C
3(Ω0), and higher regu-
larity follows from the theory of linear elliptic equations. Particularly, if Q˜,Ω0,ΩT , ρ0, ρT
are C∞, then the velocity potential φ ∈ C∞(Ω0).
Similarly to [24], we are able to reduce the condition (H2) to (H2w) in Theorem 6.2 by
assuming an additional condition called c-boundedness on Ω0 in [24]. Namely, there exists
a global barrier function h on Ω0 such that[
Dijh− Q˜
∗lkQ˜∗ijlDkh
]
ξiξj ≥ δ1|ξ|
2,
for some constant δ1 > 0. We refer the reader to [24] for more details.
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7. The mean-field case
7.1. Convexity of the space of MTW potentials. The potential function Q˜ in our two-
steps gravitational transport problem is a scalar function defined on the intermediate domain
ΩT/2 = ∇φ˜(Ω0), which only takes effect at time t = T/2. In the general reconstruction
problem considered by the second author in [17], the gravitational function p actually solves
the Poisson equation in the system (1.1), and takes effect for all t ∈ (0, T ). In fact, at each
t ∈ (0, T ), p is a convolution of the density ρ and the Coulomb kernel (1.8). One can
see the convolution as a continuous convex combination with weights ρ(t, x), and a Kernel
satisfying (H2) would lead, by convolution, to a potential also satisfying (H2). Therefore,
in order to study the general case, a natural question one may ask is that:
Is the set of potential functions satisfying (H2) convex?
The answer is “No” in general as shown in the following examples.
Example 7.1. Let the dimension d = 3 and
Q˜(z) := z22z
2
3 + z1z
2
3 + z1z
2
2 +A|z|
2;
Q˜′(z) := z22z
2
3 − z1z
2
3 − z1z
2
2 +A|z|
2,
where z ∈ ΩT/2 that is a bounded domain due to Lemma 4.1, and A is a positive constant.
By differentiating we have
D2Q˜ (or D2Q˜′) =

 2A, ±2z2, ±2z3±2z2, 2A+ 2z23 ± 2z1, 4z2z3
±2z3, 4z2z3, 2A+ 2z
2
2 ± 2z1

 .
Choosing A sufficiently large such that A≫ diam(ΩT/2), we have
D2Q˜ (and D2Q˜′) ≥ AI,
where I is the 3× 3 identity matrix. Hence, Q˜ and Q˜′ satisfy conditions (H0) and (H1).
By further computations one can easily verify that both Q˜ and Q˜′ satisfy condition (H2w)
as well. Choose ξ = (0, 1, 0), η = (0, 0, 1) and let MTW (Q˜) denote the left hand side of
(5.8) for this choice of ξ, η. We have
MTW (Q˜) (and MTW (Q˜′)) ≈
(
D42233Q˜− 2D
3
331Q˜D
3
122Q˜
)
≤ −2.
However, let Q˜′′ := 12(Q˜+ Q˜
′) = z22z
2
3 + A|z|
2. As the third-order terms vanish, one can
see that
MTW (Q˜′′) ≈ D42233Q˜
′′ = 4,
which contradicts with (5.8), namely Q˜′′ doesn’t satisfy condition (H2).
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One can further modify the above example to show that Q˜, Q˜′ satisfy (H2) but their
convex combination doesn’t. Define
Q˜(z) := F (z) + T (z) +A|z|2;
Q˜′(z) := F (z)− T (z) +A|z|2,
where F (z) is the fourth-order terms satisfying Fijklξiξjηkηl > 0, and T (z) is the third-order
terms such that the quadratic product of TijsTsklξiξjηkηl is strictly larger than Fijklξiξjηkηl.
Then by choosing A > 0 sufficiently large one has Q˜, Q˜′ satisfy (H0), (H1) and (H2). On
the other hand, it’s easily seen that Q˜′′ := 12 (Q˜+ Q˜
′) = F (z) +A|z|2 doesn’t satisfy (H2).
Inspired by the above example, we may consider the following variety of (H2) by removing
the third-order terms and the orthogonality.
(H2c) The potential function Q˜ satisfies that for all ξ, η ∈ Rd,
(7.1)
∑
i,j,k,l,p,q,r,s
(
D4ijrsQ˜
)
Q˜rkQ˜slξkξlηiηj ≤ 0.
where {Q˜ij} is the inverse of {Q˜ij}.
Notice that the second term on the left hand side of (5.8) is always non-positive. Obviously,
(H2c) implies (H2w), but not the other way around.
Lemma 7.1. The set S of potential functions Q˜ satisfying (H0), (H1), and (H2c) is convex.
Proof. For any Q˜ ∈ S, define the vector ξ˜ by ξ˜i = Q˜
ikξk. From (H0) and (H1), one has
|ξ˜| ≈ |ξ|, namely there exist two universal constants C1, C2 such that
C1|ξ| ≤ |ξ˜| ≤ C2|ξ|.
Hence, (7.1) is equivalent to
(7.2)
∑
i,j,k,l,p,q,r,s
(
D4ijrsQ˜
)
ξkξlηiηj ≤ 0.
Now the convexity of S follows naturally from the linearity of (7.2). In fact, let Q˜, Q˜′ ∈ S
satisfy (7.2). One can easily check that τQ˜ + (1 − τ)Q˜′ also satisfies the same inequality
(7.2), for all τ ∈ [0, 1]. Therefore, τQ˜+ (1− τ)Q˜′ ∈ S. 
7.2. Proof of Theorem 2.4. Going back to the notations of [17], define J = ρv and then
the functional we want to minimize is
I(ρ, J) =
∫ T
0
∫
Rd
|J |2
2ρ
dxdt+
1
2
∫
Rd
∫
Rd
ρ(T/2, x)κ(x − y)ρ(T/2, y)dxdy.
From the assumptions on κ, one can see that I(ρ, J) is convex in ρ, J , and the existence of
a unique minimizer follows [17]. It also falls easily that trajectories of minimizers will have
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constant velocity on [0, T/2−) and on (T/2+, T ], and that v(T/2+, x)−v(T/2−, x) = ∇Q(x)
where Q is given by
Q(x) =
∫
Rd
ρ(T/2, y)κ(x − y)dy.
Therefore, once the ρ(T/2) has been found, the problem becomes equivalent to the non-
interacting problem, with Q as above.
7.3. Proof of Theorem 2.5. In order to obtain the global regularity, we need to show the
following q-convexity of domains.
Lemma 7.2. Assume that κ is C4 and convex. Assume Ω0 is convex, and let ϕ ∈ C
2(Ω0)
be a convex defining function of Ω0. Suppose that
(7.3)
[
ϕij(x) +
TM
8
κijk(z − w)ϕk(x)
]
≥ c0δij ∀x ∈ ∂Ω0, ∀z, w ∈ ΩT/2,
for a constant c0 ≥ 0, where κijk are partial derivatives in z, M is the total mass in (1.23).
Then, Ω0 is uniformly q-convex with respect to ΩT if c0 > 0; and Ω0 is q-convex with respect
to ΩT if c0 = 0.
Proof. It suffices to verify the inequality (6.1). In this case, the modified potential is
(7.4) Q˜(z) =
T
2
∫
ΩT/2
ρ¯(w)κ(z − w)dw + |z|2,
where ρ¯(w) = ρ(T/2, w). From the proof of Lemma 4.1, the intermediate domain ΩT/2 is
bounded. From [18], the density ρ¯ is bounded, namely 0 ≤ ρ¯ ≤ C for a constant C > 0.
Since κ is convex in z, the potential Q˜ is uniformly convex, namely the matrix
(7.5) Q˜ij(z) ≥ 2δij ∀z ∈ ΩT/2.
Now, we convert (6.1) in terms of Q˜. Note that since Q˜∗ is the Legendre transform of Q˜,
from (5.2), Q˜∗
kl
(p) = Q˜kl(z) = A
kl(z), where p = x+ y. Combining (5.4) and (5.6) one has
D3ijkQ˜
∗(z) = AkrDrAij(z)
= −AkrAimDrA
mnAnj(z).
Hence, (6.1) is equivalent to that for any vector ξ ∈ Sn−1,[
ϕij(x) + Q˜
ir(DkQ˜rs)Q˜
sj(z)ϕk(x)
]
ξiξj ≥ 0 ∀x ∈ ∂Ω0, z ∈ ΩT/2.
Similarly as for (5.7), letting ξ˜ := Aξ, namely ξ˜i = Q˜
irξr, one has
(7.6)
[
Q˜irϕrs(x)Q˜sj + (DkQ˜ij(z))ϕk(x)
]
ξ˜iξ˜j ≥ 0 ∀x ∈ ∂Ω0, z ∈ ΩT/2.
Therefore, in order to show Ω0 is q-convex with respect to ΩT , it suffices to verify (7.6).
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By differentiating (7.4),
DkQ˜ij(z) =
T
2
∫
ΩT/2
ρ¯(w)κijk(z − w)dw.
From (1.23) and the conservation of mass, one has∫
ΩT/2
ρ¯(w)dw =M.
Then, one can easily see that for any z ∈ ΩT/2,
(7.7) min
w∈ΩT/2
TM
2
κijk(z − w) ≤ DkQ˜ij(z) ≤ max
w∈ΩT/2
TM
2
κijk(z − w).
Since ϕ is convex, combining (7.5) and (7.7) into (7.6) we obtain[
Q˜irϕrs(x)Q˜sj + (DkQ˜ij(z))ϕk(x)
]
≥ min
w∈ΩT/2
4
[
ϕij(x) +
TM
8
κijk(z − w)ϕk(x)
]
≥ 4c0,
where the last step was due to the assumption (7.3). Note that the matrix (Q˜ij(z)) is
positive definite and bounded for all z ∈ ΩT/2. So, there is a constant C > 0 such that
C−1|ξ| ≤ |ξ˜| ≤ C|ξ| for any vector ξ ∈ Rn. Therefore, the lemma is proved. 
Remark 7.1. (i) Similarly to the above proof, by exchanging x and y, we can also obtain
the q-convexity of ΩT with respect to Ω0 under the assumption (2.3).
(ii) Note that the convexity assumption on Ω0 can be dropped by imposing a more
involved condition on the kernel κ comparing to (7.3). Here, Lemma 7.2 only provides a
sufficient condition for Ω0 to be q-convex.
Proof of Theorem 2.5. Thanks to Lemma 7.2, from the assumptions (2.2), (2.3) we know
that ΩT is q-convex with respect to Ω0 if b1 ≥ 0, and Ω0, ΩT are uniformly q-convex with
respect to each other if b0, b1 > 0. Therefore, it suffices to verify that the modified potential
function
Q˜(z) = |z|2 +
T
2
∫
ΩT/2
ρ(T/2, y)κ(z − y)dy
satisfies the conditions (H0), (H1) and (H2c). The condition (H0) follows from the smooth-
ness of the kernel κ; the condition (H1) follows from the convexity of κ. From the assumption
that κ satisfies the condition (H2c) and Lemma 7.1, the potential function Q˜ satisfies (H2c).
Hence, the proof follows from Theorem 2.2. 
Unfortunately, the Coulomb kernel (1.8) κ(x−y) = cd
|x−y|d−2
does not satisfy the condition
(H2c). By direct computation we can verify that it satisfies the condition (H2). However,
since the space of potential function satisfying (H2) is not convex, as shown in Example
7.1, Theorem 2.5 does not apply to that case.
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Lemma 7.3. The Coulomb kernel κ in (1.8) satisfies condition (H2), if cd > 0.
Proof. It suffices to consider κ(z) = |z|2−d. By differentiation we have
∇κ(z) = (2− d)|z|−dz =: p.
Let κ∗ be the Legendre transform of κ, then κ(z) + κ∗(p) = z · p, thus
κ∗(p) = z · p− κ(z)
= (1− d)|z|2−d
=
1− d
(d− 2)(2−d)/(1−d)
|p|
2−d
1−d .
In the discrete case, from (4.6) we obtain that the cost function is
(7.8) c(x, y) =
d− 1
(d− 2)m
|x+ y|m, m =
2− d
1− d
∈ (0, 1).
By computation in optimal transportation (5.1), we have the LHS of (5.5) is
LHS(z, ξ, η) =
d− 1
(d− 2)m
(
m− 2
m− 1
)
|z|−
m
m−1
{
1−
m
m− 1
(
z · η
|z|
)2
−m
(
z · ξ
|z|
)2
+
m(3m− 2)
m− 1
(
z · ξ
|z|
)2(z · η
|z|
)2
+ (m− 1)(ξ · η)2
}
,
for any ξ, η with |ξ| = |η| = 1.
Since 0 < m < 1, the coefficient d−1(d−2)m
(
m−2
m−1
)
> 0. For terms in the bracket, we have
I := 1−m
(
z · ξ
|z|
)2
+ (m− 1)(ξ · η)2 ≥ 0,
with the equality holds if and only if ξ = η = z/|z|, and
II :=
m
1−m
(
z · η
|z|
)2
−
m(3m− 2)
1−m
(
z · ξ
|z|
)2(z · η
|z|
)2
=
m
1−m
(
z · η
|z|
)2 [
1− (3m− 2)
(
z · ξ
|z|
)2]
.
If m ∈ (0, 23 ], then (3m− 2) ≤ 0, thus
II ≥
m
1−m
(
z · η
|z|
)2
≥ 0,
with the last equality holds if and only if z ⊥ η.
If m ∈ (23 , 1), then
1− (3m− 2)
(
z · ξ
|z|
)2
> 1− (3m− 2) = 3− 3m > 0.
We also have II ≥ 0 with the last equality holds if and only if z ⊥ η.
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Therefore, we obtain
LHS(z, ξ, η) > 0,
for all unit vectors ξ, η. 
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