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V magistrskem delu obravnavajte polinomske invariante teric matrik glede na delo-
vanje grupe obrnljivih matrik s konjugacijo. Pokaºite, da je vsako invarianto moºno
zapisati z matri£nimi sledmi. Obravnajte tudi konkomitante in pokaºite, da so kot
algebra nad invariantami generirane s projekcijami.
Osnovna literatura





Invariante matrik in identitete s sledmi
Povzetek
V delu obravnavamo invariante m-teric n× n matrik X1, . . . , Xm glede na hkratno
konjugacijo. Pokaºemo, da je vsako invarianto moºno zapisati z matri£nimi sledmi.
Obravnavamo tudi konkomitante in pokaºemo, da so kot algebra nad invariantami
generirane s projekcijami na Xi. Vpeljemo polinome s sledmi in centralne polinome
s sledmi. Prvi sluºijo zapisu konkomitant, drugi pa zapisu invariant. Spoznamo
tudi identitete s sledmi in centralne identitete s sledmi, tj. polinome, ki dolo£ajo
ni£elno konkomitanto oziroma invarianto. Pokaºemo, da je vsaka identiteta posledica
Cayley-Hamiltonovega izreka.
Matrix invariants and trace identities
Abstract
We consider invariants of m-tuples of n×n matrices X1, . . . , Xm under simultaneous
conjugation. We show that any invariant can be expressed using the trace. We
also consider concomitants and describe them as an algebra over the invariants
generated by the projections on Xi. For the purpose of describing invariants and
concomitants we introduce trace polynomials. We consider trace identities, i.e. trace
polynomials describing the zero invariant or concomitant. We show that any identity
is a consequence of the CayleyHamilton theorem.
Math. Subj. Class. (2010): 16R30, 15A72, 15A24, 13A50
Klju£ne besede: polinomske invariante matrik, konkomitante, polinomi s sledmi,
identitete s sledmi





Velikokrat, ²e posebej v matematiki, i²£emo lastnosti objektov, ki kljub dolo£enim
spremembam objekta ostajajo enake. Lahko pa si tudi izberemo lastnost objekta in
i²£emo spremembe, ki ohranjajo izbrano lastnost. Takim lastnostim re£emo invari-
ante.
Na primer, £e na vektorski prostor deluje grupa, lahko opazujemo kako delova-
nje vpliva na polinomske funkcije iz vektorskega prostora. e smo bolj natan£ni,
obravnavamo predvsem funkcije, ki se ne spreminjajo glede na delovanje. Podro£je
matematike, ki se ukvarja s takimi problemi, imenujemo teorija invariant. Njeni za-
£etki segajo v sredino devetnajstega stoletja, za njen nastanek pa je zasluºen Arthur
Cayley.
Na² opazovan objekt bodo kvadratne matrike. S kvadratno matriko lahko zapi-
²emo endomorzem vektorskega prostora. Zapis endomorzma je dolo£en z izbiro
baze vektorskega prostora. Bazo lahko izberemo na veliko razli£nih na£inov, torej
lahko en endomorzem zapi²emo z razli£nimi matrikami. Kot vemo, so take matrike
med seboj konjugirane oziroma podobne. Obstajajo funkcije (invariante) matrik, ki
so dolo£ene samo z endomorzmom, ki ga matrika predstavlja. Najbolj znan pri-
mer take funkcije je determinanta matrike, sledi pa mu sled matrike. V delu bomo
dolo£ili ²e vse ostale polinomske invariante matrik.
e ve£, dolo£ili bomo vse polinomske invariante m-teric matrik glede na hkratno
konjugacijo ter spoznali, da lahko vsako polinomsko invarianto matrik zapi²emo s
polinomi s sledmi.
Delo poteka vzporedno s prvim delom £lanka [3]. V poglavju 2 navedemo ne-
kaj standardnih denicij in rezultatov iz nekomutativne algebre, ki so potrebni za
obravnavo nadaljnjih problemov. V poglavju 3 spoznamo invariante m-teric n × n
matrik glede na hkratno konjugacijo. Problem iskanja generatorjev algebre invari-
ant prevedemo na iskanje multilinearnih invariant. Na koncu generatorje eksplicitno
podamo ter pokaºemo, da je vsako invarianto moºno zapisati z matri£nimi sledmi
(Izrek 3.22). V poglavju 4 obravnavamo algebro konkomitant, pri £emer si delo olaj-
²amo z znanjem o invariantah. Pokaºemo, da je vsako konkomitanto moºno zapisati
z matri£nimi polinomi, v katerih nastopajo tudi sledi (Izrek 4.3).
V poglavju 5 vpeljemo formalne polinome s sledmi in jih poveºemo z invarian-
tami in konkomitantami. Vpeljemo tudi pojem identitete s sledmi. V poglavju 6
spoznamo grupno algebro simetri£ne grupe KSm in njeno povezavo s polinomi s
sledmi in identitetami s sledmi. Eksplicitno dolo£imo enostavne KSm-module in
razcep algebre na enostavne sumande. V poglavju 7 dolo£imo generatorje identitet
s sledmi (Izreka 7.9 in 7.8). Na koncu pokaºemo, da je vsaka identiteta s sledmi
posledica Cayley-Hamiltonovega izreka (Izrek 7.12).
2 Osnovni pojmi in oznake
Navedli bomo nekaj denicij in rezultatov, ki so pomembni za obravnavo problemov
v nadaljevanju. Vsi obravnavni pojmi so podrobneje obravnavani v [1], [4] ali [2].
S K bomo ozna£evali polje s karakteristiko 0. Vsi obravnavani vektorski prostori
bodo nad poljemK. Algebro n×nmatrik nadK bomo ozna£evali zMn(K). Splo²na
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linearna grupa stopnje n, GL(n,K), je grupa vseh obrnljivih n×nmatrik. Z End(V )
ozna£imo vse endomorzme vektorskega prostora V in z GL(V ) vse avtomorzme
vektorskega prostora V . Izbira baze n-dimenzionalnega vektorskega prostora V
dolo£a izomorzma med End(V ) in Mn(K) ter med GL(V ) in GL(n,K).
Preslikava f : Kn → Km je polinomska, £e se komponente vektorja f(x1, . . . , xn)
izraºajo kot polinomi v spremenljivkah x1, . . . , xn. Za splo²en n dimenzionalen vek-
torski prostor U in m dimenzionalen vektorski prostor V je preslikava f : U → V
polinomska, £e je za poljubna izomorzma Φ: Kn → U in Ψ: V → Km preslikava
ΨfΦ : Kn → Km polinomska. Pogoj lahko sprostimo in zahtevamo, da ΨfΦ poli-
nomska za to£no dolo£ena izomorzma. Algebro polinomskih funkcij iz vektorskega
prostora V v K ozna£imo s K[V ].
Vektorski prostor A je (K-)algebra, £e je A kolobar in za vse α ∈ K ter vse
x, y ∈ A velja
α(x+ y) = αx+ αy in α(xy) = (αx)y = x(αy).
Podalgebra I algebre A je levi ideal, £e je AI ⊆ I. Podobno je I desni ideal, £e je
IA ⊂ I. Podalgebra I je (obojestranski) ideal, £e je I levi in desni ideal. e ima
algebra A enoto, je levi ideal generiran z r ∈ A je
Ar = {ar | a ∈ A},
desni ideal generiran z r je
rA = {ra | a ∈ A}.
Obojestranski ideal generiran z r je
ArA = {a11ra21 + a12ra22 + · · ·+ a1nra2n | aij ∈ A, n ∈ N}.
Nasprotna algebra Ao je kot vektorski prostor enaka A, mnoºenje pa je denirano
z a · b = ba, kjer je desna stran mnoºenje v A.
Algebra A je enostavna, £e je A2 ̸= 0 in nima pravih idealov. Algebra A je
praalgebra, £e zado²£a enemu izmed ekvivalentnih pogojev [1, str. 28]:
a) Za poljubna a, b ∈ A iz aAb = 0 sledi a = 0 ali b = 0.
b) Za poljubna leva ideala I in J iz IJ = 0 sledi I = 0 ali J = 0.
c) Za poljubna desna ideala I in J iz IJ = 0 sledi I = 0 ali J = 0.
d) Za poljubna ideala I in J iz IJ = 0 sledi I = 0 ali J = 0.
Kon£no dimenzionalne enostavne algebre in praalgebre poveºe Wedderburnov izrek.
Izrek 2.1 (Wedderburn [1, str. 42]). e je A kon£no dimenzionalna algebra, potem
je ekvivalentno
i) A je enostavna.
ii) A je praalgebra.
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iii) Obstajata naravno ²tevilo n in kon£no dimenzionalen obseg D, da je A ∼=
Mn(D).
e je K algebrai£no zaprto polje, potem je K edini kon£no dimenzionalen obseg
nad K [1, str. 6]. V tem primeru lahko v tretji to£ki prej²njega izreka obseg D
zamenjamo s K.
Algebra je A je polpraalgebra, £e zado²£a enemu izmed ekvivalentnih pogojev [1,
str. 29]:
a) Za poljuben a ∈ A iz aAa = 0 sledi a = 0.
b) Za poljuben levi ideal I iz I2 = 0 sledi I = 0.
c) Za poljuben desni ideal I iz I2 = 0 sledi I = 0.
d) Za poljuben ideal I iz I2 = 0 sledi I = 0.
Kon£no dimenzionalna algebra je polpraalgebra natanko tedaj, ko je izomorfna di-
rektnemu produktu enostavnih algeber [1, str. 44], zato kon£no dimenzionalne pol-
praalgebre imenujemo tudi polenostavne algebre.
A-modul je vektorski prostor M skupaj z delovanjem A na M , za katero za vse
a, b ∈ A, m,n ∈M in α ∈ K velja:
a) (a+ b)m = am+ bm,
b) a(m+ n) = am+ an,
c) (ab)m = a(bm),
d) α(am) = (αa)m = a(αm).
e ima A enoto, zahtevamo ²e:
e) 1m = m.
Vektorski podprostor N A-modula M je podmodul, £e je AN ⊆ N . e je A
komutativna algebra, potem A-modulu, ki je hkrati K-algebra, pravimo A-algebra.
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A-modulM je enostaven, £e je AM ̸= 0 in nima pravih podmodulov. ModulM je
polenostaven, £e je direktna vsota druºine enostavnih modulov. e je A polenostavna
algebra, potem je vsak A-modul polenostaven [1, str. 70].
Element e ∈ A je idempotent, £e je e2 = e. Idempotent je primitiven, £e se ga
ne da zapisati kot vsoto dveh idempotentov.
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Lema 2.2. Naj bosta e1 in e2 idempotenta. Element e = e1 + e2 je idempotent
natanko tedaj, ko je e1e2 = e2e1 = 0.
Dokaz. Naj bo e idempotent. Iz e1 + e2 = (e1 + e2)2 = e1 + e1e2 + e2e1 + e2 dobimo
e1e2 = −e2e1. e enakost iz leve in desne pomnoºimo z e1, dobimo e1e2e1 = −e1e2e1.
Torej je e2e1 = (e2e1)e1 = −e1e2e1 = 0. Podobno je tudi e1e2 = 0.
e je e1e2 = e2e1 = 0, potem je e2 = e1 + e1e2 + e2e1 + e2 = e1 + e2 = e.
Za idempotenta e1 in e2 kot v zgornji lemi pravimo, da sta ortogonalna. Primi-
tivni idempotenti v polenostavnih algebrah so tesno povezani z minimalnimi levimi
ideali.
Lema 2.3. e je R =
⨁
iRi polenostavna algebra (kjer je Ri enostavna algebra),
potem velja:
i) Za vsak minimalni levi ideal L obstaja idempotent e, za katerega je Re = L.
ii) Idempotent e je primitiven natanko tedaj, ko je Re minimalni levi ideal.
iii) Idempotent e je primitiven natanko tedaj, ko je eRe obseg.
iv) e je e primitiven idempotent, potem je e v nekem sumandu Ri.
Dokaz. i) Naj bo L minimalni levi ideal. Ker je A polenostavna, je L2 ̸= 0, zato
obstajata x, y ∈ L, za katera je 0 ̸= xy ∈ Ly. Ker je L minimalen in Ly ̸= 0, je
Ly = L. Torej obstaja e ∈ L, da je ey = y. Potem je (e2 − e)y = 0. Levi ideal
I = {z ∈ L | zy = 0} je vsebovan v L in ne vsebuje x, torej je I = 0. Ker je
e2 − e ∈ I, je e2 = e. Ker je e ∈ L, je po minimalnosti Re = L.
ii) Naj bo e = e1 + e2 za neni£lna idempotenta e1 in e2. Levi ideal Re1 = Re1e
je vsebovan v Re, je neni£elen in ne vsebuje e2 = e2e. Torej Re ni minimalni levi
ideal.
Naj bo e primitiven idempotent in L minimalni ideal vsebovan v Re. Po to£ki
i) obstaja idempotent e′ ∈ L ⊆ Re, da je L = Re′. Torej je re = e′ za nek r ∈ R.
Potem je e′ = re = e′e, zato lahko za r izberemo kar e′. Dobimo enakost ee′ee′ = ee′,
torej je ee′ idempotent. Potem je
(e− ee′)2 = e− ee′ − ee′e+ ee′ = e− ee′.
Ker je e = (e− ee′) + ee′ primitiven, sledi ee′ = 0 ali e = ee′. Ker je e′ee′ = e′, prva
moºnost ni mogo£a. Torej je e = ee′, zato je e ∈ L in L = Re.
iii) Idempotent e je enota v eRe. Po to£ki ii) je Re minimalni levi ideal. Naj
bo eae ̸= 0, potem je Reae = Re, torej obstaja tak b ∈ R, da je beae = e. Iz tega
dobimo tudi (ebe)(eae) = e. Torej je eae desni inverz ebe. Na enak na£in dobimo
tudi levi inverz za ebe, ki ga ozna£imo z ece. Potem je (ece)(ebe) = (ebe)(eae) = e.
Ker je levi inverz enak desnemu, je (eae)−1 = ebe.
e e = e1 + e2 ni primitiven, potem sta e1, e2 ∈ eRe in e1e2 = 0. Zato eRe ni
obseg.
iv) Naj bo e ∈ Ri ⊕ R′, tako da Rie ̸= 0 in R′e ̸= 0. Ker je e primitiven, je Re
minimalni levi ideal. Vendar je Rie levi ideal, ki je vsebovan v, ni pa enak Re. Torej
je e vsebovan v enem samem sumandu.
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Minimalni levi ideali in primitivni idempotenti so v tesni zvezi z enostavnimi
moduli.
Lema 2.4. e je R =
⨁
iRi polenostavna algebra, potem velja:
i) Vsak enostaven R-modul je izomorfen Re, kjer je e nek primitiven idempotent.
Dodatno sta poljubna enostavna Ri-modula izomorfna.
ii) e sta e in f primitivna idempotenta, potem sta R-modula Re in Rf izomorfna
natanko tedaj, ko je eRf ̸= 0.
iii) e sta e in f primitivna idempotenta, potem sta R-modula Re in Rf izomorfna
natanko tedaj, ko sta e in f konjugirana.
iv) e sta e in f idempotenta, potem je homR(Re,Rf) kot vektorski prostor izo-
morfen (eRf). V posebnem je homR(Re,Re) ∼= (eRe)o tudi kot algebra.
v) e je e idempotent in dimK eRe = 1, potem je e primitiven in ReR je izomorfna
matri£ni algebri nad K.
Dokaz. i) Naj bo M enostaven R-modul, potem je M = Rm za poljuben neni£eln
m ∈ M . Za vsak sumand Ri je Rim podmodul. e je Rim ̸= 0, potem je Rim =
Rm = M . Torej je Rim ̸= 0 za natanko en sumand. Zato se lahko omejimo na
enostavne algebre in vzamemo Ri =Mn(D).
Naj bo E11 matri£na enota. Potem je L = RiE11 minimalen levi ideal. Zaradi
enostavnosti je LRi = Ri. Naj bo M enostaven Ri-modul. Potem je RiM = M in
LM = LRiM = RiM , torej obstaja m ∈M , da je Lm ̸= 0. Ker je Lm podmodul v
M , je enak M . Torej je modul M je izomorfen modulu L.
ii) e je eRf = 0, potem za vsak modulski homomorzem Φ med Re in Rf velja
Φ(e) = eΦ(e) ∈ eRf = 0.
Naj bo 0 ̸= erf ∈ eRf , potem je zaradi minimalnosti Rerf = Rf . Zato je
homomorzem dolo£en s Φ(e) = erf izomorzem.
iii) e je f = qeq−1, potem je homomorzem Φ: Rf → Re, deniran s Φ(rf) =
rfq = rqe izomorzem.
Naj bosta e, f ∈ Ri. Potem je Re = Rie in Rf = Rif , zato lahko predpostavimo,
da je R enostavna algebra oziroma R =Mn(D).
Naj bo e primitiven idempotent v Mn(D). Oglejmo si desni D-vektorski prostor
Dn in njegov podprostor eDn. Naj bo 0 ̸= ex ∈ eDn in f ∈ Mn(D) projekcija na
ex. Potem je e′ idempotent in e′e = ee′ = e′. Zato je tudi e− e′ idempotent. Ker je
e = (e−e′)+e′, je e′ = e. Torej je e projekcija ne enodimenzionalen podprostor, zato
lahko izberemo primerno bazo, v kateri se matrika e zapi²e kot E11. Sprememba
baze se izrazi s konjugacijo.
Enako naredimo tudi za primitiven idempotent f in dobimo, da sta e in f ko-
njugirana.
iv) Naj bo φ ∈ homR(Re,Rf), potem je φ(e) = φ(e2) = eφ(e) in φ(e)f = φ(e),
zato je φ(e) ∈ eRf . Imamo preslikavo Ψ: homR(Re,Rf) → eRf , s predpisom
Ψ(φ) = φ(e). e je φ(e) = 0, potem je φ(re) = rφ(e) = 0 za vsak r ∈ R in φ = 0.
Za vsak a ∈ eRf deniramo φ ∈ homR(Re,Rf) s predpisom φa(re) = ra. Potem
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je Ψ(φ) = φ(e) = a. Torej je Ψ tudi surjektivna preslikava. e je f = e, potem je
preslikava Ψ anti-izomorzem
Ψ(ψφ) = ψ(φ(e)) = ψ(φ(e)e) = φ(e)ψ(e) = Ψ(φ)Ψ(ψ),
zato porodi izomorzem med homR(Re,Re) in (eRe)0.
v) Imamo eRe =
⨁
i eRie. Ker je dimK eRe = 1 je eRie ̸= 0 natanko za en i. e
je e = e1 + e2 za neni£elna idempotenta e1 in e2, potem sta e1 = ee1e in e2 = ee2e
v eRe. Pokaºimo, da sta e1 in e2, linearno neodvisna. Naj bo x = αe1 + βe2 =
0, potem je e1x = αe1 = 0 in posledi£no α = 0. Enako dobimo tudi β = 0.
Linearna neodvisnost je v protislovju z dimenzijo eRe. Ker je ReR = RieRi =
Ri ∼= Mni(Di), lahko e zapi²emo kot konjugirano matri£no enoto E11. Potem je
dimK(D) = dimK E11RE11 = dimK eRe = 1, zato je D = K.
Naj bo R =
⨁
i∈I Mni(Di) in Ei = E
i
11 matri£na enota v Mni(Di). Vsak enosta-
ven R-modul je izomorfen Mni(Di)Ei ∼= D
ni
i za nek i. Vsak R-modul ima dekompo-
zicijo na enostavne R-module. Naj bo Mi vsota vseh podmodulov, ki so izomorfni
Mni(Di)Ei. Podmodul Mi imenujemo izotipska komponenta tipa i.
Grupi G lahko priredimo vektorski prostor KG z bazo G (kot mnoºico). e
na baznih elementih vpeljemo mnoºenje, kot je denirano v grupi, potem z linearno
raz²iritvijo tega mnoºenjaKG postane algebra. Dobljeno algebro imenujemo grupna
algebra grupe G. e je charK = 0 in G kon£na grupa, potem je po Maschekejevem
izreku [1, str. 36] KG polenostavna.
e grupa G deluje na abelovo grupo A tako, da za vse g ∈ G in a, b ∈ A velja
g · (a + b) = g · a + g · b, potem A imenujemo G-modul. e je vektorski prostor V
G-modul in za vse g ∈ G, α ∈ K ter v ∈ V velja g · (αv) = α(g · v), potem je V tudi
KG-modul.
Centralizator podmnoºice X kolobarja R je mnoºica elementov, ki komutirajo z
vsemi elementi podmnoºice X. Centralizator ozna£imo s
CR(X) = {r ∈ R | rx = xr za vsak x ∈ X}.
Tudi £e X ni podkolobar, je njegov centralizator podkolobar. e je A podal-
gebra End(V ), potem je centalizator A enak vsem A-linearnim endomorzmom
CEnd(V )(A) = EndA(V ).
Tenzorski produkt U ⊗ V vektorskih prostorov U in V najbolj²e opi²e karakteri-
sti£na lastnost: obstaja bilinearna preslikava
U × V → U ⊗ V, (u, v) ↦→ u⊗ v
z lastnostma
1. Vsak element U ⊗ V je vsota elementov oblike u⊗ v.
2. e je W vektorski prostor in β : U × V → W bilinearna preslikava, potem
obstaja enoli£no dolo£ena linearna preslikava β̄ : U ⊗ V → W , za katero velja
β̄(u⊗ v) = β(u, v).
Element oblike u⊗ v imenujemo enostavni tenzor.
Lastnosti tenzorskega produkta so:
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a) U ⊗ V ∼= V ⊗ U .
b) U ⊗ (V ⊗ Z) ∼= (U ⊗ V )⊗ Z.
c) e sta {e1, . . . , em} in {f1, . . . , fn} bazi vektorskih prostorov U in V , potem je
{ei ⊗ fj | i = 1, . . . ,m, j = 1, . . . , n} baza vektorskega prostora U ⊗ V .
d) dim(U ⊗ V ) = dim(U) dim(V ).
e) (U ⊗ V )∗ ∼= U∗ ⊗ V ∗.
Tenzorski produkt m kopij vektorskega prostora V ozna£imo z V ⊗m. Karakteri-
sti£na lastnost tenzorske potence je: obstaja multilinearna preslikava
V m → V ⊗m, (v1, . . . , vm) ↦→ v1 ⊗ · · · ⊗ vm
z lastnostma
1. Vsak element V ⊗m je vsota elementov oblike v1 ⊗ · · · ⊗ vm.
2. e je W vektorski prostor in β : V m → W multilinearna preslikava, potem
obstaja enoli£no dolo£ena linearna preslikava β̄ : V ⊗m → W , za katero velja
β̄(v1 ⊗ · · · ⊗ vm) = β(v1, . . . , vm).
Podobno kot prej element oblike v1 ⊗ · · · ⊗ vm imenujemo enostavni tenzor. e je
{e1, . . . , en} baza V , potem je {ei1 ⊗ · · · ⊗ eim | ij ∈ {1, . . . , n}} baza V ⊗m.
Na prostor V ⊗m deluje grupa Sm. Na enostavnih tenzorjih deluje s predpisom
σ • (v1 ⊗ v2 ⊗ · · · ⊗ vm) = vσ−1(1) ⊗ vσ−1(2) ⊗ · · · ⊗ vσ−1(m).
(V indeksih je potreben inverz, da je (στ) • v = σ • (τ • v)). Na poljubne tenzorje
se delovanje raz²iri po linearnosti. Elemente, za katere velja σ · x = x za vse permu-
tacije σ ∈ Sm, imenujemo simetri£ni tenzorji. Simetri£ni tenzorji tvorijo vektorski
podprostor, ki ga ozna£imo s Σm(V ).
Zaporedje naravnih ²tevil (f1, f2, . . . , fl) je particija ²tevila m, £e velja
f1 ≥ f2 ≥ · · · ≥ fl ≥ 1 in f1 + f2 + · · ·+ fl = m.
tevilo particij ²tevilam ozna£imo s p(m). Permutaciji v Sm sta konjugirani natanko
tedaj, ko imata enako ²tevilo ciklov enake dolºine. Torej lahko vsak konjugiranostni
razred predstavimo z dolºinami ciklov predstavnikov razreda. e cikle razvrstimo
po dolºini padajo£e, nam razred dolo£a particijo ²tevila m. Tudi vsaka particija
²tevila m dolo£a konjugiranostni razred. Torej je p(m) tudi ²tevilo konjugiranostnih
razredov grupe Sm.
Spomnimo tudi na Cayley-Hamiltonov izrek, ki pravi, da vsaka kvadratna ma-
trika nad poljem (komutativnim kolobarjem) zado²£a svojemu karakteristi£nemu
polinomu, tj. χX(X) = 0.
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3 Invariante
Oglejmo si m-terice n × n matrik Mn(K)m kot vektorski prostor nad K. Grupa
GL(n,K) deluje na Mn(K)m s hkratno konjugacijo:
A • (X1, . . . , Xm) = (AX1A−1, . . . , AXmA−1).
Denicija 3.1. Polinomska funkcija f : Mn(K)m → K je invarianta glede na delo-
vanje grupe GL(n,K), £e velja
f(A •X) = f(X)
za vse A ∈ GL(n,K) in X ∈Mn(K)m.
Mnoºica invariant postane komutativna algebra, £e operacije deniramo po kom-
ponentah. Algebro invariant m-teric n× n matrik ozna£imo s Tm,n.
Primer 3.2. Izrazi tr(X), tr(X2), tr(XY ), det(X) in det(XY ) dolo£ajo invariante.
Algebra invariant Tm,n je podalgebra Tm+1,n, £e f ∈ Tm,n v Tm+1,n vloºimo s
f(X1, . . . , Xm, Xm+1) = f(X1, . . . , Xm).
Algebra T∞,n =
⋃∞
i=1 Ti,n vsebuje vse invariante, ki slikajo iz zaporedji Mn(K)
∞, ki
so od nekje naprej ni£elna.
V deniciji invariante lahko vektorski prostor Mn(K)m zamenjamo z End(V )m,
grupo GL(n,K) pa z GL(V ), kjer je V poljuben n-dimenzionalen vektorski prostor.
Vsaka invarianta f : Mn(K)m → K in izomorzem Ψ: End(V ) →Mn(K), porodita
invarianto fΨ: End(V )m → K. e ve£, f je invarianta natanko tedaj, ko je fΨ =
fΦ za poljubna izomorzma Ψ,Φ: End(V ) →Mn(K).
3.1 Polarizacija
Polinomska funkcija f : V → K je homogena stopnje k, £e je f(tv) = tkf(v) za
vsak v ∈ V in t ∈ K. Polinomska funkcija f : V m → K je multihomogena stopnje
(s1, . . . , sm), £e velja




2 · · · tsmm f(v1, v2, . . . , vm),
za vse vi ∈ V in ti ∈ K. Multihomogena polinomska funkcija stopnje (1, 1, . . . , 1)
je multilinearna. Za s = (s1, s2, . . . , sm) ozna£imo ts = ts11 t
s2
2 · · · tsmm in |s| = s1 +
s2 + · · · + sm. Naj bo f : V m → K poljubna polinomska funkcija. e v izrazu
f(t1v1, t2v2, . . . , tmvm) izpostavimo £lene oblike ts, dobimo
f(t1v1, t2v2, . . . , tmvm) =
∑
s
tsfs(v1, v2, . . . , vm) (3.1)
kjer je fs multihomogena stopnje s.
Vzemimo poljubno invarianto f in jo zapi²imo v obliki (3.1). Po eni strani dobimo
f(A • (t1X1, t2X2, . . . , tmXm)) =
∑
s
tsfs(X1, X2, . . . , Xm),
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po drugi pa








tsfs(A • (X1, X2, . . . , Xm)).
e primerjamo zgornja izraza, ugotovimo, da je
fs (X1, X2, . . . , Xm) = fs (A • (X1, X2, . . . , Xm))
za vsak s. Poljubno invarianto smo zapisali z vsoto multihomogenih invariant.
Naj bo f homogena invarianta stopnje k. e v izrazu f(t1X1+t2X2+ · · ·+tkXk)
izpostavimo monome oblike ts, dobimo
f(t1X1 + t2X2 + · · ·+ tkXk) =
∑
|s|=k
tsfs(X1, X2, . . . , Xk).
Polinomska funkcija fs je multihomogena stopnje s. V posebnem primeru je f1,1,...,1
multilinearna.
Denicija 3.3. Polinomsko funkcijo f1,1,...,1 imenujemo polarizacija funkcije f in jo
ozna£imo s Pf .
Trditev 3.4. Naj bo F = Pf polarizacija homogene invariante stopnje k. Potem
velja:
i) F je invarianta.
ii) RF (X) = F (X,X, . . . , X  
k
) = k!f(X)
Operatorju R pravimo restitucija.


















tsfs(X1, . . . , Xk).


















tsfs(A • (X1, . . . , Xk)).
Iz zgornjih enakosti dobimo fs(A • (X1, . . . , Xm)) = fs(X1, . . . , Xm), torej je fs












tsfs(X, . . . , X).






























Primer 3.5. Funkcija f : K → K, x ↦→ x3 je homogena stopnje 3.













Iz zgornjega izraza dobimo polarizacijo Pf(x, y, z) = 6xyz.
Primer 3.6. Determinanta det : M2(K) → K je homogena stopnje 2. Naj bo
X = [xij] in Y = [yij].
P det(X, Y ) = x11y22 + x22y11 − x12y21 − x21y12 = tr(X) tr(Y )− tr(XY ).
Zgornji izra£un nam da tudi enakost det(X) = 1
2
(tr(X)2 − tr(X2)).
Polarizacijo posplo²imo na multihomogene funkcije, tako da polariziramo vsako
spremenljivko posebej. Ozna£imo Pjf polarizacijo v j-ti spremenljivki. Polarizacijo
Pf = P1P2 · · · Pmf imenujemo (polna) polarizacija.
Trditev 3.7. Naj bo f multihomogena invarianta stopnje (s1, . . . , sm) in F =
P1P2 · · · Pmf njena polarizacija. Potem velja:
i) F je multilinearna invarianta,
ii) F (X1, . . . , X1  
s1
, X2, . . . , X2  
s2
, . . . , Xm, . . . , Xm  
sm
) = s1!s2! · · · sm!f(X1, X2, . . . , Xm).
Dokaz. Dokaz je indukcija na ²tevilo polarizacij. Posamezen korak je enak dokazu
trditve 3.4. Po m− i-ti polarizaciji dobimo invarianto Pi+1 · · · Pmf , ki je linearna v
zadnjih si+1 + si+2 + · · ·+ sm spremenljivkah.
Primer 3.8. P(x2y3) = 12x1x2y1y2y3
3.2 Multilinearne invariante
V prej²njem razdelku smo videli, da lahko vse invariante izrazimo z multilinearnimi
invariantami, zato se bomo v nadaljevanju omejili samo na multilinearne invariante.
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Vsaka multilinearna funkcija f : Mn(K)m → K enoli£no dolo£a linearno funk-
cijo iz tenzorskega produkta f̄ : Mn(K)⊗m → K. e delovanje grupe GL(n,K) na
tenzorskem produktu deniramo na enostavnih tenzorjih z
A • (X1 ⊗X2 ⊗ · · · ⊗Xm) = AX1A−1 ⊗ AX2A−1 ⊗ · · · ⊗ AXmA−1,
potem za invarianto f velja
f̄(X1 ⊗ · · · ⊗Xm) = f(X1, . . . , Xm) =
f (A • (X1, . . . , Xm)) = f̄(A • (X1 ⊗ · · · ⊗Xm)).
Zato je dobljena funkcija invarianta natanko tedaj, ko je prvotna funkcija invarianta.
Torej za klasikacijo multilinearnih invariant zado²£a klasicirati linearne invariante
tenzorskega produkta.
Funkcije f̄ : Mn(K)⊗m → K so elementi dualnega prostora Mn(K)⊗m∗. V nasle-
dnjem razdelku bomo ugotovili, kateri funkcionali dolo£ajo invariante.
Vsaka invarianta f : Mn(K)m → K je ekvivalentna invarianti f : End(V )m → K,
kjer je V poljuben n dimenzionalen vektorski prostor. Nekatere stvari je elegantnej²e
pokazati za End(V ) kot za Mn(K), zato bomo v nadaljevanju raje uporabljani jezik
endomorzmov.
Za za£etek bomo End(V ) zapisali kot tenzorski produkt preprostej²ih prostorov.
Trditev 3.9. Vektorska prostora End(V ) in V ⊗V ∗ sta izomomorfna. e delovanje
grupe GL(V ) na V ⊗V ∗ deniramo kot A•(v⊗ϕ) = Av⊗ϕA−1 (upo²tevamo oznako
(ϕA−1, u) := (ϕ,A−1u)), sta izomorfna tudi kot GL(V )-modula.
Dokaz. Denirajmo β : V ⊗ V ∗ → End(V ), ki na elementarnih tenzorjih deluje s
predpisom
β(v ⊗ ϕ)(x) = (ϕ, x)v.
Recimo da je β(v ⊗ ϕ) = 0, potem je v = 0 ali ϕ = 0, zato je tudi v ⊗ ϕ = 0.
Denicijo preslikave β raz²irimo po linearnosti. Naj bo {v1, . . . , vn} baza prostora















Zgornji izraz je enak 0 za vse x ∈ V natanko tedaj, ko so vsi ϕi = 0. Iz tega sledi
injektivnost preslikave β. Ker imata prostora enako kon£no dimenzijo, iz injektiv-
nosti sledi tudi surjektivnost. Preverimo ²e prenos delovanja






Od tu naprej bomo izpu²£ali izomorzem β in v ⊗ ϕ obravnavali kot element
obeh prostorov. Naslednji korak je opisati analoge Mn(K)⊗m.
Trditev 3.10. Prostori End(V ⊗m), End(V )⊗m, (V ⊗ V ∗)⊗m in V ⊗m ⊗ V ∗⊗m so
izomorfni kot GL(V )-moduli.
Dokaz. Izomorzem med End(V )⊗m in End(V ⊗m) je na enostavnih tenzorjih podan
s predpisom
X1 ⊗X2 ⊗ · · · ⊗Xm(v1 ⊗ v2 ⊗ · · · ⊗ vm) = X1v1 ⊗X2v2 ⊗ · · · ⊗Xmvm.
Izomorzem med (V ⊗ V ∗)⊗m in End(V )⊗m je porojen z izomorzmom iz trdi-
tve 3.9.
Izomorzem med (V ⊗ V ∗)⊗m in V ⊗m⊗V ∗⊗m je podan z ustreznim preurejanjem
vrstnega reda v enostavnih tenzorjih.
Za analizo invariant je najprimernej²e obravnavati End(V )⊗m kot V ⊗m ⊗ V ∗⊗m.
e ºelimo najti invariante, si moramo pogledati dual (V ⊗m ⊗ V ∗⊗m)∗.
Trditev 3.11. End(V ⊗m) ∼= (V ⊗m ⊗ V ∗⊗m)∗.
Dokaz. Naj bo A ∈ End(V ⊗m). Izomorzem je podan s parjenjem.
(A, v1 ⊗ · · · ⊗ vm ⊗ ϕ1 ⊗ · · · ⊗ ϕm) = (ϕ1 ⊗ · · · ⊗ ϕm,A(v1 ⊗ · · · ⊗ vm))
Prostora imata enako kon£no dimenzijo, zato je dovolj pokazati, da je preslikava
injektivna.
e je A ̸= 0, obstaja tak v ∈ V ⊗m, da je A(v) ̸= 0. Potem obstaja linearni
funkcional ϕ ∈ V ∗⊗m, ki preslika A(v) v 1, torej A dolo£a neni£eln funkcional.
Iz zgornjih trditev sledi, da lahko vsako multilinearno funkcijo opi²emo z endo-
morzmom prostora V ⊗m. Zanima nas kateri endomorzmi ustrezajo invariantam.
Za endomorzem A ∈ End(V ⊗m) ozna£imo µA funkcijo, ki mu pripada. Glejmo
End(V ) kot V ⊗ V ∗ in vzemimo m enostavnih tenzorjev vi ⊗ ϕi. Potem je
µA(v1 ⊗ ϕ1, . . . , vm ⊗ ϕm) = (A, v1 ⊗ v2 ⊗ · · · ⊗ vm ⊗ ϕ1 ⊗ · · · ⊗ ϕm)
= (ϕ1 ⊗ · · · ⊗ ϕm,A(v1 ⊗ · · · ⊗ vm)) .
e konjugiramo vi ⊗ ϕi z B ∈ GL(V ), dobimo
µA(Bv1⊗ϕ1B−1, . . . , Bvm⊗vmB−1) = (A, Bv1⊗· · ·⊗Bvm⊗ϕ1B−1⊗· · ·⊗ϕmB−1)
=
(




ϕ1 ⊗ · · · ⊗ ϕm, (B⊗m)−1AB⊗m(v1 ⊗ · · · ⊗ vm)
)
,
kjer je B⊗m = B⊗B⊗· · ·⊗B ∈ End(V ⊗m). Zgornji izra£un pokaºe, da endomor-
zem A ∈ End(V ⊗m) dolo£a invarianto natanko tedaj, ko je (B⊗m)−1AB⊗m = A za
vsak B ∈ GL(V ). Mnoºico elementov oblike B⊗m ozna£imo z GL(V )⊗m.
Ugotovili smo, da endomorzem dolo£a multilinearno invarianto natanko tedaj,
ko je v centralizatorju CEnd(V ⊗m) (GL(V )⊗m).
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3.2.1 Simetri£ni tenzorji in centralizator
Naj bo Aσ ∈ End(V ⊗m) preslikava, ki opi²e delovanje σ ∈ Sm na V ⊗m. Mnoºico ta-
kih preslikav bomo ozna£ili kar s Sm. Najprej bomo pokazali, da je CEnd(V ⊗m)(Sm) =
⟨GL(V )⊗m⟩. Potem bomo z izrekom o dvojnem centralizatorju dobili ²e centralizator
GL(V )⊗m.
Naj Σm ozna£uje vse simetri£ne tenzorje v End(V )⊗m.
Trditev 3.12. CEnd(V ⊗m)(Sm) = Σm.
Dokaz. Prostor End(V ⊗m) identiciramo z End(V )⊗m. Vzemimo endomorzem
B1 ⊗ · · · ⊗Bm ∈ End(V )⊗m in σ ∈ Sm. Izra£unajmo Aσ(B1 ⊗ · · · ⊗Bm)A−1σ :
Aσ(B1 ⊗ · · · ⊗Bm)A−1σ (v1 ⊗ · · · ⊗ vm) = Aσ
(
B1vσ(1) ⊗ · · · ⊗Bmvσ(m)
)
=
Bσ−1(1)v1 ⊗ · · · ⊗Bσ−1(m)vm =
(
Bσ−1(1) ⊗ · · · ⊗Bσ−1(m)
)
(v1 ⊗ · · · ⊗ vm).
Konjugacija endomorzma B ∈ End(V )⊗m z Aσ nam da enak rezultat kot delovanje
σ ∈ Sm na End(V )⊗m. Torej je B ∈ End(V )⊗m v centralizatorju Sm natanko tedaj,
ko je
AσBA−1σ = σ •B = B
za vsak σ ∈ Sm, oziroma, ko je B ∈ Σm.
Radi bi pokazali ²e, daGL(V )⊗m razpenja vektorski prostor simetri£nih tenzorjev
Σm ⊂ End(V )⊗m. Najprej si poglejmo nekaj rezultatov o simetri£nih tenzorjih.
e je {w1, . . . , wn} baza vektorskega prostora W , potem je B = {wϵ1 ⊗ wϵ2 ⊗
· · · ⊗ wϵm | ϵj ∈ {1, . . . , n}} baza vektorskega prostora W⊗m. Baza B je zaprta
za delovanje grupe Sm, zato nam delovanje da razbitje baze B na orbite. Bazna
elementa sta v isti orbiti natanko tedaj, ko se vsak wi v obeh pojavi enakokrat. e
je wϵ ∈ B bazni element, v katerem se wi pojavi hi-krat, potem je v isti orbiti kot
w⊗h11 ⊗ w⊗h22 ⊗ · · · ⊗ w⊗hnn . Njegovo orbito ozna£imo z Bh1h2...hn .





Iz zgornjega zapisa je razvidno, da je x simetri£ni tenzor natanko tedaj, ko za vsako
permutacijo σ ∈ Sm velja αϵ = ασ·ϵ. Torej morata biti koecienta pred elementoma
iz iste orbite enaka. Z rh1...hn ozna£imo vsoto vseh elementov iz orbite Bh1...hn . Potem




Ker so rh1...hn linearno neodvisni, je {rh1...hn | h1 + · · · + hn = m} baza simetri£nih
tenzorjev Σm(W ).
Za vsak v ∈ W je v⊗m simetri£ni tenzor. Pokazali bomo, da taki elementi tudi
razpenjajo prostor simetri£nih tenzorjev.
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vσ(1) ⊗ · · · ⊗ vσ(m).




























































1 ; f(M) =M
0 ; sicer
. (3.3)
e je f(M) = M , potem se²tevamo samo po I = M , zato rezultat sledi. Naj bo

















(−1)k = (1− 1)|X| = 0.





















Izrek 3.14. Elementi oblike v⊗m razpenjajo Σm(W ).
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Dokaz. e lahko vsak bazni element rh1...hn zapi²emo kot linearno kombinacijo ele-
mentov oblike v⊗m, potem elementi oblike v⊗m razpenjajo Σm(W ).










vσ(1) ⊗ · · · ⊗ vσ(m).
e za v1, . . . , vm izberemo bazne elemente tako, da se za vsak i wi pojavi hi-krat,
potem je desna stran zgornje enakosti ve£kratnik rh1...hm (h1!h2! · · ·hm!-kratnik), leva
stran pa je vsota elementov oblike v⊗m.
Denicija 3.15. Podmnoºica X kon£no dimenzionalnega vektorskega prostora W
je Zariski gosta, £e je edina funkcija f ∈ K[W ], za katero velja f(X) = {0}, ni£elna
funkcija:
{f ∈ K[W ] | f(x) = 0 za vsak x ∈ X} = {0}
Z naslednjo lemo bomo dobili ºelen rezultat.
Lema 3.16. Naj bo W kon£no dimenzionalni vektorski prostor in X ⊂ W Zariski
gosta podmnoºica. Mnoºica elementov oblike x⊗· · ·⊗x, x ∈ X, razpenja podprostor
simetri£nih tenzorjev Σm(W ).
Dokaz. Naj bo ϕ : Σm → K poljuben linearen funkcional, ki izgine na vseh elementih
oblike x⊗m za x ∈ X. Element x ∈ X zapi²emo v bazi x =
∑n









xh11 · · ·xhnn ϕ(rh1...hn).
Torej je ϕ(x⊗m) polinom v x1, x2, . . . , xn, ki izgine na X. Ker je X Zariski gosta,
polinom izgine na celotnem W . Ker elementi oblike w⊗m za w ∈ W razpenjajo
Σm(W ), je ϕ = 0.
Zgornji razmislek nam vrne, da je linearni funkcional iz simetri£nih tenzorjev
ni£eln natanko tedaj, ko izgine na elementih oblike x⊗m za x ∈ X.
Naj bo Z linearna ogrinja£a elementov oblike x⊗m. Izberimo bazo {z1, . . . , zk} in
jo dopolnimo do baze prostora Σm(W ). Naj bo zk+1 element iz dopolnitve. Potem
je njegov dual linearni funkcional, ki izgine na Z, torej izgine tudi na Σm(W ). To
je protislovje, zato sledi Z = Σm(W ).
Trditev 3.17. Mnoºica GL(V ) ⊂ End(V ) je Zariski gosta.
Dokaz. e je V n-dimenzionalen vektorski prostor, endomorzme End(V ) identi-
ciramo z matrikami Mn(K) ter GL(V ) s GL(n,K). Naj bo f ∈ K[Mn(K)] in
f ̸= 0. Potem je f polinom v n2 komutativnih spremenljivkah, zato obstaja matrika
X ∈Mn(K), za katero je f(X) ̸= 0. Vzemimo g = det. Potem je g(A) ̸= 0 natanko
tedaj, ko je A ∈ GL(n,K). Naj bo h poljuben neni£elni polinom, za katerega velja
h(A) = 0 za vsak A ∈ GL(n,K). Potem je hg neni£elen polinom, ki izgine na vseh
matrikah. To je v protislovju s prej²njo ugotovitvijo, zato je h = 0.
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Po zgornji trditvi 3.17 in lemi 3.16 je ⟨GL(V )⊗m⟩ = Σm ⊂ End(V )⊗m, zato je
CEnd(V ⊗m)(Sm) = ⟨GL(V )⊗m⟩.
Izrek 3.18. Naj bo R ⊂ End(W ) polenostavna algebra, in S = EndR(W ) = R′ njen
centralizator. Potem velja:
i) S je polenostavna algebra.
ii) Izotipske komponente R in S sovpadajo.
iii) R = S ′ = R′′.








kjer je Dk obseg. Vektorski prostor W kot R-modul razpade na enostavne module
W = W1 ⊕W2 ⊕ · · · ⊕Wl. Naj bo fi ∈ End(W ) projekcija na vektorski podprostor
Wi. Potem je f 2i = fi, fifj = fjfi = 0 in
∑l
i=1 fi = IdW , zato je




Ker je fiSfjfjSfk ⊂ fiSfk in fiSfjfkSfl = 0, lahko predstavimo S z matrikami⎡⎢⎢⎢⎣
S11 S12 . . . S1l
S21 S22
...
... . . .
Sl1 . . . Sll
⎤⎥⎥⎥⎦ , (3.4)
kjer je Sij = fiSfj.
Za vsak i in j je fiSfj kot abelova grupa izomorfna homR(Wi,Wj). Po lemi 2.3
je homR(Wi,Wj) ̸= 0 natanko tedaj, koWi inWj pripadata istemu sumandu. eWi
in Wj pripadata sumandu Rk, potem sta oba izomorfna Rek, kjer je ek primitiven
idempotent iz Rk. Zato je kot abelova grupa
homR(Wi,Wj) ∼= EndR(Rek) ∼= ekRek ∼= Dk.
Naj boMk = Wk1 ⊕Wk2 ⊕· · ·⊕Wkhk izotipska komponenta, ki pripada Rk. Vsak
Wkj je izomorfen Nk ∼= D
nk
k , in Mk ∼= N
hk




lahko enako kot v (3.4) vsak s ∈ EndR(Mk) zapi²emo z matriko⎡⎢⎢⎢⎣
fk1sfk1 fk1sfk2 . . . fk1sfkh
fk2sfk1 fk2sfk2
...
... . . .
fkhsfk1 . . . fkhsfkh
⎤⎥⎥⎥⎦ .
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Da mnoºenje matrika pravilno opi²e komponiranje endomorzem, moramo koeci-















Torej je S polenostavna algebra. Iz konstrukcije algebre S je vidno, da S porodi
enake izotipske komponente kot R.




i, je dovolj pokazati, da je R
′′
i = Ri. Iz denicije centralizatorja









r = (nrhr dimDr)
2 = (dimMk)
2.
Ker je S enostavna algebra, lahko z enakim postopkom izrazimo S ′ in dobimo enak




2 = dimR′r dimR
′′
r
in dimRr = dimR′′r . Torej je Rr = R
′′
r .
Vsak ideal v polenostavni algebri R =
⨁
i∈I Ri je oblike J =
⨁
i∈I′ Ri, zato je
tudi R/J ∼=
⨁
i/∈I′ Ri polenostavna algebra.
Trditev 3.19. CEnd(V ⊗m) (GL(V )⊗m) = ⟨Sm⟩.
Dokaz. Grupna algebra KSm je po Maschkejevem izreku polenostavna. Podalgebra
⟨Sm⟩ je homomorfna slika KSm, zato je polenostavna. S tem razmislekom rezultat
sledi iz trditve 3.12 in izreka 3.18.
3.3 Algebra invariant
Ugotovili smo, da so endomorzmi, ki dolo£ajo multilinearne invariante, razpeti s
Sm. Torej lahko vsako multilinearno invarianto predstavimo z linearno kombinacijo
endomorzmov Aσ.
Z µσ ozna£imo invarianto, ki jo dolo£a Aσ−1 . Ker je µσ multilinearna, je povsem
dolo£ane z vrednostmi v endomorzmih oblike Xi = vi ⊗ ϕi:
µσ(X1, X2, . . . , Xm) = (Aσ−1 , v1 ⊗ v2 ⊗ · · · ⊗ vm ⊗ ϕ1 ⊗ · · · ⊗ ϕm) =








Izrazu (3.5) bomo na²li lep²o interpretacijo.
Lema 3.20. Naj Xi = vi ⊗ ϕi predstavlja linearno preslikavo. Potem velja:
i) tr(v ⊗ ϕ) = (ϕ, v),
17
ii) X1X2 · · ·Xl =
∏l−1
i=1 (ϕi, vi+1) (v1 ⊗ ϕl),
iii) tr(X1X2 · · ·Xl) =
∏l
i=1(ϕi, vi+1), kjer ena£imo vl+1 = v1.
Dokaz. i) Vzemimo u1 = v in u2, u3, . . . , un tako, da skupaj tvorijo bazo. V tej bazi
preslikavi v ⊗ ϕ pripada matrika X = [xij]ni,j=1, kjer je x1j = (ϕ, uj) in xij = 0 za
i ̸= 1. Sled te matrike je tr(X) = x11 = (ϕ, v).
ii) Dokaºemo z indukcijo. Za l = 1 je enakost trivialna. Zaradi preglednosti
dokaºimo ²e za l = 2.
(v1 ⊗ ϕ1)(v2 ⊗ ϕ2)(u) = (v1 ⊗ ϕ1)(ϕ2, u)v2 = (ϕ1, v2)(ϕ2, u)v1 = (ϕ1, v2)(v1 ⊗ ϕ2)(u)
Naredimo indukcijski korak
(X1X2 · · ·Xl−1)Xl =
l−2∏
i=1




(ϕi, vi+1)(ϕl−1, vl)(v1 ⊗ ϕl) =
l−1∏
i=1
(ϕi, vi+1)(v1 ⊗ ϕl).
iii) Uporabimo to£ko i) na ii).
Izrek 3.21. Za poljubne Xi velja
µσ (X1, X2, . . . , Xm) = tr(Xi1Xi2 · · ·Xik) tr(Xj1Xj2 · · ·Xjl) · · · tr(Xt1Xt2 · · ·Xtr),
kjer je (i1i2 · · · ik)(j1j2 · · · jl) · · · (t1t2 · · · tr) razcep permutacije σ na disjunktne cikle
vklju£no s ksnimi to£kami.
Dokaz. Obe strani sta mutilinearni, zato je enakost dovolj preveriti za Xi = vi⊗ϕi.
Enakost sledi, £e na izrazu (3.5) uporabimo to£ko iii) leme 3.20.
Iz zgornjega izreka dobimo glavni rezultat o generatorjih Tm,n.
Izrek 3.22. Algebra Tm,n je generirana z izrazi oblike
f(X1, X2, . . . , Xm) = tr (Xi1Xi2 · · ·Xil) ,
kjer je ij ∈ {1, 2 . . .m} in l ∈ N.
Dokaz. Vsako invarianto lahko zapi²emo kot vsoto multihomogenih. Po trditvi 3.4
lahko vsako multihomogeno invarianto zapi²emo kot restiticijo multilinearne invari-
ante. Obliko multilinearnih invariant nam da izrek 3.21.
Pomembno vlogo v nadaljevanju bo imel karakteristi£ni polinom χA(t). Naslednji
rezultat je dokazan tudi konstruktivno z Newtonovimi formulami [1, str. 154].
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kjer je ak polinom v tr(A), tr(A2), . . . , tr(An−k). Dodatno je ak, kot polinomska
funkcija matrike A, homogena stopnje n− k.





n1) tr (An2) · · · tr (Anj) ,
kjer se²tevamo po vseh particijah ²tevila n. e A zamenjamo z A− tI, dobimo






































kjer vsota te£e po vseh ki ≤ ni in k1 + k2 + · · · + kj = k. elimo pokazati ²e
ni − ki ≤ n − k. Vemo ni − ki ≥ 0 in
∑




i ki = n − k. Iz tega
dobimo ni − ki = n − k −
∑
i′ ̸=i ni′ − ki′ ≤ n − k. Iz enakosti
∑
i ni − ki = n − k
vidimo tudi, da je izraz (3.6), kot funkcija matrike A, homogen stopnje n− k. Ker
je det(A − tI) vsota izrazov oblike (3.6) po primernih parametrih, ºelen rezultat
sledi.
Primer 3.24. Za n = 2 je
χX(t) = t




V tem poglavju si bomo pogledali konkomitante, ki so mo£no povezane z invarian-
tami. Deniramo jih podobno kot invariante.
Denicija 4.1. Konkomitanta je polinomska preslikava Φ: Mn(K)m →Mn(K), za
katero velja
Φ(A •X) = A • Φ(X),
za vsak A ∈ GL(n,K) in X ∈Mn(K)m.
Opomba 4.2. Beseda konkomitanta izvira iz latin²£ine in opisuje nekaj, kar se zgodi
hkratno.
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Mnoºica vseh konkomitant postane algebra, £e deniramo operacije po to£kah.
Za vsak X ∈ Mn(K)m je (f + g)(X) = f(X) + g(X) in (f · g)(X) = f(X)g(X),
kjer je desna stran matri£no mnoºenje. Algebro konkomitant m-teric n× n matrik
ozna£imo s Sm,n. Podobno kot invariante so tudi konkomitante Sm,n podalgebra
Sm+1,n. Ponovno ozna£imo S∞,n =
⋃∞
i=1 Si,n.
Konkomitante so posplo²itev invariant, saj lahko vsako invarianto iz Tm,n vloºimo
v algebro konkomitant Sm,n s predpisom
f(X1, . . . , Xm) ↦→ f(X1, . . . , Xm)I.
Na ta na£in lahko Tm,n gledamo kot podalgebro Sm,n. e ve£, Tm,n je v centru Sm,n.
Poleg invariant so preprost primer konkomitat tudi koordinatne projekcije
Xj : (X1, . . . , Xm) ↦→ Xj,
ki imajo pomembno vlogo v algebri konkomitant.
V nadaljevanju bomo potrebovali dejstvo, da je bilinearna forma denirana s
tr(XY ) neizrojena. To pomeni, da je fX(Y ) = tr(XY ) ni£elna funkcija natanko
tedaj, ko je X = 0. To vidimo, £e zapi²emo X = [xij] in preverimo, da je tr(XEij) =
xji za poljubno matri£no enoto Eij. Ponovimo znano dejstvo tr(XY ) = tr(Y X). S
temi orodji lahko ºe dolo£imo generatorje algebre konkomitant.
Izrek 4.3. Algebra Sm,n je kot algebra nad Tm,n generirana s projekcijami Xj.
Dokaz. Naj bo Ψ ∈ Sm,n poljubna konkomitanta. S predpisom
ψ(X1, . . . , Xm, Xm+1) = tr(Ψ(X1, . . . , Xm)Xm+1)
deniramo funkcijo ψ : Mn(K)m+1 → K. Ker je Ψ konkomitanta, je ψ invarianta.
Izrek 3.22 nam da obliko izraza ψ. Invarianta ψ je linearna v Xm+1, torej v vsakem
sumandu Xm+1 nastopa natanko enkrat. S cikli£nimi permutacijami zagotovimo, da
Xm+1 vedno nastopa na zadnjem mestu. S tem znanjem lahko zapi²emo
ψ(X1, . . . , Xm, Xm+1) =
∑
γi1,...,ij tr(Xi1 · · ·XijXm+1),
kjer je γi1,...ij element Tm,n. Zgornji izraz lahko spremenimo v
ψ = tr
([∑





Zaradi neizrojenosti sledi velja tr(ΨXm+1) = tr(ΩXm+1) natanko tedaj, ko je Ψ = Ω.
Torej je
Φ(X1, . . . , Xm) =
∑
γi1,...,ijXi1 · · ·Xij .
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4.1 Izreka o kon£nosti
Izrek 3.22 in izrek 4.3 nam podata neskon£no generatorjev. V nadaljevanju bomo
z nekoliko bolj splo²nim rezultatom pokazali, da sta algebri Tm,n in Sm,n kon£no
generirani.
Algebra A je stopni£asta, £e je A =
⨁∞
i=0Ai in AiAj ⊂ Ai+j. Ozna£imo A+ =⨁∞
i=1Ai. Modul M je stopni£ast, £e je M =
⨁∞
i=0Mi in AiMj ⊂ Mi+j. Algebra R
je stopni£asta A-algebra, £e je stopni£asta algebra in stopni£ast A-modul.
Lema 4.4 (Nakayama). Naj bo M =
⨁∞
i=0Mi stopni£ast A-modul in N stopni£ast
podmodul. e je M = N + A+M , potem je N =M .
Dokaz. Z indukcijo bomo pokazali, da jeMn = Nn za vse n ≥ 0. Ker je A+M ⊆M+
je N0 =M0.










Ker je AjNn+1−j ⊂ Nn+1, sledi Nn+1 =Mn+1.
Izrek 4.5 (Nagata-Higman). e ja A algebra v kateri je an = 0 za vse a ∈ A,
potem je AN = 0 za N = 2n−1. (e je A nil z indeksom n, potem je A nilpotentna
z indeksom N .)










e izraz (a+ tb)n = 0, kjer je t ∈ K, zapi²emo kot vsoto homogenih £lenov glede na
t, opazimo, da je tudi vsak homogen £len ni£eln. len pri t1 je ravno Q(a, b), torej
je Q(a, b) = 0 za vsaka a, b ∈ A. Vrednost izraza Q(a, 1) ni nujno enaka 0. Oglejmo
si





Po eni strani je








Ker so vsi Q(a, cbj) = 0, je tudi f(a, b, c) = 0. Po drugi strani je








Za vse i razen za i = n− 1 je Q(b, an−1−i) = 0. Potem dobimo
f(a, b, c) = an−1cQ(b, 1) = nan−1cbn−1 = 0.
Ker ima K karakteristiko 0, je
an−1cbn−1 = 0 (4.1)
za vse a, b, c ∈ A.
Naj bo B(n−i) ideal generiran z elementi oblike an−i. Potem je B(1) = A in
B(n) = 0. Iz (4.1) sledi B(n−1)AB(n−1) = 0.
Elementi algebre A/B(n−i) zadostujejo ena£bi an−i = 0, zato zadostujejo tudi
ena£bi an−i−1cbn−i−1 = 0. Ker je B(n−i−1)/B(n−i) ideal A/B(n−i) generiran z elementi
oblike an−i−1 +B(n−i), sledi
(B(n−i−1)/B(n−i))(A/B(i))(B(n−i−1)/B(n−i)) = 0.
Oziroma za vsak j med 0 in n− 1 velja
B(j)AB(j) ⊆ B(j+1).
Pri j = 1 dobimo
B(1)AB(1) = A3 ⊆ B(2).
Z indukcijo preverimo ANj ⊆ B(j), kjer je Nj = 2j − 1. Za j = 1 velja enakost, za
j = 2 pa vsebovanost potrdi zgornji izra£un. Potem imamo
A2Nj+1 = ANi+1AANi+1 ⊆ B(j)AB(j) ⊆ B(j+1).
Dobimo 2Nj + 1 = 2j+1 − 2 + 1 = Nj+1. Pri j = n dobimo ANn ⊆ B(n) = 0.
Naj bo A stopni£asta komutativna algebra in R stopni£asta algebra nad A. Naj
bo R0 = A0 = K inX ⊂ R+ taka podmnoºica, da 1 inX generirata R kot A-algebro.
Izrek 4.6. Naj bosta A in R kot zgoraj. e za vsak r ∈ R+ obstaja polinom stopnje







z αi ∈ A+, za katerega je pr(r) = 0, potem je R kot A-modul generiran z monomi v
elementih iz X, ki so stopnje 2n − 2 ali manj.
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Dokaz. Naj bo R′ A-modul generiran z 1 in monomi v elementih izX stopnje manj²e
ali enake 2n − 2. Po lemi 4.4 je dovolj pokazati, da je R = R′ + A+R. Ker je
R0 = A0 = R
′
0 = K, je dovolj pokazati, da je R
+ = R′+ + A+R.
Oglejmo si R+/A+R. Ker je za vsak r ∈ R+ polinom pr(r) = 0, je r̄n = 0, kjer je
r̄ slika r v R+/A+R. Potem je po izreku 4.5 (R+/A+R)N = 0 oziroma (R+)N ⊆ A+R
za N = 2n − 1. Torej so vsi monomi, ki imajo stopnjo ve£ kot 2n − 2, ºe v A+R. e
dodamo monome stopnje manj²e od 2n−1, dobimo celoten R+. Torej je R′ = R.
Naj bo t : R → A A-linearna preslikava, ki ohranja stopnjo monomov. Naj bo P
K-algebra generirana z 1 in X. Predpostavimo, da je A+ kot ideal v A generiran s
t(P+).
Izrek 4.7. Naj za R veljajo predpostavke prej²njega izreka. Algebra A je generirana
s t(M), kjer je M mnoºica monomov v elementih iz X stopnje manj²e ali enake
2n − 1.
Dokaz. Po prej²njem izreku je R kot A modul generiran z monomi v elementih iz
X stopnje manj²e ali enake 2n − 2. Mnoºico takih monomov ozna£imo z M ′. Naj
bo B podalgebra algebre A generirana z elementi t(m), kjer je m ∈ M . Potem je
B stopni£asta algebra in A stopni£ast B-modul, zato je po lemi 4.4 dovolj pokazati
A = B +B+A.
Mnoºica M ′X ⊂ M je mnoºica vseh monomov v X s pozitivno stopnjo manj²o
ali enako 2n − 1. Imamo R = AM ′ in P+ ⊆ RX = AM ′X. Potem je
A+ = At(P+) ⊆ At(AM ′X) ⊆ AB+.
Ker je B0 = A0, je A = B +B+A.
Preostane nam le ²e, da zadnja dva izreka ustrezno uporabimo na Tm,n in Sm,n.
Algebri invariant in konkomitant sta stopni£asti, £e za stopnjo vzamemo naravno
stopnjo polinomske preslikave. Velja tudi (Tm,n)0 = (Sm,n)0 = K. Za Sm,n lahko
uporabimo izrek 4.6.
Izrek 4.8. Algebra konkomitant Sm,n je kot Tm,n-modul generirana z elementi oblike
Xi1Xi2 · · ·Xil ,
kjer je ij ∈ {1, 2 . . .m} in l ≤ 2n − 2.
Dokaz. Po izreku 4.3 je Sm,n kot Tm,n algebra generirana zX = {X1, . . . , Xm}. Vsaki
nekonstantni konkomitanti Ψ ∈ Sm,n priredimo karakteristi£ni polinom χΨ(X). Po
izreku 3.23 je





za ak(Ψ) ∈ T+m,n. Po Cayley-Hamiltonovem izreku je χΨ(Ψ) = 0. S tem so izpolnjene
predpostavke izreka 4.6.
Za Tm,n pa uporabimo izrek 4.7.
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Izrek 4.9. Algebra Tm,n je generirana z elementi oblike
tr(Xi1Xi2 · · ·Xil),
kjer je ij ∈ {1, 2 . . .m} in l ≤ 2n − 1.
Dokaz. Preslikava tr : Sm,n → Tm,n je Tm,n-linearna in ohranja stopnjo monomov. Po
izreku 3.22 je T+m,n generirana z izrazi oblike tr(N), kjer je N nekonstanten monom
v elementih iz X. S tem so izpolnjene vse predpostavke izreka 4.7.
Zadnje dva izreka kaºeta, da je invariant in konkomitant veliko manj kot pa
izrazov, ki jih dolo£ajo. S tem problemom se bomo ukvarjali v naslednjem poglavju.
5 Polinomi s sledmi
Do sedaj smo vse invariante in konkomitante zapisali kot polinome, v katerih nasto-
pajo tudi sledi. Invariante smo opisali s polinomi, v katerih spremenljivke nastopajo
znotraj sledi. V polinomih, s katerimi smo opisali konkomitante, pa spremenljivke
nastopajo tudi prosto. Videli smo tudi, da vsak tak polinom dolo£a invarianto
oziroma konkomitanto. Zanima nas kdaj dva razli£na polinoma dolo£ata isto in-
varianto oziroma konkomitanto. Ekvivalentno se je vpra²ati kdaj polinom dolo£a
ni£elno preslikavo.
5.1 Formalne sledi
Naj bo T algebra nad K generirana s formalnimi izrazi oblike Tr(Xi1Xi2 · · ·Xil) za
ij ∈ N in l ∈ N. Privzemimo, da je Tr(Xi1Xi2 · · ·Xil) = Tr(Xj1Xj2 · · ·Xjl) natanko
tedaj, ko lahko Xj1Xj2 · · ·Xjl dobimo s cikli£no permutacijo Xi1Xi2 · · ·Xil . Naj bo
S = T ⟨Xi | i = 1, 2, 3, . . . ⟩ prosta algebra nad T v spremenljivkah Xi.
Elemente S imenujemo polinomi s sledmi. Center algebre polinomov s sledmi je
Z(S) = TI = {γI | γ ∈ T}, zato elemente algebre T imenujemo centralni polinomi
s sledmi.
Opomba 5.1. Izraz centralni polinom se uporablja tudi v teoriji polinomskih identi-
tet [1, str. 188]. al izraza nista usklajena. Vsak navaden polinom lahko gledamo kot
polinom s sledmi. e gledamo centralni polinom kot polinom s sledmi, ne dobimo
centralnega polinoma s sledmi.
Prostora S in T poveºemo s T -linearno preslikavo Tr: S → T , ki je na monomih
podana s
Trn : Xi1Xi2 · · ·Xis ↦→ Tr(Xi1Xi2 · · ·Xis).
Za enoto dolo£imo Trn(I) = n. Dodatno deniramo T -linearno preslikavo Trn : S →
S, ki g ∈ S preslika v Trn(g)I.
Deniramo endomorzem algeber T in S s substitucijo Xi ↦→ gi, kjer je gi ∈ S.
Substitucija vse pojavitve Xi v polinomu s sledmi zamenja z gi.
Vsakemu centralnemu polinomu s sledmi lahko priredimo invarianto na naraven
na£in. Elementu f = Tr(Xi1Xi2 · · ·Xis) ∈ T priredimo invarianto v T∞,n
τn(f)(A1, A2, A3, . . . ) = tr(Ai1Ai2 · · ·Ais). (5.1)
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Tako dobimo homomorzem τn : T → T∞,n. Podobno vsakemu polinomu s sledmi
priredimo konkomitanto. e je H = Xi1Xi2 · · ·Xis in γ ∈ T , potem je
πn(γH)(A1, A2, A3, . . . ) = τn(γ)(A1, A2, A3, . . . )Ai1Ai2 · · ·Ais .
Tako dobimo homomorzem πn : S → S∞,n. Usklajenost homomorzmov τn in πn s











Na podoben na£in, kot smo permutaciji σ ∈ Sm priredili invarianto, ji prire-
dimo tudi centralen polinom s sledmi. Permutacijo σ zapi²emo z disjunktnimi cikli
vklju£no s ksnimi to£kami
σ = (i11i
1
2 · · · i1k1)(i
2
1 · · · i2k2) · · · (i
r
1 · · · irkr)
in ji priredimo multilinearen centralni polinom s sledmi
Φσ(X1, . . . , Xm) = Tr(Xi11Xi12 · · ·Xi1k1 ) Tr(Xi21 · · ·Xi2k2 ) · · ·Tr(Xir1 · · ·Xirkr ). (5.2)
Prirejen polinom dolo£a pri£akovano invarianto. e so A1, . . . , Am ∈Mn(K), potem
je τn(Φσ)(A1, . . . , Am) = µσ(A1, . . . , Am).
Velja tudi obrat. e je H multilinearen centralni polinom s sledmi stopnje m,
potem je linearna kombinacija polinomov oblike Φσ.
Jedri homomorzmov τn in πn vsebujeta tiste polinome s sledmi, ki dolo£ajo ni-
£elno invarianto oziroma konkomitanto. Elemente ker τn imenujemo centralne iden-
titete s sledmi n×n matrik, elemente kerπn pa identitete s sledmi n×n matrik. e
ne bo moºnosti za nejasnost, bomo indeks n v preslikavah izpu²£ali.
Denicija 5.2. T-ideal I kolobarja S je ideal zaprt za substitucije in Tr.
T-ideal J kolobarja T je ideal zaprt za substitucije.
Trditev 5.3. Ideala kerπ in ker τ sta T-ideala.
Dokaz. Naj bo g(X1, X2, . . . ) ∈ kerπ, potem je π(g)(A1, A2 . . . ) = 0 za vse Ai ∈
Mn(K). Naj bo Xi ↦→ gi substitucija.
Potem za g′ = g(g1, g2, . . . ) velja
π(g′)(A1, A2, . . . ) = π(g) (π(g1)(A1, A2, . . . ), π(g2)(A1, A2, . . . ), . . . ) .
Ker je π(gi)(A1, A2 . . . ) ∈Mn(K), je zgornji izraz enak 0. Podobno je
π(Tr(g)I)(A1, A2, . . . ) = tr(π(g)(A1, A2, . . . ))I = tr(0)I = 0.
e je f ∈ ker τ in f ′ = f(g1, g2, . . . ), potem je
τ(f ′)(A1, A2, . . . ) = τ(f) (π(g1)(A1, A2, . . . ), π(g2)(A1, A2, . . . ), . . . ) = 0.
V nadaljevanju bomo dolo£ili generatorje kerπ in ker τ . Najprej pa se bomo
osredoto£ili na multilinearne centralne polinome s sledmi.
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6 Grupna algebra KSm
Vsakemu elementu grupne algebre KSm smo z (5.2) priredili centralen polinom s
sledmi, z izrekom 3.21 pa smo mu priredili tudi multilinearno invarianto. Natan£-
neje smo elementu grupne algebre KSm priredili endomorzem vektorskega prostora
V ⊗m, ki dolo£a invarianto. Radi bi natan£neje izvedeli v kak²ni zvezi sta element
algebre in endomorzem, katerega dolo£a.
V tem poglavju bomo podrobneje opisali strukturo algebre KSm in njene eno-
stavne module. S pomo£jo kombinatori£ne konstrukcije bomo dolo£ili enostavne
sumande polenostavne algebre KSm.
6.1 Youngovi diagrami in simetrizatorji
Particiji λ = (f1, f2, . . . , fl) priredimo diagram, ki ima v i-ti vrstici fi polj. Tak
diagram imenujemo Youngov diagram oblike λ in ga ozna£imo kar z λ. tevilo
vrstic diagrama imenujemo vi²ina diagrama, ozna£imo ga s ht(λ).
Primer 6.1. Zaporedje (4, 2, 2, 1) je particija ²tevila 10, ki ji pripada diagram:
Za obliki λ = (f1, f2, . . . ) in µ = (f ′1, f
′
2, . . . ) pravimo, da je λ ≥ µ, £e je λ = µ
ali je prva neni£elna razlika fi − f ′i pozitivna.
Primer 6.2. Velja (5, 3, 2) ≥ (4, 4, 2).
e polja v diagramu o²tevil£imo s ²tevili od 1 do m, dobimo Youngovo tabelo. S
ht(T ) ozna£imo vi²ino tabele T .
Primer 6.3. Youngovi tabeli oblike (4, 3, 2).
1 2 3 4
5 6 7
8 9
3 8 1 4
5 9 7
2 5
Na tabele deluje grupa Sm tako, da permutira ²tevila v poljih. Vsaki tabeli
priredimo podgrupo PT permutacij, ki pustijo ²tevila v isti vrstici in podgrupo QT
permutacij, ki pustijo ²tevila v istem stolpcu. e sta T in T ′ tabeli iste oblike, potem
obstaja σ ∈ Sm, da je T ′ = σT . Potem je tudi PT ′ = σPTσ−1 in QT ′ = σQTσ−1.
Vsak p ∈ PT lahko zapi²emo kot p = σ1σ2 · · ·σl, kjer σi permutira le ²tevila v
i-ti vrstici. Obratno je tudi vsaka taka permutacija v PT . Zato je PT izomorfna
SI1 × SI2 × · · · × SIl , kjer je Ii mnoºica ²tevil v i-ti vrstici. Tudi vsak q ∈ QT lahko
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zapi²emo kot q = σ1σ2 · · ·σk, kjer σj permutira le ²tevila v j-tem stolpcu, zato je
QT izomorfna SJ1 × SJ2 × · · · × SJk , kjer je Jj mnoºica ²tevil v j-tem stolpcu.








sgn(q)q − antisimetrizator stolpcev,













podobno tudi antisimetrizator bσT = σbTσ−1 ter cσT = σcTσ−1. Za aT in vsak







p′ = aT (6.1)








′ = sgn(q0)bT (6.2)
in podobno q0bT = sgn(q0)bT . e zdruºimo (6.1) in (6.2), potem za vsak p ∈ PT in
q ∈ QT dobimo
pcT = cT in cT q = sgn(q)cT .
Videli bomo, da zgornja zveza dolo£a cT do skalarja natan£no.












kjer je ki dolºin i-te vrstice in hj vi²ina j-tega stolpca.









bT sgn(q)q = |QT |bT .
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6.2 Kombinatori£na lema
Oglejmo si naslednji lemi kombinatori£ne narave, ki nam bosta v pomo£ v nadalje-
vanju.
Lema 6.5. e sta S in T tabeli oblike λ in µ, kjer je λ ≥ µ, potem velja natanko
ena od slede£ih trditev:
a) Obstajata ²tevili i in j, ki sta v isti vrstici tabele S in v istem stolpcu tabele T .
b) λ = µ in pS = qT za p ∈ PS in q ∈ QT .
Dokaz. Naj bo λ = (f1, f2, . . . ) in µ = (h1, h2, . . . ). e je f1 ≥ h1, potem po
Dirichletovem principu obstajata dve ²tevili, ki sta v prvi vrstici S in v istem stolpcu
T ali pa je f1 = h1 in noben par ²tevil iz prve vrstice S ni v istem stolpcu T . V
drugem primeru obstajata permutaciji p1 ∈ PS in q1 ∈ QT , da sta prvi vrstici
S1 = p1S in T1 = q1T enaki.
Ker p1 ohranja ²tevila v isti vrstici, sta dve ²tevili v istem vrstici p1S natanko
tedaj, ko sta v isti vrstici S. Hkrati je tudi PS = Pp1S. Podobno velja za ²tevila v
istih stolpcih za T in q1T .
Sedaj nadaljujemo postopek. V i-tem koraku za£nemo s Si−1 in Ti−1, v katerih
je prvih i − 1 vrstic enakih. e je fi ≥ hi, potem lahko najdemo dve ²tevili, ki
ustrezata a) ali pa je fi = hi in noben par ²tevil v i-ti vrstici Si−1 ni v istem stolpcu
Ti−1. V drugem primeru najdemo permutaciji pi ∈ PS in qi ∈ QT , ki ne premikata
prvih i− 1 vrstic, da imata Si = piSi−1 in Ti = qiTi−1 enaki i-ti vrstici.
Postopek se ustavi s pogojem a) ali pa je λ = µ in je Sk = pk · · · p1S = qk · · · q1T .
V drugem primeru je izpolnjen pogoj b), kjer sta pk · · · p1 in qk · · · q1 iskani permu-
taciji p in q.
Kot posledico dobimo naslednjo lemo.
Lema 6.6. i) e sta S in T diagrama oblike λ in µ za λ > µ, potem za vsako
permutacijo s ∈ Sm obstajata transpoziciji u ∈ PS in v ∈ QT , za kateri je us = sv.
ii) e permutacija s ∈ Sm ni v PTQT , potem obstajata transpoziciji u ∈ PT in
v ∈ QT , za kateri je us = sv.
Dokaz. i) Po lemi 6.5 obstajata ²tevili i, j, ki sta v isti vrstici S in istem stolpcu
sT . Potem je transpozicija u = (ij) v PS in QsT . Deniramo v = s−1us. Ker je
s−1QsT s = QT je v ∈ QT . Potem je sv = ss−1us = us.
ii) Oglejmo si T in s−1T . e velja trditev a) iz leme 6.5, potem je dokaz enak
kot pri to£ki i). e velja trditev b), potem je p′s−1T = qT za p′ ∈ Ps−1T in q ∈ QT .
Ker je Ps−1T = s−1PT s, je p′ = s−1ps za p ∈ PT . Dobimo p′s−1T = s−1pT = qT ,
zato je s = pq−1. To je protislovje s predpostavko s /∈ PTQT .
Vsak element a ∈ KSm lahko enoli£no razvijemo po bazi a =
∑
s∈Sm a(s)s, kjer
je a(s) skalarni koecient. Na primer, cT =
∑
s∈Sm cT (s)s, kjer je
cT (s) =
{
sgn(q) ; £e je s = pq ∈ PTQT
0 ; sicer
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Za vsak a ∈ KSm in σ ∈ Sm velja∑
s∈Sm







torej je σa(s) = a(σ−1s). Podobno dobimo aσ(s) = a(sσ−1).
Lema 6.7. e za a ∈ KSm velja:
∀p ∈ PT ; pa = a in ∀q ∈ QT ; aq = sgn(q)a, (6.3)
potem je a skalarni ve£kratnik cT .
Dokaz. Zapi²imo a =
∑
s∈Sm a(s)s. Naj bo s /∈ PTQT , potem po lemi 6.6 obstajata
permutaciji u ∈ PT in v ∈ QT , da je us = vs. Potem je
a(s) = ua(s) = a(us) = a(sv) = av(s) = −a(s).
Torej je a(s) = 0 za vse s /∈ PTQT . Naj bo s = pq za p ∈ PT in q ∈ QT . Potem je
a(pq) = p−1aq−1(1) = sgn(q)a(1) = a(1)cT (s).
Torej je a = a(1)cT .
Lema 6.8. Naj bosta S in T tabeli oblike µ in λ za µ > λ. e za a ∈ KSm velja:
∀p ∈ PS; pa = a in ∀q ∈ QT ; aq = sgn(q)a, (6.4)
potem je a = 0.
Dokaz. Zapi²imo a =
∑
s∈Sm a(s)s. Po lemi 6.6 za vsako permutacijo s ∈ Sm
obstajata transpoziciji u ∈ PS in v ∈ QT , za kateri je us = sv. Potem je
a(s) = a(us) = a(sv) = −a(s),
torej je a(s) = 0 za vse s.
Vsakemu elementu r ∈ KSm lahko priredimo linearno preslikavo med vektor-
skima prostoroma r̄ : KSm → KSm s predpisom r̄(x) = xr. Slika te preslikave je
KSmr. Vsaki linearni preslikavi lahko dolo£imo sled. Naj bo s ∈ Sm in s ̸= 1,
potem s̄ slika bazo Sm v Sm. Ker preslikava s̄ : Sm → Sm nima stacionarnih to£k,
je tr(s) = tr(s̄) = 0. Enota ima sled tr(1) = dim(KSm) = m!. e je r =
∑
s r(s)s,
potem je po linearnosti tr(r) = r(1)m!.
e je e ∈ KSm idempotent in x lastni vektor prirejene linearne preslikave, potem
je xe = λx = xe2 = λ2x. Zato so vse lastne vrednosti enake 0 ali 1. Ker je tr(e)
vsota lastnih vrednosti, sledi tr(e) = rang(e).
Izrek 6.9. Z R ozna£imo KSm. Naj bo T tabela oblike λ. Potem velja:
i) cTRcT = aTRbT = KcT .
ii) c2T = d(λ)cT , kjer je d(λ) naravno ²tevilo.
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iii) dimK RcT = m!d(λ) .
iv) e je tabela S oblike µ > λ, potem je cSRcT = 0.
v) e je tabela S druga£ne oblike kot tabela T , potem je cSRcT = 0.
Dokaz. i) Ker je R polenostavena, je cTRcT ̸= 0. Velja tudi cTRcT = aT bTRaT bT ⊆
aTRbT . Za poljuben r ∈ R imata elementa cT rcT in aT rbT lastnost (6.3), zato sta
po lemi 6.7 skalarna ve£kratnika cT . Iz tega sledi ºelena enakost.
ii) Ker ima c2T lastnost (6.3), je skalarni ve£kratnik cT . Kot linearna preslikava
ima cT sled tr(cT ) = m!, zato je c2T ̸= 0. Torej je tudi d(λ) ̸= 0.






idempotenta je dimenzija njegove slike, zato je dimF ReT = dimF RcT = m!d(λ) . Iz
tega sledi tudi, da je d(λ) naravno ²tevilo.
iv) Za vsak r ∈ R ima cSrcT lastnost (6.4), torej je po lemi 6.8 cSRcT = 0.
v) Naj bo S oblike µ > λ. Potem je po to£ki iv) cSRcT = 0. Za ideal generiran
s cTRcS velja
(RcTRcSR)
2 = RcTR(cSRcT )RcSR = 0.
Ker je R polenostavena, sledi cTRcS ⊂ RcTRcSR = 0.
Element eT = 1d(λ)cT imenujemo Youngov simetrizator. Iz zgornje leme in
leme 2.4 sledi, da je eT primitiven idempotent.
e je K algebrai£no zaprto polje, potem je K edini kon£no dimenzionalen obseg
nad K. Zato je KSm ∼=
⨁k





zato je dim(Z(KSm)) = k. Dimenzija centra grupne algebre je enaka tudi ²tevilu
konjugiranih razredov grupe. tevilo konjugiranih razredov Sm je enako ²tevilu
particij ²tevila m. tevilo particij ozna£imo s p(m).
Izrek 6.10. Ozna£imo R = KSm in Rλ = ReTR ∼= MdimK(ReT )(K), kjer je T





kjer vsota te£e po vseh particijah ²tevila m.
Dokaz. e sta tabli T in T ′ enake oblike, sta eT in e′T konjugirana, zato je ReTR =
Re′TR. Torej je oznaka Rλ upravi£ena.
Po lemi 6.9 je dim eTReT = 1, zato je po lemi 2.4 ReTR ∼= Md(K). Ker ReT
enostaven Rλ-modul, je ekvivalenten enostavnemu Md(K)-modulu Kd. Potem sta
njuni dimenziji enaki, torej je d = dimK(ReT ).
e sta diagrama τ in λ razli£na, potem je Rτ ∩Rλ = 0 in RτRλ = 0.
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Vsak Rλ je enostaven sumand v R. Recimo, da obstajajo tudi sumandi, ki jih
ne dobimo kot Rλ. Njihovo vsoto ozna£imo s R′. Potem dobimo




Dimenzija centra dimZ(R) je enaka ²tevilu particij ²tevilam. Ker je dimZ(Rλ) = 1,
je dimZ(R) = p(m) + dimZ(R′), zato je dimZ(R′) = 0 in R′ = 0.
Oglejmo si anti-izomorzem iz KSm v KSm, ki permutacijo σ preslika v njen
inverz σ ↦→ σ = σ−1. Opazimo aT = aT in bT = bT . Potem je cT = aT bT = bTaT . Ker
je c2T ve£kratnik cT , je tudi cT
2 ve£kratnik cT . S tem dobimo idempotent eT = 1d(λ)cT .
Z linearno raz²iritvijo delovanja Sm na V ⊗m dobimo delovanje KSm na V ⊗m.
Lema 6.11. Naj bo n = dim(V ). e za Youngovo tabelo T velja ht(T ) > n, potem
je eT · x = eT · x = 0 za vsak tenzor x ∈ V ⊗m. e je ht(T ) ≤ n, potem obstajata
tenzorja x in y, za katera je eT · x ̸= 0 in eT · y ̸= 0.
Dokaz. Naj ima tabela T r > n vrstic. Ker nam razli£na o²tevil£enja diagrama
dajo konjugirane simetrizatorje, si lahko prosto izberemo o²tevil£enje. Naj bo prvi
stolpec o²tevil£en s ²tevili od 1 do r. Dovolj je pokazati, da je bT ·x = 0 za vse bazne
elemente vektorskega prostora V ⊗m. Naj bo {v1, . . . , vn} baza vektorskega prostora
V . Potem je vsak bazni element vektorskega prostora V ⊗m oblike
x = vi1 ⊗ vi2 ⊗ · · · ⊗ vir ⊗ vir+1 ⊗ · · · ⊗ vim .
Ker je r ve£ji od n, sta vsaj dva izmed vektorjev vi1 , . . . , vir enaka. Naj bosta to via
in vib , potem je (ab) · x = x. Ker je (ab) ∈ QT , je
bT · x = bT · ((ab) · x) = bT (ab) · x = −bT · x.
Torej je eT · x = 0 in eT · x = 0.
e pokaºemo, da je bTaTV ⊗m ̸= 0, potem bo tudi
bTaT bTaTV
⊗m = bT cTaTV
⊗m ⊂ bT cTV ⊗m ̸= 0
in zato tudi cTV ⊗m ̸= 0. Naj ima T najve£ n vrstic. Naj bo T oblike (f1, . . . , fr) in
naj bodo stolpci dolºin (m1,m2, . . . ,mf1). Tabelo o²tevil£imo tako, da so v prvem
stolpcu ²tevila od 1 do m1, v drugem od m1+1 do m1+m2 in tako naprej. Oglejmo
si vektor
x = (v1 ⊗ v2 ⊗ · · · ⊗ vm1)⊗ (v1 ⊗ v2 ⊗ · · · ⊗ vm2)⊗ · · · ⊗ (v1 ⊗ v2 ⊗ · · · ⊗ vmk).
Na mestih, ki pripadajo isti vrstici, so isti bazni vektorji, zato je p · x = x za vse








sgn(τ)τ(v1 ⊗ · · · ⊗ vmk)
⎞⎠ .
Ker sta za razli£ni permutaciji σ in σ′ v Smj tudi σ·(e1⊗· · ·⊗emj) in σ′·(e1⊗· · ·⊗emj)
razli£na, je bT · x ̸= 0.
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7 Identitete s sledmi
Obravnavali bomo identitete n × n matrik. Vsakemu elementu x =
∑
σ∈Sm ασσ ∈










Velja tudi τ(H) = h. Multilinearna invarianta h je dolo£ena tudi z endomorzmom∑
σ∈Sm ασAσ−1 ∈ ⟨Sm⟩ ⊂ End(V
⊗m), kjer je V = Kn. Invarianta je ni£elna natanko
tedaj, ko je ni£eln endomorzem, ki jo dolo£a.
Oglejmo si anti-homomorzem A− : KSm → ⟨Sm⟩, ki σ ∈ Sm preslika v Aσ−1 .





H τ →→ h
Ker sta parjenji x s H in A−(x) s h bijektivni, je H v jedru τ natanko tedaj, ko je
x v jedru A−.
Izrek 7.1. Centralni polinom s sledmi
∑
σ∈Sm ασΦσ je centralna identiteta s sledmi
natanko tedaj, ko je
∑
σ∈Sm ασσ element ideala grupne algebre KSm generiranega z
Youngovimi simetrizatorji, ki pripadajo diagramom z ve£ kot n vrsticami.
Dokaz. Iz zgornjega razmisleka sledi, da je multilinearen centralni polinom s sledmi∑
σ∈Sm ασΦσ identiteta natanko tedaj, ko je
∑
σ∈Sm ασσ ∈ KSm v jedru preslikave
A− : KSm → End(V ⊗m). Torej so multilinearne centralne identitete s sledmi dolo-
£ene z elementi kerA−.
Oglejmo si homomorzem A : KSm → ⟨Sm⟩, ki σ ∈ Sm preslika v Aσ. Potem
endomorzem A(x) ∈ ⟨Sm⟩ opi²e delovanje x ∈ KSm na V ⊗m. Po lemi 6.11 za
Youngov simetrizator eT velja A(eT ) = 0 natanko tedaj, ko je ht(T ) > n. Radi bi
pokazali, da je A(eT ) = 0 natanko tedaj, ko je A−(eT ) = 0.
Spomimo se, da je cT = aT bT skalarni ve£kratnik eT in cT = aT bT skalarni
ve£kratnik eT . Opazimo, da je A(aT ) = A−(aT ) in A(bT ) = A−(bT ). Potem je
A−(cT ) = A(bT )A(aT ) = A(cT ). Po lemi 6.11 je tudi A(cT ) = 0 natanko tedaj, ko
je ht(T ) > n.
Izrek 6.10 nam da razcep KSm =
⨁
λRλ na enostavne algebre. Ker je kerA−






Ker je Rλ enostavna, je ker(A−|Rλ) enako 0 ali Rλ. Potem je ker(A−|Rλ) = Rλ





To je ravno ideal generiran z Youngovimi simetrizatorji, ki pripadajo diagramom z
ve£ kot n vrsticami.
V posebnem je F (X1, . . . , Xn+1) =
∑
σ∈Sn+1 sgn(σ)Φσ centralna identiteta s
sledmi. Imenujemo jo fundamentalna identiteta s sledmi.
Posledica 7.2. Vsaka multilinearna centralna identiteta s sledmi stopnje n + 1 je
skalarni ve£kratnik fundamentalne identitete s sledmi.
Dokaz. Edini Youngov diagram z ve£ kot n vrsticami je stolpec vi²ine n+1. Njemu
pripada antisimetrizator c =
∑
sgn(σ)σ. Ker je cρ = ρc = sgn(ρ)c za vsak ρ ∈ Sn+1,
so v idealu generiranim s c samo njegovi skalarni ve£kratniki. Skalarnim ve£kratni-
kom simetrizatorja pa pripadajo skalarni ve£kratniki fundamentalne identitete.
Fundamentalno identiteto s sledmi lahko formalno zapi²emo kot
F (X1, . . . , Xn+1) = Tr(G(X1, . . . , Xn)Xn+1), (7.1)
kjer je G(X1, . . . , Xn) nek polinom s sledmi. Vsako permutacijo zapi²imo z dis-
junktnimi cikli tako, da je n+ 1 v zadnjem ciklu na zadnjem mestu. Naj bo
(i1i2 · · · ikn + 1) zadnji cikel in z Mσj monom, ki pripada j-temu ciklu permutacije
σ. Potem dobimo
F (X1, . . . , Xn+1) = Tr
⎛⎝ ∑
σ∈Sn+1
sgn(σ) Tr(Mσ1 ) · · ·Tr(Mσl−1)Xi1Xi2 · · ·XikXn+1
⎞⎠ .
V tem zapisu je
G(X1, . . . , Xn) =
∑
σ∈Sn+1
sgn(σ) Tr(Mσ1 ) · · ·Tr(Mσl−1)Xi1Xi2 · · ·Xik .
Ozna£imo σ′ permutacijo, ki jo dobimo iz σ tako, da ji odstranimo zadnji cikel.
Z N ozna£imo mnoºico {1, 2, . . . , n}. Potem je σ′ ∈ SN\{i1,...,ik} in sgn (σ) =
(−1)k sgn(σ′). S temi oznakami lahko zgornjo enakost zapi²emo v










kjer v drugi vsoti vzamemo le paroma razli£ne ij in upo²tevamo vse moºne vrstne
rede. Za mnoºico D = {d1, d2, . . . , dk} ⊆ N ozna£imo






Xσ(d1) · · ·Xσ(dk).
Potem se G izrazi kot




Polinom Tr(H(X1, . . . , Xm)Xm+1) je centralna identiteta s sledmi natanko tedaj,
ko je H(X1, . . . , Xm) identiteta s sledmi. Zato je G(X1, . . . , Xn) identiteta s sledmi.
Posledica 7.3. Vsaka multilinearna identiteta s sledmi stopnje n je skalarni ve£-
kratnik G(X1, X2, . . . , Xn).
Dokaz. e je f(X1, . . . , Xn) identiteta s sledmi, potem je Tr(f(X1, . . . Xn)Xn+1)
centralna identiteta s sledmi. Dodatno velja
Tr(f(X1, . . . , Xn)Xn+1) = Tr(g(X1, . . . , Xn)Xn+1)
natanko tedaj, ko je f = g.
Naj bo f(X1, . . . , Xn) multilinearna identiteta s sledmi stopnje n. Potem je
Tr(f(X1, . . . , Xn)Xn+1) multilinearna centralna identiteta s sledmi stopnje n + 1.
Po posledici 7.2 je dobljena identiteta skalarni ve£kratnik F (X1, . . . , Xn+1), zato je
po zgornjem razmisleku f(X1, . . . , Xn) skalarni ve£kratnik G(X1, . . . , Xn).
Ker je Tr(G(X1, . . . , Xn)) multilinearna centralna identiteta stopnje n < n + 1,
je Tr(G(X1, . . . , Xn)) = 0.
Primer 7.4. Za n = 2 dobimo identiteti
F (X1, X2, X3) =
Tr(X1) Tr(X2) Tr(X3)−




X1X2 +X2X1 − Tr(X1)X2 − Tr(X2)X1 + (Tr(X1) Tr(X2)− Tr(X1X2)) I.
Na enak na£in kot smo v poglavju 3 vsako invarianto zapisali kot vsoto homoge-
nih invariant, lahko to storimo z identitetami s sledmi. Prav tako lahko na polinomih
s sledmi uporabimo polarizacijo. Polarizacijo polinoma H ozna£imo s PH. S podob-
nim dokazom kot pri trditvi 3.7 dobimo, da je polarizacija multihomogene identitete
s sledmi multilinearna identiteta s sledmi ter da z restitucijo nazaj dobimo prvotno
identiteto.
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Primer 7.5. Nekaj primerov polarizacij polinomov s sledmi:
P Tr(X)3 = 6Tr(X1) Tr(X2) Tr(X3),
P Tr(X3) = 3Tr(X1X2X3) + 3Tr(X1X3X2),
P(X3) = X1X2X3 +X1X3X2 +X2X1X3 +X2X3X1 +X3X1X2 +X3X2X1,
P Tr(X)X = Tr(X1)X2 + Tr(X2)X1.
Trditev 7.6. Polinom G(X1, X2, . . . , Xn) je do predznaka enak polarizaciji karak-
teristi£nega polinoma χX(X).
Dokaz. e karakteristi£ni polinom χX(X) zapi²emo s sledmi kot v posledici 3.23 in
navadno sled tr zamenjamo s formalno Tr, potem χX(X) postane polinom s sledmi.
Po izreku 3.23 iz komentarja o homogenosti koecientov sledi, da je χX(X) homo-
gen stopnje n. Po Cayley-Hamiltonovem izreku je χX(X) identiteta. Polarizacija
PχX(X1, . . . , Xn) je multilinearna identiteta s sledmi stopnje n, zato je po izreku 7.3
skalarni ve£kratnik G(X1, . . . , Xn). Pred £leni oblike Xi1Xi2 · · ·Xin je v obeh iden-
titetah lahko le 1 ali −1, zato ºelen rezultat sledi.
e je m ≥ n + 1, lahko vsako σ ∈ Sn+1 gledamo kot permutacijo v Sm, ki
permutira prvih n + 1 ²tevil in ne prestavlja ostalih. Tako permutacijo ozna£imo s
σm. Polinom, ki ga priredimo σm ∈ Sm, je enak
Φσm(X1, . . . , Xm) = Φσ(X1, . . . , Xn+1) Tr(Xn+2) · · ·Tr(Xm).
Lema 7.7. Ideal generiran s simetrizatorji porojenimi z Youngovimi tabelami z naj-
manj n + 1 vrsticami je generiran z antisimetrizatorjem cn+1 =
∑
σ∈Sn+1 sgn(σ)σ,
kjer gledamo σ kot na element Sm.
Dokaz. Antisimetrizator cn+1 =
∑





sgn(σ)Φσ Tr(Xn+2) · · ·Tr(Xm) =
F (X1, . . . , Fn+1) Tr(Xn+2) · · ·Tr(Xm).
Ker F (X1, . . . , Fn+1) dolo£a ni£elno invarianto, tudi celoten zgornji izraz dolo£a
ni£elno invarianto. Po izreku 7.1 je cn+1 v idealu.
Naj ima diagram λ najmanj n + 1 vrstic. Izberimo tabelo T , ki ima v prvem








sgn(σ)2eT = (n+ 1)!eT .
Torej je vsak simetrizator eT , ki pripada tabeli z najmanj n+ 1 vrsticami, v idealu
generiranim s cn+1.
Zadnja lema nam precej olaj²a dolo£anje generatorjev centralnih slednih identi-
tet.
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Izrek 7.8. Ideal centralnih identitet s sledmi ker τn je generiran z elementi oblike
F (M1, . . . ,Mn+1),
kjer je Mi poljuben monom v X = {X1, X2, . . . }.
Dokaz. Vsako centralno identiteto s sledmi lahko zapi²emo kot vsoto multihomoge-
nih identitet. S polarizacijo in restitucijo se lahko omejimo na multilinearne cen-
tralne identitete s sledmi.




kjer je αi,j ∈ K in ρi, τj ∈ Sm. Zato je dovolj analizirati elemente oblike ρcn+1τ .
Identiteta prirejena cn+1 je
F (X1, . . . , Xn+1) Tr(Xn+2) Tr(Xn+3) · · ·Tr(Xm).
e je H(X1, . . . , Xm) identiteta prirejena
∑







ρ∈Sm αρρ je dobljena iz F (X1, . . . , Xm) tako, da Xi za-




−1. Zato lahko namesto ρcn+1τ analiziramo ρ−1ρcn+1τρ = cn+1τρ.
Torej se omejimo na identitete, ki pripadajo elementom oblike cn+1τ .
Naj ima τ v enem ciklu dve ²tevili izmed 1, 2, . . . , n+ 1. Predpostavimo, da sta
to 1 in 2. Potem je
τ = (1i1 · · · il2j1 · · · jk) · · · () in (12)τ = (1i1 · · · il)(2j1 · · · jk) · · · ().
Vendar cn+1(12)τ = −cn+1τ . e postopek nadaljujemo dokler ni v vsakem ciklu
najve£ eno ²tevilo izmed 1, 2, . . . , n + 1, dobimo η ∈ Sm, da je cn+1τ = ±cn+1η in
ima η v vsakem ciklu najve£ eno ²tevilo izmed 1, 2, . . . , n+1. Torej se lahko omejimo
na elemente oblike cn+1η.
e imamo cikla (1i1 · · · ik) in (1j1 · · · jl), kjer so vsi i razli£ni od vseh j, potem
je
(1i1 · · · ik)(1j1 · · · jl) = (1j1 · · · jli1 · · · ik).
e η zapi²emo z disjunktnimi cikli
η = (1i11 · · · i1k1)(2i
2
1 · · · i2k2) · · · (n+ 1i
n+1
1 · · · in+1kn+1)(j
1
1 · · · j1l1) · · · (j
r
1 · · · jrlr)
za vsak σ ∈ Sn+1 dobimo cikli£ni zapis ση tako, da ²tevila t ≤ n + 1 v cikli£nem
zapisu σ zamenjamo s tit1 · · · itkt in dodamo cikle iz η, ki ne vsebujejo ²tevil od 1 do
n+ 1. Iz tega sledi, da je identiteta prirejena cn+1η enaka
F (X1Xi11 · · ·Xi1k1 , . . . , Xn+1Xin+11 · · ·Xin+1kn+1 ) Tr(Xj
1
1
· · ·Xj1l1 ) · · ·Tr(Xjr1 · · ·Xjrlr ).
Dolo£imo ²e generatorje identitet s sledmi.
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Izrek 7.9. Ideal identitet s sledmi kerπn je generiran z elementi oblike
F (M1, . . . ,Mn+1) in G(N1, . . . , Nn),
kjer so Mi in Nj poljubni monomi v X = {X1, X2, . . . }.
Dokaz. e je H(X1, . . . , Xm) identiteta s sledmi, potem je
H̄(X1, . . . , Xm, Xm+1) = Tr(H(X1, . . . , Xm)Xm+1)
centralna identiteta s sledmi, v kateri Xm+1 nastopa linearno. Po prej²njem izreku
ima H̄ obliko
H̄(X1, . . . , Xm, Xm+1) =
∑
γi1...in+1F (Mi1 , . . . ,Min+1),
kjer je γi1...in+1 centralni polinom s sledmi, Mij pa monom. V γF (M1, . . . ,Mn+1)
lahko Xm+1 nastopa v γ ali pa v enem izmed monomov. e nastopa v γ, potem v
njem nastopa linearno, zato lahko zapi²emo
γ = Tr(N1) · · ·Tr(Nr−1) Tr(NrXm+1) = Tr(Tr(N1) · · ·Tr(Nr−1)NrXm+1)
oziroma γ = Tr(γ′Xm+1), kjer je γ′ polinom s sledmi. e Xm+1 nastopa v monomu,
lahko zaradi simetri£nosti F predpostavimo, da nastopa v Mn+1. Zapi²emo Mn+1 =
AXm+1B za monoma A in B. Potem je po (7.1)
F (M1, . . . ,Mn, AXm+1B) = Tr(G(M1, . . . ,Mn)AXm+1B) =
Tr(BG(M1, . . . ,Mn)AXm+1).
e zdruºimo zgornji ugotovitvi, dobimo
Tr(H(X1, . . . , Xm)Xm+1) =
Tr
([∑
γ′i1...in+1F (Mi1 , . . . ,Min+1) +
∑





H(X1, . . . , Xm) =∑
γ′i1...in+1F (Mi1 , . . . ,Min+1) +
∑
γj1...jnBjG(Mj1 , . . . ,Mjn)Aj.
Naj bo G(X) formalni izraz, ki smo ga priredili karakteristi£nemu polinomu
χX(X). Potem je G(X) homogena identiteta s sledmi stopnje n. Naj bo F (X) =
Tr(G(X)X). Potem je F (X) homogena centralna identiteta s sledmi stopnje n +
1. e polariziramo G(X) in F (X), dobimo ve£kratnika G(X1, . . . , Xn) oziroma
F (X1, . . . , Xn+1). Videli bomo, da so vse identitete s sledmi posledice F (X) in
G(X).
Denicija 7.10. T -ideal generiran s H je najmanj²i T -ideal, ki vsebuje H.
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Iz denicije T -ideala ni razvidno, da je zaprt za polarizacijo. Zato si oglejmo
sorodno multilinearizacijo.
Naj bo f = f(X1, . . . , Xk) polinom s sledmi, za katerega velja f(tX1, . . . , tXk) =
tmf(X1, . . . , Xk). Z degi(f) ozna£imo stopnja f v Xi.
Predpostavimo lahko, da ima polinom najvi²jo stopnjo v spremenljivki Xk. Po-
tem deniramo
g = f(X1, . . . , Xk +Xk+1)− f(X1, . . . , Xk)− f(X1, . . . , Xk+1).
Trditev 7.11. Naj bosta f in g kot zgoraj. Potem velja:
i) g ̸= 0,
ii) g(tX1, . . . , tXk, tXk+1) = tmg(X1, . . . , Xk, Xk+1),
iii) deg(g) = deg(f),
iv) degk(g) = degk+1(g) = degk(f)− 1,
v) degj(g) ≤ degj(f) za j < k.
Dokaz. i) Naj bo f =
∑
i αiωi, kjer so ωi razli£ni monomi. Potem je g =
∑
i αigi,
kjer gi dobimo iz ωi. e se Xk v ωi pojavi natanko enkrat, potem je gi = 0. e se
Xk v ωi pojavi ve£krat, je gi vsota vseh moºnih monomov, ki jih dobimo iz ωi tako,
da zamenjamo vsaj enega in ne vseh pojavitev Xk z Xk+1. Velja tudi gi ̸= 0. e Xk
ne nastopa v ωi, potem je gi = −ωi. V zadnjih dveh primerih za ωi ̸= ωj velja tudi
gi ̸= gj. Iz tega lahko sklepamo g ̸= 0.
ii) Sledi iz
f(tX1, . . . , tXk + tXk+1)− f(tX1, . . . , tXk)− f(X1, . . . , tXk+1) =
tm(f(X1, . . . , Xk +Xk+1)− f(X1, . . . , Xk)− f(X1, . . . , Xk+1)).
iii) Sledi iz to£ke ii).
iv) Naj bo f =
∑
i ωi. e Xk nastopa v ωi, potem iz opisa gi, da je vidimo






degk(ωi)− 1 = degk(f)− 1.
Ker sta Xk in Xk+1 v g simetri£na, je degk(g) = degk+1(g).
v) Imamo degj(gi) = degj(ωi), £e Xk ne nastopa v ωi ali nastopa ve£ kot enkrat.






Postopek nadaljujemo dokler ne dobimo polinoma h, ki je v vseh spremenljivkah
stopnje 1. Polinom h je stopnje m ni pa nujno multilinearen. e izberemo m
spremenljivk in ostale zamenjamo z 0, dobimo multilinearen polinom stopnje m ali
pa ni£elni polinom. e se²tejemo vse tako dobljene polinome, dobimo nazaj polinom
h. Zato je za vsaj en nabor m spremenljivk opisan polinom neni£eln.
Izreka 7.8 in 7.9 lahko formuliramo v naslednji obliki.
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Izrek 7.12. i) Centralne identitete s sledmi ker τ so T -ideal algebre T generiran
s F (X).
ii) Identitete s sledmi kerπ so T -ideal algebre S generiran z G(X).
Dokaz. V multilinearizaciji uporabljamo samo od²tevanje in substitucijo, zato je
T -ideal zaprt za multilinearizacijo.
i) Po izreku 7.8 je dovolj pokazati, da je F (X1, X2, . . . , Xn+1) v T -idealu generi-
ranim s F (X). Potem dobimo vse ostale generatorje kerπ s substitucijami. Ker je
F (tX) = tn+1F (X), je izpolnjena predpostavka trditve 7.11.
e multilineariziramo F (X), dobimo identiteto stopnje n+1, ki je v vsaki spre-
menljivki stopnje 1. e primerne spremenljivke zamenjamo z 0, dobimo multiline-
arno identiteto stopnje n+ 1. Ta je po posledici 7.2 skalarni ve£kratnik fundamen-
talne identitete.
ii) Po izreku 7.9 je dovolj pokazati, da sta G(X1, . . . , Xn) in F (X1, . . . , Xn+1) v T -
idealu generiranim z G(X). e multilineariziramo G(X), dobimo identiteto stopnje
n, ki je v vsaki spremenljivki stopnje 1. e primerne spremenljivke zamenjamo z 0,
dobimo multilinearno identiteto stopnje n, ki je po posledici 7.3 skalarni ve£kratnik
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