Abstract: This paper deals with the optimal control techniques for a class of affine switched systems. The affine structure of the state equations makes it possible to establish a continuity property (with respect to the control parameter) for the above systems. Under some additional assumptions, the optimal control problem (OCP) associated with the affine dynamic models corresponds to a standard convex optimization problem. The latter can be reliably solved using some standard numerical algorithms and consistent regularization schemes.
INTRODUCTION
The study of switched dynamical systems has gained lots of interest in the recent years (see [22, 23] ). Hybrid/switched control systems constitute a class of the real-world models where two types of dynamical behaviors are presented, namely, continuous and discrete event dynamics. In order to understand how these systems can be operated efficiently, both aspects of the above behavior have to be analyzed and taken into account during an optimal control design phase. A theoretical approach to hybrid/switched OCPs that combines tools from discrete event systems and continuous systems is the mostly suitable but at the same time, probably the mostly sophisticated approach. Many techniques have been recently proposed to tackle OCPs with a particular emphasis on engineering inspired classes of switched systems. For example, hybrid systems with autonomous switching (switching triggered by the continuous part of the state) have been considered in [3] [4] [5] 8, 10, 13, 16, 23, 33, 36, 37] . The optimal control of switched systems i.e., a class of hybrid systems where switching is a part of the control vector, has been studied in [31] .
In this contribution we concentrate on the classes of switched systems which are affine in the input. Note that the general affine and polynomial control systems have become a modern application focus of practical control theory [4, 6, 7, 20, 35] . The aim of our investigations is to study the analytical structure of the basic state equation and to establish the continuity properties of the corresponding trajectories. This result can also be interpreted as a robustness property of the dynamical models under consideration. In our paper we characterize a sub-class of affine switched systems as convex control systems (see e.g., [2] ). This makes it possible to consider the optimal control processes governed by affine switched systems from the point of view of the classical convex programming and to apply the corresponding computational optimization tools to the OCPs associated with affine switched systems. In this situation, the established continuity property of affine systems provides a theoretic tool for an exact convergence analysis of the numerical algorithms for the corresponding OCPs. In particular, we consider the optimization algorithms in combination with the proximal point technique (see e.g., [1, 2, 24, 29] ).
The paper is organized as follows. Section 2 contains the problem formulation and a short introduction to the conventional proximal point techniques. In Section 3 we discuss the continuity properties of the classical and switched affine switched systems. Section 4 is devoted to OCPs associated with affine switched systems that are convex with respect to control input. Section 5 discusses a regularized first-order numerical approach to optimal control processes governed by convex switched systems with affine structure. In this section we apply our main analytical results from the previous sections and propose a conceptual computational algorithm for OCPs under consideration. Section 6 summarizes the paper.
PROBLEM FORMULATION AND THE CLASSICAL PROXIMAL POINT METHOD
Consider the following initial value probleṁ
where x 0 ∈ R n is a fixed initial state, all functions
where q i are from an index set Q, are uniformly bounded on an open set (0, t f )×R ⊆ R n+1 , measurable with respect to variable t ∈ (0, t f ) and Lipschitz in x ∈ R ⊆ R n (with a common Lipschitz constant for almost all t). Moreover, let [15, 18, 26] for theoretical details). The common Lipschitz constant is denoted by L. We also assume that for every t ∈ [0, t f ] the values B qi (t) = (b i,j (t)) n m are n × m matrices with continuous components b ij (·). We consider systems (1) with r ∈ N switchings. The corresponding sequence of switching times {t i }, i = 1, ..., r, where 0 = t 0 < t 1 < ... < t r−1 < t r = t f , determines the switching mechanism. Note that we can replace the above condition of uniformly Lipschitz continuity of A qi by a weaker condition and consider the uniformly (with respect to t) Lipschitz continuity of A qi , q i ∈ Q, with a proper constant L i for almost all t ∈ [t i−1 , t i ). Evidently, in this case we can put L := max qi∈Q {L qi }. Motivated by numerous applications, let us examine (1) over a set U of bounded measurable control inputs. In this paper, we also assume that the set of admissible controls U has the following bounded structure [3, 16, 31, 33] . The general switched systems with controlled switchings are introduced in [22] . Given an affine switched system (1) we now formulate an associated optimization problem, namely, the following main hybrid OCP minimize φ(
where φ : R n → R is a continuously differentiable function. An OCP involving ordinary differential equations can always be considered as an optimization problem in a suitable function space [14, 21] . Indeed, our problem (2) can be expressed as an infinite-dimensional nonlinear program of the form:
where
is a solution to (1) generated by the input u(·)).
We now shortly discuss the necessary technical facts related to the classical proximal point regularization method for convex optimization problems. We refer to [24, 29] for the corresponding proofs and some additional theoretical results and references. Let {Z, || · || Z } be a real Hilbert space. Consider the following convex minimization prob-
where S ⊂ Z is a bounded, convex, closed subset of Z and f : Z →R := R {∞} is a lower semicontinuous and proper convex functional. Note that the existence of an optimal solution z opt ∈ S to (4) is guaranteed (see e.g., [19, 28] ). Following [24, 29] we now introduce the proximal mapping
, where K > 0, α ∈ Z, and define the classical proximal point method
where {K j } is a given sequence with 0 < K j ≤ C < ∞. Thus the original problem (4) is replaced by a sequence of the auxiliary (regularized) minimization problems
It is well known that minimizing sequences are of great importance in constructive optimization theory. A numerical method related with the original optimization problem (4) is called stable if the associated minimizing sequence {z l } converges (in a sense) to an element from the set of optimal solutions to (4). It is well-known that the proximal point algorithm introduced above is one of the most important stable methods for convex problems of the type (4). A constructive solution procedure for every auxiliary problem from the above sequence of auxiliary problems can finally be obtained as a combination of the above proximal point regularization scheme and a suitable numerical optimization algorithm. We refer to [27, 32] for some implementable computational methods. Suppose that the approximations {z j }, j ∈ S generated by the proximal point algorithm satisfy the estimate
It is well-known that in this case the sequence {z j } converges in the weak topology to a point from the solution set of problem (4) (see [24, 29] ). Besides, {z j }, j ∈ N is also a minimizing sequence for (4).
CONTINUITY PROPERTY OF THE GENERAL AFFINE SYSTEMS
In this section we consider a fundamental continuity result for the conventional affine systems. This analytic result will be applied later to our main dynamical model, namely, to the switched system (1). Theorem 1. Consider the following initial value probleṁ
where 
is the solution of (5) corresponding to u(·).
The proof of the above result can be found in [4] . We now return to our main dynamical model, namely, to the affine switched system (1) and consider a weakly convergent sequence {u
The corresponding sequence of the associated initial value problems has the following forṁ
Theorem 1 makes it possible to obtain the continuity result for system (1). Theorem 2. For a sequence of locations {q i } ⊂ Q, where i = 1, ...r, consider the initial value problem (1) and the associated problems (6) . Assume that {u
Then, for all k ∈ N the initial value problem (6) has a unique (absolutely continuous) solutions
where x(·) is the solution of (1) corresponding to u(·).
Proof: For a given sequence of locations {q i }, i = 1, ...r the structure of problem (6) Note that Theorem 2 can be interpreted as follows: for the affine switched system (1) the weak convergence of controls and the convergence of the initial conditions cause the uniform convergence of the corresponding state variables. Clearly, this result can be interpreted as a kind of "robustness" of systems (1) with respect to perturbations of controls and initial state variables. Moreover, it can be used in the proofs of the numerical consistence for some computational algorithms associated with OCPs.
OPTIMAL CONTROL OF AFFINE SWITCHED SYSTEMS
An effective application of a numerical method can be usually realized under some necessary technical assumptions. The main condition for a possible implementation of the proximal point regularization scheme is the convexity of the minimization problem under consideration. To put it another way, the original hybrid OCP (2) needs to have a structure of the abstract convex optimization problem (4) in a suitable Hilbert space. Evidently, not every OCP of the type (2) is equivalent to the mentioned problem (4). Therefore, we now restrict the class of OCPs and introduce the following concept. Definition 3. If the infinite-dimensional minimization problem (3) is equivalent to a convex optimization problem (4), then we call (2) a convex optimal control problem.
Our aim is to find some constructive characterizations of the elements of the hybrid problem (2) (control system (1) and cost functional φ) that makes it possible to establish the convexity of a given OCP (1) in the sense of Definition 1. The next definition characterizes a sub-class of the affine switched systems of the type (1).
Definition 4.
We call the affine switched control system (1) a convex affine system if every functional
Note that Definition 2 is similar to the concept of the conventional convex control systems introduced in [2] . We also recall a monotonicity concept for functionals in Euclidean spaces.
Definition 5. We say that a function
The presented monotonicity concept can be expressed by introducing the standard positive cone R n ≥0 (the positive orthant). For a similar monotonicity concept see, for example, [2, 17] . A general example of a monotonically nondecreasing functional can be deduced from the general Mean Value Theorem (see e.g., [11] ), namely, a differentiable function T : R n → R with ∂T (ξ)/∂ξ l ≥ 0 for all ξ ∈ R n , l = 1, ..., n, where ∂T (ξ)∂ξ l is the k-th component of the gradient of T , is monotonically nondecreasing.
Our next result gives a constructive characterization of a convex affine system from Definition 2. From the last fact we can deduce the convexity of the general functionals (the global Euler discretization) 
convex for all l = 1, ..., n and all t ∈ [0, t f ] and the given control system (1) is a convex affine system. 2
We now establish the convexity of an OCP governed by a convex affine switched system of the type 1. Theorem 7. Let the control system from (1) be a convex affine system and let the function φ be convex and monotonically nondecreasing. Then the corresponding OCP (2) is convex.
Proof: Using the convexity and monotonicity of the function φ and the convexity of
.., n, we can prove that the functional J, where
is convex. Since U is a convex subset of R m , the set U is also convex. Therefore, problem (2) is equivalent to a classical convex programm of the type (4). 2
Evidently, Theorem 7 provides a basis for a numerical consideration of convex OCPs from the point of view of the classical convex minimization problem.
SOME COMPUTATIONAL ISSUES
It is well known that necessary optimality conditions are not only a main theoretical tool of the general optimization theory but also provide a basis for several numerical approaches in mathematical programming. The same is true in connection with various numerical solution schemes associated with OCPs. We refer to [1, 2, 5, 9, 10, 25, 27, 30] for theoretical and computational aspects. The necessary optimality conditions for convex minimization problems (3) and (4) are also sufficient. In this case a local solution of a convex minimization problem coincides with a global solution. Consider a convex OCP (2) and the associated minimization problem (3). In the case of a convex problem (2) one also can formulate necessary optimality conditions in the form of the conventional Pontryagin Maximum Principle (see e.g., [14] ). Note that in this case we does not need a special form of the maximum principle, namely, a hybrid version of this optimality criteria [3, 31] . The convex structure of an infinite-dimensional minimization problem (3) allows us to write necessary and sufficient optimality conditions for a convex OCP (3) in the form of the Karush-Kuhn-Tucker Theorem or in the form of an easy variational inequality. We refer to [2, 21, 27, 32] for some useful optimality conditions in the case of a convex OCP.
This paper focuses on the simple numerical approach to the convex OCPs introduced in the previous section, namely, on the first-order computational schemes. Let (3) be a convex minimization problem with a (Fréchet) differentiable cost functional J. We now describe a gradientbased approach for this purpose (see e.g., [2, 27] ). We also refer to [1, 2, 14, 34] for an explicit representation of the "reduced" gradient for the conventional OCPs. Note that the above gradient is taken with respect to the variable u(·) and the corresponding differential equation is assumed to be resolved using this control function. The explicit representation for ∇J(u opt (·)) can be written as follows
R n is the joint Hamiltonian of the OCP problem (2). By H u , H p , H x we denote here the partial derivatives of H with respect to u, p and x. Moreover, x opt (·) and p opt (·) are the optimal state and the optimal adjoint variable corresponding to the optimal control function u opt (·) ∈ U. Note that the gradient ∇J in (7) is computed with the help of the joint Hamiltonian H to the switched OCP (2). We does not use here a sequence of "partial" Hamiltonians associated with every location for a hybrid/switched system (see [3, 5, 31] (2) and assume that all hypothesis from Section 1 are satisfied. Then u opt (·) ∈ U is an optimal solution of (2) if and only if
Under the conditions of Section 1 the introduced mapping
is also (Fréchet) differentiable. The set of admissible controls U is convex, closed and bounded. Hence, we obtain the necessary and sufficient optimality condition for OCP (2) in the form (8) [21, 28] . 2 Generally, the reduced gradient
where x u (·) and p u (·) are the state and the adjoint variable corresponding to u(·). The presented formalism provides a basis for a variety of useful gradient-type algorithms. In the case of a convex OCP (2), these algorithms are particularly attractive in the context of an effective numerical treatment of a regularized problem (3) . We now introduce the sequence of iterative prox-regularized auxiliary problems for the initial minimization problem (3) (see Section 1)
where l = 0, 1... and u 0 (·) ∈ U. Here, {χ l } is a given sequence with 0 < χ l ≤ C < ∞. Clearly,
. where ∇J can be computed by using the formulas (9).
Since J l (u(·)) is a strongly convex functional, the minimization problem (10) has a unique solution. Under some mild assumptions, the gradient-type method converges to this solution of (10) . Under the assumptions presented in Section 1 a sequence {u l (·)} generated by the proximal point method (10) converges weakly to an optimal solution of the initial problem (3). Moreover, this sequence is also a minimizing sequence in the sense of (3). Combining this property of the proximal-sequence and Theorem 7 we obtain our consistence result. Theorem 9. Let (2) be a convex OCP and {u l (·)} be a sequence generated by the proximal point regularization (10) . Assume that {x l (·)} is a sequence of solutions to (1) associated with {u l (·)}. Then this sequence of trajectories {x l (·)} converges strongly to an optimal trajectory x opt (·) of (2), namely, Proof: Since (2) is assumed to be convex and the sequence {u l (·)} is generated by the proximal point method, we obtain a weak convergence of this sequence to an optimal control u opt (·) for (2) . Using this fact and Theorem 7, we deduce the above strong convergence of the associated trajectories {x l (·)} to an optimal trajectory of (2). 2
Summarizing we can conclude that the application of a gradient-based approach to the prox-regularized initial OCP (2) provides a stable numerical procedure for this problem. The numerical "stability" is considered here with respect to a strong convergence of the corresponding approximative trajectories to an optimal trajectory of the given affine switched systems.
CONCLUSION
This article studies some practically motivated switched control systems, namely, the switched systems with affine structure. We also introduce a subclass of the above dynamical models that can be characterized as convex affine switched systems. Roughly speaking, convex control systems are those for which all components of every admissible trajectory are convex functionals with respect to control inputs. Under some additional assumptions, OCPs associated with the above dynamics correspond to convex optimization problems in a real Hilbert space. We study a specific type of convex affine systems with switchings and the related convex OCPs. For constructively solving convex optimal control problems we propose a conceptual computational method. This method constitutes a combination of first-order algorithms and the classical proximal point regularization. This combined approach makes it possible to obtain numerically stable solutions for the specific classes of switched OCPs. Note that it seems to be possible to apply the main theoretical results and numerical algorithms from this paper to some OCPs associated with the stochastic hybrid systems (see [23] ) and also to extend the above methodology to the polynomial classes of switched dynamic models [6, 7] .
