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Abstract
Community detection is one of the pivotal tools for discovering the structure of complex networks.
Majority of community detection methods rely on optimization of certain quality functions char-
acterizing the proposed community structure. Perhaps, the most commonly used of those quality
functions is modularity. Many heuristics are claimed to be efficient in modularity maximization,
which is usually justified in relative terms through comparison of their outcomes with those pro-
vided by other known algorithms. However as all the approaches are heuristics, while the complete
brute-force is not feasible, there is no known way to understand if the obtained partitioning is really
the optimal one. In this article we address the modularity maximization problem from the other
side — finding an upper-bound estimate for the possible modularity values within a given network,
allowing to better evaluate suggested community structures. Moreover, in some cases when then
upper bound estimate meets the actually obtained modularity score, it provides a proof that the
suggested community structure is indeed the optimal one. We propose an efficient algorithm for
building such an upper-bound estimate and illustrate its usage on the examples of well-known clas-
sical and synthetic networks, being able to prove the optimality of the existing partitioning for some
of the networks including well-known Zachary’s Karate Club.
Keywords: Complex networks — Community detection — Network science
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INTRODUCTION
A number of features of the increasingly interconnected world can be now described by
means of complex networks - examples include but are not limited to physical and digital
infrastructure, biological interactions, as well as human mobility and communications. The
complex networks play crucial role in various fields such as physics, biology, economics, social
sciences, urban planning. This gives paramount importance to the methods and approaches
allowing to understand the underlying structure of the complex networks, in particular their
community structure. The community detection saw a wide range of applications in social
science [1], biology[2], economics [3]. Some more specific applied examples include studies
of human mobility and interactions with applications to regional delineation [4–12].
Over the last 15 years a big number of approaches and algorithms for community detec-
tion in complex networks has been suggested. Some of them are just the straightforward
heuristics such as hierarchical clustering [13] or the Girvan-Newman [14] algorithm, however
the vast majority rely on optimization techniques based on the maximization of various ob-
jective functions. The first and the most well-known one is modularity [15, 16] assessing the
relative strength of edges and quantifying the cumulative strength of the intra-community
links. A large number of modularity optimization strategies have been suggested [15–25]. A
good historical overview is presented in [26].
Modularity is known to have certain shortcomings including a resolution limit[22, 27] and
certain alternative objective functions deserve to be mentioned: Infomap description code
length [28, 29], block model likelihood [30–35], and surprise [36].
However despite its limitations modularity remains the most commonly used approach
so far. Recently the authors proposed a novel universal optimization technique for commu-
nity detection ”Combo” [25] capable of maximizing modularity, description code length and
pretty much any other metric based on the link scoring and assessing the cumulative score
of the intra-community links (we will further refer to such metrics as link-scoring-based).
For modularity optimization in most cases Combo outperforms other state-of-the-art algo-
rithms in terms of the quality (modularity score) of the resulting partitioning which could
be achieved within a reasonable time for the network of up to tens of thousands of nodes.
But whichever optimization technique is used, it is always a heuristic as the problem
of finding exact modularity maximum is known to be NP-hard [37] - the total number of
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partitioning to consider scales at the order of magnitude of mn where m is the number of
communities and n is the size of the network. A heuristic is never capable of proving that
the provided solution is indeed the optimal one and usually can not even tell how close to
the optimal the solution is, with the rare exception of algorithms with some guaranteed per-
formance estimates [38]. This way the partitioning quality is usually assessed in the relative
terms by comparing the algorithm’s outcome with the results of the other approaches.
In the present paper we consider the problem from a different angle proposing an al-
gorithm for building upper-bound estimate for the possible modularity score or any other
link-scoring-based partitioning quality function. Sometimes, when such an estimate meets
the value achieved by the optimization algorithm, this can provide a proof that the obtained
solution is indeed the optimal one. We will provide examples of cases when such a proof
becomes possible.
THE MODULARITY FUNCTION AND ITS TRIVIAL UPPER BOUND
If weights of network edges between each pair of nodes A,B are denoted as e(A,B) then
modularity [15, 16] of the partition c(A) (a mapping assigning community number c to each
node A) can be defined as
Q =
∑
A,B,c(A)=c(B)
q(A,B), (1)
where the quantities q(A,B) for each edge AB (call q a modularity score for an edge) are
defined as
q(A,B) =
e(A,B)
T
− w
out(A)win(B)
T 2
,
where wout(A) =
∑
C e(A,C), w
in(B) =
∑
C e(C,B), T =
∑
Aw
out(A) =
∑
B w
in(B) =∑
A,B e(A,B). If the network is undirected then the edge modularity scores q are symmet-
rical: q(A,B) = q(B,A). However even for the directed case, the modularity scores could
be effectively symmetrized assigning q(A,B) := (q(A,B) + q(B,A))/2 without any impact
on the total score Q.
Consider a symmetrical square matrix of the edge modularity scores q. Worth mentioning
that all the considerations below do not depend on the specific way the scores q are defined,
so are equally valid for any other objective function implemented through a cumulative edge
scoring like (1).
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Modularity Q of the complex network is known to be a normalized measure, i.e. −1 ≤
Q ≤ 1. However can one ever reach the maximal value of Q = 1? In most cases not and a
trivial estimate of
Q ≤ Qmax =
∑
A,B,q(A,B)>0
q(A,B) +
∑
A,q(A,A)<0
q(A,A) (2)
often leads to Qmax < 1. But even this more precise upper bound (2) is often far from the
actual values that could be ever achieved. Further we provide an algorithm for building a
better estimate.
THE METHOD
Idea of the algorithm is based on the following consideration. Assume that the network
contains three nodes A,B,C such that the modularity scores q(A,B) > 0 and q(A,C) > 0,
while q(B,C) < 0. Then if we were to have both positive scores q(A,B) and q(A,C) as a
part of the total modularity 1, i.e. have both links AB and AC as intra-community ones
with respect to the considered community structure, all three nodes A,B,C should belong
to the same community. But this will come at a price of also having a link with a negative
score q(B,C) as intra-community one and would cause the corresponding negative score
to be also included in 1. Otherwise at least one of the positive scores q(A,B) or q(A,C)
would not be included. This way a triangle ABC produces an additional ”penalty” of
p(A,B,C) = 2 min{q(A,B), q(B,C), |q(A,C)|} to the total modularity score estimate (the
penalty is doubled as each edge score q(A,B) is present in the network twice as q(B,A) =
q(A,B)).
More generally, if a chain A1, A2, ..., Ak is such that q(Aj, Aj+1) > 0 for all j = 1, 2, ..., k−
1, while q(A1, Ak) < 0 then such a chain produces a penalty of
p(A1, A2, ..., Ak) = min{q(A1, A2), q(A2, A3), ..., q(Ak−1, Ak), |q(A1, Ak)|}. (3)
Call those triangles or chains penalized.
Based on that, if one finds a set Ω of non-overlapping (i.e. not having common edges)
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penalized undirected triangles or longer chains, then
Q ≤ Qmax −
∑
ω∈Ω
p(ω). (4)
However, there is also a way to deal with the set of overlapping triangles or chains having
common edges. Before we introduce the corresponding approach let us consider a more
general framework which will make the idea more intuitive and will also enable further
generalization of the algorithm.
PENALIZED SUBNETWORKS
Start with several definitions. Recall that each edge AB of the original network is char-
acterized by its modularity score q(A,B) which can be positive, negative or zero.
Definition 1. Subnetwork (SN) – a subset of nodes of the original network, where
each edge A,B is characterized by a score q∗(A,B) such that |q∗(A,B)| ≤ |q(A,B)| and
q∗(A,B)q(A,B) ≥ 0.
Definition 2. Subnetwork’s penalty – a difference between the sum of all edge scores
q∗ of the subnetwork and the proven upper bound for its possible partitioning modularity
estimate. Subnetwork with a positive penatly is called a penalized subnetwork.
Definition 3. Resolved subnetwork (RSN) – a subnetwork, best known candidate partition
of which matches the proved upper bound for its possible partitioning modularity estimate
(making it a proven optimal partitioning).
Definition 4. Reduced subnetwork of a given penalized subnetwork S – a subnetwork of
S having the same penalty as S.
Definition 5. Permissible linear combination LS =
∑
j λjSj of the subnetworks Sj with
non-negative coefficients λj – is a subnetwork of the original network which edges AB
characterized by the linear combinations q∗(A,B) =
∑
j λjq
∗
j (A,B) of the corresponding
scores q∗j (A,B) from the subnetworks Sj (in case AB is not present in some of the sub-
networks consider corresponding q∗j (A,B) = 0), provided that |q∗(A,B)| ≤ |q(A,B)| and
q∗(A,B)q(A,B) ≥ 0.
Then it is easy to see that the following proposition holds:
Summation lemma: Consider a set of subnetworks {S1, S2, ..., Sm} with proven penal-
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ties p1, p2, ..., pm. Then then penalty for a permissible linear combination LS =
∑
j λjSj for
non-negative λj is at least
∑
j λjpj.
Indeed, denote the proven upper bound estimate for the partitioning modularity for each
subnetwork Sj by Uj. Then for any given partitioning c modularity Q(c) of the LS can be
expressed as Q =
∑
j λjQj and then Q =
∑
j λjQj ≤
∑
j λjUj =
∑
j λj(Q
max
j −pj) = Qmax−∑
j λjpj, where Q
max as before denotes the estimate (2) for a corresponding subnetwork.
Definition 6. Resolved network/subnetwork is a network or its subnetwork for which
one was able to find a proven upper bound modularity estimate and an actual community
structure with matching modularity scores.
Resolving a network means constructing the proof of optimality for the known partition-
ing. Summation lemma provides a framework for resolving the networks through combining
proven penalties of the smaller subnetworks.
OVERLAPPING TRIANGLES AND CHAINS
Now return to an approach of handling a set of overlapping triangles or chains having
common edges using summation rule. Clearly penalized triangles or chains are examples
of penalized subnetworks. If p is the penalty then one can construct a reduced subnetwork
of the same penalty with the same edges scored as p and −p depending on the sign of the
original edge characteristics.
Then considering any set Ω = {ωj} of overlapping penalized triangles or chains ωj, one
can replace it by a set of the corresponding reduced penalized triangles or chains ωj. If a
linear combination of those is a permissible linear combination (i.e. if a linear combination
of penalties of all the triangles/chains each edge participates in does not exceed the absolute
value of the modularity score of this edge) then summation rule provides a proven cumulative
penalty for the entire network as a linear combination of the penalties of all the triangles
and chains.
In particular if
∑
j ωj is a permissible linear combination (with λj = 1) then
Q ≤ Qmax −
∑
j
p(ωj). (5)
This way we replace overlapping penalized triangles and chains with non-overlapping (in
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terms of the edge scores) reduced penalized triangles and chains.
THE ALGORITHM
An upper bound estimate (5) largely depends on the set Ω of triangles or chains. Introduce
a greedy heuristic building a sequence of triangles and chains Ω = {ω1, ω2, ..., ωm} aiming to
produce the best possible upper bound estimate (5):
1. Start from k = 3 and empty Ω.
2. Look for all the penalized chains of length k: search through the negatively scored
edges AB, considering all the paths between A and B which consist of all positively
scored edges, evaluating penalty for every such chain.
3. If there exists at least one such chain, add to Ω the one having highest associated
penalty value p(ω); reduce the edge scores of the original network by subtracting the
corresponding edge scores p(ω) or −p(ω) of the reduced chain ω; repeat from the step
2.
4. Otherwise check if there still exist any penalized chain (evaluate connected components
in the graph with edges having positive residual score and see if at least one of them
contains an internal edge with the negative residual score). If such a chain exists
increment k and repeat from step 2.
5. Otherwise stop.
The algorithm is streightforward and relatively fast, however as pretty much any greedy
heuristic sometimes converges to the non-optimal solutions. Alternative for the step 3 is
to select a random penalized chain at each step. Also one can select the best chain with a
certain probability and a random chain otherwise. In those cases each series of iterations
2-3 for each k could be performed multiple times in order to select the best intermediate
result before incrementing k.
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THE RESULTS
First we provide in Table I several examples of the networks for which we are able to
prove that the obtained best modulairity partitioning is indeed the optimal one. Here and
further we use Combo algorithm for modularity optimization.
Network Size Acheived modularity Upper-bound modularity Ratio, %
Ants 1 [39] 16 0.0972 0.0972 100.0
Ants 2 [39] 13 0.1666 0.1666 100.0
Dolphin groups [40] 13 0.5900 0.5900 100.0
Pony [41] 17 0.1375 0.1375 100.0
GAMAPOS [42] 16 0.525565 0.525565 100.0
PADGM [42] 16 0.364444 0.364444 100.0
KNOKM [42] 10 0.14876 0.14876 100.0
KNOKI [42] 10 0.0816327 0.0816327 100.0
Synthetic network 50 0.6399 0.6399 100.0
TABLE I: Evaluation on the real-world and synthetic net-
works: examples of the networks with exact or nearly ex-
act match between upper-bound estimate and the achieved
result. The synthetic network was generated using LFR ap-
proach [43], while real-world network taken from [44] and [42]
Second we perform extensive evaluations of the algorithm on a number of networks of
size 25-75 created using artificial network generator of Lancichinetti- Fortunato- Radicchi
(LFR) benchmark [43] with average degree equal 4, maximum degree = 16, mixing parameter
µ = 0.1− 0.2 for the topology equal to mixing parameter for the weights, exponent for the
weight distribution = 1, minus exponent for the degree sequence = 2, minus exponent for
the community size distribution = 1, minimum for the community sizes = 5, maximum for
the community sizes equal to number of nodes divided by 4.
Results are reported in the Table II
Network size Avg. ratio of achieved vs upper bound modularity, % Exact matches, %
25-34 100.0 100.0
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35-44 99.96 80.0
45-54 99.98 60.0
55-64 99.91 50.0
65-75 99.82 18.18
All 99.93 60.78
TABLE II: Evaluation on the synthetic LFR networks.
Further in the Table III we present results for the other real-world networks where exact
match between the upper bound estimate and the best known modularity score has not been
achieved. In most cases the gap between the two is below 5%, often (if half of those cases)
within 0.1− 1%.
# Network Size Achieved modularity Upper-bound modularity Ratio, %
1 Zachary’s karate club [45] 34 0.419790 0.425789 98.59
2 Dolphins [46] 62 0.528519 0.548080 96.43
3 Les Miserables [47] 77 0.566688 0.572035 99.07
4 Political Books [orgnet.com] 105 0.527237 0.541007 97.45
5 American College Football [14] 115 0.605445 0.62767 96.46
6 World colonial ties [11] 238 0.7874 0.7875 99.99
7 World language ties [11] 238 0.3714 0.3717 99.92
8 Neural net of C. Elegans [48] 297 0.507642 0.541827 93.69
9 Infectious diseases [49] 410 0.860384 0.86777 99.15
10 Synthetic network 250 0.798493 0.79922 99.91
11 Synthetic network 500 0.851837 0.85584 99.53
12 Jazz musicians [50] 198 0.444787 0.46885 94.87
13 WOLFN [42] 20 0.0580522 0.0626775 92.62
14 THURM [42] 15 0.269513 0.275023 98.00
15 GAMANEG [42] 16 0.274673 0.3044 90.23
16 PADGB [42] 16 0.39875 0.415 96.08
17 KAPFMM [42] 15 0.278393 0.295014 94.37
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TABLE III: Evaluation on the real-world networks: best and
upper-bound modularity score for the extensive set of net-
works.
FURTHER IMPROVEMENTS OF THE ALGORITHM
As we see the presented algorithm can build a plausible upper-bound estimate for the
possible modularity score for many real-world and synthetic networks, often being able to
resolve them (i.e. matching the modularity score achievable by the community detection
algorithm (Combo), proving the optimality of such a partitioning). However, there are
networks that fundamentally can not be resolved with the above approach - see Figure 1 for
an example of a simple unresolvable network configuration. And despite the fact that the
gap between the proven upper bound estimate and achievable modularity score might be as
small as 0.1% or even less this still does not allow to prove the optimality of the partitioning
which is seen as the ultimate goal of the present paper.
In order to overcome the fundamental limitations of the approach based on penalized
2
5
4
-5-3
-3
FIG. 1. Example of the network configuration for which exact upper bound on modularity can not
be found by algorithm considering triangles and chains. Numbers indicate scaled edges’ modularity
scores.
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triangles and chains we propose a more general framework able to utilize arbitrary penalized
subnetworks, including the one on the Figure 1.
Scheme of the framework:
Phase 1. Identify a set of arbitrary subnetworks S1, S2, ..., Sm with known penalties
p1, p2, ..., pm.
Phase 2. Find a best possible acceptable linear combination
∑
j λjSj, such that
∑
j λjpj →
max.
Instead of a binary (i.e. having λj = 0, 1) inclusion heuristic like we tried before, Phase 2
could be implemented as a linear optimization problem maximizing
∑
j λjpj → max subject
to linear constrains λj ≥ 0 and the corresponding constrains on each edge score, ensuring
that the resulting linear combination of the subnetworks is permissible.
The phase 1 requires us to decide which Sj to include and how to build them. A simple
although perhaps not time efficient generic solution could consider all possible subnetworks
of a small size up to a certain size M . For M small enough all such possible subnetworks
could be analyzed within a reasonable time. Each subnetwork can be resolved using the
following algorithm, which we call partial brute-force :
1. Start with m := 0 and with the upper bound modularity estimate Q∗ := 0;
2. Increment m (m := m + 1) if m < M , otherwise - stop, marking the subnetwork as
unresolved;
3. Consider all combinations of excluding exactly m edges and merging nodes connected
by other positive edges into communities (those combinations where edges to merge
along imply merging along some of those other edges which were intended to be ex-
cluded could be discarded as they have to be already considered as the ones with
smaller m);
4. For each of the combinations above assess the resulting modularity Q1 and set Q
∗ :=
max (Q∗, Q1);
5. If sum of all positive edges but the m + 1 smallest ones is higher than Q∗, return to
step 2, otherwise stop marking the subnetwork as resolved.
Once the algorithm finalizes marking subnetwork as resolved, then p = Qmax −Q∗ is the
proven penalty.
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And then for each penalized subnetwork resolved with the above approach we try to
reduce the weights of its edges as much as possible provided that the penalty is preserved.
This is done by solving a linear programming problem minimizing the sum of the edge
weights with respect to the following conditions:
1. For each partition considered by the procedure above, sum of the absolute values of
edge scores contributing to penalty (positive edges between communities and negative
edges within communities) can not be less than p;
2. For each set of the m + 1 edges with positive scores, sum of their scores can not be
less than p.
The above two procedures applied to all subnetworks up to a certain size M provide a
set of reduced resolved subnetworks, completing phase 1 of the framework. Then a standard
linear programming solution like a simplex method could be used to implement phase 2.
Current implementation of this approach for M = 6 for example allows us to improve
the earlier obtained upper bound modularity estimates, resolving a famous Zachary’s karate
club network [45] as well as the networks 13-17 from the Table III. This way we find exact
match between the best modularity score (e.g. 0.41979 for Zachary’s karate club) achieved
by Combo and the upper-bound estimate we provide proving the optimality of the obtained
partitioning. We believe the approach might allow resolving much broader sets of the net-
works, however implementation requires further optimization so that it can efficiently handle
networks of larger size within a reasonable time.
CONCLUSIONS
We proposed an efficient algorithm for building an upper-bound estimate for the possible
partitioning modularity score of a network. The algorithm is applied to a set of well-
known classical and synthetic networks, being able to prove the optimality of the existing
partitioning for some of the networks including well-known Zachary’s Karate Club. For
the rest of the networks the constructed upper bound modularity estimates happen to be
pretty close to the achieved scores of the known partitioning (the gap between the achieved
score and the upper-bound estimate is often within 1% of the score). The ways of further
improving the approach are provided.
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