Abstract Understanding topographic effects on surface air temperature (SAT) is essential in developing an accurate prediction model in complex mountain environment. A nonlinear topographic regression model is developed to predict the spatial SAT pattern using latitude, elevation, slope, and aspect. Monthly SAT data have been collected from 14 meteorological stations between 1960 and 2010 in the Daqing Mountains of China. Topographic data are acquired from a 30 m resolution digital elevation model of the study region. Results show that: (1) the SAT models are able to explain 89-95.8 % of the spatial variation in different months. Elevation has the strongest effect on the SAT variation in all months (average 84.78 %). (2) The combined contribution of slope and aspect to SAT variations is larger (average 9.14 %) than that of latitude (average 6.07 %). (3) The combined effect of slope and aspect on SAT variations is higher in winter than in summer. The introduction of slope and aspect optimizes the SAT modeling in different months. In further studies, the accuracy of SAT model might be improved by introducing alternative topographic factors to capture the vegetation and weather condition.
Introduction
The spatial distribution of surface air temperature (SAT) is an important basis for understanding the phenomena and processes in many disciplines, including geography, ecology, hydrology, agriculture, and environment management. The SAT is generally measured at very few stations, especially in complex mountain areas (Bolstad et al. 1998) . Therefore, it is necessary to use interpolation techniques to predict the spatial pattern of SAT at a large scale. Researchers made great efforts to map the SAT to meet the requirements of different disciplines. Early studies described the spatial pattern of SAT using temperature isolines (Huang 1986 ) and meteorological station data (Fang 1992; Wang 1996) . Later research placed efforts on developing spatial interpolation methods using limited station data, such as the inverse distance weighted method, spline method, trends method, and kriging method. Existing interpolation methods are mainly based on the distance of nearby meteorological stations and values of measured temperature (Beek et al. 1992; Lookingbill and Urban 2003) .
Topographic factors in different spatial scales can affect the solar radiation and air movement that are responsible for the SAT variations (Ninyerola et al. 2000) . In the macro-scale area, latitude is a direct factor influencing the distribution of solar radiation. Longitude represents the distance from the nearest ocean and determines the atmosphere circulation (Wallace et al. 2010 ). In the meso-scale area, mountains are topographic barriers to the movement and flow of air. The SAT decreases along the increasing elevation because of the adiabatic cooling (Dodson and Marks 1997) . In the local-scale area, slope and aspect are responsible for the redistribution of solar radiation on different terrains. Taking advantage of the geographical information system (GIS) technology and digital elevation model (DEM), some interpolation methods have been improved by adding the effects of limited topographic factors into existing computer algorithms, such as the cokriging method. Other interpolation methods, such as the Australian National University spline model (ANUSPLIN) are modified using thin plate smoothing splines (McKenney et al. 2006) . However, existing interpolation procedures are seldom focused on the interrelationship among different topographic factors.
Multivariate regression is a general model used to investigate the relationship among different factors. Regression models have been used to integrate multiple topographic factors in SAT models (Daly et al. 2002; Goodale et al. 1998; Liu and Zou 2006) . For example, the parameter-elevation regressions on independent slopes model (PRISM) used point data to produce continuous grid estimates of climatic parameters at a large scale (Daly et al. 1994 (Daly et al. , 2002 . The mountain climate simulator (MTCLIM) was used to predict the SAT according to the base temperatures and a temperature lapse rate in mountain areas (Li et al. 2001; Lo et al. 2011; Running et al. 1987) . Recent studies have made progresses pertaining to the multivariate colinearity effect of different factors in large-scale areas (Kattel and Yao 2013; Kattel et al. 2015) . In most studies, latitude, longitude, and elevation were preferred factors when topography was correlated with the SAT (Brown and Comrie 2002; Goodale et al. 1998; Lookingbill and Urban 2003; Ollinger et al. 1995) . The effect of slope and aspect on the SAT distribution has been emphasized in recent years (Weng and Luo 1990; Zhao et al. 2005) . The SAT models were developed by different structures in the northern and southern aspects of a mountain (Liu and Zou 2006; Xu et al. 2006; Zhao et al. 2005) .
The relationship among different topographic factors is important in term of developing a SAT regression model. Many multivariate regressions were developed by the oneterm polynomial with the overlay of different topographic effects (Ninyerola et al. 2000; Lookingbill and Urban 2003; Liu and Zou 2006) . These simple models were easy to implement in different areas. The relationship among topographic factors was weakened and even ignored in these models. Some research developed sophisticated regression models to capture the topographic information with quadratic (Bolstad et al. 1998; Goodale et al. 1998) or cubic polynomials (Sun et al. 2008) . However, the model structures lacked sufficient supports from meteorological processes. These models provided even less information about the relative contribution of different topographic effects. Although some studies showed that topographic effects on the SAT do not occur separately and always work together (Zhang et al. 2002) , relatively few results were available to quantify the combined effect of slope and aspect in a SAT model. We also need to know the relative contribution of different topographic factors to SAT variations for different months.
The combined effect of slope and aspect is assumed to impact the SAT because local topographic factors are significant contributors to the solar radiation accepted by the land surface (Kumar et al. 1997; Goodale et al. 1998) . A multivariate regression model is developed to quantify topographic effects in macro-, meso-, and local-scale areas. This study aims to: (1) quantify the relative contribution of topographic variables to the SAT variation; and (2) identify the change of topographic effects in different months.
Materials and methods

Study area
The study area (Daqing Mountains) includes Mount Daqing and its surrounding mountainous regions. It is located at 40°10 0 -42°00 0 N and 100°10 0 -112°10 0 E, covering 9336 km 2 and ranging in elevation from 900 to 2300 m (Fig. 1) . The climate of the Daqing Mountains is severely affected by the Mongolian high-pressure system and the westerly stream. The SAT decreases from south to north in the study area. This region is characterized by a warm-moist summer and cold-dry winter (Liu et al. 2004) . The annual precipitation is about 345 mm, and more than 78 % of the annual precipitation occurs within 4 months, from June to September (Sun et al. 2008) . The Daqing Mountains are the transition terrains between the Inner Mongolian Plateau and the Hetao Plain. The topographic features change dramatically within only a few kilometers of planimetric distance. The complex topographic features enforce the spatial differentiation of precipitation and temperature. The Daqing Mountains cross several significant geographical boundaries in China. The study region forms the dividing zone between the warmtemperate and temperate climate and lies between the semiarid and arid zones in China (Liu 1992) . Therefore, as a climatic and geographical transition zone, the study area provides complex topographic characteristics to test and verify the SAT model.
Data collection
The SAT is measured using a mercury thermometer, which is installed in an instrument shelter at 1.5 m above ground level. The monthly SAT is averaged from the daily temperatures that are gathered each month; each daily temperature is actually the mean of four records in Chinese time at 2 a.m., 8 a.m., 2 p.m., and 8 p.m. The monthly SAT is collected from the China Meteorological Administration (CMA). Any potential errors in the SAT observations have been corrected by the CMA, utilizing several quality control (QC) procedures (Tao et al. 1991) . The QC of raw data includes a gross error check, basic time checks, and internal consistency checks. These QC procedures eliminate errors of sensors, measurement errors (systematic or random), errors inherent in measurement procedures and methods. Before they are distributed through the China Meteorological Data Sharing Service System, the SAT data deal with comprehensive checking of temporal and internal consistency, evaluation of biases and long-term drifts of sensors and modules, malfunction of sensors, etc. We selected 14 stations of SAT data with an observation length large than 20 years between 1960 and 2010 (Table 1) . After reviewing related studies, we found that latitude, longitude, elevation, slope, and aspect were the most cited factors in SAT modeling (Brown and Comrie 2002; Liu and Zou 2006; Ninyerola et al. 2000; Xu et al. 2006; Zhang et al. 2002; Zhao et al. 2005) . Topographic factors were derived from the 1:250,000 national topographical data sets. We have mapped monthly mean precipitation from 1955 to 1990 in this region (Sun et al. 2008 (Sun et al. , 2011 . The monthly mean precipitation data were used to represent the impact of weather conditions on SAT variations. The normalized difference vegetation index (NDVI) was a useful indicator to quantify the vegetation condition (Miao et al. 2015) . The monthly mean NDVI was downloaded from the official NASA website with 1-km spatial resolution in 2010 (http://modis.gsfc.nasa.gov/). Finally, we obtained dependent and independent variables including monthly mean SAT, monthly mean precipitation, monthly mean NDVI, latitude, longitude, elevation, slope, and aspect. The significance of Shapiro-Wilk statistical tests showed that the data series were normally distributed in 12 months.
Multivariate regression model
Pearson correlation coefficients were calculated among the dependent variable (monthly SAT) and independent variables (longitude, latitude, elevation, slope, aspect, precipitation, and NDVI) ( Table 2 ). The results showed that impacts of precipitation and NDVI on the SAT varied in different months. Their relationships were too complex to predict the spatial pattern of SAT. The longitude was not selected because it had no significant correlation with the SAT. Finally, four topographic predictors were included in the SAT model including latitude, elevation, slope, and aspect. Four regression models were compared by selecting different topographic predictors. Model 1 was developed with elevation as the sole predictor (Eq. 1). Model 2 was developed with latitude and elevation as the predictors (Eq. 2). Model 3 was developed with latitude, elevation, slope, and aspect all acting as predictors (Eq. 3). These models did not consider the combined effect of slope and aspect on the SAT. They were developed according to the linear combination of topographic factors.
where T is the predicted SAT (°C); H is the elevation above sea level (m); Y is the projected coordinate (km); b 0 is constant; b 1 ,…,b 4 are the coefficients obtained for each independent variable; b is the slope (degree); and a is the aspect (degree)-0°to the north, increasing clockwise, and 180°to the south. The solar radiation accepted by land surface varied according to the slope and aspect of terrains. The combined effect of slope and aspect can be estimated by the calculation of potential solar radiation. The terrain-induced SAT variation (DT) was quantified using the following equation (Kumar et al. 1997) .
where k is a constant; I p is the solar radiation on a tilted surface; I s is the solar radiation on a surface normal to the sun's rays; i is the angle between the normal to the surface and the direction to the sun. According to related references (Dozier and Frew 1990; Kumar et al. 1997) ,
where d is the solar declination (degree); e is the solar hour angle (degree). Because d equaled e in a grid, DT can be described as,
where k 1 ,…,k 4 represent constants. Using b 3 , b 4 , and b 5 to replace k 1 , k 2 , and k 3 , the nonlinear topographic regression on surface air temperature (NTRSAT) was defined as (Model 4), The coefficients of monthly SAT models were calculated by the SPSS software. The t statistic is a statistical hypothesis testing which indicates the probability if the true correlation between dependent and independent variables is zero. The Tolerance statistic is used to measure the strength of the linear relationship between different independent variables. The Durbin-Watson (DW) value is a test statistic to detect the presence of autocorrelation in residuals. A DW value of 2 indicates that there appears to be no autocorrelation (King 1981) .
Geo-statistical interpolation method
Co-kriging is a multivariate geo-statistical interpolation that uses a secondary variable to improve the prediction accuracy (Park 2011) . The co-kriging interpolation was used to compare the predicted SAT with the NTRSAT model. In this study, co-kriging was implemented with two datasets including the station elevation and the SAT data. Different types of semi-variogram models were analyzed to obtain the best fit or goodness model. An exponential semivariogram model was selected because it fits the empirical semi-variogram cloud well. The lag size was tried and calibrated interactively. The experimental semi-variogram, after flattening out for distances above 20 km, showed a flat curve as distances increased. Thus, a search neighborhood of 20 km was used for SAT modeling when the co-kriging was applied. The number of lags in this study was defined as 10. The search neighborhood was defined as an ellipse in four sections with a 45 degree offset. The minimum number of samples used for estimation was taken as 2, excluding the value of the estimation location.
Model evaluation method
Partial regression analysis was used to estimate how much variation of the SAT can be attributed exclusively to specific topographic factors (Lattin et al. 2003) . The F value of partial regression analysis measured the relative contribution of topographic factors. The determination coefficient represented the proportion of SAT variations explained by the regression model.
where R 2 is the determination coefficient; SSR j is the residual sum of squares explained by X j , which equals the difference between the explained sum of squares for models with (SSE) and without X j (SSEr); and df j , df r , and df represent the degrees of freedom for variable X j , the restrictive model (the model without X j ), and the overall model (the model with all variables), respectively.
A Jackknifing method was used to estimate the precision of regression models. This method repeated a procedure using a single observation from the original sample as the validation data, and treated the remaining observations as the training data (Efron 1982; Shao and Tu 1995) . The mean absolute error (MAE) described the error of predicted versus measured air temperature, whereas the root mean squared error (RMSE) measured the spread of the data around the regression line.
where T i is the predicted value of the monthly mean temperature; M i is the measured value of the monthly mean temperature; m is the month, and n is the number of stations.
Results
Statistics of regression model
The mean monthly SAT of stations was 4.58°C, with a range from 1.9 to 6.78°C. The monthly precipitation ranged from 21.76 to 33.44 mm (average 27 mm). The monthly NDVI ranged from 0.16 to 0.4 (average 0.26). The elevation of stations ranged from 990 to 1809 m (average 1286 m). Table 3 shows the amount proportion of the stations and topographic predictors. The coefficients of the NTRSAT model were calculated in different months (Table 4 ). The Tolerance values of all independent variables were larger than 0.1, indicating that there was little evidence of multicollinearity among independent variables. The determination coefficients showed that the models can account for 89-95.8 % of the SAT variation.
The terms of b 1 represented the impact of latitude on the SAT in different months. They were positive values in June through September and December through February, whereas the other months reported negative values. The terms of b 2 showed temperature lapse rates for 12 months. The negative values of b 2 indicated that the SAT decreased with increasing elevation. The temperature lapse rates ranged from -5.2 (October) to -8.2°C km -1 (February), with an average of -7°C km -1 for 12 months. The terms of b 3 represented the impact of slope on the SAT, whereas the terms of b 4 and b 5 represented the combined impacts of slope and aspect. It was difficult to quantify the contribution of slope and aspect on SAT variations from the model coefficients of b 3 , b 4 , and b 5 , respectively. Therefore, partial regression analysis was used to identify the relative contribution of topographic factors to the SAT variations. A set of topographic factors were extracted in raster format to apply to the SAT models. The SAT maps were calculated using the model coefficients and raster layers in ArcGIS software.
Evaluation of the interpolation and regression methods
A total of 12 monthly SAT were mapped using the cokriging method in the Daqing Mountains. Figure 2 shows the mean SAT mapped from regression-based modeling (Fig. 2a) and co-kriging interpolation (Fig. 2b) . Although the temperature gradient across the Daqing Mountains was captured by co-kriging interpolation, the spatial detail was obscured in the interpolated map presented in Fig. 2b . Correspondingly, a few local temperature features stood out in Fig. 2a , such as the mountain peaks and Great Bend of the Yellow River (the Hetao Plain). Regional features on the regression-based map were also captured, such as the warmer area in the south and the cooler area in the north.
The mean MAE of SAT from the NTRSAT model was 0.67°C, with a range from 0.41 (September) to 1.08°C (February) (Fig. 3) . The mean MAE of SAT from the cokriging method was 1.3°C, with a range from 1.1 (August) to 1.53°C (March). The RMSE of SAT ranged from 0.31 to 0.74°C in the NTRSAT model while it was from 0.42 to 0.91°C in the co-kriging model. The MAE and RMSE values of co-kriging models were higher than those of regression models in all 12 months. The result indicated that the NTRSAT model works better than the co-kriging method in SAT modeling.
Contributions of topographic factors
Different regression models were compared based on R The F values represented the relative contribution of topographic factors to SAT variations (Table 5 ). In the NTRSAT model, elevation had the strongest effect on SAT variations in 12 months. The mean contribution of elevation to SAT variations was 84.78 % over 12 months. The mean contribution to SAT variations was 6.07 % for latitude compared with 9.14 % for the combined effect of slope and aspect. The relative contributions of latitude, slope, and aspect reached the maximum of 13.87 % (latitude) and 18.9 % (slope and aspect) in January.
Discussion Topographic effects and spatial scales
Topographic effects on SAT variations depended on the spatial area of research region. In the macro-scale area, most studies only considered the effects of longitude and latitude on the SAT. Longitude and latitude determined the potential solar radiation and atmosphere circulation in the earth. The geographical location contributed most to the SAT variations (Daly et al. 1994 (Daly et al. , 2002 . For example, longitude and latitude contributed to 58 % of the total SAT variations in China (Fang 1992 ). In the meso-scale area, mountains served as temperature regulators for themselves and their surrounding areas. Large mountain massifs such as the Alps and Tibetan Plateau had a heating surface in summer by absorbing solar radiation and transforming it to long-wave energy. These so-called ''mass elevation effects'' led to higher air temperature compared to the surrounding atmosphere at same elevations. For example, the monthly mean SAT in the interior Tibetan Plateau was approximately 2-7°C higher than that in the surrounding mountains and adjacent lowland areas (Yao and Zhang 2014) . Even in relatively small mountains, the temperature lapse rates can represent the elevation effect on the SAT. This study indicated that the SAT decreased with a temperature lapse rate of -5.2 (October) to -8.2°C km -1 (February). Recent studies showed that the temperature lapse rates had a seasonal cycle which was due to the elevation-induced air-flow and inversion effect (Kattel et al. 2015) . The surface solar radiation should be determined by the geographical location if the land surface is absolutely flat. However, the actual terrain was featured with complex slopes and aspects. In the local-scale area, complex terrain features affected direct, reflective, and diffuse components of solar radiation and lead to the redistribution of solar radiation in the earth's surface (Goodale et al. 1998) . The local topographic features were innegligible factors for the SAT modeling (Zhang et al. 2002; Zhao et al. 2005; Liu and Zou 2006) . Even slopes with same steepness may receive various solar radiation due to different aspects. Similarly, the same-degree aspect may have various solar radiation with different slope-degrees. Slope and aspect had a combined effect on the potential solar radiation according to the calculation equation (Kumar et al. 1997) . The contribution of slope and aspect cannot be divided under this assumption. Partial regression analysis was an useful method to quantify the combined contribution of slope and aspect to SAT variations. This study showed that the combined contribution of slope and aspect was larger than latitude in each month Fig. 2 Comparison of predicted temperatures between regression (a) and co-kriging methods (b) Fig. 3 Evaluation of temperature prediction from regression and cokriging methods. MAE is mean absolute error, and RMSE is root mean squared error (Table 5 ). This result indicated that the local topography (slope and aspect) had more impacts on the SAT variation than the latitude did. Some previous studies developed SAT models only using latitude, longitude, and elevation (Wang 1996; Bolstad et al. 1998; Goodale et al. 1998; Ninyerola et al. 2000) ; other studies added the effect of slope and aspect on SAT modeling (Brown and Comrie 2002; Xu et al. 2006) . The slope and aspect were often considered as separate equation items for linear overlay with other topographic factors (Zhao et al. 2005; Liu and Zou 2006) . They may also be used as the residual correction in spatial interpolation methods (Zhang et al. 2002) . Most studies did not quantify the combined effect of slope and aspect from the meteorological processes. Therefore, the quantitative effect of slope and aspect could provide useful information for the SAT modeling in mountainous regions. We also noted that the relative contribution of topographic factors was varied in different months. The average contribution of elevation was 77.6 % from October to March less than 91.9 % from April to September. Topographic factors at the macro-scale (latitude) and local-scale (slope and aspect) played more significant roles to capture SAT variations in winter than in summer. The differences in topographic effects might be due to the complex weather conditions, including strong Siberian High Pressure and intensified westerly winds (Liu et al. 2004 ), which may weaken or enhance the explanatory power of some topographic variables. This region had a steep slope in the southern side compared with the flat Inner Mongolia plateau in the northern side. The elevation contributed more impacts on the SAT variation in summer than in winter.
Limitations and potential improvements
Although the multivariate regression was a general method in predicting the SAT, this study indicated that the model accuracy can be improved by adding the effects of slope and aspect. The potential value of this study was the model structure not the model coefficients-because the model was fitted and tested in a specific mountain region.
The SAT models were constructed based on an assumption of potential solar radiation represented by the slope and aspect. Several factors might affect this assumption. For example, studies showed that snow cover could decrease the daily maximum and minimum SAT on average of 1.2 and 1.1°C, respectively. The maximum and minimum temperature depressions reached 4.5 and 2.6°C if snow depths were greater than 10 cm (Mote 2008) . The vegetation cover and cloud could also affect the surface energy balance by reducing the amount of solar radiation (Hartmann et al. 1992; Holden et al. 2011) . These factors could affect the accuracy of SAT models with topographic factors alone.
There may be other factors which were useful to SAT modeling. For example, mountain orientation was responsible for the SAT variation between the upward and leeward sides of mountains. Terrain curvature may be an alternative factor to detecting the cold air pooling and topographic depressions. However, these topographic effects should be quantified and verified in future research. Moreover, the influencing factors of SAT should be selected based on a tradeoff between model accuracy and efficiency. The selected factors should represent the stable effect on the SAT. This study indicated that four topographic factors can contribute to most of SAT variations (89-95.8 % of the spatial variation) in the Daqing Mountains. The simple and stable model structure facilitated its application in other regions.
In the study area, temperature stations had different elevations and may lie in different snow regimes. The lower stations may have snow cover less frequently whereas the ones at higher elevations have snow cover more frequently. The choice of temperature stations might be a factor impacting the explanation capability of regression models during the winter. We also noted the common feature of regression models for the over-fitted predicting wherein extremes in the data (Brown and Comrie 2002) . The temperature stations can impact the resulting SAT prediction on steeper slopes and higher elevations. Our further analysis could be more meaningful if such data gaps were filled by collecting more and continuous land cover and cloud observations. These potential improvements opened some room for our further research. 
Conclusions
This study presented multivariate regression models to quantify the relative contribution of topographic factors to SAT variations. The nonlinear model only required the station data and topographic data. The results showed that elevation had the strongest effect on the SAT variation in all months, whereas the relative contribution of latitude, slope, and aspect increased in winter months. This study indicated that the regression model could be improved by quantifying topographic effects in different spatial scales. The simple and stable parameters of the model were main benefits for the SAT modeling and analysis in other complex mountain regions.
