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Abstract
Soient H et K deux espaces de Hilbert complexes, A un opérateur auto-adjoint sur H et
N un opérateur nilpotent sur K. Dans cet article nous montrons que si 0 n’est pas dans le
spectre ponctuel de A, alors le défaut de réflexivité de l’opérateur T D A N est égal à celui
de l’opérateur N. Comme application nous déterminons le défaut de réflexivité de certaines
extensions d’opérateurs auto-adjoints par un opérateur nilpotent cyclique. © 1999 Elsevier
Science Inc. All rights reserved.
1. Introduction
Soient H un espace de Hilbert complexe et L.H/ l’algèbre des opérateurs
linéaires bornés sur H. Pour T 2 L.H/, nous désignons par Lat T le treillis des
sous-espaces fermés de H invariants pour T, par AlgLat T l’algèbre des opérateurs
S 2 L.H/ tels que Lat T  Lat S, par W.T / la fermeture faible de l’algèbre des
polynômes en T et par W0.T / la fermeture faible de l’algèbre des polynômes en
T sans terme constant. Par défaut de réflexivité de l’opérateur T nous entendons la
quantitée .T / D dim.AlgLat T=W.T //. Un opérateur T 2L.H/ est dit réflexif si
.T / D 0. Tout au long de ce travail H et K désignent deux espaces de Hilbert com-
plexes, A 2 L.H/ un opérateur auto-adjoint et N 2 L.K/ un opérateur nilpotent.
Soit T l’opérateur défini sur H K par:
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T D

A X
0 N

oJu X 2L.K;H/: (1)
Dans cet article nous généralisons d’une part le théorème 1 dans [1] en montrant
que siX D 0 et 0 n’est pas dans le spectre ponctuel de A, alors .T / D .N/. En par-
ticulier T est réflexif si et seulement si N est réflexif. D’autre part nous montrons que
si N est nilpotent cyclique d’ordre n de vecteur générateur e 2 K et X 2L.K;H/,
alors :
(i) .T / D 12n.nC 1/ si 0 est une valeur propre simple de A associée à T ne.
(ii) .T / D 12n.n − 1/ si 0 est une valeur propre de A associée à T ne d’ordre de
multiplicitée supérieure ou égale à deux.
Nous désignons par p.A/, R.A/, Ker.A/ respectivement le spectre ponctuel de
A, l’adhérence de l’image de A et le noyau de A. VectA.y1; y2; : : : ; yr / est
le sous-espace fermé de H invariant pour A engendré par y1; y2; : : : ; yr et
Vect.y1; y2; : : : ; yr / est le sous-espace de H engendré par y1; y2; : : : ; yr .
Nous commençons par donner deux lemmes qui nous seront utiles par la suite.
Lemme 1. Si A 2 L.H/ est un opérateur auto-adjoint tel que 0 =2 p.A/, alors
pour tout x 2 H on a x 2 VectA.Ax/.
Preuve. Posons L D VectA.Ax/ et soit y la projection orthogonale de x sur L. On
a jjA.y − x/jj2 D .y − x;A2.y/− A2.x// D 0 puisque y − x est orthogonal à L et
A2.y/− A2.x/ 2 L. Par suite A.y − x/ D 0, donc y − x D 0 et x D y 2 L. 
Lemme 2. Si A 2L.H/ est un opérateur auto-adjoint tel que 0 =2 p.A/, alors on
a W0.A/ D W.A/.
Preuve. Si H est séparable, d’après la représentation spectrale des opérateurs auto-
adjoints, nous pouvons supposer que H D L2./ où  est une mesure positive
bornée et A D M l’opérateur de multiplication par  2 L1./. Il est bien connu
que .L1./I .L1./; L1./// et .fM V  2 L1./gIWOT / sont isomorphes,
donc nous sommes amenés à montrer que 1 appartient à la fermeture faible de
fP./ V P 2 CTXUg dans L1./. En vertu de la dualité faible entre L1./ et
L1./, il suffit de montrer que l’on a pour f 2 L1./:
8n 2 N
Z
nf d D 0 H)
Z
f d D 0:
Soient n 2 N et f 2 L1./ tels que R nf d D 0: On peut écrire f D gh
avec f et g 2 L2./. Le sous-espace Kg D Vect.ng V n 2 N/, fermé pour
.L1; L1/, est invariant pour A et orthogonal à h. Par le lemme 1, on a g 2 Kg,
donc
R
f d D R gh d D 0, ce qui achève la démonstration.
Dans le cas où H est quelconque, soient B 2 W.A/, x1; x2; : : : ; xr 2 H et
" > 0. Lesous-espace VectA.x1; x2; : : : ; xr/ 2 Lat A  Lat B. Posons A1 D
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AjVectA.x1; x2; : : : ; xr/ et B1 D BjVectA.x1; x2; : : : ; xr /. On a B1 2 W.A1/ D
W0.A1/ d’après ce qui précède, donc il existe P 2 CTXU tel que:
jj.B − AP.A//xi jj D jj.B1 − A1P.A1//xi jj 6 " pour i D 0; : : : ; r:
Ceci achève la démonstration. 
Théorème 3. Soient A 2 L.H/ un opérateur auto-adjoint tel que 0 =2 p.A/ et
N 2 L.K/ un opérateur nilpotent d’ordre n. Soient e 2 K tel que Nn−1e 6D 0,
G 2 Lat N tel que K D VectN.e/  G, Xm le polynôme minimal de N jG et
T D AN . On a l’équivalence suivante:
Lat T  Lat S ()
8<:
S D QCD avec Q 2 W.T /;
DjH G D 0;
D.T ie/ 2 VectT .T mCi e/ pour i D 0; : : : ; n− 1:
Preuve. Supposons que Lat T  Lat S, donc Lat A  Lat .SjH/ et Lat N 
Lat .SjK/. Par suite on a SjH 2 W.A/ par [2] ; SjK D P.N/ C B avec P 2 CTXU,
BjG D 0 et B.T ie/ 2 VectT .T mCi e/ par [3]. D’après le lemme 2, on a SjH −P.A/
2 W.A/ D W0.A/, donc il existe une suite généralisée de polynômes Pi tels que
AnPi.A/C P.A/ converge faiblement vers SjH . PosonsQ D SjH  P.N/ et D D
S −Q. Il est clair que T nPi.T /C P.T / converge faiblement vers Q, SjH G D 0
et D.T ie/ D B.T ie/ 2 VectT .T mCi e/.
Inversement, supposons les conditions du théorème satisfaites. Il suffit de montrer
Lat T Lat D. Soit x D yCPiDn−1iD0 aiT ie C z avec y 2 H , ai 2 C et z 2 G. On
a Dx DPiDn−1iD0 aiDT ie et T mx D Amy CPiDn−1iD0 aiT mCi e. Comme VectT .x/ D
Vect.x; T x; : : : ; T n−1x/C VectA.Any/, alors PiDn−1iD0 aiT mCie 2 VectT .x/. Donc
si ak est le premier terme non nul, alors T mCke; T mCkC1e; : : : ; T n−1e 2 VectT .x/,
doncDx 2 VectT .x/. 
Remarque. Si N est un opérateur nilpotent d’ordre n sur un espace de Hilbert K et
e 2 K est tel que Nn−1e 6D 0, alors d’après le lemme 1 dans [4] VectN.e/ admet un
supplémentaire invariant.
Corollaire 4. Soit T D A  N l’opérateur défini dans le théorème 3. Le défaut de
réflexivié de T est donné par:
.T / D .n−m/.n−m− 1/=2:
Preuve. Soient Ti;j la famille d’opérateurs définie par:(
Ti;j .T
ke/ D i;k T mCiCj e pour k D 0; : : : ; n− 1;
0 ailleurs
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(i;k est le symbole de Kronecker). Les opérateurs Ti;j sont dans AlgLat T par le
théorème 3, de plus ils ne commutent pas avec T, donc n’appartiennent pas àW.T /.
Un simple calcul montre que la famille:
fTi;j CW.T /: i D 0; : : : ; n−m− 2; j D 0; : : : ; n−m− i − 2g
est une base de AlgLat T=W.T /. 
Remarque. Dans [1] le théorème 1 donne une description complète de AlgLat N
lorsque N est un opérateur nilpotent sur un espace vectoriel. Il est à remarquer que
cette description reste valable sur un espace de Hilbert. Plus précisément, soit N un
opérateur nilpotent d’ordre n sur un espace de Hilbert complexe K. Soient e 2 K tel
queNn−1e 6D 0,G 2 Lat N tel queK D VectN.e/G etXm le polynôme minimal
de N jG. On a:
.N/ D .n−m/.n−m− 1/=2:
Par suite le précédent corollaire est une extension du théorème 1 dans [1].
Corollaire 5. Soient A 2 L.H/ un opérateur auto-adjoint tel que 0 =2 p.A/
et N 2 L.K/ un opérateur nilpotent. L’opérateur T D A  N est réflexif si et
seulement si N est réflexif.
Preuve. Le résultat découle immédiatement du corollaire 4 et de la remarque
précédente. 
Remarque. On a toujours N réflexif entraine A  N est réflexif. En effet si 0 2
p.A/, alors suivant la décomposition H  K D R.A/  K  Ker.A/, on a T D
A1N0 avec 0 =2 p.A1/ et A1 D AjR.A/. Comme la réflexivité se conserve par
similitude, alors T est réflexif par le corollaire 5. Cependant la réciproque est fausse.
Il est clair en effet que l’opérateur A  J .0; 2/ est réflexif si 0 2 p.A/, alors que
J .0; 2/ ne l’est pas.
Corollaire 6. Soit
T D

A X
0 N

l’opérateur défini sur H  K tel que A est auto-adjoint, N est nilpotent cyclique
d’ordre n de vecteur générateur e etX 2L.K;H/. On a les résultats suivants:
(i) Si 0 est une valeur propre simple de A associée à T ne, alors
.T / D n.nC 1/=2:
(ii) Si 0 est une valeur propre de A d’ordre de multiplicitée supérieure ou égale
à 2 associée à T ne, alors
.T / D n.n− 1/=2:
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Preuve. (i) On peut écrire H D Vect.T ne/  G où G 2 Lat A, donc H  K D
GVect.e; T e; : : : ; T ne/, donc T est semblable à A1J .0; nC1/ avecA1 D AjG
et 0 =2 p.A1/, d’ où le résultat par le corollaire 4.
(ii) De H D R.A/  Ker.A/ et Ker.A/ D Vect.T ne/  G où G 2 Lat A,
résulte H K D R.A/ Vect.e; T e; : : : ; T ne/K , donc T est semblable à A1 
J .0; nC1/0 avecA1 D AjR.A/ et 0 =2 p.A1/. En vertu du corollaire 4 on obtient
le résultat. 
Commentaire. Nous pensons que si T est une extension d’un opérateur auto-adjoint
par un opérateur cyclique d’ordre n, alors .T / est au plus égale à 12n.nC 1/.
Nous remerçions B. Charles pour son aide au cours de l’élaboration de cet article.
Nos remerciements aussi au referee pour ses suggestions qui ont permis de simplifier
la démonstration du lemme 1.
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