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The problem which the Je t  Propulsion Laboratory asked the Mathematics 
Clinic a t  the Claremont Graduate School t o  consider was twofold i n  character. 
In essence i t  consisted o f  the following: 
( a )  given specified mathematical models of the MOSFET device to 
extract, from data supplied by J.P.L., the optimal values of 
the model -dependent parameters ; 
to assess the sensitivity of  the several models t o  variations 
o f  the parameters from their  optimal values. 
( b )  
T h i s  report describes the approach used, and the conclusions reached, by the 
Clinic i n  tackling these two questions. In the event, we confined ourselves 
to  just three MOSFET models, a l l  one-dimensional, and i n  one of which dif -  
fusion (as well a s  convection) currents are taken into account. Although 
we feel t h a t  significant progress has been made a s  regards the tasks (a )  
and (b )  i t  is also our  view t h a t  much s t i l l  remains to  be done for a ful ly  
comprehensive and systematic study. 
I t  i s  a pleasure t o  t h a n k  a l l  the individuals involved i n  the successful 
operation of the Clinic; the student members of the team for their  persever- 
ance when di.fficu1 t i e s ,  often mystifying, occurred; Mike R o b k i n ,  second 
year Harvey Mudd College student, who was employed by the Clinic t o  carry 
o u t  the b u l k  of the computing; t o  Professor Mario Martelli, the Faculty Con- 
sultant i n  the second semester, for his interest ,  inspiration and enthusiasm; 
t o  Professor Hedley Morris, who visited f o r  a short time a n d  whose 1984 
Summer Clinic Report ( i n  conjunction w i t h  Richard Everson) served as the 
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basis o f  the work of  our Cl in ic ;  t o  Professor E l l i s  Cumberbatch who 
organised the ,c rea t ion  of t h e  C l i n i c ;  t o  Joy Marshall ,  the Mathematics 
C1 i n i c  secretary, for  p a t i e n t  typing of unfami l iar ,  o f t e n  indecipherable 
and seemingly endless mathematics; and l a s t ,  but  no t  leas t ,  t o  Cesar Pina, 
the l i a i s o n  l i n k  w i t h  J.P.L., f o r  h i s  consis tent  he lp throughout the year 
and constant i n t e r e s t  i n  t h e  progress o f  the  work. 
A l i s t i n g  o f  a l l  the  programs and subroutines used by the  C l i n i c  
has been produced as a supplement t o  t h i s  r e p o r t  and i s  avai lab le,  upon 
request, t o  
Mathematics C1 i n i c  
Claremont Graduate School 
Claremont, C a l i f o r n i a  91711. 
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Chapter 1 
The  device known as the metal -oxide-semiconductor-fie1 d-ef fect-tran- 
s i s tor ,  or MOSFET, i s  described i n  detail i n  many places. 
(1981), Morris & Everson (1984)).  
ducting material (si l icon) to which are  connected four  terminals (see 
Figure 1) a t  the source, d r a i n ,  b u l k  substrate and gate. The  gate is  
separated from the main body o f t h e  device by a layer o f  non-conducting 
material such as silicon dioxide .  
(See e.g. Sze 
Briefly, i t  consists of dopdd senitcon- 
The silicon has a doping profile, 
which means that i t  has been implanted w i t h i n  i t s  crystal structure w i t h  
impurity atoms of other elements. 
been made 'p-type' (by i m p l a n t i n g ,  for example, w i t h  boron) i n  the b u l k  
matertal substrate and l i gh t ly  'n-type' (doped, for example, w i t h  phos- 
phorus)  i n  the regions near the source and drain. 
ly  positive voltage VGs (relative to the source) applied a t  the gate, an 
n-type inversion channel will be created i n  the si l icon along which a 
d r a i n  current ID flows when the drain voltage VDs is sufficiently positive 
In t h i s  way we suppose t h a t  i t  has 
Then under a sufficient- 
i .e.  above some threshold value w i t h  respect t o  the source. 
i n  which ID depends on VDs is illustrated i n  Figure 2 where typical 
curves are sketched for g iven  fixed values of  VGs. Such curves can be 
obtained experimentally over a range of MOSFETs of different sizes and 
properties w i t h  good accuracy. 
linear growth of current w i t h  VDs i n  the early stages, d u r i n g  which the 
MOSFET acts as a linear amplifier, followed by a rapid change to  a 
The manner 
The main features consist of a near 
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Figure 1 
Sketch of n-channel MOSFET 
Figure 2 
Typical I D - V D s  curves for an n-channel MOSFET; 
VGs i n  vo l ts .  
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domain i n  which Io i s  nearly constant as Vos increases. Subsequently, 
the material breaks down electrically and there is a final increase o f  
ID a t  very large Vos (the avalanche region). 
There have been developed i n  recent years many attempts a t  model 1 i n g  
mathematically the physical processes that occur i n  MOSFET operation. 
Such processes involve the appropriate Maxwell equation for the electro- 
s t a t i c  potential 4 , the methods of s ta t i s t ica l  mechanics to express 
charge densities i n  terms o f  $ , t h e  Einstein relations t o  simplify the 
d i f f u s i o n  currents and Gauss's law to  formulate a n  expression for the 
current along the channel. 
analysis of such models, w h i c h  suffer from the disadvantage that many of 
the physical parameters which enter into their  construction cannot be 
measured, OF even defined, w i t h  any degree of certainty. Examples o f  
these parameters are  the length and w i d t h  of the channel, the mobility 
of the carr iers  w i t h i n  the channel and the degree of doping  of the semi- 
conductor: the small dimensions of  MOSFETs renders the experimental 
determination of such quantities most imprecise. Consequently they must 
be deduced i n  an indirect manner and i t  is the principal objective of our 
report to describe a mathematical and numerical method by which this  
process can be carried out. 
This c l inic  is  closely associated w i t h  the 
T h u s ,  the ' f i t '  o f  a pa r t i cu la r  model t o  given d a t a  (as plotted on 
a diagram l ike t h a t  drawn i n  Figure 2 )  is optimized w i t h  respect to the 
parameters t h a t  the model contains. 
(or 'extracted') for the unknown parameters present i n  the model. 
data is  provided by JPL and consists of sets o f  measurements of ID over 
In this way values are obtained 
The  
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a range of values of VDs f o r  specified values of V,.. and the substrate 
bias voltage VBs. Once reliable parameter values are  known they may be 
incorporated within circui t  simulation programs (see e.g. Vladimirescu 
and L i u  (1980)) t o  predict behaviour i n  c i rcui t  design. A secondary ob- 
jective is  then concerned w i t h  the sensit ivity of a model w i t h  respect 
to  i t s  parameters. 
from i t s  optimal value by, say lo%, how do the resulting ID -VDs curves 
deviate from the opt imal  one? 
For example, i f  a particular parameter is  changed 
The MOSFET models that  we examine are a l l  one-dimensional models 
which assume t h a t  changes take place much more rapidly across the 
channel than i n  directions parallel t o  i t .  Thus  the expressions for the 
current are derived on the basis of the "slowly-varying channel' approx- 
imation and we should expect t h e  theory t o  be more accurate for longer, 
wider MOSFETs. 
from 1.2 pMs t o  24 uMs and wid th  from 2.5 pMs to  24 pMs. An interesting 
question i s  to  determine the variation i n  accuracy obtained by the models 
over the different sizes of  device. Unfortunately, the particular data 
sets  provided do not  permit a fully systematic study of th i s  behaviotrr for 
different lengths of MOSFET of fixed wid th ,  and vice versa. 
In fact ,  the data that we use i s  for MOSFETs of length 
However, the 
general trend can be ascertained and some comments i n  this connection are 
made i n  chapters 4 and 5. 
The most straightforward of the models neglects d i f f u s i o n  currents 
compared w i t h  the d r i f t  currents and the derivation is  described i n  Morris 
and Everson (1984). There are two v a r i a n t s  of this model which we have 
tested against the data and they differ  only i n  the form assumed f o r  the 
expressions defining the effective mobil i ty  and the effective length of 
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the channel. 
models as the Ihantola model and the Spice 2 model. The l a t t e r  i s  i n  a 
form which i s  suitable for use in the Spice c i rcu i t  s imulat ion program. 
Now effects of d i f f u s i o n  currents can be important  a t  small values 
The detai ls  are given i n  Chapter 2 and we refer to these 
of VGs and so we also consider the simplest model which takes such effects 
into account. T h i s  is a so-called 'charge-sheet' model due t o  Brews 
(1978) and i s  derived i n  Chapter 2. 
model. 
We shall refer t o  this  as the Brews 
The methods of optimization used i n  f i t t i n g  the model to the data are 
described i n  Morris and  Everson (1984). 
port). Roughly speaking the objective function is  taken t o  be the sum 
of squares of  the differences between predicted and measured values of 
ID and this quantity is to be minimized w i t h  respect to the parameters of 
the model. The nonlinear optimization i s  carried o u t  u s ing  two different 
techniques and i n  practice these operate i n  tandem. 
routine of the I M S  l ibrary awailable on V A X .  
which employs a Gauss-Newton method, i s  used t o  obtain a m i n i m u m  w i t h  
respect to some pre-set convergence cri terion. 
strained to l i e  w i t h i n  a hyperplane of the parameter space and is chosen 
a s  the deepest arising from a large number of i n i t i a l  'guesses', so 
ensuring as  f a r  as possible that the value obtained is a global one. 
The process tends to be slow so, secondly, a program MOSES, using the 
(See also Chapter 3 of this re- 
Each uses a sub- 
First ly,  a program SARAH 
The m i n i u m u m  is con- 
Levenberg-Marquardt a1 gorithm (essentially a hybrid, steepest descent - 
Newton scheme) refines this value to a desired (higher) accuracy. 
The results obtained by applying the programs SARAH and MOSES t o  the 
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three models Ihantola,  Spice 2 and Brews are  described i n  d e t a i l  i n  
Chapter 4. The ch ie f  conclusions i n d i c a t e  tha t ,  for  Ihanto la  and SpICe 2 ,  
provided the data f o r  VGs=2 i s  omitted t o  remove t h e  apparent ly important 
e f f e c t s  o f  d i f f u s i o n  currents,  the accuracy obtained decreases as the 
model dimensions decrease although even a t  the smal lest  model (1.2 pMs x 
2.5 pMs) RMS e r ro rs  o f  on ly  a f e w  percent a r e  obtained. 
o f  the Brews model, w i t h  general ly a somewhat l a r g e r  e r ro r ,  bu t  here there  
i s  the important d i s t i n c t i o n  that a l l  VGs values are  included. 
e r r o r s  a r e  genera l ly  increased f o r  non-zero values o f  VBs i n  the Ihanto la  
and Spice 2 models: the  Brews model was no t  adapted t o  non-zero VBs. 
The same i s  t r u e  
The RMS 
The r e s u l t s  f o r  the s e n s i t i v i t y  o f  each model on i t s  parameters a re  
a lso  given i n  Chapter 4. I t  i s  found t h a t  each model contains parameters 
on which i t  depends r a t h e r  c r i t i c a l l y  and others t o  which i t  i s  r e l a t i v e l y  
insens i t i ve .  
F ina l l y ,  i n  Chapter 5, an account i s  presented o f  our o v e r a l l  ex- 
perience i n  apply ing the programsSARAH and MOSES. 
mance o f  the d i f f e r e n t  models i s  g iven and t h e i r  strengths and weaknesses, 
together w i t h  some o f  the d i f f i c u l t i e s  t h a t  were encountered. Suggestions 
Comparison o f  perfor- 
f o r  f u t u r e  development and extension o f  the  parameter e x t r a c t i o n  technique 
a r e  offered. 
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Chapter 2 MATHEMATICAL MODELS 
The c l i n i c  has studied three one-dimensional mathematical models o f  
the MOSFET, the  f i r s t .  twa o f  which are  der ived d i r e c t l y  from t h a t  given 
by Ihanto la  and Mol l  (1964) and discussed i n  d e t a i l  i n  Morr is  and Everson 
(1984). These models neglect  d i f f u s i o n  cur ren ts  and d i f f e r  on l y  i n  the  
assumed funct ional  form f o r  the  e f f e c t i v e  mob i l i t y ,  peff, and e f f e c t i v e  
length, Leff, o f  the  device. We r e f e r  t o  these models as the  Ihanto la  
model and the SPICE 2 model and we sumnarize below i n  (a) and (b) t h e i r  
re levan t  formulae. An important aspect o f  a l l  models i s  the  presence of 
a number of parameters, P l ,  P2,. ..etc., which d re  n o t  known accurate ly  
and, as described i n  Chapter 3 ,  are  t o  be determined f o r  each model by 
op t im iz ing  the  f i t  o f  t he  model t o  t h e  a v a i l a b l e  empi r i ca l  data. 
formulae then f o r  the f i r s t  two models a re  as follows. (Taken from 
Morr is  and Everson (1984)) 
( a )  Ihanto la  Model 
The 
'DS ID = P5*veffU6-P1 -P7--)V 2 DS 
provided the  d r a i n  vo l tage VDs e VDSAT ( t h e  Sa tu ra t i on  voltage). 
When VD c VDSAT 
IDSAT ID =- 
L e f f  
where IDSAT i s  obtained by subs t i t u t i ng  
8 
* 
i n t o  (1). The seven parameters defined i n  t h e  Ihanto la  model, i n  terms 
o f  physical  quant i t ies ,  a re  
2 NA 
P ‘i 
P 1  = - en (-) 
ox b 
P3, P4 = parameters used i n  d e f i n i n g  empir ical  m o b i l i t y  law, see ( 4 )  
P5 = cox Z 
L 
P6 = parameter used i n  de f in ing  empir ica l  channel leng th  modulation, 
see ( 5 )  
e I n  these expressions NA i s  the p-dopant concentrat ion, ni 
c a r r i e r  concentrat ion, 6 - l  t h e  thermal p o t e n t i a l  kT/q (k  = Bo1 tzmann’s 
constant, T= temperature, q = e lect ron ic  charge), cS the semi-conductor 
p e r m i t t i v i t y ,  Cox the oxide capacitance per u n i t  area, Z and L the width 
the i n t r i n s i c  
length  o f  the device respect ive ly  and VFB the f la tband voltage. and 
The expression for  peff and Leff i n  t h i s  model a r e  chosen t o  be, 
(4  1 - p3 - 
ueff 1 + P ~ ( v G s - P 1 - P 3 - P 2 1 5 i )  ’ 
0 
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(b) Spice 2 Model 
I n  t h i s  model the cur ren t  i n  the  subsaturat ion and sa tura t ion  regions 
o f  d r a i n  vol tage i s  s t i l l  expressed i n  the form (1) and (2 )  w i t h  VDSAT 
g iven by (3 ) .  However, d i f f e r e n t  and much more complicated empir ical  
expressions are assumed f o r  Leff and peff i n  terms o f  the parameters. 
There are  n ine parameters i n  t h i s  model def ined by 
P 1  = VFB 
P2 = NA 
P3,P4,P5 = parameters used i n  def in ing m o b i l i t y ,  see ( 7 )  and (8) 
P6 = length  o f  channel 
P7 = width o f  channel 
P8 = parameter used i n  de f in ing  channel length modulation, see (9) , 
p9 = (2KSqNA)  si /cox - 
Thus o n l y  P1, P3 and P9 appear d i r e c t l y  i n  the l i s t  o f  parameters used i n  
the  Ihanto la  model. The appropriate expressions used fo r  peff and Leff 
a r e  
P3 ¶ 
0 
and 
a 
P5 
9 
'GS - "TO < V~~~~ 
'GS - v ~ o  ' "CRIT , ( 7 )  
a 
10 
0 
L e f f  = 
where 
{ r;"," D ' 
L* = P6 - xD 
L* < 0 . 8 ~ ~  
* 
L >0.8xD 
( "DS-' DSAT) 
16 
+ 
* 
The Spice 2 model has t h e  property t h a t  the expressions fo r  t he  
c u r r e n t  and the  channel conductance a r e  continuous func t ions  and i t  i s  
0 
(9) 
i n  a s u i t a b l e  form f o r  adaptation t o  the  SPICE c i r c u i t  s imula t ion  program. 
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(c)  Brews Model 
There are a number of charge sheet models for the MOSFET b u t  perhaps 
one of the easiest models to implement is t h a t  developed by Brews (1978). 
The principal assumption of the charge sheet model is that the current 
travels i n  a surface of zero d e p t h  a t  the interface between the semi- 
conductor and the gate insulator. This means the inversion layer i s  
assumed t o  have zero thickness. 
In Brews (1978) the expression 
is  derived for the drain current, where N(y) i s  the carr ier  density per 
u n i t  area, d+f/dy i s  the average quasi-fermi level gradient and the 
corrdinate y measures distance along the channel from source t o  d r a i n .  
Brews next approximates d#f /dy  by 
where #,(y) is the potential a long  the oxide-silicon interface and i t  is  
the second term on the r i g h t  hand side which is assumed to  take i n t o  account 
On estimating dOf/dy between (10) and (12 )  we o b t a i n  the resul t  
e 
12 
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This g ives the c a r r i e r  densi ty i n  terms o f  $s and t o  determine 
the  e l e c t r o s t a t i c  po ten t i a l  4 we have 
0 i n  gate oxide 
(14) 
2 
v=[ - 9- ( P - N ~ )  i n  s i l i c o n  , 
S K 
where p = nie-@ + ’Of i s  the hole densi ty  i n  the  semiconductor. The 
charge sheet model then assumes a boundary cond i t ion  a t  x = 0 i n  the  
form 
where x - 0 i s  t he  in te r face  between oxide and s i l i c o n ,  K~~ i s  t he  
p e r m i t t i v i t y  o f  the  oxide and x i s  the coordinate measured p o s i t i v e  i n t o  
the s i l i c o n .  
Now i n  the  long channel approximation the  s o l u t i o n  of the  Potsson 
Hence, i n  the  equation (14) i s  s i m p l i f i e d  by assuming v 2 0 = d 2 2  @/dx . 
s i l i con ,  i n t e g r a t i o n  o f  (14) once y i e l d s  
“i 2 1 = 3 { - - exp ( -B4 + B$f ) - N ~ O  I + constant . 8 S 2 dx K 
If the constant i s  chosen t o  sa t is fy  + o , d,j/dx -t o as x + and 
exponent ia l ly  small terms are  neglected, we ob ta in  fo r  the  boundary value 
needed i n  (1 5), 
3i 
KS a] dx x=o+ = -(INALB [2(645-11 rn 
4 
where the Debye length  Lo = (Ks/BqNA) . More simply i n  the  oxide we f i nd  
a 
0 
e 
a 
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Hence, the  boundary cond i t i on  (15) becomes, 
Thus we have derived two equations (13) and (16) f o r  + s ( y )  and N(y). 
Brews (1978) suggests a method o f  e l im ina t i ng  N(y) t o  ob ta in  a r e l a t i o n  
between I and $s . F i r s t  equations(l3) and (16) are d i f f e r e n t i a t e d  
and dN/dy e l iminated between them. Then N(y) i s  e l iminated from 
t h i s  r e s u l t  by using (16) again. I n  t h i s  way we ob ta in  the  expression 
3/21 
3/2 
- 2p2 3B$ [ (B tsL- l )  - ( B $ s o - l )  
+ I i B 4 I s L - l )  1 /2 - (B$so-l) 1’2] 1 , - 
8)i - 
where the parameters P i  are defined below and $so = $,(y=o) and 
= +,(yzL) , the source and dra in  values o f  the  p o t e n t i a l  respect ive ly .  %L 
This  i s  the  expression t o  be used i n  t h e  Brews model b u t  i n  the 
op t im iza t i on  process the current  i s  requ i red  f o r  given speci f ied values 
of t he  d r a i n  and gate voltages. This means t h a t  i n  any model evaluat ion 
we must f i r s t  compute the  appropriate values of 
t h e  parameters i n  the  model a re  expressed i n  exac t l y  the  same form as i n  
t h e  Ihanto la  model if the same empir ical expressions are  chosen fo r  
(and Leff i f  requi red) .  
oSL . We a l so  note t h a t  
peff 
e 
14 
0 
0 
Calcu la t ion  of . The cond i t ion  app l ied  by Brews here i s  t h a t  
should be obtained from the one-dimensional Poisson equation when @so 
i f  an exponent ia l ly  small term i s  neglected. 
f o r  g iven VGs but  we may w r i t e  the equation i n  the  a l t e r n a t i v e  form 
This i s  i m p l i c i t  i n  qs0 
2 
%o = BPI - an ( B P ~ ~ )  + ~~I[B(v~.-~,,)I 1 [I + ( ~ 4 ~ ~ - 1 )  /'eXP(8$so-BP1) 11 9 
Then Brews suggest t he  fo l lowing i terat ion.scheme, 
(i L 0) . 
It i s  t h i s  scheme which we use f o r  determining 4,, = 4,,(VGS) . 
Calcu la t ion  of Q,~. A f te r  some discussion Brews uses the  cond i t i on  
8 4 , ~  = B4so 
t o  ob ta in  c $ I ~ ~  , 
i s  i m p l i c i t y  def  
+ - 4,L - $so 
where N(L) AND N(0) are obtained from (16). Hence 4sL 
ned f o r  spec i f ied VDs by the  equation 
15 
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b u t  th is  f a i l s  a t  large VDs because there the numerator of the l o g  term 
i n  (17)  tends t o  zero (near saturation) and hence the perturbation t o  
( i )  becomes large. This prompted an investigation in to  the asymptotic +s L 
form of $sL for large VDs and equation (16)  shows t h a t  i t s  l i m i t i n g  
value $ is obtained from 
* 
* 
8%( VGS - $*) - P2(BQ - l ) %  = 0 . (18) 
More precisely from (17 ) ,  f o r  large VDs s 
for some A independent of VDs . T h i s  i s  easily transformed i n t o  a 
quadratic equation for  $sL having an  appropriate solution i n  the form, 
+ ... , * '"DS Q~~ = o + Be 
where B is known i n  terms o f  A . S u b s t i t u t i o n  of th i s  expression i n t o  
( 1  7 )  written more conveniently as - 
-v 1 = D [B?VGs-$sL) - PZ(fMSL- 
['('sL DS - 
where D = esp(8Qso) / 1 k ( V G S - $ s o )  - P p ( B $ s o - l ~  , gives the value of - 
L where, from (18) , 
e 
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and the  negat ive s ign  i s  required 
p o s i t i v e  from (18). 
I n  apply ing the model t h e  c r  
because, f o r  
te ron  was se 
* 
example, VGs - 0 must be 
ected whereby the asymptotic 
* 
expression (19) should be used unless 
f ixed to lerance (such as -3/6 , - 4 / 6  , ... etc.) and t h i s  gave s a t i s -  
factory  resu l ts .  We chose the  same form for peff as i n  the Ihanto la  . 
model. However, the Brews model i s  v a l i d  i n  sub-threshold and sa tura t ion  
regions so i t  was decided no t  t o  inc lude any empir ica l  form o f  channel 
modulation. 
s i x  and i n  the foregoing i t  has been assumed t h a t  P6 = VFB . 
overs ight  the parameter VFB 
t r a n s l a t i o n  o f  VGs) 
peff . 
substrate b ias e f f e c t s  (VBs i s  assumed t o  be zero i n  the above anlays is)  
a r e  proceeding bu t  a re  no t  ava i lab le  f o r  t h i s  r e p o r t  
0 - +so - VDs i s  greater than some 
This has the  e f f e c t  o f  reducing the number o f  parameters t o  
Through an 
(which enters the cur ren t  through a simple 
was o m i t t e d  i n  the model except where i t  enters 
Further mod i f i ca t ion  t o  remedy t h i s  f a u l t  and a lso  t o  inc lude 
Chapter 3 OPTIMIZATION METHODS 
a 
0 
a 
c 
e 
0 
a 
L e t  P be the parameter vector associated w i t h  the models Ihanto la  (I), - 
Spice 2 ( c )  o r  Brews (b) , so t h a t  each component of P i s  one o f  the para- 
meters o f  ( I ) ,  ( S )  o r  ( 6 )  respect ively.  We make t h e  convention t h a t  the 
i - t h  component o f  corresponds t o  the  i - t h  parameter as i t  appears i n  
e i t h e r  one of the three equations. 
gate voltage, VGs , we are provided w i t h  several  exper imental ly obtained 
p a i r s  o f  values of the source t o  d ra in  current,  ID, versus the d r a i n  vol tage 
- 
Recall  t h a t  f o r  d i f f e r e n t  values of the  
i = 1,2,...,m 
"DSi " D i  j = 1,2,...,n 
T y p i c a l l y  rn = 20, n = 4. Therefore t o  every - P we can associate the  
sca la r  funct ion 
where I&@) i s  the model-predicted cur ren t  a t  the d r a i n  vo l tage VDs 
corresponding t o  the gate vol tage VGj. Such a sca la r  funct ion,  F, can be 
constructed f o r  each device f o r  which 
each o f  the three mathematical models o f  the  device response. 
VDs, ID values are provided and f o r  
Our goal i s  
t o  est imate so t h a t  F(P) - i s  minimized wi th belonging t o  a s e t  of 
p h y s i c a l l y  acceptable vectors. This i s  recognized as a constrained non- 
l i n e a r  l e a s t  squares problem i n  the  components o f  E. 
Various i t e r a t i v e  methods e x i s t  t o  expedite t h i s  min imizat ion o r  vector 
op t im iza t ion  process. One, c a l l e d  Steepest Descent (McCormick [1983)), 
searches f o r  a minimum i n  the d i r e c t i o n  b f  the negat ive gradient  o f  F(P) -
18 
e 
d 
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a 
0 
0 
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e 
(a function of several variables decreases most rapidly along the direction 
of the negative gradient vector) and then adjusts for  step length along this 
vector. T h i s  process is  repeated for each successive iteration. Steepest 
Descent is  quite stable - convergence i s  assured; however, convergence is  too 
slow for  practical use. A faster method is Newton's Method (McCormick (1983)) 
which relies on the Taylor expansion of the error function w i t h  respect to 
e. 
lacks the s tabi l i ty  of Steepest Descent ( i .e .  , convergence is n o t  guaranteed). 
T h e  a1 gori thm known as Levenberg-Marquardt (Levenberg (1 944) , Marquardt 
(1963) , McCormick (1983)) is a n  interpolation between Gauss-Newton and Steepest 
Descent i n  that search direction and step length are modified simultaneously 
For this reason, i ts  s tabi l i ty  and r ap id  convergence inherent from each of 
the two previously mentioned methods , Levenberg-Marquardt is  recognized t o  
be one of the most eff ic ient  algorithms available. 
cal analysis of the i terat ive (algebraic) formulation and convergence consi- 
derations of these gradient methods see Morris and Everson (1984). 
A modification of this, known as Gauss-Newton, converges rapidly b u t  
For a more detailed numeri- 
Also described i n  detail i n  this report are the two primary programs. 
SARAH and MOSES. 
Gauss-Newton and Levenberg-Marquardt methods to expedite the minimization 
procedure. 
from which t o  search over a prescribed hyper-rectangle, S ,  of the parameter 
space. 
by an a priori estimate of the range of the different parameters. 
s i f t s  through the data employing a constrained Gauss-Newton method to locate 
what is hoped to  be the global m i n i m u m .  The multi-dimensional parameter 
space is seeded w i t h  minima; by sorting t h r o u g h  a wide range of data SARAH 
They use IMSL subroutines i n v o k i n g  the above described 
SARAH is given a number of in i t ia l  values or start ing po in t s  
The selection of the extreme points of the hyper-rectangle is guided 
SARAH 
1 9  
a 
0 
* 
I, 
locates a number of these minima and then selects the deepest as the global 
minimum. 
Marquardt algorithm t o  improve upon the convergence and accuracy of the 
vector t o  minimize the error function F(a. I t  should be emphasized 
t h a t  the convergence t o  such a vector ( w i t h i n  a specified tolerance) subse- 
quent t o  the MOSES program does n o t  offer assurance t h a t  th is  indeed is the 
global minimum. 
over the value of 
l o n g i n g  t o  the s e t ,  S ,  of acceptable vectors (see Section 5 for  a more ex- 
tensive discussion of th i s  issue). However, since MOSES improves upon the 
constrained minimization provided by SARAH, the minimum obtained, according 
t o  the specified c r i te r ia  o f  tolerance, usually l ies  w i t h i n  S o r  i t  i s  
sufficiently close t o  i t .  
T h i s ,  then, i s  fed t o  MOSES which uses an unconstrained Levenberg- 
In fact  there is  no clear cut way of determining this.  
provided by MOSES may no longer be a vector 
More- 
be- 
Program MOSES stops i ts  search whenever one of the fol lowing tolerance 
c r i te r ia  i s  satisfied: 
(a) On two successive iterations the parameter estimates 
agree, component by component, t o  w i t h i n  a specified 
number of significant digits 
(b) The norm of the gradient vector i s  w i t h i n  a specified 
to1 erance 
(c )  On two successive iterations the error func t ion  F(P) 
differs by some prescribed small amount E ,  
i .e., 
The size of the Root Mean Square (RMS) error expressed i n  percentage 
terms i s  chosen as the main accuracy criterion for  deciding whether or n o t  
20 
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a g iven value o f  - P i s  acceptable. Recall t h a t  the RMS e r r o r  i s  a q u a n t i f i -  
c a t i o n  o f  accuracy based upon an averaging o f  e r r o r  d i s t r i b u t e d  over a l l  data 
po ints ,  say N. The formula f o r  RMS e r r o r  i s  given by: 
0 
* 
Less than ten  percent RMS e r r o r  from e i t h e r  SARAH o r  MOSES f o r  a given 
device i s  regarded as a sa t i s fac to ry  r e s u l t  (RMS MOSES < RMS SARAH). 
a Chapter 4 RESULTS 
0 
I, 
8 
This chapter i s  divided i n t o  three sections g i v i n g  the main results for  
Compari- the three models tested, Ihantola, Spice 2 and Brews respectively. 
sons between the models are presented and discussed i n  Chapter 5. 
( a )  IHANTOLA MODEL 
The Ihantola  model provides accurate results,  a t  least  when VG f 2 
The accuracy remains surprisingly good even for small MOSFETs. and VBs = 0. 
Table 1 gives the re evant data concerning the Ihanto la  model. 
As anticipated, the RMS error corresponding t o  devices o f  greater 
channel length and w d t h  i s  substantially less t h a n  t h a t  associated with 
smaller devices. 
t o  the da ta  ( t o  currents produced experimentally) provided by extraction o f  
the appropriate estimated parameter vector - P ,  generally increases as the 
channel's length and w i d t h  increase. 
firms this  result. 
T h a t  i s  t o  say, accuracy of the mathematical model's f i t  
Table 2 ,  extracted from Table 1 ,  con- 
Notice that the best f i t  i s  usually provided when length/width = 1. 
e 
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DATA P A R A M E T E R S  * , SET D I M  MMS P1 P2 P3 P4 P5 P6 P7 RMS ERR% 
TABLE 1 
RMS ERROR/PARAMETER VALUES FOR IHANTOLA MODELS 
102 2.5 x 2.5 ( S )  .40 1.1 .61 .17 .0080 .044 -.40 4.6 
(M) .95 1.7 .61 .083 .0060 .054 -2.1 4.5 
103 1.2 x 5.0 ( S )  .40 1.2 1.2 .50 .036 .049 -.40 7.1 
(M) 1.5 3.7 1.2 .ll .017 .087 -6.0 4.9 
J, 
104 2.5 x 5.0 (S)  .40 1.1 .75 .22 .020 .044 -.40 4.7 
(M) 2.0 2.0 .74 .093 .014 .066 -4.4 4.6 * 
N12 13.5 x 13.5 ( S )  .45 .81 .93 .036 
(M) .59 .84 .93 .036 
N13 13.5 x 4.5 ( S )  .40 .87 .67 .033 
(M) .36 .86 .67 .033 
AN11 3.0 x 3.0 ( S )  .40 1.3 1.1 .18 
(M) 1.5 2.3 1.1 .066 
.0049 
. o w 9  
.021 .39 
.023 .63 
0.25 
0.22 
.0018 . 001 8 .022 - . 3 3  .021 -.26 0.30 0.31 
a 
.0062 
.0043 
.065 -.40 
.090 -3.7 
3.2 
1.9 
AN12 24.0 x 24.0 (S)  .41 .88 .65 .040 
(M) .40 .88 .65 .040 
.0063 
.0063 
.014 - .21 
.014 -.19 
0.24 
0.24 * 
AN13 3.0 x 24.0 (S) .40 1.2 .64 .22 
(M) 1.3 2.1 .62 ,086 
.087 
.061 
.071 -.40 
.094 -3.2 
3.2 
1.9 
AN21 2.5 x 2.5 (S)  .40 1.1 .60 .17 .0083 .045 -.40 2.8 
(M) 1.5 1.9 .60 .078 .0061 .062 -3.2 1.7 
AN22 2.5 x 5.0 ( S )  .40 1.1 .78. .22 .020 .045 -.40 3.2 
(M) 2.1 2.1 -78 .092 .014 .069 -4.6 1.8 
AN23 2.5 x 10.0 ( S )  .40 .93 .60 .19 .046 .041 -.40 2.1 
(M) 1.0 1.3 .60 .13 .039 .052 -1.9 1.5 
A l l  data for VBS = 0 VG # 2 
For SARAH: N S I G  = 2 , NSRCH = 100 
For MOSES: NSIG = 3 . 
c 
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DATA SET 
TABLE 2 
CH L/CH W RMS SARAH/RMS MOSES 
0 
r. 
e 
101 
102 
AN21 
AN23 
N13 
N12 
AN12 
1.2/2.5 
2.5/2.5 
2.5/2.5 
2.5/10 
13.5/4.5 
13.5/13.5 
24/24 
5.7/3.9 
4.6/4.5 
2.8/1.7 
2.1/1.5 
0.30/0.31 
0.25/0.22 
0.24/0.24 
These above r e s u l t s  neglect  VG = 2 which, if included, produces 
unacceptable e r ro rs  (90% RMS o r  greater). 
Ihanto la  and Spice 2, neglect  considerat ion o f  t h i s  gate vo l tage i n  t h e  
scheme of e x t r a c t i n g  parameters (see Chapter 5 f o r  f u r t h e r  discussion) 
Both non-di f fusive models, 
Another factor  in f luenc ing  accuracy involves t h e  number o f  i n i t i a l  
values o r  s t a r t i n g  guesses. 
of t h e  number of i n i t i a l  values - then d i s t r i b u t e s  these ( i n t e r n a l  t o  the 
program) as s t a r t i n g  po in ts  w i t h  which t o  commence t h e  search f o r  minima 
over the hyper-rectangle of  seven dimensional parameter space. It would 
seem i n t u i t i v e l y  c l e a r  t h a t  a larger  f i e l d  o f  i n i t i a l  s t a r t i n g  po in ts  
would produce greater accuracy i n  obta in ing an optimal parameter estimate; 
c e r t a i n l y  an increase i n  the number of  s t a r t i n g  guesses improves the 
p r o b a b i l i t y  o f  l o c a t i n g  the  global minimum. 
minimum i s  i n  f a c t  the minimum SARAH u l t i m a t e l y  ca lcu la tes  i s  no t  
The SARAH program prompts f o r  spec i f i ca t ion  
And whether o r  not  t h e  global  
24 
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particularly relevant. 
dimensional parameter space i n  search of a number of  minima - then 
selecting the deepest as the global m i n i m u m  - would indicate t h a t  a 
larger assortment of  starting values provides greater f lexibi l i ty  i n  the 
choice of th i s  deepest m i n i m u m  which is  eventually handed over to the 
MOSES program. SARAH, however, consumes a great deal of time i n  the 
process of computing the optimal parameter estimate. Our ini t ia l  selection 
of  just - one start ing value necessitated allowing for large blocks of 
turnaround computing time. 
data sets  for devices of varying channel length and w i d t h  were r u n  con- 
tinuously i n  batch mode. 
and wa i t  f o r  long periods of time before r u n n i n g  the next set .  
fashion we were able t o  obtain the more accurate results from SARAH us ing  
u p  t o  100 i n i t i a l  values. 
SARAH'S  process of s i f t i n g  th rough  the seven 
To expedite this process w i t h  greater efficiency 
T h i s  avoided hav ing  to  i n p u t  each set  i n d i v i d u a l l y  
In this 
A sensit ivity analysis was performed w i t h  respect t o  each of  the 
seven parameters of the Ihantola model. 
process as essentially that o f  best-fitting response curves to experimental 
data then i n  this l i g h t  i t  i s  prudent to consider the following situation. 
Suppose we have obtained our parameter enabling minimization of the 
error function F(P) - and therefore a best-fi t  o f  the response curve to 
the data. 
parameters ( P i ,  the i t h  component of the parameter vector - P , 1 f i 5 7) 
effect changes i n  the accuracy o f  the response curve's f i t  t o  the data? 
If we view our  parameter extraction 
Tn what way does a small perburbation of just one of the 
A graphic analysis provides visual i n s i g h t  t o  the f a s h i o n  w i t h  which 
a ten percent increment and decrement a l t e r  the f i t  of these response 
curves. I t  is found that  a 510% perturbation of the f i r s t  parameter, 
25 
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the doping parameter, indicates a rather significant change of the l D - V D s  
curve (from the curve with opt imal  parameter estimates) for gate voltages 
of  3, 4 and 5. In this  respect we regard P1 as quite sensitive. In 
contrast, we find similarly t h a t  the same perturbation of the sixth para- 
meter, 
indicative of great insensitivity. 
P6 , results i n  an  insignificant change of the response curves 
I n  Figures 3-6 graphs are drawn w h i c h  provide an i l lustrat ion o f  the 
model's sensit ivity ( for  two particular data sets  a t  zero substrate bias) 
t o  small perturbations of the seven parameter components. For the da ta  
se t  corresponding t o  the long-channel device (24 x 24uMs), P3  and P5 are  
found t o  6e the most sensitive; a 10% change (increase and decrease) in 
the value of these parameters produces close t o  10% RMS error o f  the model 
t o  experimental data  (RMS error for the optimal parameter se t  was 0.24%. 
The effect  of such a change i n  P3 i s  i l lustrated in Figure 3. The same 
Perturbation of P6 , illustrated i n  Figure 4,  seen as the least  sensitive 
of the parameters, produced 1.25% RMS error. Similarly, for da ta  set  AN21 
(as an example of a shorter channel device, 2.5 x 2.5 Ms, a 10% increase 
and decrease of P7 results i n  a 15.5% and 17.3% RMS error - a significant 
deviation from the model's best-fit of 1.7% RMS error. 
Again, P6 i s  seen t o  be the least  sensitive of the seven parameters. 
A 10% perturbation of this  parameter produces a 1.8% RMS error o f  the model 
t o  experimental da t a  - less 
The behavior with respect t o  
and 6. 
Eigenvalues of the Hess 
han a 0.01% change from the model's b 
these two parameters i s  depicted in F 
a n  matrix provide further information 
s t - f i t .  
gures 5 
w i t h  
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regard t o  the s e n s i t i v i t y  analysis. 
eigenvalues cons is ten t l y  f o r  reasons present ly  not  understood. 
quest ion o f  s e n s i t i v i t y  t o  ( o r  redundancy o f )  a given component of 
deserves f u r t h e r  inves t iga t ion .  
complete p i c t u r e  o f  t h i s  important i ssue (see Chapter 5 f o r  add i t iona l  
comments). 
However, MOSES f a i l e d  t o  output  
This 
Future analys is  should aim t o  provide a 
Table 2 a lso  compares parameter components, P l  - P7 , ( w i t h  l i s t e d  
RMS percentage e r r o r )  from the  opt imizat ion of the twelve data sets tested. 
Not ice t h a t  the parameter values f o r  data sets  102 and AN21, two d i f f e r e n t  
experimental sets of data provided f o r  devices of the  same dimension (2.5 
x 2.5 uMs), c l o s e l y  coincide. S imi la r ly ,  parameter values f o r  data sets  
104 and AN22 (both 2.5 x 5.0 uMs) a r e  roughly  equiva lent  (al though the  
MOSES estimate o f  the vector  - P for  data se ts  102 and 104 hasmore than 
twl'ce t f ie  RMS e r r o r  than the  corresponding parameter estimates for  AN21 
and AN22 respect ive ly) .  Examination o f  the parameter component pe r ta in ing  
t o  t f ie capacitance, 
equal length,  vary ing width)  t o  be propor t iona l  t o  ( s i m i l a r l y  increas ing)  
values o f  t h i s  p a r t i c u l a r  parameter. 
o f  dimension 1.2 x 2.5 pMs and 1.2 x 5.0 pMs respec t ive ly  correspond t o  
P5 values o f  -0065 and .017. And data sets 102 and 104 (2.5 x 2.5 pMs 
and 2.5 x 5.0 pMs) have P5 values o f  .0060 and ,014. S i m i l a r l y  fo r  
AN21 - AN23 (2.5 x 2.5 pMs, 2.5 x 5.0 pMs, and 2.5 x 10.0 ~ 1 4 s )  values pro- 
duced a r e  .0061, 014 and .039. 
13.5 x 13.5pMs) P5 i s  .0018 and .0049. A three- fo ld  increase i n  the  
device's w id th  produces a s i m i l a r  increase i n  the parameter value 
P5 , reveals increment o f  the  dev ice 's  w id th  (i.e. 
For example, data se ts  101 and 103 
And for N13 and N12 (1 3.4 x 4.5 pMs and 
27 
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(cons is tent  w i t h  what we might expect on physical  grounds). 
F ina l l y ,  we note t h a t  t h e  greatest  accuracy of parameter est imat ion 
( i .e. the  l e a s t  RMS e r r o r )  occurs when VBs = 0. 
'6s 
i temizes Ihanto la  RMS e r r o r  f o r  var ious VBs : 
Increas ing ly  negat ive 
values y i e l d s  greater e r ro r  and diminished accuracy. Table 3 
DATA SET 
101 3.9 
102 4.5 
103 4.9 
1 04 4.6 
AN1 1 1 . 9  
AN1 2 .24 
AN13 1.9 
AN21 1.7 
AN22 1.8 
AN23 1 .5  
N12 .22 
N13 .31 
121 
122 
123 
124 
4.2 
.82 
3.9 
3.5 
4.1 
2.3 
.68 
.92 
TABLE 3 
13 
11 
7.5 
7.6 
6.5 
4 . 0  
3.3 
5.4 
9.4 
5 . 2  
11 .o 
5.6 
RMS percentage e r ro rs  for  the Ihantola model fo r  each data s e t  and 
d i f f e r e n t  values for  VBs (VG#2) . 
s 
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TABLE 4 
RMS ERROR/PARAMETER VALUES FOR SPICE 2 MODEL 
All d a t a  for VBs = 0, VG f 2  
For SARAH : N S I G  = 2, NSRCH = 100 , 
For MOSES : N S I G  = 3 
DATA D I M  LIMS 
Length 
x Width  P1 P2 P3 
PARAMETERS 
P4 P5 P6 P7 P8 P9 
RMS 
ERRORS % 
101 
102 
103 
104 
N12 
N13 
AN1 1 
AN1 2 
AN1 3 
AN21 
AN22 
AN23 
1.2x2.5 
2.5x2.5 
1 . 2 ~ 5  
2 . 5 ~ 5  
1 3.5x3.5 
13.5x4.5 
3 x 3  
24x 24 
3 x 24 
2.5x2.5 
2 . 5 ~ 5  
2 . 5 ~ 1 0  
-1.9 3.5 1.2 0.46 
-2.1 2.8 1.2 0.40 
-1.9 4.9 0.81 1.0 
-1.9 4.1 0.80 0.95 
-1.4 24 0.83 1.5 
-1.3 26 0.91 1.4 
-1.6 7.6 1.1 0.94 
-1.6 7.5 1.1 1.0 
-0.78 0227 0.63 0.78 
-0iZ8 0.27 0.63 0.78 
-0.93 3.5 1.2 1.1 
-0.93 3.5 1.2 1.1 
-1.5 29 1.0 0.37 
-1.5 29 1.0 0.37 
-1.1 18 0.67 3.3 
-1.1 18 0.67 3.3 
-1.5 1.5 1.2 8.6 
-1.6 1.5 1.3 8.6 
-1.9 34 0.45 1.7 
-1.9 34 0.45 1.7 
-2.0 28 0.51 2.0 
-2.0 28 0.51 2.0 
-2.0 3.2 1.1 0.83 
-1.9 2.0 1.1 0.72 
0.50 
0.52 
0.47 
0.55 
0.5 
0.73 
0.25 
0.29 
0.13 
0.13 
0.064 
0.064 
0.24 
0.24 
0.11 
0.11 
0.43 
0.43 
0.1 6 
0.16 
0.26 
0.26 
0.20 
0.33 
0.97 3.0 8.6 2.0 
0.80 3.0 14 2.2 
2.1 2.7 8.6 1.7 
1.8 2.7 56 1.7 
1.4 4.3 1.5 1.4 
1.3 4.6 1.5 1.5 
2.1 4.8 1.5 1.5 
2.1 4.8 2.3 1.5 
16 11 1.5 0.8 
16 11 1.5 0.8 
15 3.8 1.5 1.0 
15 3.8 1.5 1.0 
3.4 3.1 1.5 1.5 
3.4 3.1 1.5 1.5 
28 20 1.5 1.1 
28 20 1.5 1.1 
2.4 29 1.5 1.4 
2.4 29 1.5 1.5 
2.2 2.1 1.5 1.6 
2.2 2.1 1.5 1.6 
2.3 5.9 1.5 1.6 
2.3 5.9 1.5 1.6 
2.0 12 8.6 1.6 
1.6 12 77 1.5 
5.2 
4.8 
4.8 
4.8 
8.4 
6.9' 
4.9 
4.9 
0.67 
0.67 
0.78 
0.78 
3.3 
3.3 
1.1 
1.1 
4.6 
4.3 
2.4 
2.4 
1.9 
1.9 
1.1 
0.92 
29 
e 
1. 
I n  common w i t h  the Ihanto la  model i t  was found t h a t  l a r g e  er ro rs  a r i s e  
from incorporat ing the VG = 2 data. 
t a b l e  a l l  r e f e r  t o  cases w i t h  VG = 2 excluded and f o r  VBs = 0 . 
general pa t te rn  o f  r e s u l t s  follows t h a t  f o r  the Ihanto la  model described 
Hence the RMS e r r o r s  quoted i n  t h i s  
The 
i n  the  previous section. The r e s u l t  f o r  long MOSFETs genera l ly  show small 
RMS e r ro rs  and these increase t o  a maximum f o r  the  shor ter  MOSFETs. A 
s i m i l a r  t rend w i t h  regard t o  the  width o f  device can be seen from data sets 
AN21 AN22, AN23 where f o r  a length (2.5 pMs) the  RMS e r r o r  decreases as 
t h e  w id th  increases (see Table 5). 
a 
TABLE 5 
Var ia t ion  of RMS percentage e r r o r  w i t h  width for  f i x e d  length 
L = 2.5 VMS s VBs 0 
DATA W(vMS) RMS (%) 
AN21 2.5 2.4 
AN22 
AN23 
5.0 
10.0 
1.9 
0.92 
c 
The Spice 2 model contains n ine  parameters as described i n  Chapter 2. 
Included i n  Table 4 a re  the  values of these parameters, ext racted t o  two 
e s i g n i f i c a n t  f igures,  by programs SARAH and MOSES from the  d i f f e r e n t  data 
sets. There are  two p a i r s  o f  data sets r e l a t i n g  t o  d i f f e r e n t  devices of 
the same dimensions, namely AN22 and 104 (2.5 x 5.0 pMs) and AN21 and 102 
(2.5 x 2.5 pMs), but  the r e s u l t s  show t h a t  d i f fe ren t  RMS e r r o r s  are ob- 
ta ined f o r  each member o f  a p a i r .  Moreover, there can be wide var ia t ions  
i n  the  optimal values of the  parameters. I n  t h i s  respect P2 and P8 
are  p a r t i c u l a r l y  noteworthy examples. Now P2 i s  the  doping parameter 
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defined by ( 6 )  and a wide v a r i a t i o n  over different devices is  under- 
s tandable .  However, P8 i s  a parameter ( V m a x )  representing the maximum 
d r i f t  velocity of the carriers and contributes to  the channel length 
shortening (Vladimirescu. and-L.iu(1980) ). The fact  that  i t  takes such 
widely differing values for similar devices would appear t o  p o i n t  t o  a 
shortcoming of  the model. 
The parameters P6 and P7 , representing the length and w i d t h  of 
the channel respectively, were, on physical grounds, constrained to 1 ie  
w i t h i n  220% of the actual  device dimensions d u r i n g  operation of the program 
SARAH. 
MOSES are  generally close t o  t h e  SARAH values. 
A s  shown i n  Table 4 the unconstrained opt imal  values predicted by 
An important parameter i s  P1 , the flatband voltage VFB , and i n  
a l l  cases this turns out to have a negative value (for VBs = 0) of 
magnetude of O ( 1 )  . In some cases r u n  w i t h  VBs = -5  a positive VF- 
results. 
The effect  of changing VBs from zero to  different negative values 
is summarized i n  Table 6 (analogous to Table 3 for the Ihantola model), 
where RMS percentage errors are  quoted from r u n n i n g  the SARAH and MOSES 
programs w i t h  each of  the data sets. 
a s  before, t h a t  the f i t  of the model t o  the data becomes less accurate 
a s  l V B s }  is  increased. 
The same general trend is  observed 
The sensit ivity analysis w i t h  respect to  the parameters, described i n  
part ( a )  for the Ihantola model, was a l s o  carried o u t  f o r  the Spice 2 
model for the same two data sets for a ' large'  MOSFET (24 x 24 pMs) and a 
"small' MOSFET (2.5 x 2.5 pMs). The results are consistent i n  the sense 
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a 
t h a t  the most sensitive and the l e a s t  s e n s i t i v e  parameters a r e  the same 
f o r  each size of MOSFET. 
the parameter P2 of  the Ihantola model) and th i s  i s  i l l u s t r a t e d  for both 
da t a  sets i n  Figures 7 and 8. 
the parameter P4, occurr ing i n  the mobi l i ty  law, and the assoc ia ted  
graphs a r e  drawn i n  Figures 9 and 10. 
A s e n s i t i v e  parameter i s  P9 (coresponding t o  
By c o n t r a s t  the model i s  insensitive t o  
TABLE 6 
RMS percentage e r r o r s  f o r  the Spice 2 model f o r  each d a t a  set and 
d i f f e r e n t  values of VBs'(VG f 2) . 
DATA SET VBS = 0 VBS = -2 VBs = -2.5 VBS = -5 
101 
102 
103 
104 
AN1 1 
AN12 
AN13 
AN21 
AN22 
AN23 
N12 
N13 
121 
122 
123 
124 
4.8 
4.8 
6.9 
4.9 
3.3 
1 . 1. 
4.3 
2.4 
1 .9  
0.92 
0.67 
0.78 
4.3 
1.6 
4.0 
4.5 
7.1 
1.3 
1 .5  
3.8 
7.0 
5.1 
9.4(S) 
,6.1 
16  
17 
11 
11 
6.6 
6.2 
4.0 
5.8(S) 
(C) BREWS MODEL 
The pr inc ipa l  o b j e c t i v e  i n  sett ing u p  the Brews model i s  t o  c r e a t e  a 
model t h a t  includes the  e f f e c t s  of d.iffusion current so t h a t  the model can 
p red ic t  d r a i n  c u r r e n t  f o r  low values of  ga t e  vol tage.  The da ta  w i t h  w h i c h  
we worked had four  g a t e  vol tages ,  v i z .  2, 3 ,  4 and 5. W i t h  the Ihantola  
32 
0 
e 
e 
I, 
and Spice 2 models very paor f i t t o  t h e  VGs = 2 data prompted us t o  
exclude these data sets  when t r y i n g  t o  f i t  the model t o  the  data. 
t h i s  i s  done a f a i r l y  low RMS e r ro r  resu l ts .  
b e t t e r  than Ihanto la  o r  Spice 2 a t  f i n d i n g  a f i t  t o  data t h a t  includes 
VGs = 2 but  i n  general does n o t  r e s u l t  i n  lower RMS e r r o r  values than 
t h e  Ihanto la  and Spice 2 when VGs = 2 i s  excluded. 
When 
The Brews model i s  much 
As might be expected the Brews model i s  not iceably  longer i n  terms 
o f  CPU t ime spent i n  c a l c u l a t i n g  the optimal parameter set. This i s  due 
p r i m a r i l y  t o  the i t e r a t i o n  schemes used t o  c a l c u l a t e  the  voltages a t  the  
end po in ts  of the  charge sheet. Accurate f igures  are  not  poss ib le  as no 
software e x i s t s  a t  the  t ime o f  t h i s  work t o  measure actual  CPU t ime. 
A summaryaof the  r e s u l t s  obtained from the Brews model i s  given i n  
Table 7 i n  analogy w i t h  Table 1 and Table 4 f o r  the other  models. From 
TaEtel 7 one feature stands o u t  ra ther  strongly,  namely t h a t  f requent ly 
MOSES gives . l . i t t l e . o r  no improvement i n  the SARAH resu l ts .  
two cases (101, AN13) the RMS error  a c t u a l l y  increased. 
occurred a lso  from t ime t o  t ime i n  the development phase of the other  
models where i t  was explained i n  terms o f  an inconsis tent  use of the  
I n  f a c t  i n  
This s i t u a t i o n  
L i b r a r y  r o u t i n e  parameter N S I G  ( the number o f  s i g n i f i c a n t  f igures  t o  
which the  model parameters must agree on successive i t e r a t i o n s  i n  order 
t o  s top the program) but i n  t h i s  case NSrG=2 f o r  SARAH and NSIG=3 f o r  MOSES. 
Hence i t  i s  expected t h a t  the RMS e r r o r  i n  MOSES should genera l ly  be less  
than t h a t  in SARAH. Further numerical experimentation t o  inves t iga te  
t h i s  phenomenon i s  indicated. 
a 
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RMS ERROR/PARAMETER VALUES FOR BREWS MODEL 
DATA 
SET DIMpMs P1 P2 P3 P4 P5 P6 RMS ERR% 
101 1.2 x 2.5 (S) 
102 2.5 x 2.5 (S) 
103 1.2 x 5.0 (S) 
104 2.5 x 5.0 (S) 
N12 13.5 x 13.5 (S) 
N13 13.5 x 4.5 (S) 
AN11 3.0 x 3.0 (S) 
( M I  
(MI 
(MI 
(MI 
( M I  
(MI 
(MI 
(MI 
( M I  
(MI 
( M I  
(MI 
AN12 24.0 X 24.0 (S) 
AN13 3.0 x 24.0 (S) 
AN21 2.5 x 2.5 (S) 
AN22 2.5 x 5.0 (S) 
AN23 2.5 x 10.0 (S) 
.12 1.2 .72 .49 .022 
.072 1.3 .72 .48 .022 
.35 .78 .69 .40 .012 
.17 .91 .70 .21 .0084 
.11 1.2 1.1 .48 .035 
.044 1.2 1.1 .43 .034 
.15 -89 .80 .25 .022 
.15 .89 .80 .25 .022 
.17 .77 .60 .062 .0086 
.17 -77 .60 .062 .0086 
.I1 1.2 .61 .47 .0071 
.22 .70 .60 .060 .0025 
.15 1.1 .79 .18 .0092 
.15 1.1 .79 .18 .0093 
.28 .76 .82 .060 .0057 
.28 .76 .82 .060 .0057 
.21 .90 1.2 .19 .037 
.17 .93 1.2 .17 .036 
.34 -78 1.3 .48 .no73 
.18 .92 1.3 .25 .0051 
.15 -90 1.1 .26 .017 
.15 .90 1.1 .27 .017 
..21 .69 1.1 .22 .025 
.'21 .69 1.1 .22 ,025 
All data for VBs = 0 , VG = 2 included 
FOR SARAH: NSIG = 2, NSRCH = 100 
FOR MOSES: NSIG = 3 
.49 7.8 
.47 8.5 
-.15 6.1 
-.39 5.4 
1.1 8.9 
.98 8.9 
- .26 5.5 
-.26 5.5 
1.3 2.5 
1.3 2.5 
-.40 2.4 
-.96 0.94 
-.34 5.6 
-.36 5.4 
- .25  0.56 
-.25 0.56 
1.3 5.3 
1.3 5.5 
-.34 5.7 
- . J 3  4.6 
-.40 4.9 
-.40 4.9 
.74 3.6 
.74 3.6 
0 
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We note from Table 7 t h a t  data sets f o r  MOSFETs of  the  same s i z e  
have approximately the same RMS error .  For example, the data sets 102 
and AN21 (2.5 x 2.5 pMs) have RMS e r ro rs  o f  5.4% and 4.6% respect ive ly .  
S imi la r  r e s u l t s  hold f o r  the  104 and AN22 data sets (2.5 x 5 pMs). 
Further, note t h a t  as the channel width increases f o r  f i x e d  length (data 
sets  AN21, AN22, AN23) progressively decreasing e r r o r  are obtained. 
i s  t o  be expected as t h e  increasing w id th  would make the one-dimensional 
model assumption used i n  the Brews model more v a l i d .  
This 
A s e n s i t i v i t y  analysis was performed us ing the AN12 and AN21 data sets. 
Table 8 gives the RMS percentage er ro rs  which r e s u l t  from a +lo% change i n  
each of the optimal parameters i n  turn.  
TABLE 8 
RMS percentage e r r o r s  f o r  parameter v a r i a t i o n  o f  210% from the  optimum 
AN12 (RMS=O. 56%) AN21 (RMS=4.6%) 
MULTIPLIER 0.9 1.1 0.9 1.1 
P1 4.06 3.56 6.05 4.29 
P2 6.76 6.04 9.51 6.62 
P3 9.92 10.13 9.42 12.76 
P4 1.77 1.62 7.84 5.39 
P5 9.92 10.13 
P6 0.60 0.55 
9;42 12.76 
5.23 4.38 
I n  Table 0 i t  can be seen t h a t  the most s e n s i t i v e  parameters a re  3 and 5 
but  i t  i 4  in format ive t o  note tha t  t h e  changed RMS er ro rs  a r e  i d e n t i c a l  
f o r  P3 and P5. The parameter showing the l e a s t  amount o f  change i s  P6 
and again we note t h a t  increasing the value o f  P6 r e s u l t s  i n  an improved 
RMS e r r o r  i n  both the  AN12 and AN21 data sets. This i s  the  on ly  place 
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where an improvement o f  f i t  results from a perturbed parameter. 
Again as w i t h  the other models the sensit ivity results are depicted 
graphically. 
variations i n  ‘the most sensitive ( P 5 )  and least  sensitive (P6) parameters 
is displayed i n  Figures 11-14. 
For each d a t a  se t  quoted i n  Table 8 the f i t  for 210% 
As mentioned i n  Chapter 2 ( c )  the Brews model used here has not been 
adapted t o  include VBs f 0. 
effects more fully should be incorporated into the model. 
Further a correction to include f l a t  band 
e 
* 
e 
0 
0 
a 
a 
Chapter 5 CONCLUSION AND DISCUSSION 
Three topics are presented in this  l a s t  chapter. 
An overview of the three models used by the team t o  extract the 
relevant parameters of a MOSFET; 
Relevant features of the sensit ivity problem and trends of a l l  
models w i t h  respect t o  i t ;  
Suggested lines of future inquiry on the basis of our team 
knowledge o f  the behaviour of the devices, of the limitations 
of the proposed models and of the complexity of the required 
num'er ical i nves t i  gat ions. 
(a) General Overview 
The Ihantola model ( a s  implemented by the SARAH and MOSES programs) 
provides a more accurate estimation o f  the parameter vector 
Spice 2. Comparing long-channel devices, we note t h a t  corresponding to 
dimensions of 24 x 24 fls, 13.5 x 13.5 $Is and 13.5 x 4.5 pMs the RMS 
Ihantola MOSES errors a t  VBs = 0 are 0.24, 0.22 and 0.31 percent respec- 
tively. For Spice 2 the errors a re  1.1, 0.67 and'0.78. For the Brews 
Charge-Sheet model we have 0.40, 2.5 and 0.94 percent w i t h  data a t  
VGs = 2 included i n  the parameter extraction. 
models, Ihantola and Spice 2, we exclude evaluation a t  the lowest gate 
voltage since parameter estimates of these two models a t  th is  particular 
gate voltage increase the RMS error beyond acceptable accuracy ( u p  to 80 
and 90 percent). However, comparison exclusive of evaluation a t  VGs = 2 
for  the non-diffusive models substantiate Ihantola as  somewhat more accurate 
than Spice 2 a lso  for short channel devices. 
than 
For the two non-diffusive 
For example f o r  devices 
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o f  dimensions 1.2 x 2.5 ~ M s ,  2.5 x 2.5 uMs and 2.5 x 5 uMs the respective 
Ihantola/Spice 2 RMS MOSES errors are  3.9/4.8, 1.7/2.4 and 4.6/4.9 percent. 
The consistency of MOSES improving upon the RMS error of SARAH ( a s  
expected) i n  a l l  three models is  well established ( w i t h  two unexplained 
exceptions for the Brews model, see Chapter 4(c) ) .  
stances MOSES fa i ls  to  converge (to a particular E) w i t h i n  the se t  maximum 
number of model evaluations (2000) ; instead, although improving upon SARAH'S 
result ,  i terations exhibit a slow oscillatory type of behavior. 
routine is  interrupted a f te r  the oscillatory behavior i s  observed, the 
resulting parameter estimate i s  well w i t h i n  acceptable accuracy and (a s  
noted) improves upon the SARAH estimate. 
However, i n  some i n -  
When the 
Also, for  reasons n o t  understood, eigenvalues of the Hessian 
(significant . 5 n  ascertaining the sensit ivity of a model t o  a perturbation 
of one or more o f  i ts  parameter's components, see ( b )  below) frequently 
f a i l  t o  be o u t p u t  i n  MOSES w i t h  no apparent regularity o r  consistency i n  
a l l  of  the models tested. 
Intrinsic t o  the SARAH program are the variables NSIG and NSRCH, 
NSRCH prompts for a specification of  i n i t i a l  values or start ing guesses for 
SARAH to begin i t s  search over the multi-dimensional parameter space for 
the g loba l  m i n i m i u m .  
greater RMS accuracy. 
t e s t  w i t h  NSRCH equal t o  300, however, d i d  n o t  provide greater accuracy. 
NSIG is a tolerance criterion t h a t  se ts  the number of significant figures 
of each component of - P which are  required to coincide i n  two successive 
iterations. 
In a l l  three models a larger value of NSRCH produced 
100 was the typical value' specified for NSRCH: a 
In Ihantola, Spice 2 and  Brews NSIG was set  t o  be 2 for SARAH 
0 
0 
and 3 f o r  MOSES. 
NSIG=2 (from previous t r i a l s  using NSIG=l) demanded in t u r n  more CPU time. 
This was t r u e  again f o r  a l l  three models incorporated i n t o  SARAH and MOSES 
The improvement o f  Sarah accuracy gained from s e t t i n g  
as subroutines. '' 
Table 9 compares accuracy (RMS percentage e r r o r )  o f  t he  Ihanto la  and 
Spice 2 models a t  d i f f e r e n t  subst rate biases ( a t  V B s ~ O ,  Brews i s  included). 
We can see t h a t  an inc reas ing ly  negative subst rate b ias  produces greater  
e r r o r  and t h a t  t he  Ihanto la  model performs genera l l y  b e t t e r  than the 
Spice 2 model over a l l  data sets  a t  t he  VBs values tested. 
0 
TABLE 9 
0 
Comparative RMS e r r o r s  f o r  Ihantola, Spice 2 and Brews models 
ilt d i f f e r e n t  subst rate b iases 
v6S'0 vBS=-2 vss=-5 
DATA (I) (SI (B) ( I )  (S) ( I )  ( S )  
101 
i o 2  
103 
1 04 
N12 
N13 
AN1 1 
ANI 2 
AN13 
AN21 
AN22 
AN23 
3.9 4.8 8.7 
4.9 6.9 8.9 
4.6 4.9 5.5 
.22 .67 2.5 
.31 .78 .94 
'1.9 7.4.  5.4 
.24 1.1 .56 
1.9 5.4 5.5 
1.7 2.4 4.6 
1.8 1.9 4.9 
1.5 .92 3.6 
4.5 -4.8 5.4 
.68 1.3 
.92 1.5 
.82 1.6 
4.2 463 
3.5 4.5 
4.1 3.8 
2.3 7.1 
3.9 . 4.0 * 
(I)=IHANTOLA (S)=SPICE 2 (B)=BREWS 
3.3 4.0 
5.4 5.8 
12 16 
11 17 
7.7 11 
7.6 11 
6.5 6.6 
4.0 6.2 
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(b) S e n s i t i v i t y  
An analys is  o f  s e n s i t i v i t y  i s  possible by look ing  a t  the eigenvalues 
o f  the Hessian, the mat r ix  o f  second p a r t i a l  der iva t ives ,  o f  the sum o f  
squares func t ion  a t  an opt imal parameter set .  
Le t  
be the sum o f  squares func t i on  where - P = (Pl  ,..., Pk) 
parameter vector. Then a Taylor expansion of S(p) gives 
i s  the  k-dimensional 
T 2 
S(P - -  +SP) ,= S(p) = S(P) - + Vs(p).Gp + (6P) H(P)Gj, + O(16pI ) 
2 where H(P) 
where H..(P) i s  t he  (i,j) entry i n  the matr ix.  Now a t  a minimal po in t ,  
i s  t h e k  x k Hessian matr ix,  i.e. Hij (E) = a S/aP.aP 
1 j  
* * 1J 
- P* , vS(p ) = 0 .  ( In  our ca lcu lat ions I v S ( P  - )I% 10-l ' )  which i s  
much smal ler  than the t y p i c a l  largest  eigenvalue of the  Hessian which was 
approximately 10"). Using th i s  r e s u l t  we f i n d  t h a t  
2 * * s(p + Sp) - - S(P ) = (6p)T - H 6p + O(l6pI ) 
D iv id ing  both s ides by 
a formula fo r  the  r e l a t i v e  change 
l6Pl  - , the norm of the  per tu rb ing  term, we ob ta in  
e 
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This r e s u l t  i s  q u i t e  i l l u m i n a t i n g  as the Hessian i s  f i r s t  o f  a l l  a 
symmetric r e a l  mat r i x  so t h a t  i t s  eigenvalues are a l l  r e a l  and the  
corresponding eigenvectors a re  orthogonal. But s ince E* i s  assumed t o  
be a minimum o f '  S(E) i t  fol lows t h a t  a l l  the eigenvalues of H (E) 
must be non-negative. I f  we fu r the r  assume 
minimum then eigenvalues are s t r i c t l y  p o s i t i v e  and H (E) 1s a p o s i t i v e  
d e f i n i t e  quadrat ic  form. 
would take on i so la ted  maxima when 6E were an eigenvector and the  
maximum values would be Xi I ( 6 9 i l  where (6p)i i s  an i- th eigenvector 
and Xi i s  i t s  associated eigenvalue. Thus from equation (20) fo r  
Ib = 1 the  maxima would occur a t  the  normalized eigenvectors w i t h  
the maximal value as the eigenvalue f o r  t h a t  eigenvector. 
useful  r e l a t i o n s h i p  i s  t o  see how (20) can be expressed when 6p i s  j u s t  
a change i n  a s ing le  parameter coordinate. I f  we have the eigenvectors 
and eiWnva1ueS of +I (P - ) t h i s  i s  a f a i r l y  s t ra igh t fo rward  computation. 
For l e t  3 denote the  ma t r i x  whose i- t h  column i s  the  i- t h  normalized 
. t h  eigenvector o f  H(E ) and l e t  A denote the  diagonal ma t r i x  whose I- 
diagonal element i s  the  i- t h  eigenvalue. 
6 (e)  = (0, Os..., 0, 0 , .  .., 0)  where 0 occupies the  J- pos i t i on .  
* 
t o  be an i s o l a t e d  
It then fo l lows t h a t  the l e f t  hand s ide  of (20) 
But a more 
* 
* 
The H(P*) = 3 A JT. L e t  - 
j . t h  
Then * 
a 
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k 2 
Snj(e) = e c Xi Jij 
i = l  
k 
i = l  
So i t  i s  seen t h a t  the term z xi J:j measures the  r e l a t i v e  change o f  
t he  sum o f  squares func t i on  i n  the j- coordinate d i rec t ion .  t h  
We d i d  experience some d i f f i c u l t y  i n  obta in ing the  eigenvalues and 
eigenvectors of the Hessians i n  running MOSES with some data sets. The 
IMSL subroutine would run  i n t o  a f l o a t i n g  p o i n t  overf low and the  program 
would terminate. This occurred i n  a l l  models. The prec ise reason f o r  
t h i s  was not  found bu t  i t  i s  suspected t h a t  the smal lest  eigenvalue may 
have been too small f o r  the prec is ion o f  the machine. Another p o s s i b i l i t y  
i s  t h a t  the  cond i t i on  number, which i s  t he  r a t i o  o f  the  l a rges t  t o  the  
smal lest  eigenvalue, i s  too large, r e s u l t i n g  i n  numerical i n s t a b i l i t y  i n  
the  ca l cu la t i on  o f  t he  eigenvectors and t h e i r  associated eigenvalues. 
( c )  Suggestions f o r  f u tu re  work 
As a r e s u l t  of the experience gained from the c l i n i c ' s  work on the 
parameter ex t rac t i on  process fo r  the  MOSFET device several d i r e c t i o n s  i n  
which fu r ther  inves t iga t ions  could use fu l l y  be made become apparent. 
Some o f  these correspond t o  r e l a t i v e l y  simple va r ia t i ons  i n  the  condi t ions 
under which the  programs are  run: there  was i n s u f f i c i e n t  t ime f o r  the  
team t o  inc lude these i n  i t s  work. 
i n t o  d i f fe ren t  aspects o f  MOSFET modell ing. 
these matters under separate headings below. 
Others invo lve  more major excursions 
We Ou t l i ne  our views on 
e 
0 
(i) Role of VBs 
a 
0 
e 
a 
0 
with 
r e a l  
w i l l  
(ii) 
It i s  known t h a t  the  operation o f  a MOSFET depends c r i t i c a l l y  upon 
the nature o f  t he  invers ion  layer:  
upon t h e i r  mob i l i t y ,  etc.  Therefore f o r  an accurate desc r ip t i on  of how 
the  MOSFET works we need the invers ion l aye r  c a r r i e r  densi ty  per  u n i t  
area Ne . 
upon how many c a r r i e r s  are i n  it, 
The e f fec t  o f  body-to-source reverse bias, VBs on Ne a t  f i xed  
gate-to-source b ias  i s  a reduct ion t n  qNe . 
w i l l  be needed t o  cause inversion. 
Therefore a l a r g e r  gate b ias 
I t  does not seem t h a t  this fea ture  of the MOSFET i s  p roper ly  re -  
presented i n  the  Ihanto la  and Spice 2 models and t h i s  ind ica tes  why the 
RMS e r r o r  increases t o  unacceptable l e v e l s  when they are used t o  f i t  data 
body-to-source b ias  of -2 and -5 . (see Table 9). 
It should be poss ib le  to include 
s t i c  way, .so t h a t  the  accuracy of the parameter e x t r a c t i o n  process 
not  be af fected by necessary changes i n  
VBs i n  these models i n  a more 
VBs . 
Weighting and CLEAK 
The programs SARAH and MOSES possess the  f a c i l i t y  f o r  g i v i n g  more 
weight tosome data po in ts  r e l a t i v e  t o  others i n  op t im is ing  the  sum of 
squares. 
data points.  
o f  the  programs and i s  defined by 
I n  a l l  cases run  by the c l i n i c  equal weight was attached t o  a l l  
S i m i l a r l y  a parameter CLEAK i s  chosen f o r  each operat ion 
where d appears i n  the  sum of squares, 
j 
e 
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w i s  the  weighting f a c t o r  and N i s  the number o f  data po ints .  Thus 
by appropr ia te ly  choosing CLEAK, S 
* j 
can be made t o  denote a r e l a t i v e  
sum of squares, an absolute sum of squares o r  a mix ture of the two. The 
choice o f  CLEAK i n  the c l i n i c ' s  work was such that d = 1 . j 
Now i t  was found t h a t  much improvement o f  f i t  i s  obtained i n  t h e  
Ihanto la  and Spice 2 models i f  the data f o r  VGs = 2 i s  excluded. 
the f i t  tends t o  be worse for  lower values of I t  may be t h a t  
these problems could be tack led by vary ing the  wi so t h a t  low VDs 
and 
be gained by a l t e r i n g  the CLEAK parameter although we note, as ment oned 
i n  Morr is  and Everson (1984), tha t  a t  very  low currents  i t  i s  more appro- 
p r i a t e  t o  use the absolute sum of squares t o  avoid very l a r g e  errors .  It 
i s  recommended t h a t  t h i s  area be invest igated. 
Further, 
VDs . 
VGs values c a r r y  greater  weight than others. S i m i l a r  advantages may 
( i i i )  Role o f  Constra in ts  
The cons t ra in ts  on the parameters,imposed i n  the  SARAH program, can be 
adjusted and t h e  chosen l i m i t s  can have an important e f f e c t  on the running 
o f  the  program. Over-relaxed const ra in ts  can produce estimated parameters 
from SARAH which make the resu l ts  from the MOSES program l e s s  predictable.  
I n  extreme cases, the model evaluat ion may f a i l  due, for? example, t o  nega- 
t i v e  square r o o t s  occurring. Such modi, f icat ions a r e  associated w i t h  the  
choice o f  the  parameter NSRCH i n  SARAH (number o f  s t a r t i n g  points)  and a 
systematic study o f  t h e  e f f e c t  o f  v a r i a t i o n  o f  cons t ra in ts  and NSRCH 
e 
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would be of interest. In fact ,  NSRCH i s  the only control t h a t  one has 
i n  f i n d i n g  the global m i n i m u m  and repetition of results for two values 
of this parameter (differing say by a factor two) was taken a s  satisfactory 
evidence t h a t  the global m i n i m u m  had i n  fact  been attained i n  the search 
area. T h i s  procedure was only carried o u t  i n  a few cases, however. 
The related question o f  choosing ' rea l i s t ic '  values of parameters i s  
also important. For example, P6 and P7 i n  the Spice 2 model (length 
and w i d t h  parameters) were constrained to be w i t h i n  G3IX of the device 
measurements and the resulting predictions led MOSES to  an improved f i t  
of the model. to  the data. In  other cases the choice is  much less  clear 
cut and the parameter VFB seemed particularly d i f f icu l t  to  estimate. 
( ? V I  Non-convergence 
I t  was found on a number o f  d a t a  sets  that  Ihantola and Spice 2 
would no t  converge-using the MOSES program. What seemed to  occur was 
t h a t  the algorithm was causing certain parameters t o  osci l la te  slowly 
around a closed o r b i t .  
of the weakness o f  the Levenberg-Marquardt a l g o r i t h m  i n  i t s  application t o  
this problem. 
I t  would be worthwhile to obtain a clear analysis 
( v )  Other models 
The c l in ic  concentrated on three one-dimensional models o f  the more 
straightforward type. No study was made of more elaborate models such as 
the Pao-Sah model or possibly two-dimensional models. These are computa- 
tionally expensive models b u t  are expected t o  be more accurate. An 
45 
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ana lys is  o f  these models might wel l  pay dividends i n  a more complete 
understanding of  the device behaviour as we l l  as showing more e x p l i c i t l y  
the  l i m i t a t i o n s  o f  the one-dimensional models which were studied. 
( v i )  Inverse theory 
There i s  a branch o f  mathematics t h a t  i s  concerned w i th  t h e  analys is  
o f  parameter est imat ion problems (as we l l  as inverse eigenvalue problems, 
inverse sca t te r ing  problems and many others). 
parameter est imation, has i t s  most general formulat ion i n  terms of t h i s  
theory. 
could produce some p r a c t i c a l  resul ts.  From pre l iminary l i t e r a t u r e  searches 
no publ icat ions were located on t h i s  t o p i c  i n  s p i t e  of the  fact  t h a t  
numerous app l ica t ions  o f  t h i s  theory i n  other  engineering d i s c i p l i n e s  
have met w i t h  some success. An attempt t o  accomplish t h i s  analys is  w i l l  
be made hy a member of  the  c l i n i c  over the  sumner o f  1985 and resu l ts ,  
i f  any, w i l l  be made a v a i l a b l e  t o e t h o s e  who might be in terested.  
Our problem, of MOSFET 
It i s  poss ib le  t h a t  framing t h e  problem w i t h i n  such a formulat ion 
\ 
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* .ERRATUM 
The results obtained in the Brews model (Model 6 )  assumed an incorrect 
dependence on the parameter VFB. Necessary corrections amount t o  replacing 
everywhere after label 501 in SUBROUTINE BREWS (nine 'GS by "GS - 'FB 
substitutions). 
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