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Lyhenteet 
SCADA Käytönvalvontajärjestelmä, System Control And Data Acquisition.  
RTU Ala-asema, Remote Terminal Unit  
IED Kennoterminaali, Intelligent Electronic Device. 
SPA ABB:n kehittämä kenttäväylä. 
EEPROM Uudelleen kirjoitettava pysyväismuisti. 
AD Käyttäjätietokanta ja hakemistopalvelu ActiveDirectory (Microsoft). 
I/O Siirräntä, Input/Output.  
IP Internet Protokolla. 
iLO 4 HP ProLiant palvelimien etähallinta, integrated Lights Out. 
ESXi VMware virtualisointialustan hypervisor. 
NTP  Aikatiedon välitysprotokolla, Network Time Protocol. 
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1 Johdanto 
Tässä lopputyössä tarkastellaan Aurora Kilpilahti Oy:n käytönvalvontajärjestelmää, mi-
ten se on rakentunut nykyisenlaiseksi ja uuden SCADA-järjestelmän hankintaa sekä 
käyttöönottoa. Aurora Kilpilahti aloitti oman käytönvalvontajärjestelmäprojektin loppu-
kesästä 2015. Järjestelmään liitettiin noin 40 ala-asemaa, joiden kautta järjestelmään 
luetaan yhteensä noin 15000 I/O-pistettä. Järjestelmään piirrettiin noin 150 asematason 
ja yhteyskaaviotyyppistä valvontakuvaa.  
Järjestelmän määrittely, konfigurointi ja käyttöönottokoestus kesti yli kaksi vuotta jakau-
tuen siten, että määrittely ja konfigurointi kesti noin vuoden ja käyttöönottokoestus noin 
vuoden. Projektissa toimittajan (Netcontrol Oy) osuuteen kuuluivat järjestelmän laitteis-
tot, niiden konfigurointi ja dokumentointi. NesteJacobs vastasi projektoinnin lisäksi itse 
järjestelmäsuunnittelun ulkopuolelle jäävän osuuden suunnittelusta ja käyttöönotosta 
sekä vastasi suurimman osan prosessikaaviokuvien piirtämisestä. NesteJacobs toimi li-
säksi käyttöönottokoestuksissa valvomossa varmistaen, että grafiikoissa käytetyt tieto-
kantapisteet vastasivat oikeaa kenttälaitetta. Tilaaja (Aurora Kilpilahti Oy) vastasi mm. 
vanhasta järjestelmästä ladattujen tietokantapisteiden yhdenmukaistamisesta, grafiikoi-
den ulkoasun määrittelystä, hälytysperiaatteiden luomisesta sekä käyttöönottokoestuk-
sista.  
Projektissa tehtiin myös UPS-laitteistojen lisäyksiä ja rakennettiin uusia valokuitukaape-
liyhteyksiä sekä lisättiin ilmastointitehoa UPS-laitteistojen tuottaman lämpötehon haitto-
jen poistamiseksi.  
 Aurora Kilpilahti Oy (entinen KED Oy) syntyi, kun Neste ensin yhtiöitti sähkön jakelu-
verkkonsa Kilpilahden Sähkönsiirto Oy:ksi ja myöhemmin myi koko osakekannan rans-
kalaiselle sijoitusyhtiö InfraVialle vuonna 2014. Aurora Kilpilahti toimii Porvoossa sijait-
sevan Kilpilahden teollisuusalueen suljetun jakeluverkon jakeluverkkoyhtiönä. Aurora 
Kilpilahden suurimpia asiakkaita ovat Neste Oyj, Borealis Polymers Oy, Oy AGA AB ja 
Kilpilahden Voimalaitos Oy. Aurora Kilpilahden sisaryritys Aurora Tornio omistaa Tornion 
terästehtaan teollisuusverkon, jonka suurimpana asiakkaana on Outokumpu Oyj. Näiden 
kahden sähköverkon kautta kulkevan sähkön määrä on noin 6% koko suomen kulutuk-
sesta. Toimiva ja luotettava sähkönjakelu on Aurora Kilpilahden asiakkaille erittäin tär-
2 
 
  
 
keää kriittisten prosessien, henkilöturvallisuuden ja ympäristöriskien vuoksi [1.] Kau-
passa siirtyi itse jakeluverkon ja siihen liittyvien laitteistojen lisäksi myös käytönvalvon-
tajärjestelmän ala-asemalaitteistot niihin liittyvine tietoliikenneyhteyksineen.  
2 SCADA-järjestelmä 
SCADA (Supervisory Control And Data Acquisition) -järjestelmällä kauko-ohjataan säh-
köverkossa olevia kytkinlaitteita, valvotaan sähköverkon tilaa ja kerätään verkosta mit-
taustietoja. SCADA-järjestelmät ovat pääsääntöisesti sähkönjakeluyhtiöiden tärkein tuo-
tantojärjestelmä järjestelmästä saatavan, aina ajantasaisen, verkon kytkentätilanteen 
vuoksi. Verkon eri, etukäteen tarkoin suunniteltujen, mittauspisteiden tuottaman mittaus-
datan ansiosta verkkoa operoiva henkilöstö näkee verkon kuormituksen ja voi saadun 
tiedon sekä järjestelmän tuottamien hälytysten perusteella tehdä kytkentämuutoksia yli-
kuormitustilanteiden välttämiseksi.  
Mahdollisessa häiriötilanteessa SCADA-järjestelmä nopeuttaa häiriöstä palautumi-
sessa, koska operoiva henkilöstö näkee yhdestä paikasta koko verkon tilan ja pystyy 
siitä sekä järjestelmän välittämien hälytys- ja mittaustietojen perusteella paikallistamaan 
häiriön aiheuttajan. Vikapaikan selvityksen jälkeen verkon terve osa voidaan palauttaa 
takaisin normaalitilaan.  
Järjestelmästä saatavaa mittausdataa voidaan käyttää projektien apuna uusien inves-
tointien suunnittelussa. SCADA-järjestelmästä saatavaa mittaustietoa voidaan käyttää 
myös verkon taseen ja siirtolaskutuksen perusteena. Lisäksi, esimerkiksi loistehomit-
tauksia käytetään loisteholaskennoissa, jotta verkkoyhtiö pystyy säätämään kompen-
sointikapasiteettia pysyäkseen määritellyssä loistehoikkunassa kantaverkkoon nähden. 
 SCADA-järjestelmä koostuu ylemmän tason ohjausjärjestelmästä, valvomolaitteista, 
sähköasemilla olevista ala-asemista (RTU), kenttäväylistä ja tietoliikennelaitteista (kytki-
mistä, mediamuuntimista yms.) sekä tietoliikenneverkosta, joilla järjestelmän eri osat lii-
tetään toisiinsa. Järjestelmän ominaisuuksiin kuuluu yleensä se, että kaikki kriittiset osat 
on kahdennettu eli yhden osan vikaantuminen ei vaikuta järjestelmän toiminnallisuuteen.  
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2.1 Ala-asema (RTU) 
Sähköasemalla oleva ala-asema toimii liityntäpisteenä, jolla kerätään sähköverkon toi-
milaitteisiin liitettyjen laitteiden tuottamaa dataa. Laitteet voidaan liittää perinteisesti kos-
ketintietona, relelähtönä tai milliampeeriviestinä. Kosketintietona tuodaan hälytykset, ti-
latiedot ja pulssimittaukset. Relelähtöjä käytetään toimilaitteiden ohjaamiseen tilasta toi-
seen. Milliampeeriviestinä tuodaan mittausdataa: yleisimmin virta-, jännite- tai tehomit-
taustietoja.  
Nykyään yksittäisiä tietoja johdotetaan harvemmin omina tietoinaan, vaan ala-asemiin 
tuodaan tiedot kenttäväyliin liitettyjen kennoterminaalien (IED) tai muiden väyläliityntäis-
ten laitteiden kautta. Kennoterminaalit voivat olla ns. I/O-yksikköjä, joilla vain kerätään 
tietoja sähköverkosta, mutta useimmiten niissä on myös suojaustoimintoja, joilla suoja-
taan sähköverkkoa ja siihen liitettyjä laitteita. Ala-asemaan tuotavat tiedot määritellään 
suunnitteluvaiheessa erillisen I/O-listan avulla. I/O-listassa määritellään mm. kunkin tuo-
tavan tiedon kuvaukset, tapahtumatekstit, hälytyskäsittelyt ja mitta-alueen rajat. Lisäksi 
määritellään väyläliityntäisten laitteiden liikennöintiin liittyvät parametrit.  
Erilaisia kenttäväyliä on mm. SPACOM, joka on ABB:n kehittämä kenttäväylä, 
IEC60870-5-101 ja nykyään suurimmaksi osaksi käytettävä toimittajariippumaton IEC-
61850. Ala-asema muuttaa sähköverkosta kytketyt signaalit ylemmän tason protokol-
laksi, joka esimerkiksi Aurora Kilpilahden tapauksessa on IEC60870-5-104. Ala-ase-
maan tuotavia signaaleja voidaan myös käyttää sähköasematason raportointiin esimer-
kiksi paikallisiin hälytysnäyttöihin, hälytyskirjoittimiin jne. Ala-asemien apujännitesyötöt 
ovat pääsääntöisesti akkuvarmennettuja, koska tarve niiden tuottamalle datalle on suurin 
juuri sähköverkon häiriöiden aikana. Sähköverkon kannalta kriittisten ala-asemien tieto-
liikenneyhteydet yläjärjestelmään ja/tai kenttäväyliin voivat olla redundanttisia, eli yhden 
yhteyden katkeaminen ei vaikuta liikennöintiin. Yhteyksien pitää kuitenkin olla valvottuja, 
muuten kahdennuksen hyöty katoaa, jos toisen yhteyden vikaantumisesta ei tule häly-
tystä.    
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Kuva1. Esimerkki ala-asemalaitteistosta Netcon 8830.  
 
2.2 IEC-61850 
IEC:n ”Sähköaseman ohjaus- ja suojausrajapinnat” -työryhmän esityksestä, jonka kan-
salliset IEC-komiteat hyväksyivät, syntyi suuntaviivat uudelle sähköasema-automaation 
tietoliikennestandardille. Kehityskohteet lähtivät toiminnallisesta arkkitehtuurista ja ra-
kenteesta aina standardin luomiseen prosessilaitteiden välisestä liikenteestä sähköase-
mien väliseen liikenteeseen. [2, s.13.] IEC-61850 on laitetoimittaja riippumaton asema-
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tason kenttäväylä. IEC-61850 mahdollistaa paitsi väylään liitettyjen älykkäiden kennoter-
minaalien liikennöinnin kaukokäytön ala-asemiin, myös kennoterminaalien välisen liiken-
teen (GOOSE). IEC-61850-väylässä kenttäväylään liitetyt älykkäät kennoterminaalit toi-
mivat isäntinä ja lähettävät datasetteihin tai raporttilohkoihin ennalta määriteltyjen lohko-
jen tapahtumia tai mittauksien muutoksia orjiksi määriteltyihin laitteisiin. Orja voi olla ala-
asema, paikallisvalvomolaitteisto tai yläjärjestelmän liikennöintikeskitin. Yhdellä isän-
nällä voi olla useita orjia, jolloin voidaan määritellä erilliset raporttilohkot kullekin orjalle. 
Esimerkiksi asematason paikalliselle ohjaus/raporttijärjestelmälle voidaan määritellä yk-
sityiskohtaisemmat tapahtumat, kun taas varsinaiseen SCADA-järjestelmään voidaan 
määritellä enemmänkin yhteishälytystyyppisiä signaaleja. Tällä vältytään, varsinkin vika-
tilanteessa, siltä, ettei iso kerralla tuleva tietomäärä ”hukuta” mitään tärkeämpää infor-
maatiota. Orja voidaan myös määritellä hakemaan informaatiota syklisesti, jolloin se käy 
kysymässä yksittäisen datapisteen arvon määritellyn syklin mukaisesti.   
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Kuva 2. Esimerkkikuva IEC-61850 väyläratkaisusta [3] 
 
2.3 SPA-väylä 
ABB:n kehittämä SPA-väylä on vielä laajalti käytössä. SPA-väylä on sarjaliikenneväylä. 
Kenttäväylän mediana on monimuotokuitu, sekä lasi että muovi. Lasikuidulla laitteiden 
väli voi olla jopa 2000 metriä [4, s. 22]. Muovikuitua käytettäessä laitteiden välinen mak-
simietäisyys on 50 m. Jos olosuhteet ovat heikot ja käytetään laskennassa laitteiden 
toleranssien heikoimpia arvoja, päästään maksimissaan 34 m:n etäisyyksiin. [5, s. 2.]  
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Kuva 3. SPA-väylän signaalin vaimennus [5. s.2.] 
 
SPA-väylän tapahtumat perustuvat tapahtumanumeroihin ja mittaukset haetaan sykli-
sesti.  
Taulukko 1. SPA-väylän tapahtumat 
 
/* 100031 / Rev B  NOC3Low    */
31 E0 EV_3BIT_1 1 1 0 0 F031O001 Reset START signal from 3I> stage
31 E1 EV_3BIT_1 2 1 0 0 F031O001 Activated START signal from 3I> stage
31 E2 EV_3BIT_1 4 1 1 0 F031O002 Reset TRIP signal from 3I> stage
31 E3 EV_3BIT_1 8 1 1 0 F031O002 Activated TRIP signal from 3I> stage
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Taulukossa 1 on esimerkki SPA-väylässä siirrettävien signaalien esitystavasta. Esimerk-
kinä on käytetty 3-vaiheisen ylivirtasuojauslohkon havahtuma- ja laukaisusignaaleja. Ka-
navasta 031O001 luetaan havahtumatapahtumat: Tapahtuma E1 ilmoittaa havahtuman 
päälle ja tapahtuma E0 havahtuman poistumisesta. Kanava 031O002 on vastaavasti yli-
virtasuojauksen laukaisua vastaavia tapahtumia varten. 
3 Kilpilahden alueen kaukokäyttöjärjestelmän kehitys 
3.1 Alkuvaihe 
Ensimmäisen Kilpilahden alueen SCADA-järjestelmän rakentaminen alkoi 1980-luvun 
lopulla. Järjestelmä perustui Aforan toimittamiin Netcon 8830 ala-asemiin ja Digitalin 
PDP-liikennöintipalvelimeen sekä microVAX-palvelimella pyörivään ABB:n EMS-järjes-
telmään. Käyttöjärjestelmänä toimi Digitalin kehittämä openVMS. Ala-asemien I/O-kortit 
liikennöivät niissä olevien EEPROM-muistien koodatulla osoitteella modeemilinjojen vä-
lityksellä PDP-palvelimelle. PDP-palvelimen ja microVAX-palvelimen välinen liikennöinti 
oli toteutettu DECnet-protokollalla. MicroVAX-palvelimet olivat ”kylmävarmennettuja” eli 
aktiivisen palvelimen vikatilanteessa varalla oleva palvelin otettiin käyttöön siirtämällä 
manuaalisesti microVAX-palvelimiin liitetyt yhteydet laitteesta toiseen ja käynnistämällä 
järjestelmä. Järjestelmään liitettyjä ala-asemia oli noin 25 kpl. Netcon 8830-tyyppisiin 
ala-asemiin on kytkettynä vain ns. langoitettua I/O:ta, eli tilatiedot tuodaan kuparikaape-
lilla kosketintietona, ohjaukset toteutetaan releillä ja mittaukset on tuotu milliampeerivies-
tinä ala-aseman liityntäkorteille. Käytettyjä milliampeerialueita on kaksi: 0-5 mA ja 4-20 
mA. Ala-aseman liityntäkortissa olevalla sarjavastuksella (50 Ω tai 200 Ω) yhteensovite-
taan erilaiset mitta-alueet). 4-20 mA:n mitta-alueen etu verrattuna 0-5 mA:n mitta-aluee-
seen on se, että mittalähettimen vikaantuessa mittalähetin lähettää 0 mA, joka on 0-5 
mA:n mittalähettimelle normaaliarvo, kun taas 4-20 mA mittalähettimelle 0 mA on vir-
heellinen arvo. 
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Kuva 4. Havainnekuva ensivaiheen kaukokäyttöjärjestelmästä  
3.2 Kehitystä 
MicroVAX-palvelimet alkoivat tulla tiensä päähän 2000-luvun alkuvuosina. Siihen men-
nessä järjestelmässä oli noin 30 ala-asemaa, joista yhteen oli ABB:n SRIO-yksikön 
avulla tehty ensimmäiset kenttäväyläliitynnät. Protokollana oli ABB:n kehittämä SPA-
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väylä. 2002 aloitettiin järjestelmän uusintaprojekti, jossa uusittiin ja samalla yhdistettiin 
kaksi erillistä järjestelmää: sähkön kaukokäyttöjärjestelmä ja energianhallintajärjes-
telmä. Järjestelmän palvelimiksi valikoituivat kahdennetut ja ”kuumavarmennetut” Com-
paqin alphaserverit. Servereiden käyttöjärjestelmänä on openVMS. Varsinaisena sovel-
luksena toimii ABB:n PMS-järjestelmää (Process Management Software). Alphaserve-
reitä on järjestelmässä yhteensä kolme: kaksi varsinaista tuotantopalvelinta ja yksi yllä-
pitopalvelin. Samassa yhteydessä ala-asema liikennöinnistä vastaava liikennöintiserveri 
(PDP) korvattiin Bombardier Finlandin toimittamilla kahdennetuilla commserver-liiken-
nöintipalvelimilla. Commserverit toimivat käytännössä protokollamuuntimina, jotka 
muuntavat V.24-sarjaliikenteen IEC-60870-5-104-standardin mukaiseksi liikennöinniksi. 
Lisäksi commservereissä on jokaisen ala-aseman konfiguraatio, joka lähetetään ala-
asemalle aina, kun ala-aseman liikennöinnissä on ollut katkos. Kussakin alphaserverissä 
on neljä verkkokorttia, joihin on liitetty commservereiden kautta liikennöivä ala-asema-
verkko, voimalaitoksen automaatioverkko, valvomoiden työasemaverkko ja vuonna 2004 
hankitut ensimmäiset Netcontrol Oy:n toimittamat Netcon500-tyyppiset ala-asemat.  
Netcon500-ala-asemat mahdollistivat asematason liitynnät sekä perinteisesti langoite-
tulla I/O:lla että väyläliityntäisesti. Ensimmäiset väyläliitynnät toteutettiin SPA-protokol-
lalla, koska kaikki väyläliityntäset suojareleet/kennoterminaalit olivat ABB:n toimittamia 
ja osa suojareleistä oli jo valmiiksi liitetty SPA-väylällä sähköaseman SACO- hälytyskes-
kukseen. Ala-asemiin lisättiin tässä yhteydessä myös pakallista raportointia ala-asemien 
oviin asennetuilla hälytysnäytöillä.  
Hälytysnäytöt ovat kosketusnäytöllisiä PC:itä, joissa vanhemmissa käyttöjärjestelmänä 
on Windows XP ja uudemmissa Windows 7. Hälytysnäytöissä ajetaan GE:n iFIX-ohjel-
mistoa. Hälytysnäyttöjen rakentamisen myötä kaikkea asematason informaatiota ei enää 
siirretä valvomoon saakka, vaan osa tapahtumista on tarpeen mukaan luettavissa säh-
köasemalla. Valvomoihin sijoitettiin yhdestä kahteen kappaletta Windows-työasemia, 
joissa sähköverkkoa operoitiin PMSNTView-ohjelmistolla. Työasemat olivat pelkästään 
yhteydessä suljetun valvomoverkon kautta alphaservereihin. Työasemiin ei asennettu 
virustorjuntaa puuttuvien ulkoisten yhteyksien takia; tietoturvasyistä niistä kuitenkin pois-
tettiin käytöstä USB-portit ja levyasemat.  
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Kuva 5. Havainnekuva järjestelmästä yläpään uusinnan jälkeen  
 
Jalostamolle vuonna 2005 rakennetun tuotantolinja 4:n muuntamolle M120 asennettiin 
ABB:n microSCADA, joka toimii sähköaseman paikallisjärjestelmänä ja liikennöi PMS-
järjestelmän suuntaan ABB:n kehittämän CTS-protokollan mukaisesti. CTS-protokolla 
on ABB:n omien laitteistojen välinen protokolla, jossa liikennöinti perustuu siihen, että 
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PMS-järjestelmä lukee suoraan microSCADAn tietokantaa. MicroSCADAn tietokan-
nassa tapahtunut muutos käynnisti järjestelmien välisen liikenteen ja tapahtunut muutos 
päivittyi PMS-järjestelmän tietokantaan. Kyseinen protokolla on ABB:n sisäinen eikä siitä 
saa yksityiskohtaisempaa tietoa. MicroSCADA-servereiden käyttöjärjestelmänä oli han-
kintavaiheessa Windows-server2000; toinen servereistä päivitettiin myöhemmin laite-
rikon seurauksena Windows server2003 R2:ksi.  
4 Aurora Kilpilahden SCADA-järjestelmä 
Aurora Kilpilahden oman SCADA-projektin alkutahdit lyötiin keväällä 2015 ABB:n teke-
mällä esiselvityksellä. Erinäisten selvitysten, vertailujen ja laitosvierailujen jälkeen järjes-
telmätoimittajaksi valikoitui kotimainen Netcontrol Oy. Netcontrolin järjestelmä, 
Netcon3000 oli luonteva vaihtoehto, koska Netcontrol on toimittanut ala-asemia Kilpilah-
den alueelle jo vuodesta 2005. Netcon3000 on hajautettu ja skaalautuva SCADA-järjes-
telmä, jossa voi olla tietokantapisteitä muutamista sadoista miljooniin. Aurora Kilpilahden 
Netcon3000 järjestelmän pääkomponentit ovat kahdennetut SCADA-serverit, kahdenne-
tut GW-serverit ja kahdennetut tietoliikennelaitteet valvomon ja ala-asemien suuntiin 
sekä valvomon työasemat ja yksi ylläpitotyöasema.  
Järjestelmän aikasynkronointi on toteutettu kolmella aikapalvelimella. Toisiaan korvaa-
vat komponentit on sijoitettu kahteen erilliseen konesaliin, jotka molemmat on varustettu 
kahdennetuilla UPS-laitteistoilla. Molemmissa konesaleissa on koneellinen ja suodatettu 
ilmanvaihto; lisäksi konesaleissa on ulkoilmaan nähden ylipaine joten, esimerkiksi oven 
aukaisu ei aiheuta ilmassa olevien epäpuhtauksien kulkeutumista laitteiden jäähdytys-
puhaltimien kautta itse laitteen sisään. Toinen konesali toimii myös varavalvomona ja 
sinne sijoitettiin yksi työasema. 
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Kuva 6. SCADA-järjestelmän järjestelmäkaavio 
4.1 SCADA-serverit 
SCADA-servereiden rautana on HP:n ProLiant ML380 -palvelimet. Palvelimien hallinta 
tehdään HP:n iLO 4 etähallintapalvelun avulla. iLO 4 mahdollistaa palvelinten etähallin-
nan lisäksi niiden monitoroinnin. Monitorointiin voidaan ottaa ohjelmistojen ja niiden ver-
sioiden lisäksi itse palvelinraudan, prosessoreista tuulettimiin, monitorointi. Monitoroin-
nin lisäksi iLO 4 voidaan määritellä antamaan järjestelmästä vastaaville hälytyksiä jär-
jestelmän poikkeamista. [6, s.4.] Kuvassa 7 näkyy iLO 4 -hallintatyökalusta kaapattu yh-
teenvetokuva SCADA B -palvelimen tilasta.  
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Kuva 7. iLO 4 järjestelmän yhteenvetokuva 
 
SCADA-järjestelmän palvelimet on virtualisoitu. Virtualisoinnilla samaa fyysistä laitetta 
voi käyttää yksi tai useampi looginen resurssi. [7, s.3.] Eli yhden fyysisen palvelimen 
prosessoreja, muistia, verkkoyhteyksiä ym. voi käyttää yksi tai useampi virtuaalinen pal-
velin. Kuvassa 8 on pelkistetty kuvaus virtualisoinnista. 
 Aurora Kilpilahden SCADA-palvelimien virtualisointialustana on VMWaren ESXi -hyper-
visor ohjelmisto. SCADA-palvelimilla pyörii itse SCADA-palvelimien lisäksi, raportointia 
ja historiatallennusta varten oleva REPO-palvelin, Domain Controllerit sekä Terminal 
Serverit etäkäyttöä varten. 
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Kuva 8. Palvelimen virtualisointi [8, s. 10.] 
 
4.1.1 SCADA A 
SCADA A -palvelin on normaalitilanteessa aktiivinen palvelin. Mahdollisessa laiterikkoti-
lanteessa SCADA A:n toiminnot siirtyvät SCADA B:lle. SCADA A:n laiterikossa SCADA 
B jää STANDALONE-tilaan siksi ajaksi, kunnes tehdään failover manuaalisesti, jolloin 
kaikki toiminnot siirtyvät SCADA B:lle. Tänä aikana tapahtuvat tapahtumat ja mittausda-
tat puskuroidaan, joten mitään verkon tapahtumia ei menetetä. 
4.1.2 SCADA B 
Kaikki tietokannan muutokset tehdään ensin SCADA B: tietokantaan, jossa se voidaan 
koestaa häiritsemättä normaalia toimintaa. SCADA B on tietokantamuutosten ajan 
STANDALONE-tilassa, jolloin aktiivisessa tilassa oleva SCADA A ei ylikirjoita tehtyjä 
muutoksia. Uusien/muuttuneiden tietokantapisteiden käyttöönottokoestusten jälkeen 
ajetaan tietokannan ylläpitosekvenssi, jolla kopioidaan SCADA B:llä tehdyt tietokanta-
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muutokset SCADA A:lle ja synkronoidaan B-SCADAlle STANDALONE-tilan ajan tapah-
tumat ja mittausmuutokset. Ylläpidon jälkeen molemmat tietokannat vastaavat toisiaan. 
Normaalitilanteessa SCADA B:tä ajetaan SLAVE-moodissa, jolloin kaikki SCADA A:lla 
tapahtuvat tilamuutokset kopioidaan myös sen tietokantaan. 
4.1.3 REPO A ja B 
REPO-palvelimilla luodaan raportteja DataWarehouseen (DW) tallennetuista aikasar-
joista, tapahtumista ja mittaustiedoista. DW:n historiatietokantojen synkronointi tapahtuu 
Data Guard Manager -sovelluksen toimesta.  Raportit luodaan NetconREPO RDT -oh-
jelmalla. Jos mitta-arvo on liikennöintikatkoksen tai laitevian takia virheellistä tai kyseen-
alaista, voidaan kyseinen korjata NetconREPO Editor -ohjelmalla. Esimerkkinä kuukau-
sittainen taseraportointi, jota varten on luotu noin 300 mittauksesta kerran vuorokau-
dessa muodostettava .csv-muotoinen tuntisarja. Tämä ja muut tarvittavat raportit kopioi-
daan automaattisesti tai valinnan mukaan manuaalisesti omalla DMZ-alueella olevalle 
raporttipalvelimelle, johon on pääsy toimistoverkon työasemilla. 
4.1.4 Domain Controllerit 
Domain Controllereissa pyörivässä Windows Active Directory -hakemistopalvelussa hal-
litaan kaikki toimialueen käyttäjät, tietokoneet ja resurssit. SCADAn käyttäjien pääsyn-
hallinta voidaan määritellä käyttämään AD:n määriteltyjä käyttäjätunnuksia ja salasa-
noja.  
4.1.5 Terminal Serverit 
Terminal Servereitä on järjestelmässä kaksi kappaletta ja niihin on lisensoitu tarvittava 
määrä yhtäaikaisia käyttäjiä. Terminal Servereiden etätyöpöytäistuntojen avulla mahdol-
listetaan järjestelmän etäkäyttö. Etäkäyttö on tarpeen esimerkiksi kotipäivystyksessä ja 
uusien asemien käyttöönotossa. Käyttöönotto helpottuu, kun kaikki osapuolet kenttäkoe-
stajasta valvomon näyttöä seuraavaan saakka voivat olla koestettavalla sähköasemalla. 
Kotipäivystyksessä olevan päivystäjän mahdollinen vianselvitys helpottuu ja nopeutuu, 
kun pääsee näkemään verkon tilan suoraan kotoa työasemalta. 
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4.2 GW-Serverit 
GW-serverit ovat Linux-servereitä (CentOs 6). GW-Servereitä ei ole virtualisoitu. Kaikki 
yhteydet SCADA-palvelimilta/palvelimille kulkevat GW-servereiden kautta. Siksi GW-
servereillä on määritelty kaikki liikennöinteihin liittyvät palomuurisäännöt. Ala-asemien 
liikennöintimäärittelyt tehdään GW-serverille siten, että jokaista ala-asemaa kohti on 
omat IEC-60870-5-104-orjamääritykset. Kuitenkin niin, että yksi GW-serverin liikennöin-
tiprosessi (NFE) pystyy liikennöimään useaan ala-asemaan. 
4.3 Tietoliikennelaitteet 
Kaikki SCADA-verkon kytkimet on kahdennettu, eli yhden kytkimen vikaantuminen ei ai-
heuta yhteyskatkosta. Eri verkot on kytketty GW-servereille käyttäen kahta fyysistä port-
tia, jotka on niputettu (bonding) yhteen. Molemmilla GW-servereillä on jokaista verkkoa 
(RTU, SCADA, WS jne.) kohden oma osoitteensa. Näiden osoitteiden lisäksi jokaisella 
verkolla on vielä yksi virtuaalinen IP-osoite, jota käytetään liikennöintiin normaalitilan-
teessa. Tämä virtuaaliosoite on käytössä vain isäntä (master) GW-serverillä. PING-sta-
tistiikka valvoo yhteyksiä, ja jos jokin yhteys menee poikki, ucarp-protokolla tekee auto-
maattisen vaihdon siten, että varalla (back-up) ollut GW-server saa virtuaaliset IP-osoit-
teet ja toimii sen jälkeen isäntänä. Jos GW-servereiden välinen yhteys katkeaa, molem-
mat GW-serverit toimivat isäntinä. Kahden palvelimen välillä toimiva ucarp-protokolla 
mahdollistaa automaattisen tiedonsiirron vaihdon toisen isännän vikatilanteessa. Toteu-
tus on tehty siten, että isäntien välillä vaihdetaan yhtä yhteistä IP-osoitetta. [9, s.32.]   
SCADA-verkon konesalien ja valvomon väliset kuituyhteydet ovat Aurora Kilpilahden 
omistuksessa ja ristikytkentäkaapit on lukittu erikseen lukituissa tiloissa, jolloin pystytään 
lisäämään fyysistä tietoturvaa.  
Ala-asemayhteyksiä varten on molemmissa serverikaapissa RuggedCom RX1500 -mal-
linen kytkin. Molemmilla kytkimillä on kuituyhteys molempiin GW-servereihin, jolloin kyt-
kimen vikaantuessa ala-asemaliikenteen siirtyminen ehjälle kytkimelle tapahtuu noin 2 
sekunnissa. Tämä tapahtuu huomattavasti nopeammin kuin vaihtoehto, jossa kytkimen 
vikaantuessa tehtäisiin ohjelmallinen vaihto aktiiviselta GW-serveriltä toiselle; kyseinen 
vaihto kestäisi noin 60 sekuntia. Kytkimet on jaettu ala-asemaliikenteen osalta kahteen 
eri VLAN:n (Virtual LAN), koska ala-asemaverkossa on käytössä kaksi eri verkkoa. Osa 
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ala-asemista liikennöi vielä edellisen järjestelmän aikaan määritellyllä osoiteavaruudella. 
Koska osa ala-asemista on priorisoitu kriittisiksi joko siihen liitetyn laitteiston takia tai 
koska niiden kautta välitetään verkon hälytyksistä muodostettuja yhteishälytyksiä, ovat 
kyseiset ala-asemat varustettu kahdella kuituyhteydellä. Tämä verkon redundanttisuus 
aiheuttaa riskin verkon datanvälityssilmukoille, joissa yksittäiset datapaketit välittyvät lo-
puttomasti laitteelta toiselle aiheuttaen verkon lamaantumisen. [10, s. 119.] Siksi ala-
asemien kytkimissä on käytössä RSTP (Rapid Spanning Tree Protocol), joka estää da-
tanvälityssilmukoiden muodostumisen sallimalla vain yhden aktiivisen yhteyden. Aktiivi-
sen yhteyden vikaantuessa, varalla olevasta yhteydestä tulee aktiivinen. [10, s. 120.] 
Serverikaapeissa olevissa kytkimissä on niissä olevan useamman VLANin takia käy-
tössä MST (Multiple Spanning Tree). MST:n etuna on, ettei jokaista VLANia varten tar-
vitse konfiguroida erillistä RSTP-instanssia.  [10, s. 121.]   
4.4 Työasemaverkko ja työasemat 
Työasemaverkon kytkinlaitteen on kahdennettu ja itse työasemat on varustettu kahden-
netuilla verkkokorteilla ja niiden jännitesyöttö on UPS-järjestelmällä varmistettu. Lisäksi 
kaikki työasemaverkon aktiivilaitteet ovat UPS-laitteilla syötettyjä. Työasemat on sijoi-
tettu siten, että varsinaisessa valvomossa on kaksi neljällä näytöllä varustettua työase-
maa ja yksi työasema on sijoitettu varavalvomoon. Lisäksi työasemaverkossa on yksi 
ylläpitotyöasema, josta on pääsy laajemmalle verkon osiin kuin valvomon työasemista. 
Ylläpitotyöasemalta tehdään järjestelmään tarvittavat grafiikat ja tietokantaan tarvittavat 
muutokset ja lisäykset. 
4.5 Aikapalvelimet 
SCADA-järjestelmän kaikkien laitteiden pysyminen samassa ajassa on ensiarvoisen tär-
keää siksi, että esimerkiksi häiriötilanteessä pitää tietää, mistä häiriö on saanut alkunsa. 
Lisäksi järjestelmästä tuotetun raportoinnin aikojen pitää vastata todellista aikaa. Aurora 
Kilpilahden SCADA-järjestelmän pysymisestä ajassa vastaa 3 kpl Meinbergin aikapalve-
linta. Normaalitilanteessa kaikki aikapalvelimet ovat samassa ajassa, jolloin mitään risti-
riitaa ajan määräytymisen suhteen ei ole. Jos jokin aikapalvelimista antaa ok-statuksella 
olevaa muista aikapalvelimista poikkeavaa aikaa, määräytyy aika kahden samassa 
ajassa olevan aikapalvelimen mukaan. Aikapalvelimiin on liitetty antennit, joilla ne saavat 
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aikansa GPS-satelliittien atomikelloista. GW-serverit jakavat ajan ala-asemien liiken-
nöintiyksiköiden kautta kaikille verkkoon kytketyille aikatahdistusta tarvitseville laitteille 
NTP-protokollalla. Aikavyöhykkeenä käytetään UTC-aikaa. Päätelaitteissa tehdään 
UTC+2 ja kesä-/talviaika korjaus lukuun ottamatta SPA-väylän kautta liikennöiviä ken-
noterminaaleja. SPA-väylän osalta paikallisen ajan määritys tehdään ala-asemissa. 
 
 
Kuva 9. Meinberg lantime M300-aikapalvelin [11] 
4.6 Hälytysten siirto 
Jakeluverkossa muodostetaan tietyistä toiminnoista tai vikatilanteista hälytyksiä, jotka on 
viety hälytyskeskuksiin. Hälytyskeskuksissa näistä hälytyksistä muodostetaan sähkö-
asema kohtaisia yhteishälytyksiä. Yhteishälytykset määritellään erilliselle hälytysalueelle 
(hälytysalue 7), jolla olevista hälytyksistä muodostetaan järjestelmässä olevien Netcon 
RPORT-sarjaliikennepalvelimien avulla tekstiviestejä. Tekstiviestit lähetetään sovitun 
järjestyksen mukaisesti vuorossa olevalle päivystäjälle. Hälytysten lähettäminen on var-
mistettu siten, että Netcon RPORT -sarjaliikennepalvelimet on kahdennettu ja niissä on 
kahden eri puhelinoperaattorin liittymät.  
4.7 SCADA-järjestelmän varmuuskopiointi 
SCADA-järjestelmän varmuuskopioinnin osalta päädyttiin ratkaisuun, jossa varmuusko-
piot ajetaan Aurora Kilpilahden omaan IT-infraan perustetulle palvelimelle.   
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5 Aurora Kilpilahden SCADA-järjestelmän käyttöönotto 
Aurora Kilpilahden SCADA-järjestelmän (Netcon3000) käyttöönottoprojekti aloitettiin lo-
kakuussa 2015. Projektin alussa tarkasteltiin Netcontrolin ehdotusta SCADA-järjestel-
män toteuttamiseksi. Samalla todettiin välttämättömäksi ruveta rakentamaan Aurora Kil-
pilahdelle omaa kuituverkkoa, koska todettiin, ettei toisen yhtiön omistuksessa olevassa 
kuituverkossa päästä tietoturvassa halutulle tasolle.  Kuituverkon rakentamisen ensim-
mäinen vaihe toteutettiin SCADA-projektin yhteydessä ja sitä jatketaan tarpeen mukaan 
kaikissa Aurora Kilpilahden projekteissa. Lisäksi todettiin, ettei ole mahdollista käyttää 
konesaleissa valmiina olevaa akkuvarmennettua ja kahdennettua 110VDC:n jännitettä 
SCADA-järjestelmän käyttöjännitteenä. Käytännössä ainoana vaihtoehtona nähtiin kah-
dennettujen UPS-järjestelmien hankinta kumpaankin konesaliin. UPS-laitteiden tuot-
tama lämpökuorma aiheutti projektille lisätyötä toisen konesalin osalta ilmastointitehon 
jäädessä liian pieneksi. Ongelma ratkaistiin lisäjäähdytyksellä, joka toteutettiin erillisillä 
jäähdytyslaitteilla. 
5.1 Tietokantahaku vanhasta järjestelmästä 
Nesteen SCADA-järjestelmästä haettiin tietokantahaulla seuraavat I/O-pistekohtaiset 
attribuutit: 
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Taulukko 2. Analogiamittausten attribuutit 
Attribuutti Selite 
DBDESCR Kuvaus 
DBUNIT Yksikkö 
DBVMAX Mitta-alueen maksimi 
DBVMIN Mitta-alueen minimi 
AIDCS Liikennöintiprosessi 
AIEXT1 Ala-asema 
AIEXT2 IEC61870-5-104 osoite 
AIEXT3 Mittauksen tyyppi 
AIEXT4 Mittauksen käsittelytapa 
DBL1LIM Hälytysraja 
DBL1DB Hälytysrajan deadband 
DBL1LU Hälytys On/Off 
DBL1LT Yläraja/alaraja hälytys 
DBL1PON Hälytyksen prioriteetti 
DBL1POFF Poistuvan hälytyksen prioriteetti 
AIST Mittauskäyrä 
AISF0 Mittauksen skaalauksen raja 
AISF1 Mittauksen skaalauksen raja 
AISF2 Mittauksen skaalauksen raja 
AIRVHL Raaka-arvon käsittely 
AIRVLL Raaka-arvon käsittely 
AICT Mittauksen käsittely esim. yksikkömuunnos 
AICF0 Mittauksen käsittely esim. yksikkömuunnos 
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Taulukko 3. Digitaalitulojen attribuutit 
DBID muuttujan tunnus 
DBDESCR muuttujan kuvaus 
DBBTEXT tapahtumateksti 
DBPRI1 tapahtuman prioriteetti 
DBPRI2 tapahtuman prioriteetti 
DBPRI0 tapahtuman prioriteetti 
DIBM kaksinapaisuus 
DIDCS1 liikennöivä prosessi 
DIDCS2 liikennöivä prosessi 
DIEXT1 IEC61870-5-104 osoite 1 
DIEXT2 ala-asema tai CA 
DIEXT3 muuttujan tyyppi 1=data, 2=RTU yhteystiedon status 
DIEXT4 IEC61870-5-104 osoite 2 
DIEXT5 Ei Käytössä 
 
Taulukko 4. Digitaalilähtöjen attribuutit 
DBID muuttujan tunnus 
DBDESCR muuttujan kuvaus 
DBBTEXT tapahtumateksti 
DODCS liikennöivä prosessi 
DOOUT Kaksinapaisuus 
DOBX tilatieto 
DOEXT1 osoite 1 
DOEXT2 ala-asema tai CA 
DOEXT3 muuttujan tyyppi 1=data 
DOEXT4 osoite 2 
DOEXT5 Ei käytössä  
VCVDBT ohjausikkunan tyyppi 
VCTLT toimilaitteen tyyppi 
VCOA ohjausmuuttuja 
VCOAEAPSI ohjausikkunan painikkeen teksti 
VCOAESPSI ohjausikkunan painikkeen teksti 
VCOAOPSI ohjausikkunan painikkeen teksti 
VCOAPEPSI ohjausikkunan painikkeen teksti 
VCOAPPSI ohjausikkunan painikkeen teksti 
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Taulukko 5. Pulssimittausten attribuutit 
DBID muuttujan tunnus 
DBDESCR muuttujan kuvaus 
DBUNIT yksikkö 
DBVMAX mittauksen maksimiarvo 
DBVMIN mittauksen minimiarvo 
PICF1 pulssin arvo 
PICF2 3600 
PIAV kumulointimuuttuja 
PIDCS liikennöinti 
PIEXT1 osoite 
PIEXT2 ala-asema tai CA 
PIEXT3 rekisterin nollauspiste 
PIEXT4 Ei Käytössä 
PIEXT5 Ei Käytössä 
 
Netcontrol teki edellä listattujen lähtötietojen pohjalta Excel-taulukon, jolla muunnettiin 
PMS-järjestelmästä saadut lähtötiedot Netcon3000-järjestelmään sopiviksi. Samassa 
yhteydessä Aurora Kilpilahden toimesta suunniteltiin ja toteutettiin uusi signaalien ni-
meämistapa ja hälytyskäsittelyn periaatteet. Signaalien nimeäminen uudelleen osoittau-
tui haasteelliseksi, koska vanhassa järjestelmässä oli nimeämiselle suuntaviivat, mutta 
ajan myötä nimeämiskäytäntö oli muotoutunut hyvinkin kirjavaksi. Kirjavuudesta johtuen 
nimeäminen oli tehtävä lähes kokonaan käsityönä, joka luonnollisesti oli aikaa vievää 
työtä. Lisäksi uusi ja vanha järjestelmä erosi periaatteellisella tasolla siten, että vanhassa 
järjestelmässä ohjausmuuttuja ja sitä vastaava tilatieto olivat erilliset, kun taas uudessa 
järjestelmässä nämä muuttujat määriteltiin yhteen ja samaan tietokantalohkoon. Uusi ni-
meämistapa muodostui yhtiötunnuksesta, muuntamotunnuksesta, kenttätunnuksesta ja 
signaalin käyttötarkoituksen mukaan muuttuvasta kirjain-/numeroyhdistelmästä. Uudet 
tunnukset muodostettiin yhdistämällä eri tunnusosiot alaviivalla.  
Uuden SCADA-järjestelmän, joka nimettiin yhtiön silloisen nimen (KED) mukaisesti KED-
netiksi, tietokannan massasyöttö dokumentti muotoutui vanhasta järjestelmästä muokat-
tujen tietojen ja Aurora Kilpilahdessa tehtyjen määrittelyjen yhdistelmästä. Tästä koko-
naismassasta tehtiin vielä ala-asema- ja liikennöintiyksikkökohtaiset I/O-listat, joilla hal-
linnoidaan tulevia muutoksia. Tulevissa projekteissa, joissa tehdään lisäyksiä kaukokäyt-
töjärjestelmään, tehdään vastaavat samalla Excel-pohjalla tehdyt I/O-listat. Projektissa 
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luotiin I/O-listan täyttöohje suunnittelun tueksi. Täyttöohjeen liitteeksi lisättiin malli I/O-
lista ja ohje signaalien nimeämiseksi sekä signaalien hälytysperiaatteet. 
5.2 Prosessikaaviokuvat 
SCADA-järjestelmän kautta tehtävät verkon operoinnit tehdään sähköverkosta tehtyjen 
prosessikaaviokuviin liitettyjen objektien avulla. Objekteihin on linkitetty kussakin pis-
teessä tarvittava datapiste. Jokaisesta sähköasemasta on vähintään yksi asematason 
kuva, jonka lisäksi sähköasemien välisistä yhteyksistä on omat yhteyskaaviot. Yhteys-
kaaviot on jaoteltu päämuuntopiireittäin eli jokaista päämuuntajaparia kohden on oma 
yhteyskaavionsa. Kuvien havainnollisuuden lisäämiseksi järjestelmään hankittiin ”topo-
logiaominaisuus”, jolla kaaviossa olevat kiskostot ja yhteydet saadaan värjäytymään. Vä-
ritys on riippuvainen yhteyden jännitteellisyydestä, jännitteettömyydestä tai maadoituk-
sesta. Jokaiselle jännitetasoille on määritelty oma väri. Väritys on ”jännitteinen”, jos edel-
linen topologialohko on jännitteinen ja välissä oleva kytkinlaite on kiinni. Joissakin ta-
pauksissa kiskokuvion jännitteellisyys määriteltiin kiskoon liittyvän jännitemittauksen ar-
vosta.   
5.3 Netcon8830 ala-asemien liittäminen SCADA-järjestelmään 
Modeemilinjoilla liikennöivät Netcon8830-tyyppiset ala-asemat päätettiin liittää KEDnet-
järjestelmään sarjaliikennelinjoihin asennettavien sarjaliikennejakajilla ja sarjaliikenne-
palvelimilla. Ennen sarjaliikennejakajien asennusta ala-asemien sarjaliikennettä nauhoi-
tettiin, jotta voitiin varmistua dokumentaation oikeellisuudesta ja siitä, mitä tietoja ala-
asemalle lähetetään liikennöinnin käynnistyessä. Sarjaliikennejakajat asennettiin mo-
deemien ja olemassa olevien comservereiden väliin, jolloin liikennöinti saatiin jaettua 
sarjaliikennepalvelimilla uuteen SCADA-järjestelmään ja vanhaan SÄHE-järjestelmään. 
Sarjaliikennepalvelimilla (Netcontrol SIO-508) liikenne muunnettiin IEC-60870-5-104- 
protokollan mukaiseksi ja liitettiin GW-servereihin olemassa olevilla kytkimillä. Ongelmal-
lista Netcon8830-ala-asemien osalta oli, ettei niitä voida käyttää kahden isännän alai-
suudessa vaan uusi SCADA oli aluksi vain kuuntelumoodissa, SÄHE-järjestelmän ol-
lessa isäntänä. Eli uudesta järjestelmästä näki kaikki tapahtumat ja mittaukset päivittyi-
vät normaalisti, mutta ohjaukset piti suorittaa SÄHE-järjestelmästä. Käyttöönotossa jou-
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duttiin etenemään siten, että koestettu ala-asema palautettiin koestuksen jälkeen van-
han järjestelmän alaisuuteen ja vasta kun kaikki asemat oli koestettu, otettiin uusi järjes-
telmä kaikilta osin käyttöön. Muuten operoivan henkilöstön olisi ollut vaikeaa tietää, mitä 
verkon osaa ohjataan mistäkin järjestelmästä. 
5.4 Netcon500-ala-asemien liittäminen SCADA-järjestelmään 
Netcon500-ala-asemien yläjärjestelmän suunnan liikennöintimäärittelyihin lisättiin yksi 
kahdennusryhmä (redundant group), jolla saatiin määriteltyä uutta SCADA-järjestelmää 
varten tiedonsiirto. Kahdennusryhmillä ala-aseman välittämät tiedot voidaan määritellä 
lähetettäväksi useampaan ylemmän tason järjestelmään. Netcon500-tyyppisissä ala-
asemissa liikennöinti vanhaan järjestelmään tapahtui siten, että oli 4 kpl ns. solmupiste-
asemia, johon yläjärjestelmä liikennöi. Yläjärjestelmässä olivat liikennöintimäärittelyt 
vain näihin solmupisteasemiin ja solmupisteasemissa olivat ristiviittaukset ja liikennöin-
timäärittelyt kaikkiin siihen liitettyihin ala-asemiin. Kaikki muut ala-asemat olivat tähtimäi-
sesti liitetty solmupisteasemien kytkimiin. Kun liikennöinti siirtyi uuteen SCADA-järjestel-
mään, kaikki ala-asemat liikennöivät suoraan GW-palvelimen kautta SCADA-järjestel-
mään.  
Projektissa rakennettiin uudet kuituyhteydet ala-asemien ja GW-serverien välille. Ala-
asemien yläjärjestelmän suuntaan liikennöivillä kytkimillä oli vapaat kuituliitynnät, joihin 
uudet kuituyhteydet voitiin rakentaa. Netcon500 ala-asemat pystyvät toimimaan kahden 
erillisen järjestelmän alaisuudessa, joten samaa ongelmaa kuin Netcon8830-asemien 
kanssa, ei ollut.  
5.5 Järjestelmien välinen linkki 
SCADA-järjestelmän ja SÄHE-järjestelmän väliselle tiedonsiirrolle oli tarve, koska Nes-
teen I/O-pisteitä on liitettynä Aurora Kilpilahden ala-asemiin ja koska Neste Oyj teki Au-
rora Kilpilahdelle tasepalvelua. Linkki toteutettiin IEC-60870-5-104-protokollalla, jolla 
saatiin reaaliaikainen tiedonsiirto järjestelmien välille. Linkin kautta siirretään vain mit-
tauksia. pulssimittauksia, hälytyksiä ja tilatietoja; ohjauksien teko ei ole mahdollista jär-
jestelmien välillä. Tiedonsiirtolinkki on suojattu molemmista päistä palomuureilla. Lisäksi 
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yhteys kulkee vain molempien osapuolten omistamassa kuituverkossa. Tiedonsiirtolinkin 
kautta siirretään tällä hetkellä noin 1600 I/O-pistettä.  
5.6 Aurora Kilpilahden SCADA-järjestelmän käyttöönottokoestukset 
Järjestelmän eri osien keskinäisen liikennöinnin varmistamisen jälkeen aloitettiin varsi-
nainen tietokantapistekohtainen käyttöönottokoestus. Käyttöönottokoestukselle laadittiin 
yhdessä suunnittelutoimistona toimineen NesteJacobsin suunnittelun kanssa suunni-
telma, jolla määriteltiin koestettavat tietokantapisteet. Tietokannan koko on noin 15000 
pistettä, joten oli syytä rajata testauksen ulkopuolelle sellaiset I/O-pisteet, joilla on vain 
informatiivinen arvo, mutta joiden mahdollinen virheellinen toiminta ei aiheuta toiminnalle 
inhimillistä tai aineellista haittaa. Käyttöönottokoestuksessa koestettavia pisteitä olivat: 
• kaikki kytkinlaitteiden ohjaussignaalit 
o noin 900 kpl 
• kaikkien Aurora Kilpilahden omistamien kytkinlaitteiden tilatiedot 
o noin 7000 kpl 
• Kaikki hälytyskeskusten kautta järjestelmään liitetyt hälytyssignaalit 
o noin 5500 kpl. 
Edellä lueteltujen signaalien lisäksi koestettiin jokaiselta ala-asemalta muutamia mittauk-
sia, pulssimittauksia ja tilatietoja. Asiakkaan laitteista tulevien, järjestelmään liitettyjen, 
signaalien, jotka ovat pääsääntöisesti prosessilaitteiden tilatietoja ja mittauksia, oikeelli-
suus todettiin vertaamalla arvoja rinnalla toimivaan vanhaan järjestelmään. Käyttöönot-
tokoestukset aloitettiin koestamalla kaksi erityyppistä (Netcon8830 ja Netcon500) ala-
asemaa kokonaisuudessaan, jolla varmistuttiin, ettei tietokannan konvertoinnissa ollut 
sattunut mitään järjestelmällistä virhettä. Käyttöönottokoestukset tehtiin kokonaisuudes-
saan käyvässä prosessissa, joten huolellisuuteen ja tarkkuuteen oli syytä panostaa.  
27 
 
  
 
5.7 Käyttöönoton haasteet 
Suurimpana käyttöönoton haasteena oli se, että käyttöönottokoestukset suoritettiin käy-
tössä olevassa laitteistossa prosessiteollisuusympäristössä. Pienetkin koestuksissa ai-
heutetut sähkökatkot voivat aiheuttaa asiakkaille mittavat vahingot ja sitä myötä myös 
jakeluverkkoyhtiölle taloudellisia sanktioita. Itse koestuksista ja niihin liittyvistä vastuista 
käytiin projektista vastaavan insinööritoimiston kanssa pitkät neuvottelut, joiden tulok-
sena päädyttiin siihen, että vastuusyistä Aurora Kilpilahden oli hankittava projektille oma 
koestaja.  
Käyttöönottosuunnitelmassa otettiin huomioon, että signaalitasolla muutos koski ala-
asemasta SCADA-järjestelmään päin olevia määrityksiä, joten ala-asemasta kenttälait-
teiden suuntaan kaikki oli säilynyt ennallaan eikä sitä osuutta tarvinnut koestaa. Koestus 
vaatii kuitenkin aina varsinaisen toimilaitteen erottamista koestuksen piiristä, joten työ 
vaatii erityistä tarkkuutta ja harkintaa.  
Haasteena oli myös se, että Aurora Kilpilahdella on menossa laaja investointiohjelma, 
jossa uusitaan käyttöiän päähän tulleita muuntamoita ja niihin liittyviä laitteistoja, joten 
toimintaympäristö muuttui koko ajan. Uusinnan yhteydessä lisätään myös käytönvalvon-
tajärjestelmään uusia ala-asemia, jotka pitää käyttöönottaa ja lisäksi uusien sähköase-
mien ohjausgrafiikat pitää piirtää. Siitä johtuen käyttöönottoprojektin aikana ei voitu vält-
tyä siltä, että osa sähköverkosta oli liitettynä vain uuteen SCADA-järjestelmään, kun taas 
suurimman osan järjestelmän ohjauksista suoritettiin vanhasta järjestelmästä. Näistä 
haasteista selvittiin hyvällä ja tiiviillä yhteistyöllä ja ohjeistuksella operoivan henkilöstön 
kanssa. 
 
5.8 Resurssihaasteet 
SCADA-järjestelmän käyttöönottoprojektin lisäksi Aurora Kilpilahdella oli samaan aikaan 
menossa myös muita IT-infrastruktuuriin liittyviä hankkeita, jotka vaativat rajalliselta hen-
kilöstöresurssilta huomiota. Määriteltiin ja toteutettiin kunnossapitojärjestelmä, doku-
menttijärjestelmä, omaisuudenhallintajärjestelmä, joten näitä järjestelmiä varten raken-
nettiin oma vikasietoinen kahdennetun konesalin toimistoverkkoinfrastruktuuri. Lisäksi 
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projektin loppupuolelle sijoittui vielä tasehallintapalvelun siirtyminen uudelle palveluntar-
joajalle. Tämä aiheutti lisätyötä laskenta- ja tiedonsiirtomäärittelyjen muodossa.   
6 SCADA-järjestelmän tietoturva 
Järjestelmän luonteen takia mahdollisen pahantahtoisen tunkeutumisen aiheuttama 
haitta voi olla ainakin taloudellinen, mahdollisesti myös henkilöturvallisuuteen vaikuttava. 
Siksi SCADA-järjestelmän tietoturvallisuus on erittäin tärkeää. SCADA-järjestelmien 
osalta joudutaan usein tekemään kompromisseja käytettävyyden kustannuksella, jotta 
tietoturva pysyy riittävän korkealla tasolla. Operoivalla henkilökunnalla on tarve päästä 
kytkeytymään järjestelmään etänä esimerkiksi päivystystilanteissa. Etäyhteydet pitää 
kuitenkin järjestää siten, että tunnistautuminen on useammassa portaassa, mikä saattaa 
tuntua työläältä. Aurora Kilpilahden SCADA-järjestelmään kirjautuminen etänä ei ole 
mahdollista suoraan, vaan kirjautuminen tapahtuu aina erillisen portaalin kautta. Portaa-
liin kirjautuminen on kaksivaiheinen; käyttäjätunnuksen ja salasanan lisäksi vaaditaan 
kertaluonteinen salasana, joka toimitetaan käyttäjille erillistä mediaa hyväksi käyttäen. 
Lisäksi kirjautumisessa käytettävässä laitteessa on oltava järjestelmään kirjautumiseen 
oikeuttava laitesertifikaatti. Tällä tavoin luodaan työaseman ja portaalin välille VPN-tun-
neli. Vasta tämän tunneloinnin jälkeen voidaan kirjautua itse SCADA-järjestelmän termi-
nal-serverille käyttämällä etätyöpöytäsovellusta. SCADA-järjestelmän tietoturva koostuu 
palomuureista ja DMZ-määrityksistä. Demilitarisoitu alue on fyysinen tai looginen ali-
verkko jolla yhdistetään sisäverkon suojatut palvelut ulkoverkkoon, tyypillisesti internetiin 
[12, s. 6.] Aurora Kilpilahden SCADA-järjestelmän rajapinnoilla on useita eri DMZ-alu-
eita, jotka liittävät SCADA-järjestelmän eri verkkoja toisiinsa. Mikään näistä DMZ-alu-
eista ei kuitenkaan ole suoraan internet rajapinnassa. 
Järjestelmässä ajettavat ohjelmat on määritelty ”whitelisting”-periaatteella eli minkään 
ohjelman käynnistyminen ei ole sallittu, ellei sitä ole erikseen määritelty sallittavaksi. 
Whitelisting on toteutettu Windowsin AppLockerilla. Yhteydet SCADA-järjestelmään on 
rakennettu siten, ettei suoraa yhteyttä ole, vaan kaikki yhteydet on rakennettu välityspal-
velimien kautta.  
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7 Yhteenveto 
SCADA-järjestelmän konfigurointi ja käyttöönottoprojekti oli laajuudessaan erittäin mie-
lenkiintoinen ja opettavainen. Monien, eri aikakauden tuotteiden, liittäminen samaan jär-
jestelmään vaatii omat ratkaisunsa, ja vaikka dokumentointi oli pääsääntöisesti oikein, 
löytyi kohteita, jotka vaativat projektin aikaista korjausta. Projektin yhtenä oppina on se, 
että projektin laajuuteen ja määrittelyyn kannattaa käyttää aikaa ja resursseja niin paljon, 
ettei itse käyttöönoton aikana tule suuria yllätyksiä.  
 
Projektin aikana törmättiin useisiin haasteisiin, joista suurimmat liittyivät vaativiin käyt-
töönottokoestuksiin; niistä selvittiin kuitenkin ilman yhtään virhetoimintoa, joka oli 
koestettavaan määrään nähden loistava suoritus.  
 
Etukäteen ei osattu varautua ilmastointitarpeen aiheuttamaan investointitarpeeseen. 
Haasteita aiheutti myös iso määrä muita samanaikaisia projekteja, jotka vaativat oman 
osansa rajallisista resursseista.  
 
Projektissa koulutettiin oman henkilökunnan lisäksi päivystystoiminnon palveluntarjoajan 
henkilöstöä.  
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