Abstract. We prove that all elliptic curves defined over real quadratic fields are modular.
Summary of Results
One of the great achievements of modern number theory is the proof by Breuil, Conrad, Diamond and Taylor [9] of the Shimura-Taniyama (or modularity) conjecture for elliptic curves over Q. This built on the earlier pioneering work of Wiles [83] , and of Taylor and Wiles [81] , which established the modularity of semistable elliptic curves over Q, and was historically the final step in the proof of Fermat's Last Theorem. In this paper we prove the analogous modularity statement for elliptic curves over real quadratic fields.
Let K be a totally real number field, and write G K ∶= Gal(Q K) for its absolute Galois group. Let E be an elliptic curve over K. Recall that E is modular if there exists a Hilbert cuspidal eigenform f over K of parallel weight 2, with rational Hecke eigenvalues, such that the Hasse-Weil L-function of E is equal to the L-function of f. A more conceptual way to phrase this is that there is an isomorphism of compatible systems of Galois representations
where the left-hand side is the Galois representation arising from the action of G K on the p-adic Tate module T p (E), while the right-hand side is the Galois representation associated to f by Eichler and Shimura (when K = Q) [25] , and by Carayol [12] [13], Blasius and Rogawski [8] , Wiles [84] and Taylor [79] (for general totally real K).
Work of Jarvis and Manoharmayum [40] establishes modularity of semistable elliptic curves over Q( √ 2) and Q( √ 17), and there are various other works [1] , [26] , which establish modularity under local assumptions on the curve E and the field K. In this paper, we prove modularity of all elliptic curves over all real quadratic fields. Theorem 1. Let E be an elliptic curve over a real quadratic field K. Then E is modular.
Before sketching the strategy of the proof of Theorem 1, we need a little more notation and terminology. Let p be a rational prime. Denote by
the representation giving the action of G K on the p-torsion of E. We say ρ E,p is modular if there exists a Hilbert cuspidal eigenform f over K of parallel weight 2, and a place λ p of Q such that ρ ss E,p ∼ ρ ss f,λ .
For our purposes, the following is a convenient sketch of the main steps in the proof ( [83] , [81] , [24] , [17] , [9] ) of modularity of elliptic curves over Q:
Step I (modularity lifting): one shows that if ρ E,p is modular and the image of ρ E,p is 'sufficiently large' (in a suitable sense), then ρ E,p is modular.
Step II (Langlands-Tunnell) : if ρ E,3 is irreducible then it is modular.
Step III (3-5 modularity switching): with the help of Steps I and II, one shows that if ρ E,5 is irreducible then it is modular.
Step IV (dealing with exceptions): putting Steps I, II, III together, one sees that E is modular except possibly if the image of ρ E,p is 'small' for p = 3 and 5 simultaneously. Such elliptic curves have certain mod 3 and mod 5 level structures, and so give rise to rational points on certain modular curves. By enumerating these rational points (of which there are only a handful) one shows that these elliptic curves are modular by some other means.
We are ready to outline the proof of Theorem 1 and its similarities and differences from the above; we also outline the contents of the paper. First we need a suitable modularity lifting theorem (Step I), and the following is a relatively straightforward consequence of a theorem of Breuil and Diamond [10, Théorème 3.2.2], which in turn is a consequence of deep results due to Kisin [46] , Gee [36] , and Barnet-Lamb, Gee and Geraghty [3] , [4] .
Theorem 2. Let E be an elliptic curve over a totally real number field K, and let p ≠ 2 be a rational prime. Write ρ = ρ E,p . Suppose (i) ρ is modular, (ii) ρ(G K(ζp) ) is absolutely irreducible.
Then E is modular.
The derivation of Theorem 2 from the aforementioned theorem of Breuil and Diamond is given in Section 2. Sections 3 and 4 are devoted to background results on modular curves and images ρ(G K(ζp) ) that are needed in the remainder of the paper. In Sections 5 and 6 we explain how Langlands-Tunnell ( Step II) and Wiles' 3-5 modularity switching argument (Step III) carry over to the setting of elliptic curves over totally real fields. These, together with Theorem 2 give the following. Theorem 3. Let p = 3 or 5. Let E be an elliptic curve over a totally real field K. Suppose that ρ E,p (G K(ζp) ) is absolutely irreducible. Then E is modular.
We are interested in proving modularity of elliptic curves over real quadratic fields. If we are to follow the same strategy as over Q, we will have to examine the non-cuspidal real quadratic points on certain modular curves; these parametrize elliptic curves where ρ E,3 (G K(ζ3) ) and ρ E,5 (G K(ζ5) ) are simultaneously absolutely reducible. Some of these modular curves (for example the elliptic curve X 0 (15)) have infinitely many real quadratic points, and there seems to be no simple way to prove that these points are modular. We are forced to interpolate a further step into the above strategy, by adding a 3-7 modularity switching argument (Section 7), which incorporates some ideas of Manoharmayum [51] , [52] . Theorem 4. Let E be an elliptic curve over a totally real field K. Suppose that ρ E,7 (G K(ζ7) ) is absolutely irreducible. Then E is modular.
Thanks to the addition of Theorem 4, an elliptic curve E over a totally real field K is modular except possibly if the images ρ E,p (G K(ζp) ) are simultaneously absolutely reducible for p = 3, 5, 7. In Section 8 we show that such an elliptic curve gives rise to a K-point on one of 27 modular curves:
(1) X(u, v, w) u ∈ {b3, s3, ns3}, v ∈ {b5, s5, ns5}, w ∈ {b7, s7, ns7}.
See Section 3 for an explanation of the notation, but for now b, s and ns respectively stand for 'Borel', 'normalizer of split Cartan' and 'normalizer of non-split Cartan'. The curves in (1) all have genera > 1, and so by Faltings' Theorem [29] possess only finitely many K-points.
Theorem 5. Let K be a totally real field. All but finitely many K-isomorphism classes of elliptic curves over K are modular.
Now a possible route to proving Theorem 1 is to attempt to enumerate all noncuspidal real quadratic points on the 27 modular curves in (1) (or suitable quotients) and then prove that the resulting points are modular. This appears to be a monumental task, and some of the curves on this list have defeated us. In Sections 9 and 10 we carry out a more precise examination of cases where ρ E,p (G K(ζp) ) is absolutely reducible, and the corresponding modular curves. This allows us (Section 11) to reduce the proof of Theorem 1 to establishing lemmas 1.1 and 1.2 below. Lemma 1.1. Elliptic curves over Q( √ 5) are modular. Lemma 1.2. All non-cuspidal real quadratic points on the modular curves X(b5, b7), X(b3, s5), X(s3, s5), (2) X(b3, b5, d7), X(s3, b5, d7), X(b3, b5, e7), X(s3, b5, e7), (3) correspond to modular elliptic curves.
The notation d7 and e7 is explained in Section 10, but for now we remark that they indicate mod 7 level structures that are respectively finer than 'normalizer of split Cartan' and 'normalizer of non-split Cartan'.
The seven modular curves in (2), (3) have genera 3, 3, 4, 97, 153, 73 and 113. It seems that these modular curves are not amenable to the methods of Mazur [54] , Kamienny [42] and Merel [55] (we comment on this at the end of Section 11). In the literature there are explicit methods which, in certain favourable circumstances, are capable of determining all quadratic points on a given curve (e.g. [69] , [11] ), using an explicit model for the curve and knowledge of the Mordell-Weil group of its Jacobian. As far as we are aware, such methods have only been applied to curves of genus 2 and 3, and our computations for the three curves in (2) pushes these methods to their limit. In Sections 12, 13, 14 we determine the quadratic points on the three modular curves in (2) , and deduce modularity of the non-cuspidal real quadratic points.
The four modular curves in (3) are extremely complicated on account of their large genera, and certainly beyond the aforementioned explicit methods found in the literature. Instead we give a representation of these curves as normalizations of fibre products of curves (Section 15), and develop an analogue of the Mordell-Weil sieve that applies to such fibre products (Section 16). Remarkably, we are able to 5 show (Section 17) with the help of this sieve, that the non-cuspidal real quadratic points on these curves have j-invariants belonging to Q, and so their modularity follows from the modularity of elliptic curves over Q.
The proof Theorem 1 is completed in Section 18 by proving Lemma 1.1. This requires the computation of Q( √ 5)-points on another four modular curves. We end the paper by briefly mentioning some further implications of this work for modularity of elliptic curves over arbitrary totally real fields (Section 19), and also possible Diophantine applications, including the Fermat equation (Section 20).
Computational Details. Some of the computational details in Sections 12-18 were carried out in the computer algebra system Magma [7] . The reader can find the Magma scripts for verifying these computations (together with extensive commentary) at: http://arxiv.org/abs/1310.7088
Our programs make use of several Magma packages. We would like to acknowledge these packages and their authors and main contributers: We assume the hypotheses of Theorem 2. Thus K is a totally real field, E is an elliptic curve over K, and p ≠ 2 is a rational prime so that ρ ∶= ρ E,p is modular, and
for the representation arising from the action of G K on the Tate module T p (E). For any finite place υ of K, we write D υ ⊂ G K for the corresponding decomposition group. We apply Théorème 3.2.2 of [10] to ρ. That theorem involves making certain choices and we merely make the obvious ones as follows. We let S be the set of finite places υ of K of bad reduction for E together with the places above p. We let T be the subset of places above p where E has potentially ordinary reduction or potentially multiplicative reduction. In the notation of that theorem ǫ ∶ G K → Z if E has potentially good reduction at υ. If p ≠ 5, the conditions of [10, Théorème 3.2.2] are satisfied; that theorem asserts existence of a global modular lift of ρ having the same local properties as ρ (properties (i)-(v) in the conclusion of the theorem). It also asserts that every global lift having these properties is modular, so ρ is modular. When p = 5, the theorem has an extra hypothesis: namely that the projective image of ρ G K(ζ 5 ) is not PSL 2 (F 5 ). The reason for this additional hypothesis is to assure the existence of Taylor-Wiles systems (as in [46, Section 3.2.3] ). However, in our situation, because det ρ is the mod 5 cyclotomic character, we can still choose Taylor-Wiles systems without this extra condition, as we now explain. In the notation of [46, Section 3.2.3] (except we change the name of the field to K) and following the proof of Theorem 2.49 in [23] , what we need to show is that for each positive integer n and non-trivial cocycle ψ ∈ H 1 (G K,S , ad 0 ρ(1)), we can find a place υ ∉ S of K such that
, and ρ(Frob υ ) has distinct eigenvalues.
(ii) The image of ψ under the restriction map
is non-trivial. Let K m be the extension of K(ζ p m ) cut out by ad 0 ρ. 
does not vanish, the extra condition when p = 5 was used to exclude the possibility that Gal(K 0 K) = PSL 2 (F 5 ) and ζ 5 ∈ K 0 . But using the fact that ρ has cyclotomic determinant, we can get rid of it as follows. Suppose the above happens, then √
2 is induced by the cyclotomic character. But ζ 5 ∈ K 0 ∖ K implies that Gal(K 0 K) has a quotient of order 2. As Gal(K 0 K) ≅ PSL 2 (F 5 ) ≅ A 5 , we have a contradiction.
Background on Modular Curves
In order to apply Theorem 2, we need a better understanding of its condition (ii). We will show that if condition (ii) fails, then the image of ρ E,p lies either in a Borel subgroup of GL 2 (F p ), or in certain subgroups contained in the normalizers of Cartan subgroups. In this case, the elliptic curve E K gives rise to a noncuspidal K-point on a modular curve corresponding to one of these subgroups. We now briefly sketch the relationship between certain subgroups of GL 2 (F p ) and the corresponding modular curves. For more details we recommend the articles by Mazur [53] and by Rohrlich [62] .
Let p be a prime, and H a subgroup of GL 2 (F p ) satisfying the condition −I ∈ H. Write H 0 = H ∩ SL 2 (F p ) and denote byH the preimage of H 0 via the natural map SL 2 (Z) → SL 2 (F p ). ThenH is a congruence subgroup of SL 2 (Z) of level p and we define the modular curve corresponding to H by
where H is upper half-plane. The above construction gives X(H) as compact Riemann surface, or equivalently as an algebraic curve over C. It turns out however that X(H) is defined over the field Q(ζ p ) det(H) ; here we view det(H) as subgroup
We shall assume henceforth that det(H) = F * p , and so X(H) is defined over Q. The curve X(H) admits a natural map
corresponding to the inclusionH ⊂ SL 2 (Z). The map j is defined over Q, and is ramified only above 0, 1728 and ∞. We refer to the points of the fibre j
as the cusps of X(H). For a number field K, the non-cuspidal K-points of X(H) correspond to Q-isomorphism classes of pairs (E, η ○ H) of elliptic curves E K with an H-orbit of isomorphisms
such that η −1 ση ∈ H for all σ ∈ G K (note that H acts on the set of such η by its action on the domain of η). An elliptic curve E over K supports a non-cuspidal point on X(H) if and only if the image ρ E,p (G K ) is conjugate to a subgroup of H. In general, it is possible for one E to support distinct points of X(H). In fact, picking an η, the number of points supported on E is the number of G K -fixed points of the double coset space
where the action of G K depends on the chosen η. Moreover if E K gives rise to the K-point P on X(H) then j(P ) is the j-invariant of E. If two elliptic curves E 1 , E 2 defined over K, and having j-invariants ≠ 0, 1728 give rise to the same K-point of X(H), then they have the same j-invariant and hence are quadratic twists of each other.
3.1. Borel Subgroups, Cartan Subgroups, and Normalizers. Let p ≥ 3 be a prime. Let B(p) denote the Borel subgroup of GL 2 (F p ). Let C s (p) and C ns (p) respectively denote the split and non-split Cartan subgroups of GL 2 (F p ), and let C + s (p) and C + ns (p) respectively be their normalizers. The three groups B(p), C + s (p) and C + ns (p) contain −I and have determinants equal to F * p . Thus they correspond to modular curves defined over Q. The usual notation for these modular curves is X 0 (p), X split (p) and X nonsplit (p). We shall find it convenient to denote these modular curves by the following non-standard notation: X(bp), X(sp) and X(nsp), so for example X 0 (5), X split (5) and X nonsplit (5) become X(b5), X(s5), X(ns5).
3.2.
Fibre Products. Now let p 1 , . . . , p r ≥ 3 be distinct primes. Let H i ⊆ GL 2 (F pi ) be subgroups, all satisfying −I ∈ H i and det(H i ) = F * pi . Let H i be the corresponding congruence subgroups of SL 2 (Z) defined above. Then ⋂ H i is a congruence subgroup of SL 2 (Z) of level ∏ p i . We define X(H 1 , . . . , H r ) to be the modular curve
This again is defined over Q, and is the normalization of the fibre product
Again X(H 1 , . . . , H r ) is naturally endowed with a j-map to X(1) coming from the inclusion
This agrees with the composition of the projection onto any of the X(H i ) with j ∶ X(H i ) → X(1). If K is a number field, non-cuspidal K-points correspond to (isomorphism classes of) pairs (E, η○∏ H i ) of elliptic curves E K with an ∏ H i -orbit of isomorphisms
. . , r. In the notation X(H 1 , . . . , H r ), we shall replace the group H i with bp, sp, nsp if it equals B 0 (p), C + s (p) or C + ns (p) respectively. Thus for example, X(b5, b7) is isomorphic to X(b5) × X(1) X(b7) and in standard notation can be denoted by X 0 (35).
The following proposition is our first attempt at understanding condition (ii) of Theorem 2. It relates the failure of condition (ii) to K-points on the modular curves X(bp), X(sp) and X(nsp).
Proposition 4.1. Let E be an elliptic curve over a totally real field K. Let p ≥ 3 be a rational prime, and write ρ = ρ E,p . Then
is contained either in a Borel subgroup, or in the normalizer of a Cartan subgroup. In this case E gives rise to a non-cuspidal K-point on X(bp), X(sp) or X(nsp).
Proof. The determinant of ρ is the mod p cyclotomic character
, where µ p is the group of p-th roots of unity. The first part follows immediately.
Write G = ρ(G K ), and suppose G is not contained in a Borel subgroup. Then G is irreducible, and as K is totally real it is absolutely irreducible. The second part follows from Lemma 4.2 below. Lemma 4.2. Let p ≥ 3 be prime. Let G be an absolutely irreducible subgroup of
In the former case, G ′ contains SL 2 (F p ) and so is absolutely irreducible, and in the latter case, G is reducible. We may thus suppose that p does not divide the order of G.
Write H for the image of G in PGL 2 (F p ), and let n be its order. Let M be the set of points P ∈ P 1 (F p ) that are fixed by at least one non-trivial element of H. Swinnerton-Dyer shows [78, pages 13-14] that M is stable under the action of G, and that it can be written as the union of disjoint orbits N 1 , . . . , N ν , with the following exhaustive list of possibilities.
(a) H is cyclic, G is contained in a Cartan subgroup:
In our situation, case (a) is easy to rule out as it forces G to be absolutely reducible-indeed, the unique elements of N 1 , N 2 are fixed by G. We would like to rule out cases (c), (d), (e).
Observe that G ′ is the kernel of the restriction to
is normal in G with cyclic quotient. If G ′ consists only of scalar matrices, then H is a quotient of G G ′ and so is cyclic, which contradicts possibilities (b)-(e). Thus G ′ contains some non-scalar matrix g. The image of g in H is non-trivial. As G ′ is absolutely reducible, there is some P ∈ P 1 (F p ) which is fixed by G ′ . In particular, P belongs to one of the orbits N i , which we denote by N . If Q is some other element of N then its stabilizer in G is conjugate to the stabilizer of P . However, G ′ is normal in G and is contained in the stabilizer of P . Thus G ′ stabilizes Q too. It follows that every element Q of N is an eigenvector of g. However, g is a non-scalar and p does not divide its order (as g ∈ G). Thus g has precisely two eigenvectors in P For the second part, suppose that det(G) = F * p . Let G + be the stabilizer of P , which by the above contains G ′ . Since G acts transitively on N , which has size 2, the subgroup
. Now G + stabilizes P , and by the argument above also stabilizes the other element of N . Thus G + is contained in a Cartan subgroup.
5. Langlands-Tunnell: Proof of Theorem 3 for p = 3
We shall need the following consequence of the well-known Langlands-Tunnell Theorem.
Theorem 6 (Langlands-Tunnell). Let E be an elliptic curve over a totally real number field K and suppose ρ E,3 is irreducible. Then ρ E,3 is modular.
The deduction of Theorem 6 from the Langlands-Tunnell Theorem [48] , [82] Corollary 5.1. If E is an elliptic curve over a totally real field K and ρ E,3 (G K(ζ3) ) is absolutely irreducible, then E is modular. Lemma 6.1. Let E be an elliptic curve over a number field K. Then there is an elliptic curve E ′ K such that
We first show how the lemma implies Theorem 3 for p = 5.
Proof of Theorem 3 for p = 5. Let E be an elliptic curve over a totally real number field K and let E ′ be as in the statement of Lemma 6.1. It follows from Corollary 5.1 that E ′ is modular. Thus ρ E,5 ∼ ρ E ′ ,5 is modular. Applying Theorem 2 to E with p = 5, we see that E is modular.
Let us now prove lemma 6.1. Let K be a number field and E K is an elliptic curve. Let us denote by X E (5) the twisted modular curve over K which classifies elliptic curves E ′ with a symplectic isomorphism of group schemes
Here the adjective symplectic means that the isomorphism is compatible with the Weil pairings on E [5] and E ′ [5] . We observe the following properties
to the standard modular curve X(5), and hence is a smooth curve of genus 0 over K, possessing by construction a K-rational point (coming from E itself).
• There is bijection between the non-cuspidal K-points on X E (5) and classes of pairs (E ′ , u) where E ′ is an elliptic curve over K and u is a symplectic
Thus a non-cuspidal K-point of X E (5) gives an elliptic curve E ′ satisfying condition (i), and we want to find such a point where (ii) holds. The maximal subgroups of GL 2 (F 3 ) are SL 2 (F 3 ), the Borel subgroups, and the normalizers of non-split Cartan subgroups
Over C, the normalizations of these two curves are isomorphic to the modular curves X(5, b3) and X(5, ns3), and hence are irreducible. It follows from Hilbert's irreducibility theorem [66, Theorem 3.4.1] that there is a non-cuspidal K-rational point of X E (5) which does not lift to a K-rational point of X E (5)× X(1) X(b3), X E (5)× X(1) X(ns3). This point provides the required E ′ .
3-7 Modularity Switching: Proof of Theorem 4
In this section we prove Theorem 4. The proof resembles Wiles' 3-5 modularity switching argument sketched in the previous section. In fact, similar arguments have been used to prove special cases of Serre's modularity conjecture for GL 2 (F q ) for q = 5, 7 and 9 by Taylor [80] , Manoharmayum [51] , [52] and Ellenberg [27] . Our argument in this section is closest in spirit to Manoharmayum's; however we benefit from having at our disposal a more powerful modularity lifting theorem, allowing us to work in greater generality. We shall need the following lemma.
Lemma 7.1. Let E be an elliptic curve over a totally real number field K. Then there is an extension L K and an elliptic curve
Before proving Lemma 7.1 we use it prove Theorem 4.
Proof of Theorem 4. Let E be an elliptic curve over a totally real number field K and let L and E ′ be as in the statement of Lemma 7.1. It follows from Corollary 5.1 that E ′ is modular. Thus ρ E ′ ,7 is modular. Hence ρ E,7 G L is modular. From now on, we shall only be concerned with the elliptic curve E, and will write ρ = ρ E,7 . We will shortly show that ρ(G L(ζ7) ) is absolutely irreducible. Thus we may apply Theorem 2 to deduce that E L is modular. Now by a repeated application of cyclic base change results of Langlands [48] , it follows that E K is modular.
All that remains to show is that ρ E,7 (G L(ζ7) ) is absolutely irreducible. It is here that we make use of the hypothesis in Theorem 4 that ρ(G K(ζ7) ) is absolutely irreducible. By Proposition 4.1,
To complete the proof it is enough to show that ρ(
The former is the Galois group of K(E [7] ) K and the latter is the Galois group of
1 we see that these groups are the same.
We now turn our attention to proving Lemma 7.1. As before K is a totally real number field and E K is an elliptic curve. We shall need to work with the modular curve X E (7). For detailed expositions of the construction and properties of X E (7) we recommend the paper of Halberstadt and Kraus [37] , and that of Poonen, Schaefer and Stoll [58] . For our needs, the following basic facts found in the above references are sufficient.
• X E (7) is a smooth plane quartic curve defined over K.
• X E (7) is a twist of the Klein quartic
• For any extension L K, there is bijection between the non-cuspidal L-points on X E (7) and classes of pairs (E ′ , u) where E ′ is an elliptic curve over L and u is a symplectic isomorphism
An elliptic curve E ′ as in the statement of Lemma 7.1 corresponds to a point on X E (7) over a certain totally real quartic extension L K satisfying some additional hypotheses. We shall generate points on X E (7) defined over quartic extensions by taking the intersection of X E (7) with suitable K-lines. WriteP 2 for the dual space of P 2 -this is the parameter space of lines in P 2 , and is in fact isomorphic to P 2 . To generate a point on X E (7) that satisfies (ii)-(v) we will choose a line ℓ ∈P
(K)
that avoids certain thin subsets ofP 2 (K). To satisfy (i), in addition to avoiding these thin subsets, we want our line to belong to a certain open subset ofP
It is helpful to recall the notion of thin subsets [65, Chapter 9] , [66, Chapter 3] . Let n ≥ 1. By a thin subset of P n (K) of type I we mean a subset contained in Proof of Lemma 7.1. Fix a totally real field K and an elliptic curve E K. Write X = X E (7) ⊂ P 2 . We shall write X (n) for the n-th symmetric power of X (see for example [56, Section 3] ). This is a smooth n-dimensional variety over K, whose K-points correspond to effective degree n divisors on X that are stable under the action of G K . Let φ be the morphism
We define certain thin subsets S 1 , . . . , S 6 ofP 2 (K) and choose the line to lie outside these subsets. We let S 1 be the set of lines ℓ ∈P 2 (K) passing through any point belonging to either of these two finite sets:
)) (which is certainly a finite set by Faltings' Theorem [29] ).
The set S 1 is plainly a union of thin subsets of type I. Let S 2 be the set of lines ℓ ∈P 2 (K) that are tangent to X. These belong to the dual curve of X, and hence S 2 is a thin subset of type I. Now any line belonging toP
either in an irreducible divisor of degree 4, or in the sum of two irreducible divisors of degree 2. Write ǫ for the natural map
We let S 3 be the set of lines ℓ ∈P
The set S 3 certainly contains all K-lines ℓ so that ℓ ⋅ X is the sum of two irreducible divisors of degree 2. We would like to show that S 3 is a thin set. It is known for a curve C of genus at least 2 that C is isomorphic to its image in the Jacobian of X under an Abel-Jacobi map. It follows from a theorem of Faltings [30] that
where the D i are finitely many divisors of degree 2 and the E i are finitely many elliptic curves defined over K lying on X (2) . Now ǫ(X (2) (K)×X (2) (K)) consists of a union of isolated points D i + D j , the K-points of curves D i × E j and the K-points of surfaces E i × E j . The former two categories will contribute to S 3 thin sets of type I. To show that S 3 is a thin set, it is enough to show for any i, j that there is no K-rational map ψ ∶P 2 ⇢ E i ×E j , birational onto its image, making the following
Any E i × E j is an abelian variety and the image of any rational mapP
is an irreducible effective divisor of degree 4, and so there is some quartic extension L K and a point P ∈ X(L) such that ℓ passes through P . Moreover, P is a non-cusp, and corresponds to a pair
This supplies an extension L and elliptic curve E ′ satisfying (ii) and (iv). To obtain condition (iii), we need to remove another thin set. When (iii) fails,
). The former is impossible by (b) above. To eliminate the latter possibility, note that there are at most finitely many M ⊂ K(E [7] ) that are quadratic extensions of K, and for each of these we want our line to avoid the image of the natural map
where σ denotes conjugation. Of course we have a decomposition of X (2) (M ) similar to (5) , where the M replaces K, and the elliptic curves E i are defined over M . By mimicking the above argument with E i × E σ i replacing E i × E j , we deduce the existence of a thin set S 4 such that for ℓ ∈P 2 avoiding S 1 , . . . , S 4 , the conditions (ii), (iii) and (iv) hold.
We now look at condition (v). As before, we use the fact that the maximal subgroups of GL 2 (F 3 ) are SL 2 (F 3 ), the Borel subgroups, and the normalizers of non-split Cartan subgroups. If the image of ρ E ′ ,3 does not contain SL 2 (F 3 ) then E ′ gives rise to an L-point on either of the geometrically irreducible curves Y 1 or Y 2 , which are the normalizations of X × X(1) X(b3) or X × X(1) X(ns3) respectively. In particular, ℓ ⋅ X belongs to the image of Y
2 below, such ℓ respectively belong to thin sets S 5 , S 6 . Choosing ℓ outside S 1 , . . . , S 6 yields an L and E ′ satisfying (ii)-(v). Finally we want to show that we can choose ℓ so that L is totally real. Let σ 1 , . . . , σ n be the real places of K. Write X σi R for X × K K σi . Then X σi is a real twist of the Klein quartic (4) . By Lemma 7.3 below, the X σi are in fact isomorphic to X(7) over R. The line 2y + z = 0 meets the model given for X(7) in (4) in four distinct real points. Thus there are non-empty open subsets
Now if ℓ ∈ W ∖ ∪S i then the field L is totally real. All that remains is to show that W is not thin, and so the difference W ∖ ∪S i is non-empty. Note that as
by weak approximation, we can assume the translates are given by elements in PGL 3 (K). ThusP 2 (K) is the union of finitely many translates of W by the action of PGL 3 (K). By Hilbert's irreducibility, W is not thin and so W ∖ ∪S i is non-empty. Lemma 7.2. Let X ⊂ P 2 be a smooth quartic curve over a number field K and µ ∶ Y → X be K-morphism of degree at least 2. Write µ also for the induced map Y (4) → X (4) . Let φ ∶P 2 ↪ X (4) be the map sending a line ℓ to the zero-cycle ℓ ⋅ X. Then the induced map µ
) does not have a rational section.
Proof. By Riemann-Hurwitz, the genus of Y is at least 5. We argue by contradiction. Suppose the map has a rational section. Then we have a commutative triangle,
where ψ is a K-rational map withP
belonging to the image ofP
) is a rational surface and so its image in the Jacobian J Y of Y under a suitable Abel-Jacobi map ψ(P The following lemma appears to be implicitly assumed in Manoharmayum's argument [51, page 710] , and is perhaps a known fact about the Klein quartic, although we have been unable to find it in the literature, and therefore give a proof. Proof. Write X = X(7) for the Klein quartic (4). Its real twists are classified by H 1 (Gal(C R), Aut(X)), where Aut(X) is the automorphism group of X C. The group Aut(X) is the unique simple group of order 168. Generators for Aut(X) as a subgroup of PGL 3 (C) were given by Klein, and are reproduced by Elkies in [28, page 54] . We used these to explicitly write down the semidirect product
There are 28 complements of Aut(X) in this semidirect product and we verified that they form a single conjugacy class, therefore H
On Modularity over Totally Real Fields: Proof of Theorem 5
Let K be a totally real field and E an elliptic curve over K. By Theorems 3 and 4 we know that E is modular except possibly if ρ E,p (G K(ζp) ) is simultaneously absolutely reducible for p = 3, 5, 7. It follows from Proposition 4.1 that such E gives rise to a K-point on one of the 27 modular curves in (1) . These all have genera > 1, and so by Faltings' Theorem [30] at most finitely many K-points. Theorem 5 follows immediately.
Remark. By studying the gonalities of various modular curves, the second-named author [49] proves much stronger finiteness statements than Theorem 5. Proposition 9.1. Let K be a totally real number field, and let E be an elliptic curve over K. Let p be a rational prime and suppose
(the normalizer of a split Cartan subgroup of GL 2 (F 3 )); this has order 8, and its image in
The subgroup H is contained as a subgroup of index 2 in the normalizer of a split Cartan subgroup, and as a subgroup of index 3 in the normalizer of a non-split Cartan subgroup. The image of H in
The group H 1 has order 36 and is contained as a subgroup of index 2 in the normalizer of a split Cartan subgroup. The group H 2 has order 48 and is contained as a subgroup of index 2 in the normalizer of a non-split Cartan subgroup. The images of H 1 and H 2 in PGL 2 (F 7 ) are respectively isomorphic to D 3 ≅ S 3 and D 4 .
Proof. Write G = ρ(G K ). We observe that G satisfies the following: (i) G is irreducible, and G ∩ SL 2 (F p ) is absolutely reducible;
(ii) G odd (in other words, there is some element c ∈ G with eigenvalues 1 and
Indeed, (i) follows by assumption and Proposition 4.1, (ii) is a consequence of K having a real embedding, and (iii) follows from K ∩ Q(ζ p ) = Q. One proof of the proposition is to enumerate all subgroups G of GL 2 (F p ) with p = 3, 5, 7, and check that those satisfying (i), (ii), (iii), also satisfy (a), (b), (c). We can simplify the enumeration by using Lemma 4.2 and its proof, from which we know that G ∩ GL
Remark. It follows from the proof that ρ(G L ) is contained in a Cartan subgroup, where L = K( (−1) (p−1) 2 p).
Modular Curves Again
Let H 1 , H 2 be the two subgroups of GL 2 (F 7 ) specified in part (c) of Proposition 9.1. We shall denote the corresponding modular curves X(H 1 ) and X(H 2 ) by X(d7) and X(e7) respectively. We extend our earlier conventions regarding the naming of modular curves in an obvious way. Thus, for a number field K, noncuspidal K-points on X(s3, b5, d7) give elliptic curves E K such that the image of ρ E,3 is contained in a conjugate of the normalizer of a split Cartan subgroup of GL 2 (F 3 ), the image of ρ E,5 is contained in a conjugate of the Borel subgroup of GL 2 (F 5 ), and the image of ρ E,7 is contained in a conjugate of the group H 1 . Corollary 10.1. Let K be a real quadratic field, and let E be an elliptic curve defined over K.
(a) If ρ E,3 (G K(ζ3) ) is absolutely reducible then E gives rise to a non-cuspidal K-point on either X(b3) or X(s3).
) is absolutely reducible then E gives rise to a non-cuspidal K-point on either X(b5) or X(s5). (c) If ρ E,7 (G K(ζ7) ) is absolutely reducible then E gives rise to a non-cuspidal K-point on either X(b7) or X(d7) or X(e7).
Proof. The field K is real quadratic, so for p = 3, 7, we have K ∩ Q(ζ p ) = Q. For p = 5 this holds once we have imposed the condition K ≠ Q( √ 5). The corollary follows from Proposition 9.1.
Remarks.
(i) In (b) we could have replaced X(s5) with the curve X(H), where H is as given in the statement of Proposition 9.1. In fact X(H) is a double cover of X(s5), so this would give a more precise statement. However, for our later purpose of proving modularity of elliptic curves over real quadratic fields, we have found it sufficient and simpler to work with X(s5). Most of the rest of this paper is devoted to the proof of Lemma 1.2, which states that non-cuspidal real quadratic points on the modular curves in (2) and (3) are modular. Let X be any of the modular curves in (2), (3) . Recall that X is a moduli space of elliptic curves with level structures. A non-cuspidal point on X gives rise to a well-defined j-invariant, and when j ≠ 0, 1728 this determines the underlying elliptic curve up to quadratic twists. When we say that a point on X is modular, we mean that one (and hence any) elliptic curve supporting it is modular. Lemma 1.2 is in fact a summary of results established separately in the following lemmas: Lemma 12.1, Lemma 13.1, Lemma 14.1 and Lemma 17.1. Lemma 1.1 asserts modularity of elliptic curves over Q( √ 5). Its proof is relegated to Section 18. We now explain how Lemmas 1.1 and 1.2 are enough to imply the modularity of all elliptic curves over real quadratic fields.
Proof of Theorem 1. Let E be an elliptic curve over a real quadratic field K. We would like to show that E is modular. By Lemma 1.1 we may suppose that K ≠ Q( √ 5). We know from Theorems 3 and 4 that if ρ E,p (G K(ζp) ) is absolutely irreducible with p = 3 or 5 or 7 then E is modular. Thus we may restrict our attention to elliptic curves E such that ρ E,p (G K(ζp) ) is simultaneously absolutely reducible for p = 3, 5 and 7. Now appealing to Corollary 10.1 we see that E gives rise to a K-point on one of the twelve modular curves X(b3, b5, b7), X(b3, b5, d7), X(b3, b5, e7),
It is clear that every one of these twelve covers one of the seven modular curves in Lemma 1.2, which completes the proof.
The proof of Lemma 1.2 will involve the determination of all non-cuspidal real quadratic points on some of the seven modular curves. If these points correspond to CM elliptic curves or Q-curves then they are modular (see the remark at the beginning of Section 12 for more on the latter). The following lemma will sometimes be useful in proving the modularity of the remaining points.
Lemma 11.1. Let E be an elliptic curve over a totally real field K, with j-invariant j. Let p = 3 or 5 or 7, and suppose that the p-th division polynomial of E is irreducible. Let q be a prime of K satisfying υ q (j) < 0 and p ∤ υ q (j). Then E is modular.
Proof. We shall show that ρ E,p (G K ) contains SL 2 (F p ), which is enough to imply modularity by Theorems 3 and 4.
By the theory of the Tate curve [71, Proposition 6.1], the two conditions υ q (j) < 0 and p ∤ υ q (j) together imply that p divides the order of ρ E,p (G K ). It follows from the classification of maximal subgroups of GL 2 (F p ) (see for example [78, Lemma 2] ) that ρ E,p (G K ) is either contained in a Borel subgroup or contains SL 2 (F p ). Since the p-th division polynomial is irreducible, ρ E,p (G K ) is not contained in a Borel subgroup.
(I) See [49] for an alternative study of modular curves and quadratic points on them related to elliptic curves with small residual image at 3, 5, and 7.
(II) It is natural to ask whether the quadratic points on the seven modular curves in Lemma 1.2 can determined by the methods of Mazur [54] , Kamienny [42] and Merel [55] . Let X be any of these modular curves. To apply such methods to our problem we appear to require: (a) an abelian variety A Q having Mordell-Weil rank 0, that is a quotient of the Jacobian J of X; (b) a prime p and a morphism X (2) → A (defined over Q) that is injective on some small p-adic neighbourhood U ⊂ X (2) (Q p ) (where X (2) is the symmetric square of X); (c) some argument that shows that X (2) (Q) ⊂ U .
Usually U is the p-adic residue class of {∞, ∞}, and property (b) is a consequence of X (2) → A being a formal immersion at {∞, ∞} above p. For the modular curves that we consider, we have been unable to demonstrate (c) without actually determining the quadratic points 2 . In fact, as we will see in due course, X(b5, b7) and X(s3, s5) have infinitely many quadratic points, so (b) and (c) cannot simultaneously hold. Likewise, X(b3, s5) has many non-cuspidal quadratic points, suggesting that these methods are inapplicable.
Part 5. Real Quadratic Points on Certain Modular Curves

Real Quadratic Points on X(b5, b7)
In this section we parametrize the non-cuspidal real quadratic points on X(b5, b7) (commonly known as X 0 (35)), showing that they are all modular. In fact, we shall show that all except two correspond to Q-curves. By a Q-curve, we mean an elliptic curve defined over Q that is isogenous to all its Galois conjugates. It is known that Q-curves are modular. Indeed, Ribet [60, Corollary 6.2] had shown that modularity of Q-curves is a consequence of Serre's modularity conjecture, which is now a theorem of Khare and Wintenberger [43] , [44] .
Lemma 12.1. Let X = X(b5, b7). The non-cuspidal real quadratic points on X are modular.
Proof. The curve X is hyperelliptic of genus 3. Galbraith [35, Section 4.4 ] derives the following model for X,
Write J for J 0 (35)-the Jacobian of X. Using 2-descent [75] we find that J(Q) has Mordell-Weil rank 0. As J has good reduction at 3, the map J(Q) → J(F 3 ) is injective. The group generated by differences of the four obvious rational points (0, ±1), ∞ ± (where the latter are the points at infinity) surjects onto J(F 3 ) ≅ Z 24Z × Z 2Z, and is therefore equal to J(Q). We find
Let P be a quadratic point of X, and let P σ denote its conjugate. Then P +P σ − ∞ + − ∞ − is a rational divisor of degree 0 and hence defines an element of J(Q). It follows that P + P σ is linearly equivalent to T + ∞ + + ∞ − where T is a divisor of degree 0 representing one of the 48 elements of J(Q). As X is hyperelliptic, for [T ] ≠ 0, the divisor T + ∞ + + ∞ − is linearly equivalent to at most one effective divisor of degree 2. Enumerating these 47 possibilities for [T ] ≠ 0, we find that all the effective degree 2 divisors they yield are sums of two rational points, except for , 0 are fixed by w 35 and so correspond to CM elliptic curves, which are therefore modular.
We now turn to the case [T ] = 0, and so P +P σ is linearly equivalent to ∞ + +∞ − . Thus P = (x, ± f (x)) with x ∈ Q {0}, where f is the polynomial on the right-hand side of (7) . Suppose now that P is a quadratic point of the form (x, f (x)) with x ∈ Q {0}. The Galois conjugate P σ of P is related to P by the hyperelliptic involution. Therefore the elliptic curve E represented by P ∈ X is related to its Galois conjugate E σ by a 35-isogeny, and hence is a Q-curve.
Real Quadratic Points on X(b3, s5)
Lemma 13.1. Let X = X(b3, s5). All non-cuspidal real quadratic points on X are modular.
Proof. The curve X is studied briefly in [17, page 554-556] where it is shown that X ≅ X 0 (75) w 25 . That paper does not give a model for X but mentions a computation by Elkies where he finds X to have genus 3 and determines its rational points. It turns out there is precisely one non-cuspidal rational point and that this has j-invariant 0. In order to write down a model for X, and to compute the Mordell-Weil group of its Jacobian, we shall make use of Stein's Magma implementation of modular symbols algorithms [20] , [74] . We find that an echelon basis for the +1-eigenspace of the Atkin-Lehner operator w 25 acting on S 2 (Γ 0 (75)) is given by
Thus X has genus 3; a basis for the holomorphic differentials is given by f i dq q. Following Galbraith [35, Chapter 3] , we compute the image of this curve under the canonical map, and find that it is a plane quartic curve. It follows that the canonical map is indeed an embedding of X in P 2 . The equation given by the canonical embedding is
We shall also need the map j ∶ X → X(1). The details of finding this map explicitly are similar to those in a recent paper of Banwait and Cremona [2, Section 5], and so we only give a sketch. The isomorphism X 0 (75) w 25 → X pulled back to the upper half-plane H is given by τ ↦ 5τ . Thus the q-expansion of j on X is given by
We can express j = F (x, y, z) G(x, y, z) where F , G are homogeneous forms of the same degree with coefficients in Z. We seek such F , G so that the identity of modular forms
holds. To find suitable F , G, we run through the degrees d = 1, 2, . . . and express F , G as linear combinations of the monomials of degree d with unknown coefficients. By comparing the coefficients of the q-expansions in (9) we obtain simultaneous equations for the unknown coefficients of F , G. Solving these we obtain the first non-zero F , G with d = 15. For this particular F , G we checked the equality of coefficients on both sides of (9) beyond the Sturm bound [74, Theorem 9.18] . This is sufficient to show that j = F (x, y, z) G(x, y, z). The expressions for F and G are complicated and can be found in the accompanying Magma script (see page 5).
Write J for the Jacobian of X. Computing the eigenbasis for the space spanned by f 1 , f 2 , f 3 yields three rational eigenforms corresponding to the elliptic curves E 1 , E 2 , E 3 with Cremona labels 15A1, 75B1, 75C1. It follows that J is isogenous to
We use this to compute the rank of J(Q) and of J(Q( √ 5)) (we will see in due course why the latter rank is convenient to have). The three curves E i have rank 0 over Q and so do their quadratic twists by by 5. Thus E i have rank 0 over Q and over Q( √ 5). It follows that J has rank 0 over those two fields. Thus J(Q) is equal to its torsion subgroup. Let L = Q( √ 5). We shall denote the torsion subgroups of J(Q) and of J(L) by J(Q) tors and J(L) tors . To compute J(Q) tors we shall in fact compute J(L) tors and recover J(Q) tors using the inclusion J(Q) tors ⊆ J(L) tors . A 21 short search for points on X defined over L reveals the following points:
As J(L) is torsion, we see that
Write H for the subgroup of J(L) tors generated by the differences
It follows that either J(L) tors = H or H has index 5 in J(L) tors . In the latter case, the order of J(L) tors is divisible by 25. Let q = 7O L . This is a prime ideal of norm 49, and so we have another injection
As the order of J(F 49 ) is not divisible by 25, the order of J(L) tors is not divisible by 25. It follows that J(L) tors = H. Taking Gal(L Q)-invariants, we find that
. We now enumerate the real quadratic points of X. As X is a plane quartic (and therefore not hyperelliptic), the map
is injective. Note that any element D ∈ X (Q) and hence all the rational and quadratic points on X. It turns out that X(Q) = {P 0 , P 1 , P 2 }. The points P 0 and P 1 are cusps; the point P 2 has j-invariant 0. This is consistent with Elkies' computation mentioned in [17, page 555] . The complex quadratic points are (up to conjugation)
with j-invariants −32768 and 0 respectively. Table 1 gives the real quadratic points (up to conjugation), and their j-invariants; the ones with j-invariant = ∞ are of course cusps. From the table we see that there are 12 non-cuspidal real quadratic points (up to conjugation). Of these, seven correspond to elliptic curves with complex multiplication and are therefore modular. For the remaining five modularity follows from Lemma 11.1 with p = 7 and q some prime above 2. Table 1 . The table gives the real quadratic points on the curve X(b3, s5) given by the model in (8) . It also gives the j-invariants of these points, and, where applicable, the discriminant of the order of complex multiplication of the corresponding elliptic curve.
14. Real Quadratic Points on X(s3, s5) Lemma 14.1. Non-cuspidal real quadratic points on X(s3, s5) are modular.
Proof. Let X = X(s3, s5). As in the proof of Lemma 13.1, we use the canonical map to write down a model for X ≅ X 0 (225) ⟨w 9 , w 25 ⟩. The subspace of S 2 (Γ 0 (225)) invariant under w 9 and w 25 has dimension 4 and echelon basis
Thus X has genus 4. Instead of using the basis f 1 , . . . , f 4 , we shall use the following basis:
The motivation behind this change of basis is that the automorphisms of the model for X given by the canonical map induced by g 1 , . . . , g 4 are easier to describe as we will soon see. The canonical map X → P 3 induced by g 1 , . . . , g 4 is an embedding and yields the following model:
Note that X has the following pair of involutions,
Write A ∶= {1, α, β, αβ}. (It is possible to show that A is the automorphism group of X, but we shall not need this.) Write K for the function field of X. The subfield fixed by A is Q(w) where w = x 3 x 4 . Since A ≅ Z 2Z × Z 2Z, it follows that
. By inspection, we see that X has the following more convenient model:
We are interested in determining the real quadratic points of X, and for this we shall consider the following three obvious quotients
We shall write
The quotient maps φ i ∶ X → D i are all of degree 2, given by
The curve D 2 is isomorphic to the Weierstrass elliptic curve with Cremona label 225A1, with Mordell-Weil rank 1 over Q (and trivial torsion). It follows that X has infinitely many quadratic points obtained by pulling back the rational points on D 2 via the degree 2 map φ 2 . We claim that all non-cuspidal real quadratic points on X are obtained thus. The curve D 3 has genus 2. Write J for its Jacobian. Using 2-descent we find that J(Q) has Mordell-Weil rank 0, and by a similar calculation to those in the previous sections we find that
Here ∞ + , ∞ − are the two points at infinity on D 3 . As in the proof of Lemma 12.1 we can determine all rational and quadratic points on D 3 . In particular,
The real quadratic points (w, z) on D 3 are, up to Galois conjugation and the action of the hyperelliptic involution, equal to ((1+ √
5) 2, (−15+5 √
5) 2), or satisfy w ∈ Q and z = ± h 3 (w) ∉ Q.
Clearly a real quadratic point on X maps to either a rational or a real quadratic point on D 3 . We deduce that the only real quadratic points on X satisfy The points in (a) satisfy w 2 − w − 1 = 0, and are cusps as can be deduced from the expression for j-map on X given below in (11) .
We are interested in proving the modularity of the non-cuspidal real points
, which is the field of the definition of the point P . If u is rational, then φ 1 (P ) = (w, u) ∈ D 1 (Q). However, D 1 is isomorphic to the Weierstrass elliptic curve with Cremona label 15A8, with rank 0 and precisely four rational points. On the model D 1 the four points are the two points at infinity, and the points (0, 0) and (1, 0). None of these are images of real quadratic points on X. We can conclude that u = ± h 1 (w) is not rational. As
Therefore v ∈ Q. Hence, if P = (w, u, v) is a non-cuspidal real quadratic point on X then φ 2 (P ) = (w, v) ∈ D 2 (Q), proving our claim.
To prove that the non-cuspidal real quadratic points on X are modular we need an expression for the j-map. The parametrization of X via g 1 , . . . , g 4 allows us to write down the j-map as a rational function on X using the same method as described in the proof of Lemma 13.1. On the model (10), the j-map is given by
where
The expression for j involves only w and v. Thus the map j ∶ X → X(1) factors via
If P is a non-cuspidal real quadratic point on X then φ 2 (P ) ∈ D 2 (Q), and so j(P ) ∈ Q. The modularity of P follows from the modularity of elliptic curves over the rationals [9] .
Remark. The reader might be surprised by the fact-crucial to our proof-that the j-map (11) on X factors via the quotient D 2 . Also surprising is the fact that the expression for j is a perfect cube. To explain this, we start by the observation that the normalizer C 
. It follows that the map X(s3) → X(ns3) has degree 2. Thus the map X → X(1) factors via a degree 2 map X → X(ns3, s5). The curves X(ns3) and X(s5) have genus 0. In [14, Section 5.1], Chen derives the following expressions for the j-maps on X(ns3) and X(s5),
where n and s are respectively Hauptmoduln on X(ns3) and X(s5). Since X → X(1) factors via X(ns3), it is clear that j must be a cube on X, and this provides a useful check on our computation of j. A (singular) model for X(ns3, s5) is given by
It is easy to see that this is birational to the elliptic curve
The curve E has Cremona label 225A1, and is in fact isomorphic to D 2 . This explains why X → X(1) factors through D 2 .
Models for some Modular Curves of Genus 1
We shall shortly study the quadratic points on the four modular curves in (3).
Lemma 15.1. The four modular curves in (3) respectively have genus 97, 153, 73 and 113.
The lemma follows from a standard application of Riemann-Hurwitz applied to X → X(1), where X runs through the four modular curves. For this, we need the ramification indices of points above 0, 1728 and ∞, and we explain how to compute these in Section 16.1. We omit the details.
In view of the very great genera, it is unlikely that methods used to compute the quadratic points on the curves in (2) will succeed for the curves in (3). Indeed, it is entirely impractical to write down smooth projective models for any of these four curves. Instead, we shall view them as normalizations of the fibre products
We therefore write down models for
and the corresponding j-maps to X(1). We will also compute the Mordell-Weil groups of their Jacobians over Q. We then use this information to study the quadratic points on the four curves in (3). The curves in (12) are all elliptic curves (genus 1 curves with Q-points). Rather than identify elements of the Mordell-Weil groups with points on the curves (as is usual for elliptic curves), we shall view them as elements of Pic 0 ; we have found this to be more convenient for studying quadratic points.
15.1. The Modular Curves X(d7) and X(e7).
Lemma 15.2.
A model for the curve X(d7) is given by
The j-map X(d7) → X(1) is given by
The Q-points on X(d7) are (5 2, ±7 4). The Mordell-Weil group over Q is given by
A model for the curve X(e7) is given by
The j-map X(e7) → X(1) is given by
The Q-points on X(e7) are (−1 3, ±14 9). The Mordell-Weil group over Q is given by
Remarks.
• The models given for X(d7) and X(e7) are 'quartic' genus 1 curves. As both have rational points, we can also give Weierstrass models. In fact, a Weierstrass model for X(d7) is
with Cremona label 49A3. A Weierstrass model for X(e7) is
with Cremona label 49A4. We prefer to work with the models in the lemma, as the j-maps are expressible simply in terms of the x-coordinates, a fact that is crucial for the proof of Lemma 17.1.
• A model for X(d7) together with the j-map has been computed by Elkies and is quoted by Sutherland [77, Section 3]. Elkies' model and j-map are equivalent to ours.
Proof of Lemma 15.2. Recall that C + s (7) and C + ns (7) respectively denote the normalizers of the split and non-split Cartan subgroups in GL 2 (F 7 ). By definition, curves X(d7) and X(e7) are in fact X(H 1 ) and X(H 2 ) where H 1 , H 2 are as in Proposition 9.1. Then H i ∩ SL 2 (F 7 ) with i = 1, 2 is a subgroup of index 2 respectively in C + s (7) ∩ SL 2 (F 7 ) and C + ns (7) ∩ SL 2 (F 7 ). Thus the inclusion H 2 ⊂ C + ns (7) induces the following commutative diagram:
where φ has degree 2. We also obtain a similar diagram in which X(d7) and X(s7) respectively replace X(e7) and X(ns7). The curves X(s7) and X(ns7) are rational. In [14, Section 5.1], Chen derives expressions for the maps j ∶ X(s7) → X(1) and j ∶ X(ns7) → X(1). These are given above in (13) and (14) where x is respectively a Hauptmodul for X(s7), X(ns7). We used these to derive the models given for X(d7) and X(e7). We only give the details for X(e7); the details for X(d7) are an easy adaptation of what follows.
From (14) , the map X(ns7) → X(1) has degree 21. Subtracting 1728 from both sides of (14) and factoring gives (15) j − 1728 = (16x
It is convenient to view both j ∶ X(ns7) → X(1) and j ∶ X(e7) → X(1) as Belyi covers branched at 0, 1728 and ∞. The factorizations in (14) and (15) yield the ramification data for X(ns7) → X(1):
• there are 7 points above 0, say p 1 , . . . , p 7 , all having ramification degree 3;
• there are 13 points above 1728, say q 1 , . . . , q 13 , with q 1 , . . . , q 5 unramified and q 6 , . . . , q 13 having ramification degree 2; • there are 3 points above ∞, say r 1 , r 2 , r 3 , all having ramification degree 7.
The corresponding ramification data for X(e7) → X(1) can be deduced from the group H 2 ; for this we applied the formulae of Ligozat [50] , which give the following information:
• there are 14 points above 0, say P 1 , . . . , P 14 , all having ramification degree 3; • there are 22 points above 1728, say Q 1 , . . . , Q 22 , with Q 1 , Q 2 unramified, and Q 3 , . . . , Q 22 having ramification degree 2;
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• there are 6 points above ∞, say R 1 , . . . , R 6 , all having ramification degree 7.
It is clear from the above data that the degree 2 cover φ ∶ X(e7) → X(ns7) is branched precisely at four of the five points q 1 , . . . , q 5 and nowhere else. One of these five points is ∞ ∈ X(ns7)(Q) and the other four correspond to the roots of the irreducible factor 16x 4 + 68x 3 + 111x 2 + 62x + 11 in (15) . Since the set of branch points is stable under the action of Galois, we see that φ is branched precisely at the roots of 16x 4 + 68x 3 + 111x 2 + 62x + 11. It follows that X(e7) has an equation of the form
where c is a non-zero, squarefree integer. The map φ is then given by (x, y) ↦ x, and the map j ∶ X(e7) → X (1) is given by the expression in (14) . As H 2 is a congruence group of level 7, the modular curve X(e7) has a model over Spec(Z [1 7] ), and so its Jacobian elliptic curve has good reduction outside 7. Using the formulae in [32] , the Jacobian elliptic curve of D c is given by
The model E c has discriminant 2 12 ⋅ 7 3 ⋅ c 6 . If p c is a prime ≠ 7 then the minimal model for E c has bad reduction at p. Thus c is not divisible by any prime p ≠ 7. It follows that c = ±1, ±7. We checked that the only values for which the minimal model of E c has good reduction at 2 are c = −1 and c = 7. Thus one of the two curves D −1 , D 7 is a model for X(e7). The curve D −1 has no real points. It is however easy to see that X(e7) must have real points. For example if E R is any real elliptic curve, then the image of ρ E R,7 has order 2 and every subgroup of GL 2 (F 7 ) of order 2 is conjugate to a subgroup of H 2 , thus E R gives rise to a real point on X(e7). It follows that D 7 is a model for X(e7).
This model has two obvious rational points (−1 3, ±14 9) (both with j-invariant 0). Taking X(e7) into Weierstrass form gives the elliptic curve with Cremona label 49A4, which has Mordell-Weil group isomorphic to Z 2Z. Thus (−1 3, ±14 9) are all the rational points of X(e7). Finally the divisor (−1 3, −14 9)−(−1 3, 14 9) cannot be principal as X(e7) has genus 1, and so no two points are linearly equivalent. Hence it must generate Pic 0 X(e7).
15.2.
The Modular Curves X(b3, b5) and X(s3, b5). In Lemmas 15.3 and 15.4 below we give models for X(b3, b5) and X(s3, b5) as well as their rational points and the Mordell-Weil groups of their Jacobians. In fact most of this is known (for example [63, Section 2]) but we know of no reference for the j-maps, which are essential for our later proofs. The method of Galbraith (sketched in the proof of Lemma 13.1) applies only to non-hyperelliptic modular curves of genus ≥ 3, for which weight 2 cusp forms can be used to define an embedding into projective space. We now sketch an alternative based on a paper of Muić [57, . Let X be a modular curve of genus g corresponding to a congruence subgroup Γ ⊆ SL 2 (Z). Let k ≥ 3 and let S k (Γ) be the space of cusp forms for Γ of weight k. Write t for the dimension S k (Γ), and let f 1 , . . . , f t be a basis. If t ≥ g + 2 then f 1 , . . . , f t define an embedding c of X into P t−1 given by a very ample divisor c of degree t + g − 1. In particular, if t ≥ g + 3, and so deg(c) ≥ 2g + 2, the image of the embedding is a scheme-theoretic intersection of quadrics [22, page 130] . By using higher weight cusp forms where the space has sufficiently large dimension one can 29 straightforwardly adapt the method sketched in the proof of Lemma 13.1 to write down a projective model for X and the associated j-map X → X(1).
For X(b3, b5) and X(s3, b5) the spaces of cusp forms of weight 4 have dimensions 4 and 8 respectively, and this allowed us to write models for these curves as intersections of quadrics in P 3 and P 7 respectively, as well as expressions for the j-maps. Transforming these into Weierstrass models gives Lemmas 15.3 and 15.4 below; the expressions for the j-maps on these two curves are complicated but can be found in the accompanying Magma script (see page 5). (8, 18) .
Lemma 15.4. The curve X(s3, b5) is an elliptic curve with the Weierstrass model
and Cremona label 15A3. The Q-points of this model are
The Mordell-Weil group of the Jacobian over Q is
A Sieve for the Symmetric Square of a Fibre Product
Let X 1 , X 2 be curves of genus ≥ 1 defined over Q, and let J 1 , J 2 be their Jacobians. Let µ k ∶ X k → P 1 be morphisms defined over Q for k = 1, 2. Suppose that the fibre product X 1 × P 1 X 2 is irreducible and let X be its normalization. Let π k ∶ X → X k be the induced projection maps. Fix rational degree 2 divisors D k on X k and let
be the corresponding Abel-Jacobi maps for the symmetric squares. Let
Let p 1 , . . . , p r be primes of good reduction for X. For each p = p i we have the commutative diagram
where the vertical maps denote reduction modulo p. The following lemma is an obvious consequence of the diagram's commutativity. 
In particular, if the intersection on the right-hand side is empty, then X
(Q) = ∅ and so the curve X does not have any rational or quadratic points.
Remark. Let X Q be a curve of genus ≥ 2 and let J be its Jacobian. Fix some P 0 ∈ X(Q) and let ι ∶ X → J be the corresponding Abel-Jacobi map P ↦ [P − P 0 ]. For any prime p of good reduction for X, we have a commutative diagram
This sieve is known as the Mordell-Weil sieve (e.g. [76, Section 3] ) and gives information on the image of X(Q) inside J(Q). The Mordell-Weil sieve can be extended in the obvious manner to the symmetric square of X (see for example [69, Section 5] ), and then it gives information on the image of X (2) (Q) inside J(Q).
Now suppose X is the normalization of a fibre product X 1 × P 1 X 2 as above. The Jacobian J is in general much larger (in dimension) than J 1 ×J 2 , and the information provided by Lemma 16.1 will be weaker than that given by the Mordell-Weil sieve. However, in the Section 17 where we apply Lemma 16.1, it is realistic to carry out explicit computations with J 1 , J 2 but not with J. Indeed, in our applications J 1 and J 2 will be elliptic curves, whereas the possible dimensions for J will be 97, 153, 73 and 113.
16.1. Points on the Normalization of a Fibre Product. To apply Lemma 16.1, we need to enumerate the points of X (2) (F p ) for several primes p. To enumerate
(F p ) it is enough to know the points of X(F p ) and X(F p 2 ), and this is easy in practice if p is sufficiently small and one has a convenient model (say smooth and projective) for X. For the four curves (3) we will apply the lemma to, it seems impractical to write down such a model in view of the very large genera of these curves (Lemma 15.1). In what follows we will use a description of the points of the normalization X of X 1 × P 1 X 2 in terms of the points of X 1 , X 2 . This will allow us to enumerate the points of X over finite fields. We continue with the above notation, and we let F be either an extension of Q or an extension of F p where p is a prime of good reduction for X, X 1 , X 2 and the projection maps, and such that the characteristic of F does not divide the ramification indices of the maps µ k . By definition of X 1 × P 1 X 2 , if P ∈ X(F), and P k = π k (P ) for k = 1, 2 then P k ∈ X k (F) and µ 1 (P 1 ) = µ 2 (P 2 ). Now suppose P 1 ∈ X 1 (F), P 2 ∈ X 2 (F) satisfy µ 1 (P 1 ) = µ 2 (P 2 ). We would like to describe the points P ∈ X(F) such that P k = π k (P ) for k = 1, 2. Here we follow the description of Flynn and Testa [33, Section 2] . Write γ = µ 1 (P 1 ) = µ 2 (P 2 ) ∈ P 1 (F). Suppose 31 first that γ ≠ ∞, so we may think of γ ∈ A 1 (F). We consider µ 1 , µ 2 as elements of the completions of the local rings of X k at P k , which we denote by O k . Then
where s ∈ O 1 , t ∈ O 2 are elements of valuation 1, the coefficients ǫ and δ belong to F * , and m, n are respectively the ramification indices for µ 1 , µ 2 at P 1 , P 2 . A local equation for X 1 × P 1 X 2 in the neighbourhood of (P 1 , P 2 ) is given by
Of course, on this local equation, the point (P 1 , P 2 ) is represented by (0, 0). Now let d = gcd(m, n). Over F, the local equation has d components: λs 
with a, b ∈ Z chosen so that am ′ −bn ′ = −1. It follows that there are precisely d points P ∈ X above (P 1 , P 2 ). We may represent these by (P 1 , P 2 , λ) where λ d = ǫ δ. Such a point belongs to X(F) if and only if P 1 ∈ X 1 (F), P 2 ∈ X 2 (F) and λ ∈ F. Moreover, the parameter r has valuation 1 in the completion of the local ring of X at P . The ramification index for X → P 1 at each of these P is mn ′ = m ′ n = mn gcd(m, n). To see this, note that the composition of maps
viewed as an element of the completion of the local ring of X at P can be written as
The above argument needs an easy adaptation if γ = ∞ ∈ P 1 . When representing the points of X as P = (P 1 , P 2 , λ) the projection maps are obvious: π k (P ) = P k .
If F = F p or F p 2 , the above gives an algorithm for constructing the F-points of X from the F-points of X 1 , X 2 and so it enables us to write down X (2) (F p ).
17.
Real Quadratic Points on X(b3, b5, d7), X(s3, b5, d7), X(b3, b5, e7), and X(s3, b5, e7).
Lemma 17.1. The curve X(b3, b5, e7) does not have any rational or quadratic points. The non-cuspidal real quadratic points on the curves
are modular.
Proof. Let X = X(b3, b5, d7) which we think of as the normalization of X 1 × P 1 X 2 where X 1 = X(b3, b5), X 2 = X(d7) with the maps µ k ∶ X k → P 1 being just the j-maps to X(1). Write J 1 , J 2 for the Jacobians of X 1 , X 2 . In Section 15 we determined models for the genus 1 curves X 1 , X 2 as well as the Mordell-Weil groups J 1 (Q), J 2 (Q). We fix degree 2 divisors
on X 1 , X 2 respectively, which we use to define Abel-Jacobi maps X (2) k → J k as in (17) . We now apply Lemma 16.1 with 11 ≤ p < 100. We note that these primes are of good reduction for X, and that they do not divide the ramification indices for the maps X k → X(1). We find that
Now let P be a quadratic point on X and let P σ be its conjugate. Then
(Q). From (20) and the definition of α, we have
Thus
for some non-zero function f on X 2 = X(d7). The function f belongs to the Riemann-Roch space of (5 2, 7 4) + (5 2, −7 4). A Q-basis for this Riemann-Roch space is
Thus f = a + bx 2x − 5 for some a, b ∈ Q, not both zero. Thus the x-coordinate of π 2 (P ) and π 2 (P σ ) is −a b ∈ P 1 (Q). From Lemma 15.2, we know that the j-value of π 2 (P ) is expressible in terms of its x-coordinate as given by (13) , hence it belongs to P 1 (Q). Now suppose P is a non-cuspidal real quadratic point on X. It follows that any elliptic curve supporting P has j-invariant belonging to Q and so is modular by [9] .
We apply the same sieve to X = X(s3, b5, d7), where we take X 1 = X(s3, b5) and X 2 = X(d7), and we take D 1 , D 2 as in (19) , where of course, now ∞ is the point at infinity on the model for X 1 given in (16) . We obtained
By exactly the same argument as before, quadratic points have rational j-invariants, and thus non-cuspidal real quadratic points are modular. Applying the sieve to X = X(b3, b5, e7) shows that α(X (2) (Q)) is empty, so these this curve have no rational or quadratic points. Finally, we apply the sieve to X = X(s3, b5, e7). Of course, we take X 1 = X(s3, b5), X 2 = X(e7). We fix the degree 2 divisors If P is a quadratic point on X and π 2 (P ) is its image on X 2 = X(e7) then
As before, the x-coordinate of π 2 (P ) on the model for X(e7) belongs to P 1 (Q) and so the j-invariant (given by (14)) is rational. This completes the proof.
(I) In the above, we have morphisms α ∶ X
→ J 1 ×J 2 . The points X (2) (Q) belong to the fibres α
. Since J 1 (Q) and J 2 (Q) are finite and explicitly known, the reader is perhaps puzzled as to why we do not use this to recover X (2) (Q). We are in fact able to write down equations for these fibres as schemes
Most of these are zero-dimensional, but are of such high degree that we have found it impractical to decompose them using Gröbner basis computations. A few of the fibres are however 1-dimensional. These are so complicated that we are unable to say anything about their rational points.
(II) Our sieve cannot prove that X (2) (Q) is empty for the three modular curves (18) . It is natural to ask whether these curves have rational or quadratic points. The genera of these three modular curves are 97, 153 and 113 respectively by Lemma 15.1. As these are so large, it is reasonable to suspect that the only quadratic points lie above 0, 1728 or ∞ (and Remark (III) below shows that this is indeed the case). Using the description of the points of X = X(b3, b5, d7) as the fibre product of X 1 = X(b3, b5) and X 2 = X(d7) we find that there are precisely 8 quadratic cusps, and no quadratic points above 0 and 1728. We shall denote the quadratic cusps by P ± 1 , P ± 2 , P ± 3 , P ± 4 . These respectively lie above ∞, ∞ ± , (−1, 0), ∞ ± , (−2, 3), ∞ ± , (8, 18), ∞ ± ∈ X 1 × P 1 X 2 .
Here ∞ + , ∞ − ∈ X 2 are conjugates defined over Q( √ −7). Thus P + i + P − i belong to X (2) (Q). We find that α(P . This is consistent with the result of the sieve given in (20) , and provides a useful check on the correctness of our computations.
We carried the same computation for X = X(s3, b5, d7) and found quadratic cusps P ± 1 , P ± 2 , P ± 3 , P ± 4 and no other quadratic points above 0, 1728 and ∞. The four quadratic cusps respectively lie above ∞, ∞ ± , (0, 1), ∞ ± , (2, −4), ∞ ± , (−3, 1), ∞ ± ∈ X 1 × P 1 X 2 , where of course X 1 = X(s3, b5) and X 2 = X(d7). We find that α(P . This is consistent with the result of the sieve given in (21) .
As a final check on our computations, we verified that there are no quadratic points on X(b3, b5, e7) and X(s3, b5, e7) above 0, 1728 and ∞.
(III) Although we do not need this for the proof of Lemma 17.1, it is interesting to ask if it can be shown that all quadratic points P on X 1 ∶= X(b3, b5, d7), X 2 ∶= X(s3, b5, d7), X 3 ∶= X(s3, b5, e7) do satisfy j(P ) ∈ {0, 1728, ∞}. We explain how to solve this problem by reducing it to the determination of rational points on some modular curves with 'milder' level structure. Indeed, let P be a non-cuspidal quadratic point on X, where X is one of these three modular curves X 1 , X 2 , X 3 . We know by the proof of Lemma 17.1 that j(P ) ∈ Q. Thus the point P is supported by some elliptic curve E defined over Q, even though the level structure is defined over some quadratic field K. We know in particular that ρ E,5 (G K ) is contained in a Borel subgroup B(5) of GL 2 (F 5 ). Now ρ E,5 (G K ) is a subgroup of ρ E,5 (G Q ) of index 1 or 2. By a straightforward analysis of the subgroups of GL 2 (F 5 ) it follows that ρ E,5 (G Q ) is contained either in B(5) or C + s (5) (the normalizer of a split Cartan subgroup). Similarly, for X = X 1 , we have ρ E,3 (G Q ) is contained either in B(3) or C + s (3) and for X = X 2 , X = X 3 it is contained in C + ns (3). Finally, for X = X 1 , X 2 , the image ρ E,7 (G Q ) is contained in C + s (7) and for X = X 3 it is contained in C + ns (7).
It is now not difficult to show in all cases, with the help of the results of this paper and of [49] , that j(E) ∈ {0, 1728}. Consider X = X 1 for example. Then E gives rise to a Q-point of one of the curves X(b3, b5), X(b3, s5), X(s3, b5) or X(s3, s5). We have already determined the Q-points on these four curves in the proofs of Lemmas 13.1, 14.1, and in Lemmas 15.3, 15.4. Enumerating the j-invariants of these points Q, we are able to show for j(Q) ≠ 0, 1728 that they do not pull back to non-cuspidal quadratic points on X(d7).
Modularity of Elliptic Curves over Q( √
5)
To complete the proof of Theorem 1 we merely have to prove Lemma 1.1, which states that every elliptic curve over K = Q( √ 5) is modular. Again we reduce this problem to showing that the K-points on certain modular curves are in fact modular (in the sense that they correspond to modular elliptic curves). We give fewer details in this section as compared to previous sections. This is because the task is much simpler: determining the points on a curve over one quadratic field is usually easier than determining the points over all real quadratic fields.
Proof of Lemma 1.1. Let K = Q( √ 5), and let E be an elliptic curve over K. We would like to show that E is modular. By Theorems 3 and 4, if ρ E,p (G K(ζp) ) is absolutely irreducible with p = 3 or 7 then E is modular. Thus we may restrict our attention to elliptic curves E such that ρ E,p (G K(ζp) ) is simultaneously absolutely reducible for p = 3 and 7. Now appealing to Corollary 10.1 we see that E gives rise to a K-point on one of the following four modular curves X(d7), X(e7), X(b3, b7), X(s3, b7).
We determined models for the first two curves in Lemma 15.2 and found that they are isomorphic (over Q) to elliptic curves 49A3 and 49A4 respectively. The third curve is isomorphic (over Q) to the elliptic curve 21A1. Let X be any of the first three curves. By considering both X and its √ 5-twist it is easy to show that X(K) = X(Q) in all cases. It follows that the K-points on the first three curves are modular.
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Finally let X = X(s3, b7) ≅ X 0 (63) ⟨w 9 ⟩. This curve has the obvious quotient Y = X 0 (63) ⟨w 7 , w 9 ⟩. The curve Y has genus 1 and is in fact isomorphic to the elliptic curve 21A1. By the above, Y (K) = Y (Q). Thus if P is a non-cuspidal K-point on X then its image on Y belongs to Y (Q). Let σ be the non-trivial automorphism of K. Thus P and P σ map to the same point on Y . Hence P σ = P or P σ = w 7 (P ). In the former case P is a rational point and hence modular. In the latter case, P corresponds to a Q-curve, and is therefore modular.
Part 6. Further Directions
On Modularity over Totally Real Fields (Again)
Most of the theory we have developed in Parts 2, 3 and 4 applies to elliptic curves over arbitrary totally real fields. If one is interested in modularity of elliptic curves over a particular totally real field K then it might be possible to prove this by the methods of this paper, together with explicit methods for computing rational points on curves (e.g. [70] , [76] ). However, one can considerably simplify this task by imposing suitable restrictions on the field K and elliptic curve E.
Theorem 7. Let p = 5 or 7. Let K be a totally real field having some unramified place υ above p. Let E be an elliptic curve semistable at υ and suppose ρ E,p is irreducible. Then E is modular.
Proof. As υ p is unramified, we have K ∩Q(ζ p ) = Q. Let I υ be the inertia subgroup of G K at υ. By [64, Propositions 11, 12, 13] , the image of ρ E,p (I υ ) in PGL 2 (F p ) contains a cyclic subgroup of order p−1 or p+1. It follows from Proposition 9.1 that ρ(G K(ζp) ) is absolutely irreducible. Thus E is modular by Theorems 3 and 4.
In [31] , the first-named author proves a version of Theorem 7 with p = 3 (and without the irreducibility assumption) using modularity lifting theorems due to Skinner and Wiles [72] , [73] .
Diophantine Applications
Wiles' proof of Fermat's Last Theorem provides a template for attacking many other Diophantine equations via Frey curves and modularity (see [6] , [68] for recent surveys). Modularity results over totally real fields extend the applicability of this template, as for example in [26] . We expect the results and methods of the current paper to play an important rôle in the development of this area. Indeed, a forthcoming paper [34] uses Theorem 1 to study the Fermat equation over real quadratic fields. In particular, it is shown that if d > 6 is a squarefree integer satisfying d ≡ 3 (mod 8) or d ≡ 6, 10 (mod 16), then there is an effectively computable constant B d such that for all primes p > B d , every solution to the Fermat equation
satisfies xyz = 0.
