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Abstract 
Many researches have implemented a genetic algorithm with real-coded chromosomes to solve a wide variety of problems. Their 
experimental results suggested that the real-coded genetic algorithms gave superior results to binary-coded genetic algorithm on 
most of the test problems. Inspired by the above founding, this study aims to (1) propose a modified Marriage in Honey-bee 
Optimization (MBO) technique (2) compare the performance of the proposed technique to that of the real-coded GA technique. 
In this study, two main ideas are proposed. Firstly, to handle the real encoding of genotypes, we present a new crossover operator 
and a new heuristic worker, named the scroll-based worker, for manipulating the real value of genes. Secondly, to reduce the 
number of user-defined parameters, we provide the original MBO with a self-organizing capability. With a self-organizing 
capability, the proposed model can automatically determine the proper number of queens itself. The experimental results on five 
benchmark test functions show that the proposed model is very effective in solving the function optimization problems. 
 
© 2011 Published by Elsevier B.V. 
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1. Introduction 
The Evolutionary Algorithms (EAs) is a population-based metaheuristic optimization method. In general, the 
EAs consist of three mechanisms inspired by theories of natural evolutions [1, 2, 3]. Firstly, the selection operation 
is used to select two parent chromosomes for reproduction. This selection process is typically probabilistic, that is, 
the highly fit individual is allowed to create more offsprings than the lesser one. Secondly, the recombination 
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operation, commonly called crossover, is a method used to produce the offsprings that inherits some characteristics 
of their parents. Finally, the mutation operation slightly changes some genes of the chromosome with the hope that 
the fitness of the chromosome will increase. Chromosome representation is the first important step for a successful 
operation of the EAs. For the function optimization problems of continuous variables, there are two ways to encode 
the chromosome: binary representation and real representation. In the former, the chromosome is represented by a 
sequence of binary bits; therefore, the precision of the solution is restricted by the length of the chromosome. The 
most common binary representations are the binary, gray, and unary encodings [3]. The latter is a real encoding. In 
the real encoding, the chromosome is represented by a sequence of floating point numbers. Therefore, the precision 
of the solution depends on the precision of the machine used for computations. Using the above two encoding 
methods, a number evolutionary algorithms have been implemented such as in the reference [4], [1], and [5]. The 
previous studies suggested that the real encoding is a very efficient method. In comparison to the binary 
representation, it provides a higher precision and has faster convergence speed. 
The MBO was proposed by Hussein A. Abbass [6] for solving 3-SAT problems. The MBO is a recent 
evolutionary metaheuristic inspired by the marriage behavior in real honey-bee. There are several applications of 
this approach that have been presented; for instance, Bozorg Haddad, Afshar and Mariño [7] applied the 
conventional MBO to solve a real-world reservoir operation problem. The performance of their model is well 
comparable with the performance of the genetic algorithm. In this paper, we proposed the real-coded MBO 
algorithm together with a new crossover and worker. For performance evaluation, the results of the proposed 
algorithm on five benchmark functions are presented and compared with the results of the real-coded GA. 
The remaining paper is organized as follow. The next section introduces a description of conventional MBO. 
Section 3 details the proposed methodology. Then, a detail of parameter identification, five benchmark test 
functions, and an analysis of experimental results are given in section 4. Finally, the conclusions will be discussed in 
section 5. 
2. The Marriage in Honey-bee Optimization 
In nature, honey-bees can be classified, based on their roles, into three groups: the queen, the drones, and the 
workers. The role of the queen is to mate with several drones and to lay the eggs that will later develop into 
numerous broods. The role of the drone is mainly to mate with the queen. The task of the worker bees is to (1) feed 
the queen and the broods (2) do all the maintenance work of the hive. The MBO algorithm, which attempts to model 
the marriage behavior of real honey-bees in nature, is also classified its artificial bees into three groups: the queen, 
the drones, and the workers. The queen and the drones represent the candidate solutions to the problem whereas the 
workers represent the heuristics used to perform local search on the solutions. In short, the mating process between 
the queen and the drones, and the heuristic local search operation are the ways in manipulating the candidate 
solutions to find the optimal solution.  
The algorithm of the original MBO is listed as follows: 
x Step 1: Initialization 
Six parameters, the number of queens, the queen’s spermatheca size, the number of drones, the number of 
broods, the mutation probability, and the convergence criteria, are to be assigned the values by the user. 
Subsequently, the initial population is created by randomly generating N individuals. The fitter individuals are 
selected to be the initial queens of the hive, while the rest is assigned to be the drones.   
x Step 2: Mating process 
To begin the process, the queen’s energy and speed are randomly initialized. A decision of the queen whether to 
mate with a particular drone is based on the probability of marriage as follows: 
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where ǻ(f) denotes an absolute difference of the fitness values between the queen Q and the drone D; S(t) is the 
speed of the queen at time t. If the mating is successful, the sperm of the drone is added to the queen’s spermatheca. 
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Then, the drone dies immediately after mating. After each successful mating, the queen’s speed and energy decrease 
according to the following equations:  
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where Į is a factor in the range [0, 1] and Ȗ is the amount of energy reduction after each transition. 
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where M is the queen’s spermatheca size. This stage is repeated until the energy of the queen is lower than the 
predefined threshold or her spermatheca is full.  
x Step 3: Breeding and feeding processes 
When all queens complete their mating, they start breeding to generate new broods. The breeding process starts 
with randomly selecting a sperm from the queen’s spermatheca, and then followed by crossover the selected sperm’s 
genotype with the queen’s genotype to form a brood as illustrated in Fig 1. Next, the mutation operator is applied to 
the new brood in order to provide greater variety to the solutions. Finally, the genotype of the newly-born brood is 
further improved by a worker bee, which is chosen in proportion to its fitness. Each worker represents one of many 
local search heuristics, such as GSAT, WalkSAT, random walk, random new, random flip, and one-point crossover 
[6, 8]. When the number of broods is equal to the required quantity, this process is complete.   
 
 
Fig. 1. Binary crossover operation  
x Step 4: Updating process 
In this process, some queens are replaced with fitter broods until no brood that is fitter than any of the queens 
exists. Thus, the population of the next generation certainly has equally or better quality. Before new mating flight 
begins, the remaining broods have been killed.  
All above processes are repeated until the convergence criteria are met. 
3. The proposed methodology 
This paper presents two main issues: (1) applying the real encoding to the MBO approach and (2) reducing the 
number of user-defined parameters of the MBO algorithm. In the original MBO, the binary string is typically used to 
encode the genotype. Since the genotypes represent the candidate solutions, the encoding scheme should be 
0 1 0 1 0 0 0 1 1 0 Q 
p1 p2 
x1
y1
x2
y2
B1 
B2 
D 0 1 0 0 1 1 1 0 0 1 
0 1 0 1 1 1 1 1 1 0 
0 1 0 0 0 0 0 0 0 1 
=  (2.50, 1.50) 
=  (2.25, -1.75) 
=  (2.75, -0.50) 
=  (2.00, 0.25) 
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designed so that it can cover the possible solution. When a high precision of solution is required such as in the 
function optimization problems the binary encoding scheme might not be appropriate. Therefore, in this paper, the 
real encoding is used instead of binary numbers; the crossover operator, the mutation operator, and the local search 
heuristics, which are used to manipulate the genotype, are also redesigned to match the change in encoding method. 
The followings are the details of proposed operators: 
3.1. The properties of operators 
3.1.1. The crossover operator 
The concept of this new crossover is to (1) clone the strong individual in order to keep it alive as long as possible 
and (2) improve the weak individual by combining the genotypes of the queen and the drone. In this paper, the 
retaining probability is used to indicate the degree of strength of each individual. The retaining probability of the ith 
individual can calculated as follow: 
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where fi and fbest are the fitness values of the ith individual and the fittest individual respectively; V is the width of the 
Gaussian function. In this new crossover operator, the operation begins by generating a random real number 
between 0 and 1; then comparing it to the retaining probability. If a random number is smaller than the retaining 
probability, the parent will be cloned to form a pair of broods. Otherwise, the two broods will be created by using 
equations (6) and (7).  
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where xig is the i
th gene; ci is a random number in the range [-0.5, 0.5]; b1 and b2 are the first and second broods 
respectively; Pretain(·) is the retaining probability in the range [0, 1]; ¨Pretain(Q, D) is the difference of the retaining 
probability between the queen Q and the drone D.  
It is clearly that the individuals with greater retaining probability are given higher chance of survival than the 
inferior individuals. Therefore, the weakest individual has the smallest chance of reserving its characteristic. 
3.1.2. The mutation operator  
The main idea of the mutation operator is to slightly change the value of the real-coded gene with the hope that 
the fitness of the genotype will increase. For each gene, the operation begins by generating a random real number 
between 0 and 1, and then compares it to the predefined mutation probability, which is usually set to a small 
number. If a random number is smaller than the mutation probability, the gene will be slightly adjusted by adding a 
small number in the range [-0.5, 0.5]. 
3.1.3. The heuristic worker operator 
This proposed model employs two kinds of workers. The first worker, called the random one worker, is presented 
in the reference [6]. The other, called the scroll-based worker, is proposed in this paper. The scroll-based worker 
shown in Fig 2 is designed specifically for real encoding. Let gi denotes the ith gene in the genotype; lig is the l
th 
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digit to the left of the decimal point in the gene gi; rig is the r
th digit to the right of the decimal point in the gene gi. 
The value of gi is adjusted based on the following equations: 
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where ǻ is used to scroll up or down (to increase or decrease) the value of a digit. If ǻ = 1, the value of a digit will 
be increased by 1. If ǻ = -1, the value of a digit will be decreased by 1. If ǻ = 0, the value of a digit will not be 
altered.  
 
Fig. 2. The scroll-based worker 
3.2. The proposed algorithm 
The procedure starts with one randomly generated queen’s genotype. The very first task that has to be done is to 
mate with several drones in order to reproduce broods. Next is the breeding process in which the queen’s genotype 
is crossover with the genotype of a randomly selected sperm from the queen’s spermatheca. If the number of broods 
is equal to the required quantity, the breeding process completes. The newly-born broods are then improved by a 
mutation operator and a randomly selected worker. The broods which are fitter than the queen will be promoted to 
be in a list of candidates for the queen. Hence, the number of queens will be increasing. However, if none of the 
broods is fitter than any of the queens, the old queens will continue ruling their own colonies. Note that if a list of 
the queens is changed, all the colonies will be merged together into a single entity; then the new colonies are rebuilt 
by a group of new queens. In order to keep the number of queens to a minimum, the queens are prohibited from 
being too close to each other. Since some drones die after mating with the queens, in order to maintain the number 
of drones, the vacancies left by the death will be replaced by the broods with high fitness values.  
Before the new mating flight begins, the colony reconstruction process has to be done. In this process, the drones 
are clustered into several colonies, the centroids of which are the queens by implication. The clustering technique 
used in this study is based on the fuzzy c-mean concept. Given D = {d1, d2,…, dp, …, dP} and Q = {q1, q2, …, qs, …, 
qS} are sets of drones and queens, respectively. The membership value of the drone dp in the colony of the queen qs 
is calculated according to the following Gaussian membership function: 
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where 
sq
V indicates the width of the Gaussian function, which is the ratio of the fitness value of the queen qs to the 
fitness value of its neighbor. 
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Each drone chooses its colony by considering its membership value in each colony; the colony with the maximum 
membership value is selected as a new home for the drone.  This process finishes after all drones have already been 
assigned to suitable colonies. 
4. Results and Discussions  
To test the performance, the proposed model is used to find the optimal solutions of five benchmark functions: F1 
(the Ackley’s function), F2 (the Griewank’s function), F3 (the sphere function), F4 (the weighted-sphere function), 
and F5 (the Schwefel’s double sum function). Then its performance is compared with that of the real-coded GA. The 
equations of the above benchmark functions are shown in Table 1.  
Table 1. The five benchmark functions 
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Since the performance of most evolutionary algorithms strongly depends on proper selection of system 
parameters, the parameters of both models are varied to various values in order to get the best out of both models. 
The best performances of both models are obtained when their system parameters are defined as follows: 
For the proposed model, the number of drones is set to 200, the number of broods is set to 500, the queen’s 
spermatheca size is set to 100, the mutation probability is set to 0.2, and the number of mating flights is set at 2000.  
For the real-coded GA, the population size is set to 240, the crossover probability is set to 0.7, the mutation 
probability is set to 0.2, and the number of generations is set at 2000.  
For each benchmark functions, both algorithms are run 10 times. Each run starts with a different initial 
population and stops when the number of generations is equal to the predefined number. The performance of the two 
algorithms is measured in terms of the effectiveness and the success rate. The former is measured the closeness of 
the resulting solution to the global optimum while the latter is the number of times the algorithm successfully 
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located the global optimum out of 100 trials. The experimental results of both the proposed model and the real-
coded GA in finding the optimal solutions of five benchmark functions are shown in Table 2. 
Table 2. The effectiveness of the proposed model and the real-coded GA 
 
Experimental results 
Best Worst Average S.D. 
F1 
Real-coded GA 7.276253E-06 2.192872E-05 1.296436E-05 5.448939E-06 
Proposed Model 0 0 0 0 
F2 
Real-coded GA 3.000000E-12 1.257130E-01 5.127757E-02 4.718468E-02 
Proposed Model 0 7.396041E-03 2.218812E-03 3.572627E-03 
F3 
Real-coded GA 1.996650E-13 2.850000E-10 6.750000E-11 9.240881E-11 
Proposed Model 0 0 0 0 
F4 
Real-coded GA 4.000000E-12 5.140000E-10 9.210000E-11 1.646751E-10 
Proposed Model 0 0 0 0 
F5 
Real-coded GA 5.000000E-12 2.021000E-09 5.098000E-10 6.821282E-10 
Proposed Model 0 0 0 0 
 
In Table 2, the effectiveness of the two algorithms is showed using four statistical data: the best, the worst, the 
average, and the standard deviation obtained from 10 runs. The experimental results show that the best, the worst, 
the average, and the standard derivation of the results offered by the proposed model are better than the real-coded 
GA in all benchmark functions. However, the differences between the two algorithms are small.  
The results in terms of the success rate (Table 3) show that the proposed model is able to obtain the global 
optimum of all test functions; however, the real-coded GA is unable to find the global optimum. For F1, F3, F4, and 
F5 functions, the proposed model achieved the global optimum of the functions in all the runs. For F2 function, the 
proposed model attained the global optimum with a success rate of 70%. This clearly indicates that the proposed 
model has better capability in finding the global optimum than the real-coded GA.   
Table 3. The success rate of the proposed model and the real-coded GA 
Function 
Success rate 
Real-coded GA Proposed Model 
F1 : Ackley 0% 100% 
F2 : Griewank 0% 70% 
F3 : sphere 0% 100% 
F4 : weighted- sphere 0% 100% 
F5 : Schwefel’s double sum 0% 100% 
5. Conclusions  
To reduce the number of user-defined parameters, we provide the original MBO with a self-organizing capability. 
The proposed model can automatically determine the proper number of queens itself. Results on five benchmark test 
functions show that the proposed model is very effective in solving the function optimization problems. 
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